Abstract. In the first part of this paper we give an elementary proof of the fact that if an infinite matrix A, which is invertible as a bounded operator on ℓ 2 , can be uniformly approximated by banded matrices then so can the inverse of A. We give explicit formulas for the banded approximations of A −1 as well as bounds on their accuracy and speed of convergence in terms of their band-width. In the second part we apply these results to covariance matrices Σ of Gaussian processes and study mixing and beta mixing of processes in terms of properties of Σ. Finally, we note some applications of our results to statistics.
Introduction
Let I be either the set of natural numbers, N, or the integers, Z, and let ℓ 2 denote the corresponding Hilbert space of one-or two-sided infinite sequences (u k ) k∈I of complex numbers with k∈I |u k | 2 < ∞. We know that every bounded linear operator A on ℓ 2 can naturally be identified with a (one-or two-sided) infinite matrix (a ij ) i,j∈I . We will therefore use the words 'operator' and 'matrix' synonymously here.
It is clear that the inverse of a banded infinite matrix A, if it exists, is in general not a banded matrix any more. However, one can show that it is still the uniform limit of a sequence of such, that is: it is what we call a band-dominated matrix. By a simple approximation argument, this result immediately implies that the class of band-dominated matrices is inverse closed, that means: if one of them is invertible, its inverse is again band-dominated.
Outline of the Paper. We will give a proof of this result in Section 2 which moreover comes with explicit formulas for the banded approximations of the inverse and with bounds on their accuracy and speed of convergence in terms of their band-width. In Section 3 we apply these formulas to another class of operators, the so-called Wiener algebra. These inverse closedness results themselves are not new (see e.g. Kurbatov [9, 10, 11] but also [12, 13, 16, 19, 20, 17, 14] for related questions) but what we believe is new here is our approach and the explicit approximates of the inverse that it comes with, as well as the generalizations of our results to the operator classes defined in Section 4 with an eye to applications in statistics.
Next, in Section 5, we study the relation between our results in Sections 2 and 3 and the notion of regularity in Gaussian processes, a well settled problem in the stationary case, clarified, as we believe, for the first time in the general (non-stationary) case. In the same section, we consider the characterization of the notion of beta mixing (or absolute regularity) for Gaussian processes, a problem considered by Ibragimov and Solev [6] for the stationary case. We give a necessary and sufficient condition for beta mixing in the general case, relating it to closure notions stronger than those in the previous sections. Finally, in Section 6, we sketch the applications to statistics which initially prompted this work.
Notations.
Here and in what follows, let ℓ 2 := ℓ 2 (I) stand for the set of all sequences x = (x k ) k∈I of complex numbers with
where the index set I is fixed. For every bounded and linear operator A on ℓ 2 , let A * denote the adjoint operator with matrix representation (a ij ) * = (a ji ) and let A denote the induced operator norm, that is A = sup
By putting I = {1, ..., n} in the above, we define x and A as is usual for finite vectors x ∈ C n and n × n matrices A acting on them. We will now suppose that I ∈ {Z, N}.
Let BL := BL(ℓ 2 ) be the set of all bounded linear operators A : ℓ 2 → ℓ 2 . Equipped with addition, multiplication by scalars, operator composition and the above norm, BL is a Banach algebra and even a C * -algebra with involution A → A * . If A ∈ BL is invertible (i.e. a bijection ℓ 2 → ℓ 2 ) then also A −1 ∈ BL as a consequence of the open mapping theorem. Now let BO := BO(ℓ 2 ) refer to the set of all operators A ∈ BL that are induced by a banded matrix -meaning a matrix with only finitely many nonzero diagonals. Clearly, the set BO is closed under addition, multiplication, multiplication by scalars and under passing to the adjoint -but it is not closed in the operator norm · on BL. That is why one is interested in the norm closure of BO, henceforth denoted by BDO := BDO(ℓ 2 ), the elements of which are called band-dominated operators/matrices.
From a computational point of view the operator norm · is not very handy. An alternative norm · can be defined on BO as follows: For A ∈ BO with matrix representation (a ij ) i,j∈I and for each k ∈ Z, let d k be the supremum norm of the k-th diagonal of A, that is
and put
It is easy to see that this defines a norm on BO with A ≤ A for all A ∈ BO. Let us this time pass to the completion of BO in the stronger norm · ; what we get is a proper subset of BDO that shall be denoted by W. Equivalently, A ∈ W iff A < ∞, where A is as defined in (1) but now for arbitrary infinite matrices. It turns out that (W, · ) is a Banach algebra that is often referred to as the Wiener algebra. If we, for a moment, generalize our setting from operators on ℓ 2 to operators on ℓ p with p ∈ [1, ∞], it is clear that the class BO does not depend on p. Unlike the norm closure BDO(ℓ p ) of BO, the Wiener algebra W is also independent of p since it is defined merely in terms of matrix entries. One has, for all
for all A ∈ W. We will give an elementary proof of the inverse closedness of W, thereby automatically proving Wiener's famous theorem on functions with absolutely summable Fourier series.
BDO is inverse closed
The shortest proof of the inverse closedness of BDO goes like this: By its definition, BDO is a Banach subalgebra of BL that is closed under the involution map A → A * . Since, moreover, the equality A * A = A 2 holds for all A ∈ BL, both BL and BDO are C * -algebras, and a basic theorem [4] on C * -algebras says that therefore BDO is inverse closed in BL, i.e. if A ∈ BDO is invertible in BL one always has A −1 ∈ BDO. In this section we will find out how to approximate A −1 by band matricesand how good this approximation is.
In order to distinguish between banded matrices of different band widths k ∈ N 0 := N ∪ {0}, we will introduce the notation BO k for the set of all A ∈ BL whose matrix (a ij ) i,j∈I is supported on the diagonals numbered −k, ..., k only, that means a ij = 0 if |i − j| > k, i.e. d n = 0 if |n| > k with d n from (1). Clearly, we have BO k ⊂ BO k+1 , BO = ∪ k≥0 BO k and
with the usual definition of the distance, dist(A, S) := inf B∈S A − B , of an operator A ∈ BL from a set S ⊂ BL. Note that if a ij is a matrix entry of A with |i − j| > k then clearly a ij is still a matrix entry of A − B for all B ∈ BO k so that A − B ≥ |a ij |. Consequently,
is a bound on all matrix entries outside the −k, ..., k band of A. Using the diagonal suprema introduced in (1), we can rephrase this as
We start with the simple case when A is banded and self-adjoint positive definite, i.e. A ∈ BO, A = A * and the spectrum of A, sp A, is strictly positive. In this case, it is well known that
with ̺(A) denoting the spectral radius of A. Moreover, we have that κ := M/m = A A −1 is the condition number of A. Lemma 2.1 Let A ∈ BO k for some k ∈ N 0 be self-adjoint positive definite, and define M, m and κ as above. Then, for every n ∈ N 0 , it holds that
where an approximation B n ∈ BO n·k of A −1 with this accuracy is given in (6) below. In particular, A −1 ∈ BDO since the right-hand side of (5) goes to zero as n → ∞.
Proof. We start by looking for a γ ∈ R such that
is minimized. A little thought shows that this is the case iff |γm − 1| = |γM − 1|, i.e. 1 is the midpoint of the interval [γm, γM ] so that γ = 2 M+m . In this case,
Now, by Neumann series, for every n ∈ N 0 ,
holds with B n ∈ BO nk and C n ≤ |γ|
which finishes the proof.
We now pass to the non-self-adjoint case -but still banded. and κ := M/m = A A −1 . Then, for every n ∈ N 0 , it holds that
where an approximation of A −1 in BO 3nk with this accuracy is given in (9) below. In particular, A −1 ∈ BDO since the right-hand side of (8) goes to zero as n → ∞.
Proof. The idea is to write A −1 = B −1 A * , where B := A * A ∈ BO 2k is clearly self-adjoint positive definite, and to approximate B −1 as in the previous lemma. When we apply Lemma 2.1 to B (in place of A), note that
Now for every n ∈ N 0 , in analogy to (6), we can write B −1 = B n + C n with B n ∈ BO 2nk and C n bounded as in (7), so that
and
, which proves the result.
Finally, we pass to the most general case, A ∈ BDO. 
with κ ± k defined by (11) , respectively. In particular, A −1 ∈ BDO.
Since A is invertible we know that A k is invertible for sufficiently large k; precisely, take k 0 ∈ N 0 big enough that δ k < m/2 for all k > k 0 so that
and hence
k ∈ BDO by Proposition 2.2 and since BDO is closed.
For an explicit approximation of A −1 by banded matrices, it remains to look at banded approximations of A −1 k and to use (10) . Therefore, for every k > k 0 , let B 
is bounded by the right-hand side of (8) with M, m and κ replaced by
Bounding
by (10)+ (12) completes the proof.
The Wiener algebra W is inverse closed
The term 'Wiener algebra' is commonly used for the set W (T) of all functions f (t) = n∈Z f n t n on the unit circle T whose sequence of Fourier coefficientsf = (f n ) n∈Z is in ℓ 1 (two-sided infinite), equipped with pointwise addition and multiplication and with the norm f := |f n |. Norbert Wiener's famous theorem says that if f ∈ W (T) is invertible as a continuous function, i.e. f vanishes nowhere on T, then
In fact, Wiener's theorem is a special case of our Theorem 3.1 saying that 'our' Wiener algebra W is inverse closed! It follows if we apply Theorem 3.1 to a two-sided infinite matrix with constant diagonals. To see this take I = Z and associate with every function f ∈ W (T) the so-called Laurent matrix
which is sometimes also (wrongly) called a 'two-sided infinite Toeplitz matrix'. Then, clearly,
Now for g ∈ L 2 (T), letĝ = (g n ) n∈Z ∈ ℓ 2 denote its sequence of Fourier coefficients and note that L(f )ĝ =f * ĝ = f g acts as the operator of convolution by the sequencef = (f n ). In other words, if
which is clearly the case iff f has no zeros on T. In this case (L(f ))
Our Theorem 3.1 however says much more: For all matrices A ∈ W, not just for those with constant diagonals, the inverse A −1 , if it exists, is in W.
Proof. a) As in §2, we start with the case A ∈ BO, say A ∈ BO k for some k ∈ N 0 . Then, by (8) ,
. Now, for every j ∈ Z, let d j denote the supremum norm of the j-th diagonal of A −1 . By the previous inequality and (4) we get that
Summing up we have
b) Now let A ∈ W be invertible and take A 1 , A 2 , ... ∈ BO such that A − A i → 0 as i → ∞. Since (W, · ) is a Banach algebra we know that for sufficiently large i also A i is invertible and
Together with part a) and the closedness of (W, · ) this proves the theorem.
Note that one corollary of Theorem 3.1 is that if, for some fixed p ∈ [1, ∞], an operator A : ℓ p → ℓ p with matrix representation in W is invertible then its inverse is again given by a matrix in W and A −1 therefore (see (2) ) acts boundedly on all spaces ℓ p with p ∈ [1, ∞]. So invertibility and spectrum of such operators A do not depend on the particular choice of p. In [15] it is shown how this result can be used to prove that even the property of being a Fredholm operator (including the value of the Fredholm index) and hence the essential spectrum of A does not depend on
4 Some generalizations
Generalized banding
It is easy to see that our results generalize well beyond BDO and W. To see what we mean, let ̺ be a metric on I and define the set BO ̺ of ̺-generalized banded operators as the set of all A = (a ij ) i,j∈I ∈ BL with a ij = 0 for all i, j ∈ I with ̺(i, j) > k, for some fixed k. It is easy to see that BO ̺ is also closed under addition and multiplication and taking adjoints. Examples of interesting metrics ̺ other than ̺(i, j) = |i − j| are obtained by taking a sequence (x i ) i∈I of pairwise different elements from another metric space (X, d) (e.g. X = R n with the Euclidean norm) and putting If we now define the generalized Wiener norm by
we can obtain an exact generalization of Theorem 3.
1. An obvious application of this result is the generalization of Wiener's theorem to analytic functions
Banding up to a permutation
Let π be a permutation, that is, a 1-1 mapping of I onto itself which is clearly representable as an operator (x i ) i∈I → (x π(i) ) i∈I of norm 1 from ℓ 2 to ℓ 2 , which we also denote by π. Define nk (with obvious notation changes).
We can also in an obvious way obtain the same conclusions for generalized banding. More important from a statistical point of view is the following generalization. Let
Then HBO PERM is only closed for addition, scalar multiplication, and taking powers. However, an examination of the proof of Theorem 2.3 shows that these properties are sufficient to arrive at the same generalization for HBO PERM and its closure HBDO PERM as we did for HBO (π) and its closure. Again, everything carries over verbatim to generalized banding. These results, particularly the last, are of interest in statistics since, for reasons to become apparent, it is desirable to define classes of covariance matrices such that matrices and their inverses necessarily obey the same definition of sparseness.
5 Applications to probability theory
The closures of banded self-adjoint positive definite operators and Gaussian processes
A Gaussian process is a sequence of random variables, {X j : j ∈ Z}, on a probability space whose finite dimensional joint distributions are Gaussian. Without loss of generality, we take EX j = 0 for all j, so that the joint distributions are determined by the matrices
where we put X n m := (X m , . . . , X n ) T . We extend these notations to m = −∞ and n = ∞ by introducing the two-sided infinite vector X ∞ −∞ := (. . . , X −1 , X 0 , X 1 , . . .)
T and matrix
For the rest of our discussion we assume that the infinite matrix Σ acts as a bounded operator from ℓ 2 to ℓ 2 . A regular process is one for which As noted in [5] , beta mixing implies strong mixing. The converse is not true as Example 5.3 below shows.
On the other hand, let Q m,n be the probability distribution induced by P on the σ field generated by B 
A mean 0 process is linearly regular if
as p → ∞, uniformly in m. A detailed discussion of these concepts is in Ibragimov and Rozanov [5] primarily in the context of stationary processes.
For Gaussian processes, linear regularity and regularity are equivalent, see [5, p.112 ]. We connect with our previous results via Theorem 5.1 If Σ has a bounded inverse and belongs to BDO then X ∞ −∞ is regular, and so is the process corresponding to Σ −1 .
Since Σ is a member of BDO we can find B ε banded of width k(ε) such that B ε − Σ ≤ ε. Let X −m (ε), . . . , X n+p+1 (ε), . . . be a Gaussian process with covariance operator B ε , (a moving average process). Then,
where σ ε (a, b, c) = EX b a X c (ε) and | · | is the Euclidean norm. By construction,
Then, from (16) and (17),
for all p ≥ k(ε). The main result follows from (15) and (18) . The corresponding statement for Σ −1 is a consequence of Theorem 2.3.
Beta mixing and Frobenius closure of banded operators
In general, Σ ∈ BDO having a bounded inverse does not imply beta mixing (see Example 5.3 below). But below we prove that beta mixing is equivalent to a condition on the off-diagonal decay of Σ which can be related to the closure of BO in a type of Frobenius norm.
In the negative, there are results of Kolmogorov and Rozanov [8] for symmetric positive definite Toeplitz matrices Σ, i.e. one-sided infinite versions of (13) with f n = f −n , showing that strong (and hence beta) mixing does not hold if the associated symbol f : t ∈ T → n∈Z f n t n ∈ R has discontinuities of the first kind. (Recall from Section 3 that Σ is: 
where P is a polynomial with zeros, if any, only on the unit circle and log a(·) belongs to the Sobolev space W 1 2 ,2 then X is beta mixing and conversely.
Recall that
Note that if f is bounded above and away from zero then one can take P ≡ 1, and the condition log a(·) ∈ W 1 2 ,2 is equivalent to a ∈ W 1 2 ,2 and a bounded away from zero. To see the latter, note that W 1 2 ,2 can be equivalently characterized by the Sobolev-Slobodeckij norm (e.g. [18] ), in which it becomes clear that with f also powers of f and hence, by closedness, also log f (if f is bounded above and away from zero) and exp f are in W Here is an example of a strong but not beta mixing stationary process.
4 , 2 4 , 3 4 , ...}, and a k = 0 otherwise. Now look at the symbol function f (t) = k∈Z a k t k defined on the unit circle T. Because of a k = a −k , the symbol f is real-valued. One moreover has
so that f is in the Wiener class W (T) that we discuss at the beginning of Section 3, and hence f is continuous. In particular, f is bounded with
3 ) ⊂ (−4, 4) for all t ∈ T. However, f is not in the Sobolev space W 3 ) ⊂ (0, 8), so that g is positive, bounded away from zero, and continuous, whence the associated process with covariance matrix Σ = (b i−j ) i,j is strong mixing. But the process is not beta mixing since g ∈ W 1 2 ,2 . We now give a generalization of Theorem 5.2 to arbitrary bounded covariance matrices Σ. Implicitly, the result is essentially in Lemmas 2-5 of [5, §IV.4] but we give a full statement and proof here for completeness. We denote the entries of our infinite covariance matrix Σ by σ ij = EX i X j for i, j ∈ Z. 
A simpler sufficient condition is given by γ(p) < ∞ for some p ≥ 1, where
since (20) ⇒ (19).
Proof. Note that with Σ also Σ −1 is in BL and put M := max( Σ , Σ −1 ) < ∞. By (14) , to prove the theorem we need only show that (19) is equivalent to
Moreover, it is easy to see that (21) is equivalent to sup m,n,k
where Q m,n,p,k and Q m,n,p,k are the distributions Q m,m+p and Q m,m+p restricted to B We consider X (1) := (X m , . . . , X n ) T , X (2) := (X n+p+1 , . . . , X n+p+k ) T . Let f denote the joint density of (X (1) , X (2) ) so that f corresponds to
the covariance matrix of (X (1) , X (2) ) blocked out. Thus,
Let g correspond to
the covariance matrix of (X (1) , X (2) ) if X (1) and X (2) are independent. Let P f , P g be the probability distributions of X (1) and X (2) and
be the variational norm. We suppress the dependence of f, g on m, p, k in what follows. Let
be the (squared) Hellinger metric. It is well known that
Thus we can replace
Our argument will consist of bounding 1 2 H 2 = 1−A above and below by functions a m,n,p,k and a m,n,p,k of {σ
iff (19) holds. To do this, we have to compute A(f, g).
Note that · T V and H 2 (·, ·) are invariant under regular linear transformations
. For the choice of these matrices T 1 and T 2 , suppose, by the spectral theorem, that Σ jj = Q T j Λ j Q j , j = 1, 2, where Q j are orthogonal and Λ j are diagonal, and put
) in the above, we get that Σ 11 = I 1 and Σ 22 = I 2 are the (n − m + 1) × (n − m + 1) and k × k identity, respectively. We shall establish the theorem in this case and then derive the general case.
If Σ 11 = I 1 and Σ 22 = I 2 then, in corresponding block notation,
and the determinant of S is equal to
since Σ 12 Σ 21 and Σ 21 Σ 12 have the same nonzero eigenvalues. It holds that
To compute (25), recall (24), (26) and the standard formula for block determinants
W.l.o.g suppose n − m + 1 ≤ k. Now let λ m , . . . , λ n be the eigenvalues of Σ 12 Σ 21 . Then Σ 21 Σ 12 has the same n − m + 1 eigenvalues and the rest are zeros. Let x be an eigenvector of Σ 21 Σ 12 corresponding to λ. Then Σ 12 x is an eigenvector of Σ 12 Σ 21 corresponding to the same λ. Consequently, for such an x, we have
Taking this together with (26) and (27), we get
so that, by (24), (25) and (28),
where we recall that 0 ≤ λ j < 1 for all j since Σ 12 Σ 21 is positive semi-definite and (Σ 11 ) −1 = I 1 − Σ 12 Σ 21 is positive definite. Now we put t := Trace(Σ 12 Σ 21 ) = n j=m λ j and note that our condition (19) is equivalent to
(as can be seen by induction over the number of terms) and
(which is easily checked using basic calculus), together with (29), yield
From (30) we get that t → 0 implies A(f, g) → 1. Conversely, by the right half of (30), A(f, g) → 1 implies t → 0.
Thus the result is proved if Σ 11 and Σ 22 are the identity.
General case. By the spectral theorem we noted we can find Q 1 and Q 2 orthogonal such that
where Λ 1 and Λ 2 are diagonal. The transformation of R m+k by Q 1 0 0 Q 2 doesn't change Hellinger or variational distances and sends Σ ij →Σ ij , wherẽ
since eigenvalues are unchanged. Sending
and 
2 are the diagonal elements of Λ 1 , Λ 2 . But since
by (31) and (32). Now the theorem follows.
Remark 5.5 If we suppose Σ to be a Laurent matrix, i.e. Σ = (a i−j ) i,j∈Z with a k = a −k for all k, then it is easy to see that (19) is equivalent to
This is the W The quotient cone, which we again denote by F m , is closed under convex combination and positive scaling but not under multiplication. However it is closed under Schur multiplication
where Σ 0 , T 0 and Σ 0 * T 0 are equivalence classes. Clearly
is the usual Frobenius norm.
We note the connection to BO. Evidently, BO m ⊂ F m+1 for all m ≥ 0 and hence BO ⊂ F . In fact, F is the closure of BO in the Frobenius metric d F (Σ, T ) := Σ − T F0 . To see the latter, note that F is closed under d F (·, ·) and take Σ = (σ ij ) ∈ F , so that Σ ∈ F m0 , i.e. |i−j|≥m0 σ 2 ij < ∞, for some m 0 ≥ 0. Then, putting B m := σ ij χ(|i − j| < m) ∈ BO m for m = 0, 1, ..., it holds that
We will see now that, besides BDO and W (see Theorem 2.3 and 3.1), which are the closures of BO under · and · , respectively, also the Frobenius closure F of BO is inverse closed.
Theorem 5.6 F is closed under inversion.
As we have noted in Theorem 5.4, all operators in F are beta mixing so that we conclude that at least on F beta mixing is preserved under inversion. 
Next, note that
where λ m , . . . , λ n are the eigenvalues of Σ 12 Σ 21 . But
as p → ∞ since Σ ∈ F n for some n. Hence, for p large enough, we can write
Then, by (33) and (36),
In view of (34) and (35), the proof is complete.
Applications to Statistics
This paper was motivated by the problem of estimating the covariance matrix of n independent identically distributed p-vectors, X 1 , . . . , X N with a common N (0, Σ p ) distribution. In [1, 2] Bickel and Levina show that covariance matrices which are approximable by banded matrices could be well estimated, in the operator norm, by banded empirical covariance matrices, and accordingly their inverses could be approximated by the inverses of the estimates above. Conversely, inverse covariance matrices approximable by banded matrices could be well approximated by data dependent banded matrices and now the covariance matrices themselves would be approximated by the inverses of the banded matrices above. The bounds developed above enable us to approximate both a covariance and its inverse by banded matrices simultaneously in a very explicit way.
Specifically consider Σ p as the top left p × p block of a banded matrix Σ : ℓ 2 → ℓ 2 with a bounded inverse Σ −1 . Let · be the operator norm and put
withB k (Σ) ∈ BO k . Theorem 2.3, specialized to A positive definite and self-adjoint, says that
is the condition number of Σ. LetΣ
T be the empirical covariance of X p×1 . The individual elements ofΣ p ,σ ij approach the corresponding σ ij as N → ∞ with high probability butΣ p fails to have an inverse if p ≥ N and its eigenstructure is, in general, diverging from that of Σ, if p is commensurate or much larger than N i.e. as p → ∞ as well as N with p N → c, 0 < c ≤ ∞, see Johnstone [7] . However, we can, under very mild conditions on p and N , find k N → ∞ such that
in probability, where
. In particular, for Gaussian X this is true if log p N → 0. Therefore if Σ ∈ BDO, so that δ k (Σ) → 0 as k → ∞, this yields an operator norm consistent estimate of Σ, that is
We can deduce from (37) that if Σ −1 < ∞ then
as n → ∞ slowly with k N . It is, of course, clear from (38) and (40) that [B kN (Σ p )] −1 will eventually exist, be self-adjoint positive definite and consistently estimate Σ −1 . However, this is rather unsatisfactory in practice as well as theory since B −1 kN (Σ p ) in general does not have a band structure (meaning that it is supported on all its diagonals) in particular if we assume that Σ −1 ∈ BO, so that by Theorem 2.3, Σ ∈ BDO, our estimate would not reflect this information. The assumption that Σ −1 p belongs to BO k has, in the Gaussian case, a statistical interpretation. It implies that X i is independent of {X j : |i − j| > k} given {X j : |i − j| ≤ k, j = i}. The assumption that Σ p ∈ BO k has a different interpretation, implying that X i is independent (unconditionally) of {X j : |i − j| > k}. One of the interesting consequences of Theorem 2.3 is that it tells us that conditional independence (for a band structure) cannot occur unless there is approximate conditional independence and vice versa. That point aside, we are left with a good but not "natural" estimate for Σ I −γB k (Σ p ) j .
We are left with the problem of how to choose k and n. In theory, if we have some notion or make assumptions about the magnitude of the "bias" δ k (Σ) and calculate stochastic bounds on the "variance" B k (Σ p ) − B k (Σ p ) and make assumptions about how many zeros Σ −1 has, we can use (37) to estimate the optimal choices of k and n. In practice, it is better to use some data determined choice, e.g. by crossvalidation, see Bickel, Levina [1, 2] . However, we believe that (37) and (39) can be used to compute minmax bounds and oracle inequalities on the performance of estimates of Σ −1 p , from the ones obtained for estimates of Σ p , see Cai, Zhang, Zhou [3] . It should be clear that whatever we have said of banding applies to generalized banding up to a permutation also.
The application of extended generalized banding is satisfactory if we think of the coordinates of X as corresponding to labelled points on a manifold, as is reasonable in (say) geophysical applications, where X is the state of some variable such as pressure, at a grid of points on the globe at some time. But it is not relevant if the labels are meaningless as in microarrays genomics, where the coordinates simply label genes. However, it should now be clear that our second generalization to generalized banding up to some unknown permutation π deals with such situations. It enables us to define classes of matrices Σ in terms of their dependency graph defined in terms of Σ −1 by having vertices correspond to coordinates of X with an edge between i and j if the (i, j)th entry of Σ −1 is different from 0. However, although the determination of ̺ is dictated by the situation, estimation of π is nontrivial and will be pursued elsewhere.
