Abstract. In this paper the authors address the problem of interpreting and classifying aggregate data sources and draw parallels between tasks commonly encountered in image processing and census analysis. Both of these fields already have a range of standard classification tools which are applied in such situations, but these are hindered by the aggregate nature of the input data. An approach to 'unmixing' aggregate data, and thus to revealing the nature of the subunit variation masked by aggregation, is introduced. This approach has already shown considerable success in Earth Observation applications, and in this paper the authors present the adaptation and application of the approach to Census small area statistics data for Southampton, Hants, revealing something of the social composition of Southampton's enumeration districts. The unmixing technique utilises an artificial neural network.
A remote sensing analogy
In image processing, spectral reflectance from the ground is recorded on a pixel-by-pixel basis. A frequent task for researchers in remote sensing is to allocate pixels to landcover classes based on the multiband reflectance information. Typically, land cover is mapped from remotely sensed data through the application of a supervised image classification procedure. For this, sites of known class membership, 'training' sites, are identified and used to derive a quantitative description of each class of interest in terms of its spectral reflectance. Each training site should be of homogeneous cover of a single class and there should be a sufficient number of such sites for each class to enable an accurate description of the class appearance in the image. Class descriptions or training statistics derived can then be used in the determination of class membership over the rest of the image area. A range of techniques are available, but frequently class membership is derived by means of a conventional statistical algorithm such as the maximum likelihood classification (Jensen, 1996; Mather, 1987) . Under such classifiers, each pixel is allocated to the class with which it has the highest probability of membership.
Land-cover classification: a role for artificial neural networks
Difficulties arise, however, when variation in ground-cover class occurs at a scale beneath that at which the data are recorded and pixels contain a mixture of land-cover classes. Unfortunately, mixed pixels are very common (Campbell, 1987; Crapper, 1984) , with the proportion of mixed pixels varying as a function of the land-cover mosaic on the ground and the spatial resolution of the sensor. Classification of a 'mixed' pixel into one, most likely, land-cover class by using such a 'hard' classification procedure clearly introduces error into ground-cover assessment. Although the exact proportion of mixed pixels in an image may vary widely, it is not uncommon for an image to be dominated by them. The image processing solution has been to develop the use of classification techniques which allow for multiple and partial class membership. A wide variety of techniques exist which may accomplish this task, including the use of an ANN. In principle, the ANN is trained to fire output nodes in proportion to the presence of a defined land-cover class with in a pixel. Training of the ANN is typically achieved with target values derived through the use of finer spatial resolution imagery.
Artificial neural networks
ANN are a form of artificial intelligence which imitate some functions of the human brain. The network comprises a set of simple processing units which are interconnected by weighted channels in a manner defined by the network architecture. There are a range of different network architectures (Aleksander and Morton, 1990; Davalo and Nairn, 1991) . In this paper, only feedforward ANNs are discussed. These are attractive for supervised classification applications as they may be trained by examples and may generalise (Schalkoff, 1992) . In a feedforward ANN, the units are arranged in layers, with each unit in a layer connected by a weighted channel to each unit in adjacent layers, as illustrated in figure 1. ANNs have been found able to classify data to comparable or higher accuracies than other classification approaches, ranging from conventional probabilistic techniques to approaches based on evidential reasoning (Benediktsson et al, 1990; Foody et al, 1995; Peddle et al, 1994 ).
The precise architecture of the network is determined by a range of factors which relate partly to the characteristics of the input data and output classification. There is usually, for instance, an input for every discriminating variable and an output unit associated with each class in the classification. The number of hidden units and layers is typically defined on the basis of a series of trial runs. In general, the larger the number of hidden units and layers used, the more able the network will be to learn the training data, but this may be achieved at the expense of a reduced capacity for generalisation and an increase in processing time (Chauvin, 1990; de Villiers and Barnard, 1992) . For classification problems, training data usually comprise a large sample of cases of each class, which provides a reliable and representative sample of the classes. Learning in a feedforward ANN takes place through an iterative process as follows:
1. The input layer receives the incoming data and passes them into the ANN. An input value is then passed to every node in the hidden layer along weighted connections. The initial weights of the connections are randomly determined but are constrained between +1 and -1. The input values are adjusted by the weight and arrive at the hidden nodes as new values. 2. Each hidden node sums all the weighted values which it receives and subjects that summed value to an activation function. The activation function may constrain or transform the value in some way; the most commonly used is the sigmoid function. 3. The adjusted value leaves the hidden layer and is passed along another weighted connection to the output layer. Each output node sums the signals it receives and applies another activation function before releasing the output value.
In the training process, the ANN is presented with a data set for which the target output values are known. After the training data have been passed through the ANN a comparison between the resulting output values and target values is made. If, as is likely, the values are not the same, a wave of weight adjustment is passed back through the network to try to reduce the difference between output and target values. Here the capacity of each note to 'remember' how the last value was dealt with is utilised. The original input data are then passed forwards through the ANN again and the comparison is repeated. This backpropagation of error, adjustment, and retry is repeated until the ANN outputs are acceptably close to the target values (Rumelhart et al, 1986; Schalkoff, 1992) .
The network outputs for a pixel equate to measures of the strength of class membership and hence the class composition of the pixel (Foody, 1996) . It is therefore possible to use the network to provide a 'fuzzy' classification. The training data may compromise heterogeneous or mixed cases, eliminating the need for homogeneous training cases, because the network learns to characterise the relationship between the input data and class composition of the training set without any prior assumptions about the data.
Application to census data
EDs are known rarely to enclose socially homogeneous areas and can thus be thought of as analogous to mixed pixels. For instance, Morphet (1993) , in an analysis of 1991 Census EDs in Newcastle upon Tyne, found no evidence for significant variation across ED boundaries, even for variables such as housing tenure which might reasonably be expected to display distinct spatial clustering. It is therefore attractive to consider the application of ANN classifiers to the 'unmixing' of aggregate census data in a way similar to that described above. It is important to recognise that this concept of unmixing does not involve any change to the spatial resolution of the data but rather to the detail of information about the population of each spatial unit.
Applying such unmixing techniques to small area statistics (SAS) data requires a number of conceptual and technical adaptations to be made. The ED must be reconceptualised as a unit enclosing a mixture of households from definable social groups. There is a long history of thinking of society as composed of a number of identifiable social groups and, although the precise nature of the groups has been widely disputed (for example, see Crompton, 1993) , a diversity of economic and social positions is recognised. If this conceptualisation can be upheld, the SAS may be thought of as the result of carrying out a census on a specific social mixture, and therefore internalising information about that mixture. The household groups are thus thought of as being similar to land-cover types in the image processing version of the technique. It should therefore be possible to attempt an 'unmixing' of the ED-level SAS in order to provide information about the proportions in which different social groups are present in the population.
In this application, we have used the 1991 Census SAR to generate a classification through which households are divided into a number of groups. From the household groups, ED populations of known group composition can be constructed. SAS-like data are then derived from these synthetic ED populations and used to train an ANN to model the proportional presence of each household group. The result is an ANN which, when exposed to real SAS for an ED, will model the proportional presence of the predefined household groups within it, thus giving a detailed account of its social composition.
Producing training data
To produce appropriate training data for the ANN in the census example it is necessary to adopt a set of class definitions (parallel to the land-use classes in the image processing example) and to supply SAS data for synthetic EDs whose proportional class composition is known. The SAR is a disaggregate sample of returns from the census and essentially offers the user an anonymised 'copy' of responses made to the 1991 census questionnaire (see Marsh, 1993) . The SAR offers the user two levels of detail: a 2% sample of individuals and a 1% sample of households. For this research the household level was utilised, as it was thought that a social grouping scheme would be more robust at the household level than at the individual level. One of the features of the SAR, safeguarding the anonymity of its sample members, is that the spatial origin of a household record can be determined only to within one of the Registrar General's standard regions (for example, North West England). In order to allow for the regional differences in social structure as far as possible, the SAR data for the 'Rest of the South East' (ROSE; the South East excluding London) was obtained, in which the Southampton study area is included. This data set contains 41043 household records from which a social group scheme was constructed.
To construct a grouping scheme, grouping variables were selected from the SAR. This process required a balance between trying to utilise appropriate variables, reflecting the axes which class theory regarded as important in determining and reflecting social difference, and some technical constraints. In order to attempt to use the SAR-derived groups to train a neural network to unmix ED data, the SAR variables used had to be precisely replicated in the SAS. This constraint limited the choice of variables with which to construct the social groups and in particular placed heavy reliance on the traditional demographic and economic axes somewhat discredited by contemporary class theory (Pahl, 1989) . The variables and counts used here are listed in table 1. The social groups used in this application example were constructed by obtaining the selected variables for the 41043 households in the ROSE SAR and running this sample though a AT-means classifier. No weighting was applied to the classifier. Fifteen groups were generated, each containing an average of 3000 households. Visualisation of the groups indicated that members of the same group were indeed similar in their census characteristics and significantly different from those in other groups.
The generation of training data proceeded by random sampling of households from our groups, in known proportions. After selecting 100 households, their census attributes were 'aggregated' and recoded to mimic the SAS data that would have been constructed had those households really existed together. A large variety of proportional 'recipes' was used to generate artificial SAS in order to reflect as many conceivable social mixtures as possible, both homogeneous and heterogeneous. It was not necessary to cover every conceivable proportional mix as one feature of neural networks is their ability to learn to generalise relationships. 
Training
A neural network was constructed by using SSNS software (available from Unig Stuttgart) with an architecture comprising one input unit for every discriminating variable, a hidden layer containing a number of units equal to twice that in the input layer plus one, and an output layer with fifteen units, one for each household group; this architecture was determined subjectively after a series of trial runs. The training process was described in section 2.2. A backpropagation learning algorithm was used, with an additional momentum component to ensure the best possible convergence. The training data set was passed through the ANN 100 times, by which time the correlation between the output values from an unseen set of synthetic SAS and its known class proportional content exceeded /* = 0.96.
Southampton application example
Southampton is a major city on the south coast of Britain, with a population of 197 000 at the 1991 Census. The administrative area of the city is divided into 418 EDs and encompasses a wide range of neighbourhood types, from extensive postwar local authority housing estates to affluent suburbs with large houses at low density. The central area includes high-rise apartment blocks and areas of small older houses with a variety of minority populations. With the network training complete, real SAS data were prepared for Southampton. Variables and codings matches those in the artificial SAS data. The entire Southampton data set was passed through the trained network and the net gave estimated proportions of household groups, essentially a 'fuzzy' classification of household type for each ED. The resulting map, with the fifteen classes collapsed into five for the purposes of mapping, is shown as figure 2. This is a dominant class map which shows only the class to which the majority of the ED km Figure 2 . Unmixed model classification of Southampton (five classes).
households belong. This is all the information that is available from conventional classification approaches. Here, additional information is available about the estimated degree of mixing in each ED in terms of the proportional contribution of each of the original fifteen classes. The 'purity' of the class mixture in each ED may be summarised by the use of various measures, such as the entropy measure mapped in figure 3 , which provides an indication of the reliance which might be placed on any single-number ED classification. The figure also illustrates the information available on the breakdown of household class proportions for a single ED, in this case JPFM12.
A threefold evaluation strategy was adopted for the ANN classifications: first, the results were compared with those from an existing geodemographic classifier, GB Profiler (Blake and Openshaw, 1994) . Second, a number of EDs were selected and visited by the researchers, and, third, an attempt was made to recreate the original SAS values by sampling SAR households from the groups in their predicted proportions for each ED in order to assess how closely the true ED population characteristics were matched. 
Comparison with GB Profiler
GB Profiler is an academic-research-oriented geodemographic classification system based on the 1991 Census, itself constructed by means of an ANN classifier, but working from aggregate statistics and producing only a single-number classification of each ED. The primary difficulty in comparing two neighbourhood classification schemes such as GB Profiler and the classification scheme generated here is that it is not possible to equate directly any class or group of classes in one scheme with those in another, making it unhelpful to attempt detailed numerical measurement of the differences. For the purposes of this comparison therefore, only the general social patterning of the city as presented by the two approaches can be examined. The ten-class GB Profiles, again collapsed to five classes for mapping, are shown in figure 4 . The five classes used for mapping have been subjectively devised to match as closely as possible the equivalent five-class division of the classes resulting from the unmixing procedure. The classes were matched by using textual and numerical descriptions provided by the authors of GB Profiler. The collapse represented a considerable loss of detail but retained the broad social ordering of both class schemes. Descriptions of the GB Profiler classes composing each of these five groups are given in table 2. Visual inspection of figures 2 and 4, and the detailed fifteen-class maps from which they are derived, suggests that the broad pattern revealed is similar, with higher status areas in the north and northeast, lower status areas in outlying local-authority-built housing estates to the east and west, and generally lower status mixed areas in the centre and south. Both of these classifications are broadly in keeping with local knowledge. There is somewhat greater local variability in the classification resulting from unmixing, although in neither figure is the full range of the classification scheme adequately represented by the five-class grey-scale reproduction. 
Established
Rural farming communities, mature well-off self-employed couples and pensioners, owning or privately renting large detached houses Comfortable middle agers, mature white-collar couples and families, owning and buying semis 4.2 Inspection on the ground As a second approach to evaluation, nine EDs were selected for inspection on the ground. For each of these, a 'dominant' class was established from the unmixing technique, a GB Profiler class was established, and a measure of its 'mixedness' derived. Each ED was then visited, and a subjective evaluation made of whether an appropriate dominant classification had been achieved, whether the GB Profiler class seemed appropriate, and whether there were obvious indications of social homogeneity. Clearly, such an evaluation will be strongly influenced by the physical appearance of each ED, its housing type, and the researchers' preconceptions. Nevertheless, it is felt that actually inspecting the results of the classification procedures 'on the ground' is an important complement to any computer-based measures and would be likely to highlight any gross inaccuracies and anomalies in the analysis. The aim of this exercise was threefold: to gain a crude indication of how well the unmixing technique was working, to determine the types of differences which were apparent between the unmixing technique and a more conventional classifier such as GB Profiler, and to determine the extent to which whole-ED classification masks obvious within-ED variation in reality.
For those EDs which might be expected to be homogeneous, such as those entirely within uniform areas of local authority housing, both techniques identify the same types of residents, and the unmixing technique suggests a high degree of 'purity' in the classifications. In other EDs there were some notable differences between the GB Profiler and unmixing results. These were most notable in locations which the unmixing technique suggested were 'very mixed'. For example, in two EDs assigned to GB Profiler class 'young married suburbia, well-off blue-collar couples and families, mixed-tenure terraces', the unmixing approach highlights the degree of social mixing, and suggests different dominant classes-in one case of more 'struggling' groups including those without a job and lone parents, and in the other more 'climbing' middle-aged families. Often distinct areas of different housing and apparent social status were visible within these EDs. The purpose of this comparison has not been to prove either classification approach to be 'right' or 'wrong' (indeed, they were largely in agreement), but to confirm that the results of the unmixing procedure were plausible 'on the ground' and that useful additional information was provided by the indication of social mixing in addition to a single whole-ED classification.
Evaluation of synthesised ED populations
A third approach to the evaluation of the unmixing procedure is to take the breakdown of household class proportions for each ED and to ask: 'If the ED were populated with households matching these classifications, how closely would the original SAS values be reproduced?' We have taken some initial steps in the development of this approach, which are outlined here. The detailed household class composition of each ED which results from the unmixing approach indicates the broad division of social characteristics which might be expected to exist within each ED. During the ANN training process each household in the SAR sample was assigned into a class, thus giving a population of actual households for which responses to individual census questions and position in our household classification scheme is known. It is therefore possible to synthesise a population for each ED by drawing households randomly from the SAR sample in proportion to the classes revealed by the unmixing process. This procedure was run 100 times for each ED in Southampton, thus creating 100 'possible' populations which would fit the results from the unmixing process. As there is no reason to expect that the households belonging to a particular class in a given Southampton ED should conform to the mean characteristics of that class in the entire ROSE region, the best fitting synthesised ED from which simulation run was retained for analysis.
From these populations, SAS-like counts have been constructed for each of the 45 variables which formed part of the original data set, and which are listed in table 1. For each variable, the difference between the SAS for the synthesised and actual populations can be measured. As might be expected, those variables which are particularly significant to the classification process, such as socioeconomic group (SEG), are reconstructed more successfully than those which are less influential such as household space type. A simple measure of error for each variable is the absolute difference between the synthesised count and the true count, and mean per variable error serves as an overall indicator of classification plausibility for an ED. The mean absolute error for a single variable across all 418 EDs is 9.78, with a standard deviation of 3.84, a minimum of 2, and a maximum of 38. The mean number of households in an ED is 183. If expressed as a percentage of the total number of households in each ED the mean error is 5.11%, with a standard deviation of 1.79%, a minimum of 2.29%, and a maximum of 13.89%. This means that a single SAS count produced from the synthesised ED data is on average 5.11%> different from the true value. The distribution of the absolute percentage errors is shown in figure 5 . This information is mapped in figure 6 , which suggests that the greatest differences are found in the lowest social status areas, including some EDs in which the unmixing approach suggested that the classification was reasonably 'pure'. One partial explanation may be the underprediction of owner-occupation in some of these areas which have experienced very high levels of council house sales. Overall, the low levels of error from the synthesised data suggest that the household class composition information for each ED has produced a plausible and realistic characterisation of the ED populations.
Conclusions
In this paper a new approach to the classification of small area census data has been presented which draws on a remote sensing classification analogy. The concept of the ED as a 'mixed pixel' is presented and the utility of ANN classifiers for this type of problem reviewed. An ANN may be trained to 'unmix' data comprising a mixture of primitive classes by presenting training data covering a wide variety of mixtures whose composition is known. These training EDs may be synthesised by using household data from the SAR. Our approach is thus to develop a classification of households (as opposed to areal aggregates of households) and seek to unmix the aggregated data in order to discern the most likely mixture of household classes which would produce the observed aggregate data. This technique is independent of the particular household classification procedure used, and could be used with other, more sophisticated, classifiers than the fifteen-class AT-means classifier used here. It would also be possible to explore the use of classifications based on individual, rather than household, characteristics.
An illustrative application of this approach to 1991 ED data for the City of Southampton has been presented, and an initial evaluation of the results made in a number of ways. Comparison with an existing classifier, GB Profiler, indicates that the broad pattern of neighbourhood classification is compatible with other approaches, although direct comparison of household classes is not possible. Examination of selected EDs on the ground would suggest that both GB Profiler and the unmixing approach give plausible whole-ED summaries, but that the procedure described here can give valuable additional information about the degree of social heterogeneity within EDs. The technique may have particular utility where it is necessary to locate subgroups of the population which are not usually the dominant group in an ED or where some measure of confidence in the whole ED classification is required. The use of singlenumber summaries is poorly suited to the identification of housing need, for example. Small pockets of acute social and material deprivation are obscured in ED-level aggregate data but their presence would be indicated by the application of this new technique. Similar advantages would apply to the classification of underprivileged areas for health-care resource allocation, which is prone to the same weaknesses.
One aspect of contemporary critiques of geodemographic profiling systems is that they fail to recognise the individual as a self-constituting agent (Goss, 1995) . Although still fundamentally concerned with the classification of individuals and households as a convenient 'shorthand' for a variety of planning and marketing purposes, the approach presented here serves to refocus attention on the fact that conventional whole-ED classifiers are actually the result of a complex mixture of individual and household characteristics, and that knowledge about the likely degree of mixing will be of further assistance to the analyst. Another critique of much work based on geographic information systems is its reliance on essentially Boolean reasoning (Sui, 1994) . The ideas explored in this paper are very much in keeping with the spirit of 'fuzzy geodemographics' introduced by Openshaw (1989) , which go some way towards addressing this issue: working within the bounds of a fixed census geography, information is available about the mixture of households within an ED, such that whole-ED classifications can be interpreted in terms of their likely reliability and representativeness.
