Abstract -In this paper, we apply a method to view twodimensional magnetic recording (TDMR) system as a binary error and erasure channel to experimentally determine some bounds on capacity for the TDMR channel. We analyze two different TDMR read-channel models, Voronoi-grain model and random-grain model, to determine the effects of write-errors on the capacity bounds.
I. INTRODUCTION
Magnetic recording has been the most widely used method to store information for several decades. It is the principle behind hard-disk drives that are synonymous with computer storage and other consumer electronic devices requiring large storage capacities. The ever-increasing demand from such devices for increased storage density has so far been met by the storage industry. Over the last decade, there has been a phenomenal increase in maximum achievable storage density every year. The current state-of-the-art hard disk drives achieve a density of over 500 Gb/in 2 . But, the storage density has hit a road-block and to increase it to 1 Tb/in 2 and beyond is a significant challenge.
Magnetic medium is made of tiny irregularly shaped and positioned magnetic grains. In order to store one bit of information, a collection of such grains are magnetized to one of two possible magnetic polarities. The storage density is determined by the average number of grains magnetized for storing one bit and the average area of the grains. In order to increase storage density, a general theme over the last several years has been to use medium with smaller average grain area. The resultant decrease in the signal to noise ratio (SNR) was compensated by advanced signal processing algorithms and error correction codes. The storage densities have reached a point where the grain size can no longer be reduced due to energy stability constraints. Therefore, many radically new technologies have been proposed to increase the density further.
Some of the next-generation magnetic storage technologies proposed are heat-assisted magnetic recording (HAMR) [1] , bit-patterned medium (BPM) [2] recording and the focus of the this paper, two-dimensional magnetic recording (TDMR) [3] . HAMR relies on sophisticated write-process and BPM relies on sophisticated production of patterned medium for achieving high density. TDMR is unique because it uses conventional media, relying instead on sophisticated signal processing and coding algorithms. In TDMR, high storage density is achieved by reducing the number of grains used for storing one bit of information. This could be as low as 1 grain/bit. TDMR is seen as a potential candidate for achieving 10 Tb/in 2 . There are significant challenges that need to be overcome before the potential of TDMR can be harnessed. The challenges arise mainly because of two factors. By reducing the density to 1 grain/bit, the SNR reduces to as low as 0 dB. Further, the severe inter-symbol interference (ISI) due to high density is of two-dimensional (2D) nature, requiring the development of sophisticated 2D detectors and possibly 2D error correction codes that can operate at such low SNR's. The overall idea behind TDMR is to store information at very high densities and use advanced 2D detectors and low-rate (around 0.5) error correction codes to effectively achieve a user density in the range of 1-10 Tb/in 2 . Theoretical achievable densities is determined by the capacity of the channel, which is difficult to determine for the TDMR channel. Some work on capacity bounds has been done on very simplified TDMR channels [3] .
In this paper, we provide some experimental lower bounds on capacity for the TDMR system with a density of 1 bit/grain. This is done by first showing that the TDMR system can be considered as a binary error and erasure channel (BEEC) and subsequently calculating the capacity of the corresponding BEEC. We do this analysis for two suitable TDMR read-channel models that have received much attention recently; Voronoi-grain model [4] and the randomgrain model [3] . They both provide a good trade-off between complexity and accuracy, but differ primarily in the possibility of write-errors. Write-errors occur when some input bits do not get stored in any grain.
The rest of the paper is organized as follows. The system model is described in Section II and the method to view TDMR as BEEC is described in Section III. Using this method some error-erasure rates and the corresponding capacity bounds are derived in Section IV. Finally, some conclusions are drawn in Section V. Fig. 1 shows the TDMR system model. Two dimensional binary input x is written onto a medium consisting of irregular grains resulting in a magnetized pattern m. The primary source of noise in TDMR is due to the irregular grain boundaries of the medium. Electronic noise is negligible compared to the medium noise and therefore not considered in this model. The sampled readback signal from the read-head is denoted as y. The impulse response of the read-head is wider than one bit in both dimensions resulting in 2D ISI. Using y, the detector makes some decision on the input x x . TDMR read-channel model consists mainly of three components; model for the medium, model for the writeprocess and model for the read-process. We describe below two TDMR read-channel models.
II. SYSTEM MODEL

A. Voronoi-grain Model
In this model, all instances of the media are assumed to be generated by a perturbation of the ideal medium. An ideal medium is defined as the one where the grains are of the same size and shape and are equi-spaced. Geometrically, they are represented by a set of points S on a square lattice as shown in Fig. 2(a) . Voronoi regions of these points correspond to grains of the ideal medium. These ideal grains are referred to as cells and the points are referred to as cell-centers.
An instance of a conventional medium is generated by randomly shifting the cell-centers and generating their corresponding Voronoi regions. The shift is based on some known probability distribution and it is assumed that the shifted centers remain within their corresponding cell boundaries. An example of such an instance of the medium of size 3×3 cells is shown in Fig. 2(b) , where ' * ' marks the positions of ideal cell-centers and '·' marks the shifted position of the cellcenters. The Voronoi tiling corresponding to the points marked by '·' correspond to the grains of the conventional medium. The probability distribution governing the shifts is given by the class of distributions known as Tikhonov distribution, whose probability density function (pdf) is given as,
where, is the zeroth order modified Bessel function of the second kind. When
, the pdf turns out to be uniform and when    , the pdf turns out to be a delta function. It can be thought of as corresponding to conventional medium and patterned medium respectively. Pdf for values of  between 0 and turns out to be some bell-shaped curves of different peaks and width. Therefore, the regularity of thegrain structure can be controlled by varying   . In other words, by varying  , the variance of the grain area can be varied. It also serves as a parameter to compare with other medium generating models. For 0   , the variance of grain area is about 6.3%.
The write-head does not have the knowledge of the grain structure of the medium and therefore assumes the medium to be ideal. Consequently, it attempts to write at the ideal cellcenters. The write-model is a rule that determines which (a) (b) Fig. 2 . Voronoi-grain model: all media are assumed to be a perturbation of the ideal medium. (a) ideal medium and (b) an instance of a non-ideal medium, where every Voronoi region corresponds to a grain grains get magnetized when the head attempts to write at cellcenters. In this model, we say that the magnetization of a grain is determined by the cell in which its center (shifted cellcenters) is contained. From our earlier assumption that the shifted cell-centers lie within their corresponding cells, it can be concluded that there will be no write-errors in this model. There is a one-to-one correspondence between the input bits (corresponding to each cell) and the grains. In reality, writeerrors are expected to be significant in TDMR systems. However, this model is sufficient for the design of detectors, which can never correct write-errors. In this paper, it also serves to determine the effects of write-errors on capacity. The readback signal is obtained by convolving the magnetized medium with the system impulse response. The impulse response of the TDMR system is a truncated unitenergy 2D Gaussian function spanning 3 cells in both dimensions with a PW 50 of 1 cell width.
B. Random-grain Model
The primary difference between the random-grain model and the Voronoi-grain model is that the media are not considered to be perturbed versions of the ideal medium. In this model, as many points as the number of grains required are randomly placed in a 2D plane. Voronoi regions of these points correspond to the grains of the medium. In general, this will result in a medium with very high variance of the grain area. In order to reduce the variance, some of the grains with the largest area is divided into two and of the grains with the smallest area are removed. As a result, the variance of grain area is reduced while maintaining the same number of grains. Variance obtained for is similar to the variance obtained by the voronoi-grain model for
, which is 6%. The magnetization of a grain is determined by the cell in which its centroid (not same as the grain center) is contained. In this model, a cell may not contain any centroid or may contain more than one centroid. Therefore, there is no one-toone correspondence between the inputs and the grains and consequently will lead to write-errors. The readback signal is obtained in the same way as described in the last section. An example of the random-grain model's write-process is shown in Fig. 3(a) and Fig. 3(b) .
III. TDMR AS BEEC
Let the binary input of the TDMR system be denoted as . Let the corresponding magnetization of the medium be denoted as . Then the readback output is given as,
where, is the impulse response of the system and is the region spanning the cell. The second part of the equation is obtained because the impulse response spans 3×3 cells. In an ideal medium, the cell boundaries are same as the grain boundaries and as a result can simply be determined by the inputs. Therefore, for the ideal medium, the sample readback output can simply be given as,
Therefore, for an ideal medium the output can be exactly determined by simply performing the above discreteconvolution. Consequently, the inputs can be determined by simply using a zero-forcing equalizer. Observe that for the TDMR system all of the noise is due to the noise in the medium. That is, , where corresponds to the inverse of the channel response and it can be pre-calculated. For TDMR systems with non-ideal medium, we ignore the irregular grain regions and simply use the same zero-forcing equalizer. Obviously, in this case
. We refer to this quantity as effective magnetization, as it is proportional to the difference Where, e indicates erasure. With the knowledge of the pdf of effective magnetization and the above rule, we can determine the error and erasure rate for a given threshold. Observe that the errors and erasures may be correlated in both dimensions, but for further analysis we assume them to be independent.
IV. CAPACITY OF TMDR
When TDMR is modeled using the Voronoi-grain model, the error and erasure rates are as shown in Fig. 6 for various thresholds. As the threshold t increases, the error rate decreases and the erasure rate increases. When , error rate is about 6.5% and erasure rate is 0 for
. Note that the error and erasure rate drop significantly for even small increase in  . Since, there are no write errors in this model, all errors are entirely readback errors. Assuming that the errors and erasures occur independently, the capacity of the corresponding BEEC can be calculated as,
where,  and denote the erasure and error rate, respectively. Fig. 7 shows the capacity for the BEEC corresponding to the error and erasure rates shown in Fig. 6 . For a given system, the threshold can be chosen such that the capacity is maximized. For γ = 0, the maximum capacity is about 0.73 and increases significantly for small increase in  . Also, note that the threshold that maximizes the capacity depends on  .
significantly reduces the capacity as shown in Fig. 9 . In this case, the maximum capacity is 0.4. This capacity acts as a lower bound for the TDMR capacity.
V. CONCLUSION Fig. 8 shows the corresponding error and erasure rates for random-grain model (with ). The error rates are much higher compared to the Voronoi-grain model primarily due to the presence of write-errors, which is about 8%. Neglecting the write-errors, the error rate is 7.5% (for ), similar to the error rate obtained for the Voronoi-grain model with
(which results in almost the same variance of the grain area as the random-grain model). The effect of write-errors
In this paper, we described an experimental technique to calculate lower bounds on capacity of two-dimensional magnetic recording system. Using the Voronoi-grain model, the lower bound on the capacity was shown to be about 0.73 ignoring write-errors. Using the Random-grain model, which incorporates write-errors, we showed that the lower bound on capacity reduces to 0.4.
