Abstract. Let K be a finite commutative ring, and let L be a commutative K-algebra. Let A and B be two n × n-matrices over L that have the same characteristic polynomial. The main result of this paper (Theorem 1.2) states that the set A 0 , A 1 , A 2 , . . . is finite if and only if the set B 0 , B 1 , B 2 , . . . is finite. We apply this result to the theory of discrete time dynamical systems. Indeed, it gives a complete and easy-to-check characterization of sensitivity to initial conditions and equicontinuity for linear cellular automata over the alphabet K n for K = Z/mZ (Theorem 2.5), i.e., cellular automata in which the local rule is defined by n × n-matrices with elements in Z/mZ.
1. On matrices with finitely many distinct powers
The main theorem
We recall a standard definition from linear algebra: 1 Definition 1.1. Let K be a commutative ring. Let n ∈ N. Let A be an n × nmatrix over K. Then, the characteristic polynomial χ A of A is defined to be the polynomial det (tI n − A) ∈ K [t] . Here, I n stands for the n × n identity matrix, and tI n − A is considered as an n × n-matrix over the polynomial ring K [t] .
Our goal in this section is to prove the following theorem: 1 Here and in the following, N denotes the set {0, 1, 2, . . .}. Theorem 1.2. Let K be a finite commutative ring. Let L be a commutative Kalgebra. Let n ∈ N. Let A and B be two n × n-matrices over L such that χ A = χ B . Then, the set A 0 , A 1 , A 2 , . . . is finite if and only if the set B 0 , B 1 , B 2 , . . . is finite. We shall eventually prove Theorem 1.2, but first let us briefly discuss what rings L it applies to: Proposition 1.4. Let L be a commutative ring. Then, the following two statements are equivalent:
• Statement K: There exist a finite commutative ring K and a K-algebra structure on L.
• Statement M: There exists a positive integer m such that m · 1 L = 0. (Here, we denote the unity of any ring A by 1 A .)
Proof of Proposition 1.4 (sketched).
We shall prove the two implications K =⇒ M and M =⇒ K: Proof of the implication K =⇒ M: Assume that Statement K holds. In other words, there exist a finite commutative ring K and a K-algebra structure on L. Consider this ring K and this structure.
The ring K is finite. Hence, Lagrange's theorem (applied to the finite group (K, +)) yields |K| · a = 0 for each a ∈ K. Applying this to a = 1 K , we obtain Then, Z/mZ is a finite commutative ring. Now, the canonical ring homomorphism Z → L, a → a · 1 L factors through the quotient ring Z/mZ (since it sends m to m · 1 L = 0, and thus its kernel contains m and therefore the whole ideal mZ). Hence, we have found a ring homomorphism Z/mZ → L. This homomorphism makes L into a Z/mZ-algebra (since L and Z/mZ are commutative). Thus, there exist a finite commutative ring K (namely, Z/mZ) and a K-algebra structure on L (namely, the Z/mZ-algebra we have just found). In other words, Statement K holds. This proves the implication M =⇒ K.
We have now proven both implications K =⇒ M and M =⇒ K. Thus, Proposition 1.4 is proven.
Using Proposition 1.4, we can restate Theorem 1.2 as follows: Corollary 1.5. Let L be a commutative ring. Assume that there exists a positive integer m such that m · 1 L = 0. Let n ∈ N. Let A and B be two n × n-matrices over L such that χ A = χ B . Then, the set A 0 , A 1 , A 2 , . . . is finite if and only if the set B 0 , B 1 , B 2 , . . . is finite. Remark 1.6. A converse of this corollary holds as well: Let L be a commutative ring for which there is no positive integer m such that m · 1 L = 0. Let n ≥ 2 be an integer. Then, there exist two n × n-matrices A and B over L such that χ A = χ B and the set A 0 , A 1 , A 2 , . . . is infinite but the set B 0 , B 1 , B 2 , . . . is finite. Such matrices can easily be constructed by imitation of Example 1.3 (b).
Ingredient 1: Finite semigroups
We now start preparing the ground for the proof of Theorem 1.2. The first ingredient of our proof are two basic facts about semigroups.
In the following, semigroups will always be written multiplicatively: That is, if M is a semigroup, then the operation of M will be written as multiplication (i.e., we will write ab for the image of (a, b) ∈ M × M under this operation). Theorem 1.7. Let M be a finite semigroup. Let a ∈ M. Then, there exists a positive integer m such that a m = a 2m .
Proof of Theorem 1.7. This is simply saying that the sub-semigroup a 1 , a 2 , a 3 , . . . of M contains an idempotent. But this is well-known. See, e.g., [Steinbe16,  Proposition 1.8. Let M be a semigroup. Let a ∈ M. Let p and q be two positive integers such that p > q and a p = a q . Then, a 1 , a 2 , a 3 , . . . = a 1 , a 2 , . . . , a p−1 .
This proposition is also well-known, but proving it is easier than finding a reference:
Proof of Proposition 1. 8 
[Proof of (1) : We proceed by strong induction on i. Thus, we fix a positive integer j, and we assume that (1) holds for all i < j. We must then prove that (1) holds for i = j. In other words, we must prove that a j ∈ a 1 , a 2 , . . . , a p−1 . If j ≤ p − 1, then this is obvious; thus, for the rest of this proof, we WLOG assume that j > p − 1. Hence, j ≥ p, so that j − p ≥ 0 and thus q + (j − p) ≥0 ≥ q. Hence, q + (j − p) is a positive integer (since q is a positive integer). Furthermore, q + (j − p) = j + q − p >q < j + q − q = j. Recall that a polynomial is said to be monic if its leading coefficient is 1. Definition 1.9 generalizes [SwaHun06, Definition 2.1.1] from commutative ring extensions to arbitrary algebras, and generalizes [AllKle14, Definition (10.21)] from commutative K-algebras L to arbitrary K-algebras L.
Philosophically, there is a similarity between integral elements of a K-algebra, and "finite-order" elements of a semigroup (i.e., elements a such that the set a 1 , a 2 , a 3 , . . . is finite). In Proposition 1.25, we shall see a direct connection between these two concepts, but even before that, the similarity is helpful as a guide. Definition 1.10. Let K be a commutative ring. Let M be a K-module, and let n ∈ N.
(a) If m 1 , m 2 , . . . , m n are n elements of M, then we let m 1 , m 2 , . . . , m n K denote the K-submodule of M spanned by m 1 , m 2 , . . . , m n . This K-submodule is called the K-linear span of m 1 , m 2 , . . . , m n . A similar notation will be used for spans of infinitely many elements.
(b) We say that the K-module M is n-generated if and only if there exist n elements m 1 , m 2 , . . . , m n ∈ M such that M = m 1 , m 2 , . . . , m n K .
We notice that a K-module M is finitely generated if and only if there exists some n ∈ N such that M is n-generated.
We recall one basic fact about finitely generated K-modules:
Lemma 1.11. Let K be a commutative ring. Let M and N be two K-modules such that M is finitely generated. Let f : M → N be a surjective K-module homomorphism. Then, the K-module N is finitely generated.
Proof of Lemma 1.11 (sketched).
The K-module M is finitely generated. In other words, there exists some finite list
Thus, the K-module N is finitely generated. This proves Lemma 1.11.
The following fact provides several criteria for when an element of a commutative K-algebra is integral over K: Theorem 1.12. Let K be a commutative ring. Let L be a commutative K-algebra. Let n ∈ N. Let u ∈ L. Then, the following assertions A, B, C and D are equivalent:
• Assertion A: There exists a monic polynomial f ∈ K [t] of degree n such that f (u) = 0.
• Assertion B: There exist an L-module C and an n-generated K-submodule U of C such that uU ⊆ U and such that every v ∈ L satisfying vU = 0 satisfies v = 0. (Here, we are making use of the fact that each L-module canonically becomes a K-module, since L is a K-algebra.)
• Assertion C: There exists an n-generated K-submodule U of L such that 1 ∈ U and uU ⊆ U.
• Assertion D: We shall draw the following conclusion from Theorem 1.12: Corollary 1.13. Let K be a commutative ring. Let L be a commutative K-algebra. Let u ∈ L. Let C be an L-module. Let U be a finitely generated K-submodule of C such that uU ⊆ U. Assume that every v ∈ L satisfying vU = 0 satisfies v = 0.
(Here, we are making use of the fact that each L-module canonically becomes a K-module, since L is a K-algebra.) Then, u ∈ L is integral over K.
First proof of Corollary 1.13. The K-module U is finitely generated. In other words, it is n-generated for some n ∈ N. Consider this n. Thus, Assertion B of Theorem 1.12 is satisfied. Hence, Assertion A of Theorem 1.12 is satisfied as well (since Theorem 1.12 shows that these two assertions are equivalent). In other words, there exists a monic polynomial f ∈ K [t] of degree n such that f (u) = 0. Hence, u is integral over K. This proves Corollary 1.13.
Second proof of Corollary 1.13 (sketched).
The K-module U is finitely generated. In other words, it is n-generated for some n ∈ N. Consider this n.
is a K-linear combination of the elements u 0 , u 1 , u 2 , . . ., and since U is a K-module). Thus, U is a K [u]-submodule of C.
Moreover, we assumed that every v ∈ L satisfying vU = 0 satisfies v = 0. Hence,
In the parlance of commutative algebra, this is saying that the K [u]-module U is faithful. Hence, there is a faithful K [u]-module which is n-generated when considered as a K-module (namely, U). Thus, [AllKle14, Proposition (10.23), implication (4) =⇒ (1)] (applied to R = K, R ′ = K [u] and x = u) shows that there exists a monic polynomial f ∈ K [t] of degree n such that f (u) = 0. Hence, u is integral over K. This proves Corollary 1.13 again.
The following proposition is a linear analogue of Proposition 1.8:
Proposition 1.14 appears, e.g., in [AllKle14, Proposition (10.23), implication (1) =⇒ (2)]. For the sake of self-containedness, let us prove it as well:
Proof of Proposition 1.14. We first observe that K [u] is a K-subalgebra of L, and that u ∈ K [u] . The meaning of our assumption "u is integral over K", and also of our claim "there exists a g ∈ N such that K [u] We have assumed that u is integral over K. In other words, there exists a monic polynomial f ∈ K [t] such that f (u) = 0. Consider this f . Set n = deg f . Then, Assertion A of Theorem 1.12 is satisfied (since f has degree n). Hence, Assertion D of Theorem 1.12 is satisfied as well (since Theorem 1.12 shows that these two assertions are equivalent). In other words, we have
This proves Proposition 1.14. Theorem 1.15. Let K be a commutative ring. Let L be a commutative K-algebra. Let u 1 , u 2 , . . . , u m be a finite list of elements of L. Assume that these m elements u 1 , u 2 , . . . , u m are all integral over K, and generate L as a K-algebra. Then, the K-module L is finitely generated. Proof of Theorem 1.15. Fix i ∈ {1, 2, . . . , m}. Then, u i ∈ L is integral over K (by assumption). Hence, Proposition 1.14 (applied to u = u i ) shows that there exists a
Now, forget that we fixed i. We thus have shown that for each i ∈ {1, 2, . . . , m}, the K-module K [u i ] is finitely generated. Hence, the K- 
is surjective (since u 1 , u 2 , . . . , u m generate L as a K-algebra 4 ). Hence, Lemma 1.11
shows that the K-module L is finitely generated. This proves Theorem 1.15.
Characterizing integral matrices
The following is a simple consequence of the Cayley-Hamilton theorem: Proposition 1.16. Let K be a commutative ring. Let n ∈ N. Let A be an n × nmatrix over K. Then, A is integral over K (as an element of the K-algebra K n×n ). It is not hard to prove a generalization of Proposition 1.16:
We will not need this proposition, so we banish its proof into Section 1.11. However, we will use its converse: Theorem 1.18. Let K be a commutative ring. Let n ∈ N. Let L be a commutative K-algebra. Let A be an n × n-matrix over L. Assume that A is integral over K (as an element of the K-algebra L n×n ). Then, each coefficient of the characteristic polynomial χ A ∈ L [t] is integral over K.
Gert Almkvist's exterior-power trick
Our following proof of Theorem 1.18 will rely on the notion of exterior powers of an L-module (where L is a commutative ring). See [Bourba74, Chapter III, §7] or [Conrad13a] for the relevant background. Our method is inspired by Gert 4 To be more precise: The image of π is a K-submodule of L (since π is a K-module homomorphism). But we have assumed that u 1 , u 2 , . . . , u m generate L as a K-algebra. Thus, each element of L can be written as a polynomial in the u 1 , u 2 , . . . , u m with coefficients in K (since L is commutative). In other words, each element of L can be written as a K-linear combination of products of the form u for all n 1 , n 2 , . . . , n m ∈ N). Hence, each element of L can be written as a K-linear combination of elements of the image of π, and thus itself belongs to the image of π (since the image of π is a K-submodule of L). In other words, π is surjective.
Almkvist's exterior-power trick ([Almkvi73, proof of Theorem 1.7], [Zeilbe93] ). We shall need the following proposition (which is essentially the equality ( * ′ ) in [Zeilbe93] , or the equality ( * * ) in [Almkvi73, proof of Theorem 1.7]): Proposition 1.19. Let K be a commutative ring. Let n ∈ N. Let A ∈ K n×n be an n × n-matrix. Let V be the free K-module K n (consisting of column vectors of size n). Consider A as an endomorphism of the free K-module V = K n (in the usual way: i.e., we let A (v) = Av for each column vector v ∈ K n ). Consider the n-th exterior power Λ n V of the K-module V.
Fix k ∈ N. Let a k ∈ K be the coefficient of t k in the characteristic polynomial
Before we prove this proposition, we need a well-known lemma that connects exterior powers with determinants: 
We shall also need a lemma about n-th exterior powers of free modules of rank n: We shall now give a proof of Proposition 1.19; a second proof (somewhat more elementary, but more laborious) will be provided in Section 1.10.
First proof of Proposition 1.19.
Note that V is a free K-module of rank n; thus, Λ n V is a free K-module of rank n n = 1. In other words,
Let L be the polynomial ring K [t] . Then, L is a commutative K-algebra. We consider the commutative ring K as a subring of the polynomial ring L = K [t] (which is also commutative). Thus, the free K-module V = K n canonically embeds into the free L-module L n , and its n-th exterior power 5 Λ n V canonically embeds into the corresponding n-th exterior power Λ n L (L n ), where the subscript " L " signals that this is an exterior power over the base ring L. (This is indeed an embedding, since both modules Λ n V and Λ n L (L n ) have bases consisting of 1 element only (by Lemma 1.21), and the canonical map
sends the basis of one to the basis of the other.)
is an L-module isomorphism (see, e.g., [Conrad13b, Theorem 1]; see also [Bourba74, Chapter III, §7.5, Proposition 8] for the inverse of this isomorphism). We use this isomorphism to identify the
Concretely, this means that every element of Λ n L (L n ) can be written as a polynomial in t with coefficients in Λ n V.
Note that our canonical embedding
The n × n-matrix tI n − A ∈ L n×n can be viewed as an endomorphism of the free L-module L n (since any n × n-matrix over L can be viewed as such an endomorphism). Applying (3) to u = tI n − A (or, more precisely, to the L-module endomorphism we just mentioned), we obtain
Now, fix w 1 , w 2 , . . . , w n ∈ V, and set (by the multilinearity of the exterior product)
In view of (4), this becomes an equality in (Λ n V) [t] . Hence, by comparing the coefficients of t k on both sides of this equality, we obtain
(since the coefficient of t k in χ A is a k , and thus the coefficient of
, we can rewrite this as follows:
In view of p = w 1 ∧ w 2 ∧ · · · ∧ w n , this rewrites as
This proves Proposition 1.19.
Characterizing integral matrices: the proof
Now, everything needed for proving Theorem 1.18 is in place, so we can start the proof:
Proof of Theorem 1.18. Let V be the free L-module L n . In the following, Λ n V shall always mean the n-th exterior power of the L-module V.
We have assumed that A is integral over K (as an element of the K-algebra L n×n ). Hence, Proposition 1.14 (applied to L n×n and A instead of L and u) shows that there exists a g ∈ N such that
Let C be the L-module Λ n V. It is easy (using Lemma 1.21) to show that C ∼ = L as an L-module, but we shall not use this.
Let U be the K-submodule of C spanned by all elements of the form
Here, we are regarding K n as a K-submodule of L n , so that the vectors v j ∈ K n automatically become vectors in L n (and thus the matrices B j ∈ K [A] ⊆ L n×n can be multiplied onto them, yielding new vectors B j v j ∈ L n ). Now, we claim the following:
Claim 1: The K-module U is finitely generated.
[First proof of Claim 1: Let (e 1 , e 2 , . . . , e n ) be the standard basis of the K-module K n (so that e i is the vector with a 1 in its i-th entry and 0 everywhere else).
We have
We can thus easily see that each element of the form (6) is a K-linear combination of elements of the form
Thus, the K-module U is spanned by all elements of the form (7) (since it is spanned by all elements of the form (6)).
But (e 1 , e 2 , . . . , e n ) is the standard basis of the K-module K n . Thus, the elements e 1 , e 2 , . . . , e n span the K-module K n . Hence, each v ∈ K n is a K-linear combination of e 1 , e 2 , . . . , e n . Hence, each element of the form (7) is a K-linear combination of elements of the form
. . , g − 1} and v j ∈ {e 1 , e 2 , . . . , e n } . (8) Thus, the K-module U is spanned by all elements of the form (8) (since it is spanned by all elements of the form (7)). Hence, the K-module U is finitely generated (since there are only finitely many elements of the form (8)). This proves Claim 1.]
[Second proof of Claim 1: Here is a more formal way of stating the same proof. The
), and so is the K-module K n . Hence, the K-module 6
is finitely generated as well 7 . Now, for any
is an element of the form (6)). Thus, the K-linear map
is well-defined. This K-linear map π is surjective (since each element of the form (6) belongs to its image 8 ). Thus, Lemma 1.11 (applied to N = U and f = π) shows that the K-module U is finitely generated (since the K-module M is finitely generated). This proves Claim 1 again.]
. We are going to show the following:
[Proof of Claim 2: It suffices to show that a k u ∈ U for each u ∈ U. So let us fix u ∈ U; thus we must prove that a k u ∈ U.
We can WLOG assume that u is an element of the form (6) (since U is spanned by elements of this form). So assume this. Then,
Consider these B j and these v j . Note that for each n-
since 
Multiplying both sides of the equality
by Proposition 1.19, applied to L and B j v j instead of K and w j ∈ (−1) a K-module) . This completes the proof of Claim 2.]
[Proof of Claim 3: Let v ∈ L satisfy vU = 0. We must prove that v = 0. Let (e 1 , e 2 , . . . , e n ) be the standard basis of the L-module L n (so that e i is the vector with a 1 in its i-th entry and 0 everywhere else). Thus, (e 1 , e 2 , . . . , e n ) is also the standard basis of the K-module K n (since we are embedding K n into L n in the usual way). Thus, e j ∈ K n for each j ∈ {1, 2, . . . , n}. Hence, the element e 1 ∧ e 2 ∧ · · · ∧ e n of C has the form (6) (namely, for B j = I n and v j = e j ). Hence, this element belongs to U (by the definition of U). In other words, e 1 ∧ e 2 ∧ · · · ∧ e n ∈ U.
But recall that the n-tuple (e 1 , e 2 , . . . , e n ) is a basis of the L-module L n . Hence, Lemma 1.21 (applied to M = L n and b j = e j ) shows that the 1-
Hence, this 1-tuple is L-linearly independent. In other words, every w ∈ L satisfying w (e 1 ∧ e 2 ∧ · · · ∧ e n ) = 0 satisfies w = 0. Applying this to w = v, we obtain v = 0 (since v (e 1 ∧ e 2 ∧ · · · ∧ e n ) = 0). This proves Claim 3.]
Now, Corollary 1.13 can be applied to u = a k (since Claim 1, Claim 2 and Claim 3 ensure that the assumptions of Corollary 1.13 are satisfied). Thus, we conclude that a k ∈ L is integral over K. In other words, the coefficient of t k in the characteristic polynomial χ A ∈ L [t] is integral over K (since a k was defined to be this coefficient). Now, forget that we fixed k. We thus have shown that for each k ∈ N, the coefficient of t k in the characteristic polynomial χ A ∈ L [t] is integral over K. This proves Theorem 1.18. Corollary 1.22. Let K be a commutative ring. Let n ∈ N. Let L be a commutative K-algebra. Let A be an n × n-matrix over L. Assume that A is integral over K (as an element of the K-algebra L n×n ). Let M be the K-subalgebra of L generated by the coefficients of the characteristic polynomial χ A ∈ L [t] . Then, M is a finitely generated K-module.
Proof of Corollary 1.22. Let u 1 , u 2 , . . . , u m be the coefficients of the polynomial χ A . These coefficients u 1 , u 2 , . . . , u m are integral over K (by Theorem 1.18), and generate M as a K-algebra (by the definition of M); thus, in particular, they are elements of M. Hence, Theorem 1.15 (applied to M instead of L) yields that the K-module M is finitely generated. This proves Corollary 1.22.
Two finiteness lemmas
We need two more lemmas about finite generation of certain modules: Lemma 1.23. Let K be a finite commutative ring. Let M be a finitely generated K-module. Then, M is finite (as a set).
Proof of Lemma 1.23. The K-module M is finitely generated. In other words, there exist finitely many vectors a 1 , a 2 , . . . , a m ∈ M that generate M as a K-module. Consider these a 1 , a 2 , . . . , a m . Thus, each element of M is a K-linear combination of a 1 , a 2 , . . . , a m (since a 1 , a 2 , . . . , a m generate M as a K-module).
There exist only finitely many K-linear combinations of a 1 , a 2 , . . . , a m (because a K-linear combination λ 1 a 1 + λ 2 a 2 + · · · + λ m a m of a 1 , a 2 , . . . , a m is uniquely determined by choosing its m coefficients λ 1 , λ 2 , . . . , λ m ∈ K, but each of these m coefficients can be chosen in only finitely many ways 9 ). Hence, there are only finitely many elements of M (since each element of M is a K-linear combination of a 1 , a 2 , . . . , a m ). In other words, M is finite. This proves Lemma 1.23. 
Moreover, the K-algebra K [t] is generated by t; thus, its quotient K-algebra
is finitely generated. This proves Lemma 1.24.
Proof of Theorem 1.2
The following fact will bring us very close to Theorem 1.2: Proposition 1.25. Let K be a finite commutative ring. Let n ∈ N. Let L be a commutative K-algebra. Let A be an n × n-matrix over L. Then, the following three assertions are equivalent:
• Assertion U : The set A 0 , A 1 , A 2 , . . . is finite.
• Assertion V: The matrix A is integral over K (as an element of the K-algebra L n×n ).
• Assertion W: There exists a positive integer m such that the polynomial
Proof of Proposition 1.25. We shall prove the implications U =⇒ V and V =⇒ W and W =⇒ U : Proof of the implication U =⇒ V: Assume that Assertion U holds. We must prove that Assertion V holds.
The set A 0 , A 1 , A 2 , . . . is closed under multiplication. Thus, this set (equipped with multiplication) is a semigroup. Furthermore, this set is finite (since Assertion U holds), and thus is a finite semigroup. Hence, Theorem 1.7 (applied to M = A 0 , A 1 , A 2 , . . . and a = A) shows that there exists a positive integer m such that
be the polynomial t 2m − t m . Then, g is monic (since m > 0) and satisfies g (A) = A 2m − A m = 0 (since A m = A 2m ). Hence, there exists a monic polynomial f ∈ K [t] such that f (A) = 0 (namely, f = g). In other words, A is integral over K. In other words, Assertion V holds. This proves the implication U =⇒ V.
Proof of the implication V =⇒ W: Assume that Assertion V holds. We must prove that Assertion W holds.
We have assumed that Assertion V holds. In other words, A is integral over K. Let M be the K-subalgebra of L generated by the coefficients of the characteristic polynomial χ A ∈ L [t] . Then, the coefficients of χ A belong to this K-subalgebra M; thus, χ A ∈ M [t]. Furthermore, Corollary 1.22 shows that M is a finitely generated K-module. Thus, Lemma 1.23 (applied to M = M) shows that M is finite (as a set).
The 
Digression: Traces of nilpotent matrices
While this is unrelated to Theorem 1.2, let us illustrate the usefulness of Theorem 1.18 on a different application:
Corollary 1.26. Let K be a commutative ring. Let n ∈ N. Let L be a commutative K-algebra. Let A be an n × n-matrix over L. Assume that A is integral over K (as an element of the K-algebra L n×n ). Then, the trace Tr A ∈ L is integral over K. This is a generalization of the classical result that a nilpotent square matrix over a field must have trace 0.
There is actually a stronger version of Corollary 1.27, which says that if A m+1 = 0 for some m ∈ N, then (Tr A) mn+1 = 0 (see [Zeilbe93] , and [Almkvi73, Theorem 1.7 (i)] for an even more general result). We shall only prove Corollary 1.27. The proof relies on the following neat fact, which reveals nilpotence to be an instance of integrality: 
Comparing this with f (at) = 0, we obtain
This is an equality between two polynomials in L [t] . Comparing the coefficients of t n on both sides of this equality, we conclude that k n a n = 0. Since k n = 1, this rewrites as a n = 0. Hence, a is nilpotent. This proves the "⇐=" direction of Lemma 1.28. 
Second proof of Proposition 1.19
Let us also sketch a second proof of Proposition 1.19, which avoids exterior powers over K [t] but instead uses determinantal identities.
In this section, we shall use the following notations: Fix a commutative ring K and an n ∈ N. We let [n] denote the set {1, 2, . . . , n}.
Furthermore, if A ∈ K n×n is an n × n-matrix, and if U and V are two subsets of 
We shall now prove (or cite proofs of) a sequence of basic properties of submatrices and their determinants. 11 The index of a row in a matrix means the number saying which row it is. In other words, the index of the i-th row in a matrix means the number i. Similar terminology is used for columns. 12 Specifically, our notations differ from those in [Grinbe15, Corollary 6.164 
Proof of Corollary 1.30. Let us consider A ∈ K n×n as an n × n-matrix over the polynomial ring K [t] . Then,
det(sub 
Hence,
Now, by the definition of a k , we have
Corollary 1.30 is thus proven.
We introduce two more notations:
• If S is any subset of [n], then ∑ S shall denote the sum of the elements of S.
For example, if n = 5, then {1, 3} = {2, 4, 5} and ∑ {1, 3} = 1 + 3 = 4.
Lemma 1.31. Let P and Q be two subsets of [n]. Let A = a i,j 1≤i≤n, 1≤j≤n ∈ K n×n be an n × n-matrix such that every i ∈ P and j ∈ Q satisfy a i,j = 0.
Lemma 1.31 is precisely [Grinbe15, Exercise 6.47 (b)] (up to notation 13 ). Thus, we don't need to prove it here.
Our next proposition tells us what happens to the determinant of a matrix if we replace some columns of the matrix by the respective columns of the identity matrix I n . To state this proposition, we need the following notation: If A is an n × m-matrix, and if j ∈ {1, 2, . . . , m}, then Col j A shall denote the j-th column of
Proposition 1.32. Let A ∈ K n×n be a matrix. Let P be a subset of [n] . Let B ∈ K n×n be the n × n-matrix defined by setting
(That is, the columns of B whose indices lie in P equal the corresponding columns of A, while the other columns equal the corresponding columns of I n .) Then, det B = det sub P P A . 
the matrix B in Proposition 1.32 is given by
Proposition 1.32 states that this matrix satisfies det B = det sub
Proof of Proposition 1.32. For each j ∈ P, we have
In other words, the columns of B with indices j ∈ P equal the corresponding columns of A. Hence, the submatrix sub P P B of B equals the corresponding submatrix sub P P A of A (because these two submatrices are contained entirely in the columns with indices j ∈ P). In other words,
Define a subset Q of [n] by Q = P. Thus, Q is the complement of P in the nelement set [n]; hence, |Q| = n − |P|. In other words, |P| + |Q| = n. Moreover, from Q = P, we obtain P = Q, so that Q = P. For each j ∈ Q, we have
In other words, the columns of B with indices j ∈ Q equal the corresponding columns of I n . Hence, the submatrix sub 
This proves Proposition 1.32.
Proposition 1.32 has the following consequence for exterior powers:
14 Proof. Let i ∈ P and j ∈ Q. Then, j ∈ Q = P = [n] \ P (by the definition of P), so that j / ∈ P. Hence, i = j (since otherwise, we would have i = j / ∈ P, which would contradict i ∈ P). Now, the definition of B yields Corollary 1.34. Let A ∈ K n×n be a matrix. Let V be the free K-module K n . Consider A as an endomorphism of the free K-module V = K n . Consider the n-th exterior power Λ n V of the K-module V.
Let (e 1 , e 2 , . . . , e n ) be the standard basis of the K-module K n (so that e i is the vector with a 1 in its i-th entry and 0 everywhere else).
Proof of Corollary 1.34. Define an n × n-matrix B ∈ K n×n as in Proposition 1.32. Consider B as an endomorphism of the free K-module V = K n as well.
We have A i p e p = Be p for every p ∈ [n] 15 . Combining these equalities, we obtain Recall that B is an endomorphism of the free K-module K n . Hence, Lemma 1.20
Hence, det sub
(by the definition of the map Λ n B)
This proves Corollary 1.34.
Lemma 1.35. Let V be any K-module. Let A be an endomorphism of the Kmodule V. Let w 1 , w 2 , . . . , w n ∈ V be arbitrary vectors. Assume that two of these n vectors w 1 , w 2 , . . . , w n are equal. Let k ∈ Z. Then,
in the exterior power Λ n V of the K-module V.
Proof of Lemma 1.35. We have assumed that two of the n vectors w 1 , w 2 , . . . , w n are equal. In other words, there exist two elements u and v of [n] such that u < v and w u = w v . Consider these u and v. Let Z be the set (i 1 , i 2 , . . 
where
Consider these α, β, γ.
(because the exterior product is alternating). Hence,
Furthermore, fix (i 1 , i 2 , . . . , i n ) ∈ Z. Then, the exterior product A i σ1 w σ1 ∧ A i σ2 w σ2 ∧ · · · ∧ A i σn w σn is obtained from A i 1 w 1 ∧ A i 2 w 2 ∧ · · · ∧ A i n w n by swapping two factors (because σ is a transposition). Therefore,
Thus, we have proven w σp = w p if p = u.
• A similar computation proves w σp = w p if p = v.
• If p / ∈ {u, v}, then σp = p (by the definition of σ) and thus w σp = w p .
Thus, w σp = w p always holds. This proves (14).
(by Corollary 1.34, applied to P = G (i 1 , i 2 , . . . , i n )). Moreover, each n-tuple
because
(by Corollary 1.30)
det sub
A · e 1 ∧ e 2 ∧ · · · ∧ e n =A i 1 e 1 ∧A i 2 e 2 ∧···∧A i n e n (by (22)) here, we have substituted G (i 1 , i 2 , . . . , i n ) for P in the sum, since the map G : {0,
=Φ(e 1 ∧e 2 ∧···∧e n ) (by the definition of Φ)
Now, let w 1 , w 2 , . . . , w n ∈ V be arbitrary. Then, there exists some λ ∈ K such that w 1 ∧ w 2 ∧ · · · ∧ w n = λ · e 1 ∧ e 2 ∧ · · · ∧ e n (since the 1-tuple (e 1 ∧ e 2 ∧ · · · ∧ e n ) is a basis of the K-module Λ n V). Consider this λ. Now,
Thus, Proposition 1.19 is proven again.
Proof of Proposition 1.17
We have yet to prove Proposition 1.17. This is much easier than proving its converse, which we have already done. We begin by stating a trivial consequence of Theorem 1.12: Proof of Proposition 1.17. Let M be the K-subalgebra of L generated by the coefficients of the characteristic polynomial χ A ∈ L [t] . Let u 1 , u 2 , . . . , u m be these coefficients. These coefficients u 1 , u 2 , . . . , u m are integral over K (since we assumed that each coefficient of the characteristic polynomial χ A ∈ L [t] is integral over K), and generate M as a K-algebra (by the definition of M); thus, in particular, they are elements of M. Hence, Theorem 1.15 (applied to M instead of L) yields that the K-module M is finitely generated. Thus, the K-module M n is finitely generated as well.
Clearly, L is a commutative M-algebra (since M is a subring of L). Also, the M-algebra M [A] is commutative (since it is generated by a single element A over the commutative ring M).
On the other hand, the Cayley-Hamilton theorem yields χ A (A) = 0. But the characteristic polynomial χ A is a monic polynomial of degree n; furthermore, all its coefficients belong to M (since M was defined to be the K-subalgebra of L generated by these coefficients). Thus, the polynomial χ A belongs to M [t] . Hence 
is surjective. Hence, Lemma 1.11 
Dynamical Behaviour of Linear Cellular Automata
A discrete time dynamical system is a pair (X , F ), where X is any set equipped with a distance function d and F : X → X is a map that is continuous on X according to the topology induced by d (see [KatHas95, LinMar95] for a background on discrete time dynamical systems). The goal of this section is to prove that two important properties of discrete time dynamical systems, namely, sensitivity to the initial conditions and equicontinuity, are decidable for linear cellular automata over the finite ring K = Z/mZ (see [LebMar95] for an introduction to linear cellular automata).
We begin by reviewing some general notions about cellular automata. A configuration over a set S is a map from Z to S. Here, we deal with S = K n , where K is a finite commutative ring, and then we consider the following space of configurations:
Each element c ∈ (K n ) Z can be visualized as an infinite one-dimensional cell lattice in which each cell i ∈ Z contains the element c i ∈ K n . Both K n and (K n ) Z become K-modules in the obvious (i.e., entrywise) way. Let r ∈ N and δ : (K n ) 2r+1 → K n be any map. We say that r is the radius of δ.
Definition 2.1 (Cellular Automaton). A one-dimensional CA based on a radius r local rule δ is a pair ((K n ) Z , F), where
is the global transition map defined as follows:
In other words, the content of cell i in the configuration F(c) is a function of the content of cells i − r, . . . , i + r in the configuration c.
Note that the local rule δ completely determines the global rule F of a CA. A local rule δ : (K n ) 2r+1 → K n of radius r is said to be linear if it is defined by 2r + 1 matrices A −r , . . . , A 0 , . . . , A r ∈ K n×n as follows:
∀(x −r , . . . , x 0 , . . . , Before proceeding, let us recall the formal power series (fps) which have been successfully used to study the dynamical behaviour of LCA in the case n = 1 [ItoOsa83, ManMan99] . The idea of this formalism is that configurations and global rules are represented by suitable polynomials and the application of the global rule turns into multiplications of polynomials. In the more general case of LCA over K n , a configuration c ∈ (K n ) Z can be associated with the fps In order to study the dynamical properties of one-dimensional CA, we introduce a distance function on the space of the configurations. Namely, (K n ) Z is equipped with the Tychonoff distance d defined as follows: It is easy to verify that the metric topology induced by d coincides with the product topology induced by the discrete topology on K n . With this topology, (K n ) Z is a compact and totally disconnected space and the global transition map F of any CA ((K n ) Z , F) turns out to be (uniformly) continuous. Therefore, any CA itself is also a discrete time dynamical system. From now on, we assume that K = Z/mZ for some positive integer m. We are interested in the so-called sensitivity to the initial conditions and equicontinuity. As dynamical properties, they represent the main features of unstable and stable dynamical systems, respectively. The former is the well-known basic component and essence of the chaotic behavior of discrete time dynamical systems, while the latter is a strong form of stability.
Let (X , F ) be a discrete time dynamical system. We say that it is sensitive to the initial conditions (or simply sensitive) if there exists ε > 0 such that for any x ∈ X and any δ > 0 there is an element y ∈ X such that 0 < d(y, x) < δ and d(F k (y), F k (x)) > ε for some k ∈ N.
The system (X , F ) is said to be equicontinuous if ∀ε > 0 there exists δ > 0 such that for all x, y ∈ X , d(x, y) < δ implies that ∀k ∈ N, d(F k (x), F k (y)) < ε.
We remind that a dichotomy between sensitivity and equicontinuity holds for LCA. Moreover, these properties are characterized by behavior of the powers of the matrix associated with a LCA.
Proposition 2.4 (Proposition 12 in [Dennun19] ). Let (K n ) Z , F be a LCA over K n and let A be the matrix associated with F. The following statements are equivalent:
1. F is sensitive to the initial conditions; 2. F is not equicontinuous;
3.
A 1 , A 2 , A 3 , . . . = ∞.
Note that the statement " A 1 , A 2 , A 3 , . . . = ∞" here is clearly equivalent to " A 0 , A 1 , A 2 , . . . = ∞", which is the kind of statement discussed in Theorem 1.2.
An immediate consequence of Proposition 2.4 is that any decidable characterization of sensitivity to the initial conditions in terms of the matrices defining LCA over K n would also provide a characterization of equicontinuity. In the sequel, we are going to show that such a characterization actually exists. First of all, we remind that a decidable characterization of sensitivity and equicontinuity was provided for the class of Frobenius LCA in [Dennun19] . In particular, the following result holds.
Theorem 2.5 (Theorem 31 in [Dennun19] ). Sensitivity and equicontinuity are decidable for Frobenius LCA over K n .
By means of the main result from Section 1, we are now able to prove the following Theorem 2.6. Sensitivity and equicontinuity are decidable for LCA over K n .
Proof. Let (K n ) Z , G be any LCA over K n and let A be the matrix associated with G. Consider the Frobenius LCA (K n ) Z , F such that χ A = χ B , where B is the matrix (in Frobenius normal form) associated with F. By Theorem 1.2 and Proposition 2.4, the former LCA is equicontinuous if and only if the latter is. Theorem 2.5 concludes the proof.
