The purpose of this paper is to derive an approximation of the reliability of a system with doubly bounded performance functions. The problem is illustrated through the probability of an n dimensional hyper cube of the multivariate normal distribution. An approximation method is presented to evaluate this probability based on n + 2 computations of the CDF of the multi-normal distribution.
Introduction
The reliability of a class of systems, like series systems, can be defined as
where g i (X 1 , . . . , X n ) are performance functions of the system, X 1 , . . . , X n are the random variables representing the system components, and i , u i , i = 1, . . . , n, are the required lower and upper bounds for the performance functions.
In the first-order system reliability theory [13] , for determining the reliability given in (1), non-linear performance functions g i (X 1 , . . . , X n ) of nonnormal variables X 1 , . . . , X n are approximated by linear functions in the standard normal space as follows:
where Z is a vector of independent standard normal variables, a i , i = 1, . . . , m, is a vector of normalized coefficients for the ith performance function with a T i a i = 1, and µ i , σ i , i = 1, . . . , m are constants.
The correlation coefficient between any two limit states Z i and Z j , is given as: r ij = a T i a j . Thus, the approximate reliability becomes:
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and Z i , . . . , Z m are dependent standard normal random variables with the joint CDF given by:
When for each of the performance functions, only one of the i and u i is finite (suppose without loss of generality u i , i = 1, . . . , m are finite), it is sufficient that Φ R (u 1 , . . . , u m ) is evaluated once for the determination of (3).
Evaluating the joint CDF of the multivariate normal distribution is an important problem in structural reliability. Methods for evaluating integrals of multivariate normal distributions can be classified into three categories:
bounding techniques, and (3) approximation methods.
For the numerical integration methods the reader can refer to [7] , for the second class refer to [3, 4, 5, 11] , and for the third class to [1, 2, 8, 10, 12] .
When for k of the performance functions both of the i and u i are finite (we assume here without loss of generality that the first k of the i and u i are finite and for the others, i = k + 1, . . . , m, only u i is finite), the following formula can be used (see [6] for a proof) for the computation of (3):
. . .
where for j = 1, . . . , n:
The relation (7) means that the joint CDF of the multivariate normal distribution should be evaluated 2 k times, which would be really time consuming even for medium sized value of k. The method developed in this paper approximates this probability by means of k +2 computations of the joint CDF of the multivariate normal distribution.
The paper is organized as follows: Section 2 introduces the approximation method, in Section 3 some illustrative examples are presented to assess the numerical accuracy, and finally a short summary is given in Section 4.
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Approximation Method
In this section the proposed method is presented. However, before presenting the method some preliminaries are given.
Consider a = (a 1 , . . . , a n ) and
Next let F : R n → R be a multivariate CDF and B = [a, b] a hyper cube. Then the probability of B is given by:
Little research has been done with regard to the computation of the probabilities of hyper cubes. When the CDF takes a closed form or if it can be evaluated simply, then a similar formula to Formula (6) can be used (see [6] for details.)
Theorem 1: (Sklar's Theorem) Let F : R n → R be a multivariate CDF with marginals F 1 , . . . , F n . Then there exists an n-copula C such that for all x ∈ R n :
with C : [0, 1] n → [0, 1] is an n-copula, i.e., C is a CDF with the univariate marginals being uniformly distributed over [0, 1] .
• For a proof see [6] .
. . , n) be the survival distribution function corresponding to a distribution function F , and
Then there exists an n-copula C (survival copula) such that for all x ∈ R n :
• Corollary 2: If F 1 , . . . , F n are strictly increasing and continuous functions, then the following functions are copulas:
• Theorem 1 and Corollary 1 show how a multivariate distribution with known marginals can be constructed when a copula C is available. Corollary 2 shows how a copula can be obtained from a known multivariate distribution. For example, the following copula, which is called normal copula, can be obtained from the multivariate normal distribution:
See [6, 9] for more details about copulas.
The following theorem provides the basis for the approximation method to be derived.
Theorem 2:
There exists a survival function F b for a multivariate normal distribution function Φ R such that:
with
where
. . , n denote the univariate survival marginals of F b .
Proof: P Φ R ([a, b]) can be written as follows:
Let F b be the survival function of (X 1 , . . . , X n ), then:
Let F b i be the survival function of X i then:
The proof is completed by combining (16), (17) and considering (18).
• By Corollary 1, it is known that there exists an n-copula C for F b such that:
If the copula C in (19) can be replaced by a suitable familiar copula, then a replacement for F b can be found, and F b in Theorem 2 can be replaced by it for approximating P Φ R (B). The approach proposed here suggests that C be replaced by the normal copula associated with Φ R :
is considered as F b , and
where for i = 1, . . . , n:
For computing the approximation, the CDF of a multivariate normal should be evaluated n + 2 times. In the next section, the accuracy of the method is studied through some numerical examples.
Illustrative Examples
The objective of this section is to assess the accuracy of the proposed method by some numerical examples. Consider a series system with ten components whose values Z 1 , . . . , Z 10 are represented by dependent standard random variables with correlation matrix R 10×10 . The reliability of this system is given by:
For the exact calculation of Φ R (c), it is assumed that the correlation matric R 10×10 has the structure r i,j = λ i λ j for i = j. In this case the following theorem is used to evaluate the CDF (note that an exact evaluation of Φ R (c) for high dimensions and general correlation matrix is intractable):
Theorem 3: Let r ij = λ i λ j for i = j and r ii = 1, then:
where ϕ is the density function and Φ the cumulative distribution function of the standard normal distribution.
For a proof, see [7] .
• Formula (22) and (23) are used to approximate the probabilities of reliability, and Theorem 3 and formula (6) are used to evaluate the actual reliability. The actual reliabilities and approximate ones are computed for two cases A and B. In the first case A, the correlation structure, R = [λ i , λ j ] i =j , is considered to be fixed, and the lower and upper bounds are varied as follows (Φ −1 is the inverse of the standard normal CDF Φ and e = (1, . . . , 1)):
• Case A-1: For x = 0, 1, . . . , 11: The results for Case A are presented in Tables 1 and 2 . In case B, the lower and upper bounds are considered fixed and λ is assumed to be the same for all λ i = c, where c is varied.
• Case B: For c = 0.1k, k = 0, . . . , 9: the lower and upper bounds are considered fixed
The results for Case B are reported in Table 3 . These examples show that the approximation method yields suitable results. The observed errors are not greater than 0.03 and all of them are positive; in the other words, the method seems to overestimate the probabilities.
Summary and Tables
In this paper a method is derived for approximating the reliability of a system with doubly bounded performance functions. The approximation is found by analyzing the probability of an n dimensional hyper cube assuming a multivariate normal probability distribution. For calculating the approximation, only n + 2 evaluations of the CDF of the multi-normal distribution are necessary. It appears that the approximation slightly overestimates the probabilities of hyper cubes. The accuracy of the approximation method is illustrated by the following tables: 
