Some observations are more variable in space and relatively less variable in time or vice versa. Based on the major source of variability, regionalized variable theory is used to construct either spatial or temporal semivariograms. Examples include georeferenced soil data, with primarily spatial variability, and daily weather data, with primarily temporal variability, as input to dynamic simulation models. However, for the proper interpretation of the output variables resulting from these simulations, it is important to describe both their spatial and temporal variabilities. A variance model is presented in which time is treated as a third dimension added to a two dimensional space. This spatio-temporal variance model is used in Case I to construct spatio-temporal variograms of hydrologic model output. The spatio-temporal variograms were used to examine the differences between two calculation schemes involving different hydrologic models. Input data to simulation models are based on a certain support size. For each support size a semivariogram may be constructed to represent the variability. The relationship between the support size of data and the distribution of their values can be described by a power function. Incorporating the relationship between variance and support size yielded a universal variance model relating the variance with lag distance and support size. This variance-support model was applied in Case II to agronomic yield data obtained from a study focusing on the improvement of land use in central Cote d'Ivoire. q
Introduction
A population of observations may be characterized by its variability in space and time. Some observations are more variable in space and relatively less variable in time or vice versa. Many observations in soil science tend to belong Ž . Ž . to one of two groups: 1 large spatial and small temporal variability, or 2 small spatial and large temporal variability. Examples of the first group are all variables that can be found on traditional soil maps, such as texture, color, horizon thickness, etc. Examples of the second group may include chemical concentrations in the liquid or gas phase of soils.
As long as a variable belongs firmly to one of the groups, the major type of variability, either spatial or temporal, is presented as 'the variability', while the minor type is neglected and assumed to be a part of the nugget effect. Depending on the largest source of variability, either spatial or temporal, the Ž . appropriate statistical methodology is either geostatistics group 1 or time series Ž . analysis group 2 , respectively.
Some variables cannot be placed convincingly in group 1 or 2. Organic matter fractions with a short turn over time may exhibit both characteristic spatial and temporal variability. In addition to variables that can be measured directly in the field or laboratory, many environmental studies involve the use of georeferenced data as input to computer models that simulate processes over Ž . periods of time Bouma and Hoosbeek, 1996; Hoosbeek and Bouma, 1998 . For the proper interpretation of the output variables resulting from these simulations at each georeferenced point, it is important to describe both their spatial and temporal variability. Case I of this study deals with this situation where georeferenced soil input data are combined with climate data to calculate soil quality indicators that exhibit both spatial and temporal variability. Ž . Observations are based on samples with a certain support size Davis, 1986 . The scale at which these observations are made is called the support scale. Interpretation of samples usually takes place to describe or explain phenomena at higher scales, i.e., the extent. There is a relationship between support size of Ž . data and the distribution of their values Isaaks and Srivastava, 1989 . Assuming stationary random fields, averaging values over larger areas generally has the effect of reducing the variance of the data and of making their distribution more symmetric. The standard deviation, the coefficient of variation and the difference between the mean and the median all decrease as the support of the data increases. However, the mean is not affected by the support size. In Case study II the issue of variability as a function of support size will be addressed.
Spatial variability

Ž
Regionalized variable theory Journel and Huijbregts, 1978; Burgess and . Webster, 1980a,b; Webster, 1985; Davis, 1986; Burrough, 1986 assumes that ( ) the spatial variability of any variable can be expressed as the sum of three major components:
where Z x is a spatial variable at location x; m x is a deterministic function Ž . X Ž . describing the systematic variability of Z x at x; e x denotes the random Ž .
Y locally varying spatially dependent residuals from m x ; and e is a spatially 2 Ž . independent residual having a zero mean and variance s Burrough, 1991 . Observations obtained close to each other are more likely to be similar than observations at a larger distance from each other. This spatial correlation of X Ž . e x is described by the semivariance g. If g is plotted as a function of the lag Ž . Ž . distance h, the semivariogram g h is obtained. The g h is estimated as Ž . Journel and Huijbregts, 1978; Davis, 1986; Burrough, 1986 Burrough, , 1991 
where N is the total number of pairs of data points. A typical semivariogram may have a nugget variance indicating the variance at distance zero. This nugget variance represents the spatially independent error, including measurement error. With increasing lag distance the variance will increase up to the sill variance. The distance at which the sill is reached is called the range. Beyond this range the observations are not spatially correlated.
Several standard models are available to fit the experimental semivariogram, Ž e.g., linear, spherical, exponential, Gaussian and power models Deutsch and . Journel, 1992 . For Case I of this study the spherical model was used:
where c is the nugget variance, c is the spatial variance contribution and a is 0 1 the spatial range. The semivariograms of Case II were fitted with a power model:
where u is a power between 0 and 2 and c is a positive slope. 
Temporal variability
Regionalized variable theory may also be applied to temporal variables. Temporal variability can be expressed as the sum of three major components:
Ž . Ž . where Z t is a temporal variable at time t; m t is a deterministic function Ž . X Ž . describing the systematic variability of Z t at t; e t denotes the random Ž .
Y locally varying temporally dependent residuals from m t ; and e is a tempo-2 Ž rally independent residual having a zero mean and variance s adapted from . Burrough, 1991 . Spectral analyses is the partitioning of the variation in a time series into components according to the duration or length of the intervals within which the Ž . variation occurs Davis, 1986 . Time series are considered the sum of many regular sinusoids with different amplitudes, wavelengths and starting points.
Ž . X Ž . Once the deterministic part, m t , is removed by time series analysis, e t and e Y can be described by a temporal semivariogram. In Case I, temporal semivariograms of daily rainfall, maximum and minimum temperature, and solar radiation will be presented.
Integration of spatial and temporal variability
Several methods have been proposed to integrate both spatial and temporal Ž . variability into one model. Stein et al. 1994 decomposed the lag distance d as a distance h in space and a distance t in time, with the length of d given by:
Ž .
where w is the space-time anisotropy ratio. This ratio matches the measurement Ž . Ž . unit in space m to that in time days and allows to interpolate in space and time. A disadvantage of this method is that the variance contributions in space Ž . and time are no longer distinguishable. Ersbøll 1994 constructed spatial semivariograms for a series of discrete time steps resulting in a pseudo-three-dimensional semivariogram in which the change of the spatial semivariogram with time was depicted.
In this study, time is treated as a third dimension added to a two-dimensional Ž . Ž . space. Journel 1986 and Rouhani and Myers 1990 discussed possible problems associated with integrating spatial and temporal dimensions into one semivariogram model and pointed out that, although some directional depen-Ž . dence i.e. anisotropy may exist, spatial phenomena in general show no ordering, whereas a notion of past, present, and future exists for temporal phenomena. Measured data may represent a unique realization for the past and present, but in case of the future a truer stochastic dependence exists. However, ( )in this study we do not aim to use the space-time models for interpolation in space and time, but rather aim at describing and depicting the spatial and temporal variability of soil data.
For instance in Case I, each data value obtained as output from either hydrological model, e.g. a u-value, has two spatial coordinates, x and y, and Ž . one temporal coordinate, t, i.e. u x , y ,t . For each combination of two data 1 1 1 points in space and time, the squared difference between the two data values, the lag distance in space and the lag distance in time were calculated. The lag Ž . distance in space, h, was calculated as the euclidian distance between x , y 1 1
Ž
. and x , y . The lag distance in time, t , was calculated as the absolute 2 2 difference between t and t . The following spherical model was used to model 1 2 the space-time semivariograms:
y0.5 q c 1.5 y0.5 for hF a n t F b Ž .
where c is the nugget variance, c is the spatial variance contribution, c is the
temporal variance contribution, a is the spatial range, and b is the temporal range.
Variability as a function of scale
Ž . Input data to simulation models for use at a certain extent explanatory scale are usually based on a certain support size. For example, agronomic yield data used to validate crop growth or land use models are obtained from experimental trial plots. To test a hypothesis at field scale, a field is subdivided into plots to test, for example, differences between different varieties or fertilizer applications. Based on the amount of variation expected within a plot, a minimum plot size is assumed to limit the variability necessary to test a hypothesis at field scale.
The relationship between the support size of data and the distribution of their Ž values may be expressed by the experimental dispersion variance Journel and . Huijbregts, 1978; Isaaks and Srivastava, 1989 : Ž 2 . where A m is the plot size, and f and g are constants.
Ž For each support size the semivariogram may be fitted by a power model Eq. Ž .. 4 . Combination of these fitted semivariograms with the power function Ž Ž .. relating yield variance and A Eq. 10 yields a surface describing the variance as a function of lag distance and support size:
Ž . where h is the lag distance m , and k, g and j are constants.
Case I
Soil and land quality has become a major issue in interdisciplinary research Ž . focusing on global food security and environmental health Bouma et al., 1998 . Several organizations working in these fields issued definitions of soil and land Ž . quality e.g. Smyth and Dumanski, 1993 . In order to apply these definitions, soil and land quality need to be assessed and evaluated by indicators, criteria and thresholds. Indicators were defined as environmental statistics that measure Ž or reflect environmental status or change in condition e.g. tonsrha of erosion;
. rate of increaserdecrease in erosion . Working with indicators demands an understanding of the measurement scale, at which scale calculations and models were developed and validated, and at which scale answers are needed. Obviously, soil and land quality can be assessed by many different indicators. For Ž . instance, Smyth and Dumanski 1993 quoted a list of 25 land quality indicators influencing the productivity of rainfed crops. Although some of these indicators can be measured directly, for instance 'soil acidity', most indicators are indirectly obtained. For example, 'number of days of good workability' and 'leaching potential' are generally estimated from the results of soil hydrologic simulations.
Once spatial data are entered into a dynamic simulation model, a temporal component may be added to the variability of the data. For instance, calculated time series of moisture contents have both spatial and temporal variability. For ) practical applications not only the value of an indicator is of interest, but also its spatial and temporal variability. Moreover, the relative contributions of spatial vs. temporal components to the total variability is an important characteristic needed to understand the behavior of an indicator in space and time.
Case I-methods
Three soil quality indicators were selected that are relevant to the environ-Ž . mental impact of Dutch farming systems: 1 number of days of good workabil-Ž . Ž . ity; 2 number of days of good aeration; and 3 leaching potential defined as Ž y1 . Ž . the cumulative water percolation per year mm year Wosten et al., 1995 . All three indicators are based on transient soil hydrologic processes and are best estimated with the help of simulation models. In this case study, they were estimated with two alternative calculation schemes.
Both calculation schemes started with soil survey data from the province of Noord Holland in The Netherlands. The data set consisted of horizon descriptions of 166 soil profiles each with X and Y coordinates of the Dutch geographical reference system. Soil types ranged from very sandy soils in the coastal dune landscape to a mix of silty and clayey soils in the central and eastern part of the study area.
The next step involved the use of pedotransfer functions to convert basic soil characterization data into soil hydrological characteristics needed as input to hydrological models. Two models were used, a class pedotransfer function Ž . Ž Wosten et al., 1990 and a continuous pedotransfer function Wosten et al.,. 1995 . Both functions provide a K-h-u curve and can therefore be used as input to hydrologic models. Two models were considered in this study, the Ž . empirical DSSAT model Tsuji et al., 1994 and the semi-mechanistic LEACHW Ž . model Hutson and Wagenet, 1992 . For both models daily weather data for a period of 30 years were obtained from the Royal Dutch Meteorological Institute Ž . KNMI . The weather was assumed to be uniform for the study area. To keep computing time within reasonable bounds, two combinations of models were chosen and the class pedotransfer function was coupled with DSSAT, the continuous function with LEACHW.
DSSAT includes the CERES crop model that was used to simulate 30 years with alternating periods of fallow and summer wheat for each profile. Volumet-Ž . ric moisture contents u were calculated for one top layer and two sub-soil layers. Output from the model consisted of daily u 's per layer and percolation at y120 cm.
LEACHW uses a finite-difference form of the Richard's equation to simulate the flow of water in the unsaturated zone. Input soil data were specified per 10 cm depth increment. Although LEACHW is not intended to simulate crop growth, some simple representations of crop cover and root distribution as a function of time were utilized to assure realistic evapotranspiration during the ( )growing season. Each year a summer wheat crop was simulated similar to the DSSAT simulations.
Case I-results
Spatial and temporal Õariability of input data
Spatial semivariograms of all soil characterization input data were constructed for all major horizons. As an example, the semivariogram of the clay percentage of the top horizons is presented in Fig. 1 . All soil textural input data showed strong spatial dependencies with ranges varying between 14 and 17 km. Semivariograms of derived soil hydrologic parameters needed for DSSAT, e.g. Ž . u -top volumetric water content of the top horizons; Fig. 2 Hoosbeek and Bouma, 1998 . Temporal semivariograms were constructed for daily rainfall, maximum and minimum temperature, and solar radiation. Of these four meteorological vari-Ž . ables, rainfall has the shortest temporal range of four days Fig. 3 . Temperature is related for longer periods of time, i.e., 7 to 8 days. The temporal dependence of solar radiation has a relatively long range of 11 days, but the nugget variance is rather high.
Spatio-temporal Õariability of output from DSSAT
The DSSAT model was used to simulate, for a 30-year period from 1959 to 1989, daily u values of each horizon and the daily percolation at y120 cm. Spatio-temporal semivariograms were constructed based on these daily outputs of all horizons at the 166 locations. The spatio-temporal semivariogram of u of Table 1 and Fig. 4a . The small temporal variance contribution indicated a near absence of a temporal dependence. The spatial range of 6.5 km is somewhat shorter than the ranges of the input Table 1 and Fig. 4b . Despite its clear spatial variance contribution, the spatial range of 2 km is remarkable short, especially compared to the spatial ranges of the input data to DSSAT.
Spatio-temporal Õariability of output from LEACHW
Spatio-temporal semivariograms of daily u, pressure heads, and percolation Ž . y120 cm were constructed based on 30 years of LEACHW simulations for all profiles. The three semivariograms showed negligible temporal variance contributions, i.e., the temporal components only contributed to the nugget variances.
Ž 3 y3 . 2 The semivariogram of u has a nugget variance of 0.013 m m and a spatial Ž 3 y3 . 2 Ž variance contribution of 0.034 m m with a spatial range of 5.6 km Table  . 2 and Fig. 5a . The semivariogram of the pressure head also showed a relatively Ž . large spatial contribution relative to the nugget variance Fig. 5b . The spatial variance contribution of the percolation data was relatively small compared to Ž . the nugget variance Fig. 5c .
Calculated indicator Õalues and their spatio-temporal Õariability
Calculation of the soil quality indicators according to the two calculation schemes resulted in two sets of values for 'workability', 'aeration' and 'leaching potential' per year for each of the 166 profiles. The indicators showed no temporal variance dependence, i.e., the temporal variance components were found to have pure nugget effects. This means that the value of an indicator of 1 year is not related to the value of the previous or following year. The semivariograms were therefore modeled with only a nugget variance and a spatial variance component. Workability and aeration based on output from DSSAT showed clear spatial Ž . dependencies with ranges of about 20 km Fig. 6a and b . The semivariogram of the leaching potential showed an almost total nugget effect, which could only be modeled with a linear model.
The three indicators calculated with output from LEACHW showed clear spatial dependencies with ranges of about 11 km. The semivariogram model of leaching potential calculated with LEACHW data showed an relatively weaker Ž fit, but in contrast to the DSSAT data, still represents a spatial dependence Fig. . 6c .
Case I-discussion
The soil textural data showed relatively low nugget variances and spatial variance components with ranges of 14-16 km. The use of class pedotransfer functions did not diminish the spatial dependence of the data. Only minor differences with respect to using either type of pedotransfer function were found. Of the climatic input data, rainfall had the shortest temporal range and showed a relatively high nugget variance compared to the temporal variance contribution.
Applying the DSSAT model resulted in a near loss of the temporal variance contribution of the estimated volumetric moisture contents. However, the water percolation output from DSSAT still had a significant temporal variance contribution with a temporal range of eight days. This last range being twice the range of rainfall is probably due to the retarding effect of water percolation through the soil. The temporal variance contribution of the output from LEACHW was nearly absent for all three hydrological variables. The added complexity of the LEACHW model, as compared to DSSAT, may have caused this loss of temporal correlation.
Mean indicator values for all three indicators obtained with the two calculation schemes were significantly different and had lost any temporal dependence. The resulting spatial correlation of the three indicators was found to be different for each scheme. The use of DSSAT resulted in spatially correlated indicators for workability and aeration, but no spatial dependence was found for the leaching potential indicator. The latter is a serious limitation to the use of DSSAT for calculating the leaching potential indicator. All three indicators calculated along the LEACHW scheme showed spatial variance contributions with ranges that were about equal to the soil textural input data. Based on these Ž . results the use of the LEACHW scheme appears to be the preferred one. However, a limitation to the LEACHW scheme was the relatively long computation time needed to simulate the hydrology of all horizons at 166 locations for 30 years. The DSSAT scheme did about equally well for the workability and aeration indicators with far less computation time.
Case II
Data to investigate the relationship between variability and support size were obtained from a study focusing on the improvement of land use in central Cotê d'Ivoire. A simulation model is being developed to test several land use Ž . scenarios De Ridder et al., 1997 . The model relates land use, e.g. crop cover and crop type, with catchment hydrology. The model simulates the effects of land use scenarios on water and nutrient budgets in a catchment area. To obtain information on the spatial variability of crop yield data, uniformity trial data from three different plot sizes, i.e., three different support sizes, were collected.
Case II-methods
The experimental field is located at the research station of the West Africa Ž . Rice Development Association WARDA , 15 km NW of Bouake in centraĺ Ž . Cote d'Ivoire Hakkeling et al., 1989 . Soils at the experimental site werê classified as well drained Orthiluvic arenosols with coarse to medium sand in the upper part of the profile and weak profile development. The climate is characterized by a fairly stable average monthly temperature of 258C with somewhat higher temperatures between January and April. Yearly precipitation and evapotranspiration are 1146 and 1478 mm, respectively.
A 50= 50-m 2 experimental field was subdivided into 100 plots of 5 = 5 m 2 . Four of these plots were randomly assigned and subdivided into 25 1 = 1 m 2 Ž . Ž . subplots Fig. 7 . A single variety of rice Oryza satiÕa WAB 56-50 was hand-sown in lines at a rate of 100 kg ha y1 between 11 and 13 June, 1993. Harvest took place between 11 and 21 October. The sequence of harvesting was based on differences in development stage of rice between the plots. In this study, three different support sizes are compared: p s 1, p s 25 and from 5 = 5-m 2 plots into 25 10 = 10-m 2 plots and calculating average values. The mean has a support size of q s 2500 m 2 , i.e. the entire experimental field.
Case II-results
Ž . The average yields for the three plot sizes are nearly equal Table 3 . However, the standard deviation obtained for the 1 = 1 m 2 plots is about twice as large as for the 5 = 5 m 2 plots, 128.8 and 57.9, respectively. Also, the 2 Ž 1 = 1 m plot standard deviation is rather large compared to the mean CV s . Table 4 . Increasing the support area from 1 to 25 m steeply decreased the variance, followed by a moderate decrease in variance going from an area of 25 to 100 m 2 . A surface describing the variance as a function of lag distance and support Ž . size was modeled according to Eq. 11 : g 0, A s 0 Ž . Ž .
2
where g 1,1 is the variance at a lag distance of 1 m and a support area of 1 m . The variance is inversely related to the square root of the support area. Whereas the power, g s 0.35, is a measure for the spatial variability.
Case II-discussion
The obtained variance model, relating the variance as a function of lag distance and support area, has only two parameters that depend on local Ž . conditions. The variance g 1,1 describes the crop and soil variability at a lag distance of 1 m and a support area of 1 m 2 . The power, g, describes primarily the soil variability of the experimental field, i.e. soil variability between the 1 m 2 plots. Soil types with a relatively high degree of soil heterogeneity will have a high g value. More homogeneous soil types, with low degrees of soil variability, will yield low g values.
y0.5
The relation g h ; A may be of a more general nature. When the support surface is replaced by a support length, L, the relation becomes:
y1
Ž . g h ; L . In this form both h and L are expressed in the same units m . More uniformity trial data, collected on different soil types, are needed to further test the variance-support size model. 
