Constraints on the parameters in a Bayesian hierarchical model typically make Bayesian computation and analysis complicated. Posterior densities that contain analytically intractable integrals as normalising constants depending on the hyperparameters often make implementation of Gibbs sampling or the Metropolis algorithms difficult. By using reweighting mixtures (Geyer, 1995), we develop alternative simulation-based methods to determine properties of the desired Bayesian posterior distribution. Necessary theory and two illustrative examples are provided.
INTRODUCTION
In this paper we consider a Bayesian hierarchical model with constrained parameter spaces. Let 6 be a p-dimensional parameter vector and let X denote a g-dimensional parameter vector. Typically, 6 contains the parameters of interest and X is a vector of the hyper-or nuisance parameters. Let the posterior distribution be of the form 7i(6U|data) = -L(data,0) * ^rW) * n{X)I A {X),
(1) c w c (X) where L(data, 6) is the likelihood function, n(6 \ X) and n(X) are priors, c(X)= f n(6\X)d6,
Js the constrained space S, a susbset of R p , for 0 may or may not depend on the data according to the nature of the problem, and AcR« is the support of n{X). In (1), the support of n{6, X | data) is pseudo-posterior density by n*(6, X| data) = -L(data, 8) 
n(9\ X)I s (9)n(X)I A (X),
c where r L(d<ita, 9)n(9\X)n(X)d9dX.
-1
It is easy to observe that c w = c*E**{l/c(X)}, where the expectation E** is taken with respect to n*{6, X | data). This convention will be used throughout this paper.
Without the constraints, n(6\X) is a completely known density function, that is $ RP n(0\X)d0=l. Note that c(X) is a normalising constant of the density function n(9\X)I s (9) or the conditional probability, P{8eS\X), with respect to 7t(0|A). Therefore, 0 < c(X) ^ 1. As a result of the complexity of the constrained parameter space, S, analytical evaluation of c{X) is typically not available and c(X) often depends on the hyperparameter vector X. This makes Bayesian analysis very difficult. As Gelfand, Smith & Lee (1992) noted, direct sampling from n(9, X | data) is nearly impossible. Therefore, the Gibbs sampler (Geman & Geman, 1984; Gelfand & Smith, 1990 ) and the Metropolis algorithm (Metropolis et al., 1953; Hastings, 1970) either cannot be directly applied or are too expensive.
Bayesian constrained parameter problems with normalising constants naturally arise in models with ordered and data-constrained parameters, in problems involving ordered multinomial parameters and in Bayesian hierarchical models when constraints are imposed on lower-level parameters while higher-level parameters are random; see Gelfand et al. (1992) for detailed discussion, and also see § 4 for two illustrative examples. Such problems also arise in Bayesian inference using weighted distributions; see, for example, Larose & Dey (1996) . As a result of the computational difficulties, the literature on Bayesian analysis of constrained parameter problems with normalising constants is still sparse. Often one avoids these problems either by specifying the values of hyperparameters X or simply by ignoring the normalising constant c(X), and this leads to incorrect Bayesian formulation.
In this paper, borrowing the idea of reweighting mixtures of Geyer (1995) , we develop alternative Monte Carlo methods for solving these problems. Note that the pseudoposterior density n*(6, X | data) does not contain c(X), and therefore a natural choice of a proposal density for n(8, X | data) is n*(6, X | data). For many Bayesian hierarchical models, it is possible to simulate from n*(9, X | data) by using a Markov chain Monte Carlo sampling algorithm as in § 4. Further, note that n*(9, X | data) will serve as a good proposal density if c(X) is bounded away from 0. If the constraints naturally arise from a problem and the data support the constraints, the probability of the constrained parameter space should not be too small; see Chen & Deely (1996) for an example.
Using a random sample from n*(9, X | data), we develop Monte Carlo methods for computing the posterior quantities of interest in n{9, X | data). Thus, essentially as in Geyer (1995) , one obtains samples from one distribution but wants to do integration with respect to another distribution. This paper is organised as follows. In § 2, we show how to estimate the posterior properties of n(9, X | data) based on a random sample from n*(9, X | data). In § 3 we propose Monte Carlo methods to estimate simultaneously normalising constants in order to obtain good estimators of posterior quantities of interest. Two illustrative examples are given in § 4, with concluding remarks in § 5.
POSTERIOR MOMENTS AND MARGINAL POSTERIOR DENSITIES

Posterior moments
Throughout § 2, we let {(0,, X t ), i = l,2,...,n} be a random sample from n*(9, X | data) and we temporarily assume that c(X) is known.
Let h(9, A) be a function of 9 and A, and assume that E n \h(6, A)| < oo. Then
Note that, when h(6, X) = 8, £"{/i(0, X)} is the posterior mean of 9; when h(8,X) = {9 -E*(0)} {9 -E*{9)}\ £*{/i(0, X)} is the posterior variance-covariance matrix of 8; and, when h(9, X) = l A (9, X), E"{h(9, X)} gives the posterior probability of a set A. Using the sample {(9 { , X t ), i = 1, 2,..., n}, we estimate E"{h(9, X)} by where the weight w t is defined as i r" 11" 1 r" c(Xi)\-
Thus Wj is a function of normalising constants c(X^), c(X 2 ), • • •, c(X n ) with 0 ^ w ( ^ 1. A nice feature of (5) is that, whenever a random sample {(9 h X t ), i = 1, 2,..., n} is taken and w, is computed, the same w t can be used for calculating h for all h as long as £*|/i(0, X)\ < oo. For example, one obtains /J and its posterior standard deviation using the same w,. Finally, it is easy to observe that k is a consistent estimator of E*{h(9, X)}:
almost surely, as n-+oo.
2-2. Marginal posterior densities
If we use the importance-weighted marginal density estimation method proposed by Chen (1994) , it can be observed that a marginal posterior density is indeed an integraltype of posterior property if we choose an appropriate h in §21; see Chen (1996) for detailed discussion. Thus, this subsection is a special case of § 21.
Write 9 = (9 (Po) , fy-po)). where 1 ^ p 0 ^ p, 9 (Po) is the vector of p 0 components of 9, and fy-p^ is the vector of the remaining p -p 0 components. Let ntf*^\data) be the joint marginal posterior density at a fixed point 9*^. The support of the conditional posterior density of 0 (Po) given 9^^ and X is denoted by SPO^-PO), X) = {0 (PO) :(0 (PO)> 0(-PO)> ^Sx A}. We take
where n*(6, X | data) is as given in (3) and w*(0 (Po) 10^^, X) is a 'weight' conditional density given 0 ( -Po) and X with support S^O^^, X). It is then straightforward to show that (4) reduces to 71(0^ | data). If we use the random sample {(0 ( , A,), i = 1,2,... ,n}, fi denned by (5) gives an estimate, denoted by #(0^)1 data), of nidfp^|data). Chen (1994) showed that the optimal choice of w* in (8), in the sense of minimising the asymptotic variance, is the conditional posterior density of 0 (Po) given 0<-Po ) and X with respect to the desired full posterior distribution n{8, X | data). Therefore, following the guidelines given in Chen (1994) , we can choose a good conditional density w^O^O^^, X) that has a shape roughly similar to that of the conditional posterior density of 0 (Po) given 0 ( -Po ) and X. Note that the same weights, w 1? w 2 ,..., w n , are used for estimating both posterior moments and marginal posterior densities for 6.
To obtain marginal densities for X, we write X = (X (qo) , X ( -qo) ), where 1 < q 0 < q, X (qo) is the vector of q 0 components of X, and A ( _ 9o) is the vector of the remaining q -q 0 components. The support of the conditional posterior density of X (qo) given 6 and A ( _, o) is denoted by
Let A ( * o) be a fixed point and denote by n(Xf qo) | data) the joint marginal posterior density for X {qo) . By analogy with (8), we take
where w*(X iqo) \ 6, A. ( _, o) ) is a 'weight' conditional density of X iqo) given 6 and A ( _, o) with support A, o (0, A ( _, o) ). Then (4) and (5) lead to 7r(A ( * o) |data) and its estimate n(X* qo) \ data), respectively. Note that, if the marginal posterior density n(X (qo) \ data) is to be calculated at k points X* qo)h for / = 1, 2,..., k, then ft(X* qo) | data) requires the evaluation of normalising constants c{X t ) and c(A ( * o)i , V to)i ), where A ; is partitioned as (A (^)( , A,-^;). for i = 1,2,..., n, and / = 1, 2,..., k. Therefore, estimation of marginal densities for X is generally much more expensive than for 6. Finally we note that, to obtain (7), we assume {(0,, X t ), i = 1, 2,...,«} is a random sample from n*(6, X \ data). However, if one uses a Markov chain Monte Carlo sample, (7) is still valid under some regularity conditions, such as ergodicity (Tierney, 1994) . Also note that k, ^0^,1 data) and #(A ( * o) | data) are not completely determined since the normalising constants c(X t ) and c^j^,, X ( -qo)i ) are unknown. In the next section, we will develop Monte Carlo methods to estimate these unknown normalising constants by an auxiliary Monte Carlo simulation.
COMPUTING NORMALISING CONSTANTS FOR BAYESIAN ESTIMATION
Since we noted earlier that marginal posterior densities are special cases of posterior moments, in the rest of this section we present our results only for a general h. With obvious adjustment, the results can be directly applied to marginal posterior density estimation.
Recent Monte Carlo based methods for estimating ratios of normalising constants include bridge sampling (Meng & Wong, 1996) , path sampling as given in Technical Reports 337 and 440 from the Department of Statistics, University of Chicago, written by A. Gelman and X.-L. Meng, a data-augmentation-based method to estimate the marginal likelihood (Chib, 1995) , reverse logistic regression (Geyer, 1995) , ratio importance sampling (Chen & Shao, 1997a, b) and a simulation and asymptotic approximation method of DiCiccio et al. (1997) . Here, however, for a given Monte Carlo sample {(0f, A ( ), i = 1, 2,..., n}, a total of n or k x n normalising constants must be evaluated simultaneously, and it will be inefficient or computationally expensive to estimate these ratios in a pairwise manner. Since c(X) is the normalising constant of the density function n(61 X)I S (6) and not of n*(6, X | data), the sample from 7i*(0, X | data) cannot be directly used to estimate c(X). Furthermore, there are infinitely many normalising constants in {c(X), X e A} and the X t in the Monte Carlo sample can be any points in A. Our problem is therefore different from that considered in Geyer (1995) , although the reweighting mixtures idea of Geyer (1995) is still of use.
To present our Monte Carlo approach for computing ratios of normalising constants, let TimniO) be a mixing density with support S and known up to a normalising constant, i.e. ,
where p mix (0) is completely known. Here we use the term 'mixing' in the sense that 7t mix (0) is a certain mixture of the densities n(6\X)I s (6) such that 71^(0) will 'cover' every n(6\X)I s (6) for XeA. We will discuss this issue in detail below. In fact, ^(0) actually plays the role of an importance sampling density; Chen & Shao (1997a, b) show how to adapt importance sampling to estimate ratios of normalising constants. Let {6Y"*, I = 1, 2,..., m} be random samples from 71^(0). Then ciX^/c^^ can be estimated by
Using (11) and (5), we can approximate £*{/i(0, X)} by
where -i
Note that c mi]l need not be known because it will cancel out in the calculation, as in (6) or (13). We define 
then the asymptotic mean squared error ofh nm is
n->oo
The proof of Theorem 1 is given in Research Report 666 from the Department of Mathematics, National University of Singapore, written by M.-H. Chen and Q.-M. Shao.
Equation (16) is intuitively appealing. The first term reflects the simulation error due to (5) for estimating h using the sample {(6 h A,), i = 1, 2,..., n}, while the second term represents the simulation error due to (11) for estimating the normalising constants c{X t ) using the auxiliary sample {6^, 1=1,2,... ,m}. From (18), a lower bound of the asymptotic mean squared error of h n<m is
It can be easily observed that, if n = o(m), then do = 0 in (16) and the lower bound in (19) is achieved. Thus, estimating normalising constants c(X t ) does not asymptotically produce any additional simulation errors. By Theorem 1, the simulation standard error (SE) of h nm can be estimated by first-order approximation of the asymptotic mean squared error of h n>m :
The simulation error estimation is important since it provides the magnitude of the simulation accuracy of the estimator h nm .
In order to obtain a good estimator /z Bm , we need to select a good 71,,^. It is very difficult to prove what rc^ is optimal in the sense of minimising the asymptotic mean squared error of h Bm . However, a good 7^ should possess the following properties: (a) 71^ has a heavier tail than n(91X) for all X e A, (b) Ttmjx has a shape similar to n(9\ X) and a location close to that of n(9\ X), (c) conditions (14) and (17) hold. Property (c) guarantees (15) and (18). In (11), c m (X t ) is indeed an estimate of the ratio of two normalising constants c(Xi) and c,^ by using a generalised version of importance sampling; see e.g. Chen & Shao (1997b) . As discussed in Chen & Shao (1997b) , properties (a) and (b) are required in order to obtain an efficient estimator of c^fc,,^.
Chen & Shao (1997b) also illustrated how a bad choice of rc^ can result in an estimator of c (^i)/ c mix with a large or possibly infinite asymptotic variance. Based on the above criteria and associated with the idea of the reweighting mixtures method of Geyer (1995) , a natural choice for 71^ is the mixing distribution of n(9\X)I S (9) with mixing parameter X. Let G(X) be the mixing distribution of X. Then, n miji is given by I"
JA If X is a vector of location parameters, then G may be chosen as a multivariate normal distribution JV(/i,E), where /i and E are specified by the posterior mean and posterior covariance matrix of X with respect to n*(9, X). If X contains scale parameters, the mixing distribution for each parameter may be chosen as a gamma distribution Ga(a, /?) or an inverse gamma distribution InGa(a, /?) with shape parameter a and scale parameter /?, where a and /J are specified by the posterior mean and variance of X with respect to n*(9, X), using method-of-moments estimates. The above choices of G capture the shape of the desired posterior distribution of X with respect to n*, and the mixing distributions typically have heavier tails than those of n(9 \ X)I S (9). However, if the parameter space A is constrained, the aforementioned approaches may result in intensive computation, and G may instead be simply chosen as a discrete distribution such that the resulting rc^ has a heavier tail than n(9\X)I s (9) for every X. For example, if {n(9\X)I s (9), X e A} is a family of truncated Dirichlet distributions, 7^ may be specified as the one from the same Dirichlet family that has a heavier tail than any other member in that family. Finally, a good G may be obtained as the mixture of discrete and continuous distributions; see § 4 for illustrative examples. Note that, if n mix (9) defined by (21) is not analytically available, a method for estimating a ratio of two normalising constants with different dimensions proposed by Chen & Shao (1997a) can be applied to obtain c m (A,) by using a Monte Carlo sample from the distribution n(9\X)I s (9) dG{X). To illustrate the idea, let g(X) be the probability density function of G and let {(9?*, X?*), I = 1, 2,..., m} be a Monte Carlo sample from n(9 \ X)I s (9)g(X). Then, instead of (11) where w mix (XT xix \9? ix ) is a completely known density function whose support is contained in or equal to A. Chen & Shao (1997a) showed that the optimal choice of wWxO^lfl 111^) is the conditional density of X™* given 9™ with respect to n(9\X)I s (9)g(X). Finally, we comment on the independent assumption of {(9 { , X t ), i = 1, 2,..., n} or {{97™*, / = 1, 2,..., m} in Theorem 1. When one uses Markov chain Monte Carlo sampling to generate (9 h X,) from n* or 9^ from Ua^iO), {(9 h X t ), i = 1, 2,...,«} or {05"™, / = 1, 2,..., m} are dependent. Under certain regularity assumptions, such as ergod-icity and weak dependence, the consistency and the central limit theorem of h nm still hold. The only problem is the estimation of the standard error SE(h Hm ) given in (20). One simple remedy is to obtain an approximately random sample by taking every Bth iterate in Markov chain Monte Carlo sampling, where B is selected so that the autocorrelations are negligible with respect to their standard errors; see, for example, Gelfand & Smith (1990) . Other possible approaches are to use the expensive regeneration technique in Markov chain sampling (Mykland, Tierney & Yu, 1995) to obtain a random sample from different regeneration tours, effective sample sizes (Meng & Wong, 1996) to compute SE(h nm ), and a coupling-regeneration scheme of Johnson (1998) .
APPLICATIONS
4-1. The Meal, Ready-to-Eat model
The Meal, Ready-to-Eat model is a constrained Bayesian hierarchical model. Chen, Nandram & Ross (1996) considered the model that includes ten entree items. For illustrative purposes, we consider here only one entree item, namely, ham-chicken loaf. The meals were purchased and then were inspected for completeness and stored at four different temperatures, c 1 = 4°C, c 2 = 21°C, c 3 = 30°C and c 4 = 38°C. They were then withdrawn and tested at t t = 0, t 2 = 6, t 3 = 12, t 4 = 18, t 5 = 24, t 6 = 30, t-, = 36, t s = 48 and t 9 = 60 months. At 4°C the food was not tested at 6, 18 and 24 months, at 21°C the food was not tested at 6 months, and at 30°C and 38°C the food was not tested after 36 and 24 months, respectively. Upon purchase the foods were immediately tested at room temperature (21°C), and thus data were only available for time 0 at room temperature. At each temperature-time combination each food item was served to 26 untrained, randomly chosen subjects who judged its acceptability on a nine-point rating scale running from 1 = dislike extremely to 9 = like extremely. The primary goal in the study of was to investigate the food shelf-life. However, in this example we consider modelling the mean rating scores only. Note that the panelists were used on only 23 temperature-time combinations. By design, we have a total of 4 missing combinations, which, therefore, are not included in the analysis.
Let Y t]l be the score given by the /th panelist for ham-chicken loaf at temperature c t and withdrawn at time tj. The Y t]l are independent and identically distributed with P(Y {Jl = k\p i j) = p lJk , where p ij = (p in , Pij2, • • • , Pij9) and E^Py*-^ for i=l,...,4, j = 1,..., 9 and k = 1,..., 9.
The mean score is co y = Hl =l kp lfli . For temperature c h as the quality of food deteriorates with time, we have the constraint <y y^. ;-i 0 = 2, 3,..., 9),
and, for withdrawal time tj, as the quality of food deteriorates with temperature, we have the constraint oiij^co^.j (i = 2,3,4).
In (23) and (24) 
and Z i}l \e i}~N {6 i} , a 2 ), independently, for i = 1, 2, 3,4 and; = 1, 2,..., 9. In (25) we take flo = -°o. «i = 0, a 8 = 1, a g = oo, and 0 ^ a 2 < ... ^ fl 7 ^ 1 are specified by using the similar pastries data. The values are a 2 = 0-0986, a 3 = 0191, a 4 = 0-299, a 5 = 0-377, a 6 = 0-524 and a 7 = 0719 .
It is easy to show that where O is the standard normal cumulative probability function. Since co i} is an increasing function of 9 tJ , it follows that the constraints (28) and (24) on the mean scores are equivalent to the constraints 0y<0.V,-i 0 = 2, 3,..., 9),
0^0<-u U = 2,3,4).
For the missing temperature-time combinations, constraints (26) and (27) require the same adjustment as for constraints (23) and (24). Instead of using a measurement error model 9 iJ = X + e iJ , as in , we consider a temperature-effect additive model of the form 0y = A» + fiy,
subject to constraints (26) and (27), where e y~7 V(0, ( 5 2 ), independently, and b 2 is the variance of e y , for i = 1, 2, 3, 4 and j = 1, 2,..., 9. For the room temperature, in order to incorporate the adjustment in constraints (26) and (27), set 0 2 i = ^i + e n-We also add the constraints Aj £s X 2 Js X 3 Ss X A (29) to ensure consistency with (27). We take a diffuse prior for the A t over the constrained parameter space defined by (29) and we choose priors for a 2 and 8 2 as
ritf-tf, W 2~t i-(30)
In (30), C, n, « and ft are to be specified by using the pastries data, and the values are C = 16-88, t] = 0-83, a = 4-60 and p = 001. Let S be the constrained parameter space associated with (26) and (27). Also, let 9 = {Oij, a 2 ) and k = {k l ,... ,X A , S 2 ). Therefore, 9 is a 24-dimensional vector, p = 24, and X is a 5-dimensional vector, q = 5. Finally, we denote by fy-^j the vector of all elements of 6 except for a 2 . As a result of constraints (26) and (27) and the temperature-effect additive model (28), the prior distribution for 9 given X depends on the normalising constant (31) where <p is the standard normal probability density function and the (i, j) are taken corresponding to the non-missing temperature-time combinations. Analytical evaluation of c(X) does not appear possible. As in , we used the Gibbs sampler to generate Z, 6 and k from the pseudo-posterior distribution n* (Z, 6, k | data) . Using the several convergence diagnostic procedures recommended by Cowles & Carlin (1996) , we found that the Gibbs sampler practically converges within 500 iterations. We also found that the autocorrelations were negligible when we took every fifteenth of the Gibbs iterates. As sampling from the pseudoposterior distribution n*(Z, 9, k | data) is much cheaper than computing normalising constants, every 15th Gibbs iterate after convergence was used for estimation and 30 000 Gibbs iterates produced an approximately random sample {(Z t , 9 h k t ), i = 1, 2,..., n} of size n = 2000. In this application, (k u ..., k A ) is a vector of location parameters and S 2 is a scale parameter. In order to estimate c(k t ) simultaneously for j = 1, 2,..., n, we chose a
. In view of the constraints (29), for the sake of computational simplicity G(A 1 ,...,A 4 ) was chosen as a degenerate distribution at (k*,..., k*), where A* is the posterior mean of k i with respect to n*(Z, 6, k \data), for j = 1,..., 4. For the scale parameter S 2 , we chose G(S 2 ) to be an inverse gamma distribution with a probability density function ^2)oc (l/5 2 ) (a * + 1) e~p* /a2 for <5 2 > 0, where a* and fl* are specified by the posterior mean and the posterior variance of S 2 with respect to n*(Z, 0,A|data) for j = 1,..., 4 using method-of-moments estimates. With the above choice of G and using (21) where the 0y" are subject to constraints (26) and (27). For this particular dataset, we obtained a* = 7-65 and /?* = 0-011. Therefore, n mix (6 mi *) is a truncated multivariate t distribution, which has a heavier tail than the truncated multivariate normal distribution n{6 { -^\k) for every k. We used an algorithm of Geweke (1991) to generate a random sample {Of*, 1=1,2,... ,m}, with m = 10000, from 71^. Then, using (11), (12) and (20) and choosing appropriate h's, we obtained the posterior mean rating scores, the simulation standard errors and their posterior standard deviations that are reported in Table 1 .
As expected, the temperature-effect additive model leads to slightly higher (lower) mean rating scores at low (high) temperatures than does the measurement error model. For example, the estimated mean rating scores for measurement error model are 5-785, 5-586, 5-487, 5-378, 5-230 for 12, 30, 36, 48, 60 months at temperature 4°C and 5-470, 5-264, 5123, 4-965 for 6, 12, 18 , 24 months at temperature 38°C. Note that the simulation standard errors of the posterior means are small and within 5% of the posterior standard deviations. Lastly, we obtained the marginal posterior densities for 0 2 i> ^26 an d #45-We chose w*(6i'f |0j f( _ 9(/j/) , Z,, A t ) to be the conditional density of 0 ; y, given the other parameters, where 0 i( _ 9(/y/) is the vector of all elements of 6 t except for d^y. Then, for example, the marginal density of 0 2 i is estimated by 4-2. Job satisfaction example As another example, we consider the job satisfaction example (Agresti, 1990, pp. 20-1) . The dataset is given in Table 2 . Let n t = (n n , n i2 , n l3 , n i4 ), where n tj is the cell count corresponding to income level i and job satisfaction level; for i, j = 1, 2, 3, 4. Then n, has a multinomial distribution: where 0, = (0 (1 , 0 a , 6 a , 6 i4 ) and Ej =1 0 y = 1. We write 6 = {6 lt 0 2) 0 3 , 0 4 ). Thus the likelihood function is L(data, 0) = n (T.U "y) ! A ^7-
As discussed in Agresti (1990) , there is a tendency for low income to occur with low job satisfaction and high income with high job satisfaction. Therefore, we naturally have the following constraints: within each income level,
for job dissatisfaction, 0u^02i^03i^04i» dii + 9 12^d2 i + 9 22 '^6 31 + 6 32 '^6 41 + 6 42 ; (35) and, for job satisfaction, 
Let S be the resulting constrained parameter space. We take priors 6 t \A~ Dir(A), for i = 1,2,3,4, subject to constraints (34), (35) 
where the u, are specified. We should not give too much weight to large values of the A,.
Since we choose a flat prior for X, we should not take the u { too large. For illustrative purposes, we specified z^ = 7-5, u 2 = 10, u 3 = 15 and u 4 = 20 in our calculation. We used the Gibbs sampling algorithm to draw 9 and X from the pseudo-posterior n*(6, X | data). Note that the conditional distribution of 9 U given the other parameters is a truncated beta, from which it is easy to sample, while the conditional density of A, given the others is log-concave, which can be handled by the adaptive rejection sampling algorithm of Gilks & Wild (1992) . As with the previous example, we checked convergence of the Gibbs sampler and autocorrelations of Gibbs iterates. It was found that the autocorrelations were negligible when we took every fifth Gibbs iterate. Thus, 12 500 Gibbs iterates after convergence produced an approximately random sample {(9 h A ( ), i = 1, 2,..., n) of size n = 2500. In order to estimate c(A ( ) simultaneously, the complexity of n(9 \ X) led us to use simply Note that {n(91X), 1 ^ X t < u,, i = 1,..., 4} is indeed a family of truncated Dirichlet distributions and n m ix(^i mx ) is a member of this family corresponding to X, = 1 for i = 1,..., 4. It can be easily observed that Tt CO i X (9 mix ) nas a heavier tail than n(9\X) for all X with 1 ^ A, ^ M, (i = 1, 2, 3,4) and it can also be proven that, with the above Ttn^fl™ 1 *), conditions (14) and (17) hold as long as the second moment of h(9, X) with respect to n* exists. Then, we generate a random sample {9^, 1=1,2,... ,m} with m = 50 000 from Timi,. Using (11) and (12), we obtained the posterior means and standard deviations for 9 and X that are presented in Table 3 . The simulation standard errors of the posterior means were obtained but are not reported here. They all were within 5% of the posterior standard deviations. Note that the Bayesian estimates of 0 y given in Table 3 are very close to the maximum likelihood estimates. However, if one ignores the normalising constant c(X) and treats c{X) as a constant independent of X, the 'posterior means' of 9 and X are inaccurate. For example, if we ignore c(X), the estimates (posterior standard deviations) of A, for i= 1, 2, 3,4 are 2-983 (0911), 5070 (1-343), 12-434 (1-869) and 16-698 (1-495). It is interesting to conduct a sensitivity study of prior specifications: such a study has not been done before mainly because of the computational difficulty. Let n 1 (6)ccl for 9 e S and n 2 (6, X) = n{9 \ X)n(X), where n{9 \ X) and n(X) are defined in (37) and (38). Denote by m x (data) and m 2 (data) the corresponding marginal likelihoods with respect to n l and n 2 , and let r be their ratio. where L(data, 9) is given in (33) and A = {X: 1 < X t ^ u t for i = 1, 2, 3,4}. Since in (39) the numerator contains a 16-dimensional integral and the denominator has a 20-dimensional integral, we are dealing with a problem of evaluating a ratio of two normalising constants for densities of different dimensions. We apply ratio importance sampling of Chen & Shao (1997a) to compute r. In order to use the available random sample {(#,, X { ), i = 1, 2,..., n}, it is natural to choose n*(9, X | data) as a ratio importance sampling density. Based on (11), the estimator of r is 1,1, 1)^(0,,/l,|data)}" 1 {^(0,, ,1,1 data)}" 1 '
where w**(X\9) is an arbitrary conditional density of X given 9 defined on A. Note that c(l, 1,1,1) is indeed the normalising constant of 7^. Simplification of (40) (Chen & Shao, 1997a) . For simplicity, we chose w**(X\9) = n(X). Using the same random samples, {{9 t , X t ), i = 1, 2,..., n} and {9f*, I = 1, 2,..., m}, we obtained ? = 00153 and SE(?) = 00028. The small value of f indicates that the marginal likelihood is sensitive to the prior specification and n 2 is better than n x in the sense of maximising marginal likelihood.
CONCLUDING REMARKS
In this paper, we develop a Monte Carlo method to solve the problems with normalising constants that naturally arise in Bayesian hierarchical modelling (Lindley & Smith, 1972) when parameter spaces are constrained. Our method is essentially an extension of importance sampling; see, for example, Geweke (1989) . First, we temporarily assume that the importance weights w ; in (5), which are the function of c(X)'s, are known. Then, we estimate w,'s by an auxiliary Monte Carlo sample from a mixing distribution Tt,,^. Although in this paper we assume that X has a continuous distribution, our method can be easily extended to the cases where n(X) is a discrete distribution. Moreover, our method can be applied to the sensitivity study of prior specification, as in § 4-2, which will be useful in robust Bayesian analysis.
