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Abstract: Huffman codes used in JPEG cod-
ing are replaced with reversible variable-length codes
(RVLCs) with larger free distance. The extra redun-
dancy is used in a joint source-channel codec based on
the state transition probabilities of the RVLC. After
accounting for the penalty due to increased average
codeword length, the RVLC scheme achieves a 4 dB
gain over an equivalent turbo coded JPEG transmis-
sion system1.
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1. INTRODUCTION
For the past decades, Shannon’s separation prin-
ciple motivated a separate source and channel cod-
ing approach. However, this result holds true only
for infinite source code dimension and infinitely long
channel codes. Since the ideal hypotheses of separate
source-channel coding (SSCC) put unrealistic con-
strains on the system, a joint source-channel coding
(JSCC) design could reduce complexity and delay to
yield better end-to-end system performance.
Joint source-channel decoding (JSCD) [1] is a tech-
nique used to combat the effects of channel noise by
exploiting the residual redundancy of the source en-
coder in an iterative source-channel decoding pro-
cess. The source redundancy is utilised as a priori
information regarding the source statistics in order
to improve decoding.
There is a significant body of literature (see refer-
ences in [2]) that investigates iterative source-channel
decoding for variable-length coded sources achieving
superior performance compared to separate source-
channel coding.
In this paper, we use the state transition proba-
bility (STP) [2] derived from the tree representation
of new RVLCs to improve the performance of the
joint source-channel codec. Section 2 briefly reviews
the state transition probabilities based on the bit
trellis of generic variable-length codes (VLCs). Sec-
tion 3 presents guidelines for designing error-resilient
1This work was carried out with financial support from
the Commonwealth of Australia through the Cooperative Re-
search Centres Program.
VLCs. The joint source-channel codec is presented
in Section 4 with simulation results in Section 5.
2. STATE TRANSITION PROBABIL-
ITIES OF VLC-TRELLIS
A variable-length coded sequence can be repre-
sented by a simple but effective trellis structure pro-
posed in [3]. By applying the BCJR algorithm to
a VLC-trellis we can generate soft outputs and ex-
change extrinsic information between the source VLC
APP decoder and channel APP decoder [4].
For a variable-length coded sequence, the symbol
or codeword probabilities are usually assumed to be
known. The STPs [2] can be considered as source a
priori information based on the bit-level trellis rep-
resentation of variable length codes. The advantage
of STPs is that they can be naturally incorporated
into the maximum a posteriori (MAP) algorithm, as
will be shown, to improve system performance.
We take as an example the Huffman code in [5]
to demonstrate how to derive the state transition
probabilities from the trellis. The variable length
code C = {00, 01, 10, 110, 111} and the corresponding
codeword probabilities are P = {p1, p2, p3, p4, p5}.
Fig. 1 shows the tree representation and the bit-
level trellis of the variable length code C. The nodes
in the tree are subdivided into a root-node (R), inter-
nal nodes (I) and terminal nodes (T). We can treat
the VLC-trellis as an irregular trellis in comparison
to the trellis of a recursive systematic convolutional
(RSC) code. The trellis of an RSC code has nice
systematic properties. Each state has two paths em-
anating and two paths merging with the same prob-
abilities. In contrast to the systematic trellis of an
RSC code, each state in the VLC-trellis might have
an arbitrary number of emanating or merging paths
or even have parallel paths emanating and merging
between states. Moreover, different paths might em-
anate or merge to a state with different probabilities
from each other because the codeword probabilities
of VLCs are in general different. We can utilise the
codeword probabilities of VLCs to derive the state
transition probabilities which are used as a priori
information to facilitate iterative source-channel de-
coding.
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Figure 1: Tree representation and VLC-trellis with
parallel transitions.
For a generic VLC-trellis, we formulise the state
transition probabilities between two adjacent states
associated with an input bit i as
P(Sk+1 = n, dk = i|Sk = m) =
∑
α∈f(Sk+1,i) pα∑
β∈g(Sk) pβ
,
(1)
where f(Sk, i) are all the forward nodes indices con-
nected to Sk with the input bit i and g(Sk) are all
the forward nodes indices connected to Sk. For ex-
ample, T1 and T2 are connected to R with input bit
0, so f(R, 0) = {1, 2}. T3, T4 and T5 are connected
to I2, so g(I2) = {3, 4, 5}.
The major advantage of using the STP is that it
can be naturally incorporated into the MAP algo-
rithm. For an AWGN channel with zero mean and
variance σ2, the branch metric δi,m,m
′
k can be ex-
pressed as
δi,m,m
′
k =Pr(dk = i, Sk+1 = m
′, rk|Sk = m)
=χk exp(Lcrki)Pr(Sk+1 = m′, dk = i|Sk = m),
(2)
where χk is a constant and Lc = 2/σ2. The last term
in (2) is the STP which can be obtained from the
VLC-trellis from (1). Refer to [2] for more detailed
information.
3. ERROR-RESILIENT VLCs
For an iterative source-channel decoding system,
the best known source codes, e.g., Huffman codes,
do not perform well due to the free distance of one.
In [6], the author examined the properties and behav-
ior of variable-length error-correcting (VLEC) codes.
To generalise his results to the wider range of VLCs
and for the purpose of designing error-resilient VLCs,
we introduce the following distance metrics to de-
scribe the characteristics of VLCs.
Consider an M -ary i.i.d. information source vari-
able U with support U = {u1, u2, . . . , uM} and a
probability density function pU (u). C is a VLC that
maps each source symbol ui ∈ U into a correspond-
ing binary codeword ci ∈ C of length li.
Definition 1 (Minimum Block Distance) The min-
imum block distance of a VLC C is defined as
db = min {dH(ci, cj) | ci, cj ∈ C; li = lj ;ui 6= uj} , (3)
where dH(ci, cj) is the Hamming distance between
two codewords ci and cj in C.
Definition 2 (Minimum Prefix Distance) For any
two codewords in C of unequal length ci =
(
c1i c
2
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i
)
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c1jc
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j . . . c
lj
j
)
. The minimum prefix dis-
tance of a VLC C is defined as
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Definition 3 (Minimum Suffix Distance) For any
two codewords in C of unequal length ci =
(
c1i c
2
i . . . c
li
i
)
and cj =
(
c1jc
2
j . . . c
lj
j
)
, it can be assumed that li > lj
without loss of generality. The minimum suffix dis-
tance of a VLC C is defined as
ds = min{dH((cli−lj+1i cli−lj+2i . . . clii ),
(c1jc
2
j . . . c
lj
j ) | ci, cj ∈ C;ui 6= uj ; li > lj ; }. (5)
Denote a sequence of K source symbols by UK =
(U1, U2, . . . , UK). The sequence is mapped by C into
a binary sequence bN = (b1, b2, . . . , bN ) of length N ,
where N = l1 + l2 + · · ·+ lN . The total sequence bN
can be considered as one particular codeword of code
B whose codewords are all possible combinations of
codewords from C with total bit lengthN . The error-
correcting capability of a VLC is dominated by the
free distance metric df which is defined as follows: [4]
Definition 4 (Free Distance) The free distance of a
VLC C is defined to be the minimum Hamming dis-
tance between any two codewords of the correspond-
ing code B. More formally
df = min
{
dH
(
bN(i), b
N
(j)
)
| bN(i), bN(j) ∈ B; bN(i) 6= bN(j)
}
.
(6)
The free distance metric df plays an important
role in soft VLC decoding. Due to the nonlinearity
of VLCs, direct evaluation of df is relatively com-
plicated. However, other distance metrics such as
minimum block distance, prefix and suffix distance
can be utilised to reduce the evaluation complexity
of df . Error-resilient VLCs with df = 2 and df = 3
are of particular interests because of the appropriate
compromise between redundancy and good iterative
decoding capability. To design VLCs with large free
distance metric, we give the following theorem [6]
and lemmas as guidelines. Please refer to [7] for de-
tailed mathematic proofs.
Theorem 1 The free distance df of a VLC C is
bounded by
df ≥ min(db, dp + ds) (7)
Lemma 1 A necessary condition for a variable-length
code C with a prefix distance of one to have a free
distance df ≥ 2 is to satisfy the suffix-free condition,
i.e., no codeword is the suffix of another codeword.
If Lemma 1 is true this indicates that C is a re-
versible variable-length code which satisfies both prefix-
free and suffix-free conditions.
Lemma 2 For a variable-length code C with db ≥ 2,
either dp = 1 and ds = 1 or dp = 2 can guaranty
df ≥ 2.
Lemma 3 For a variable-length code C with db ≥ 3,
either dp = 1 and ds = 2 or dp = 2 and ds = 1 can
guaranty df ≥ 3.
4. JOINT SOURCE-CHANNEL CO-
DEC
In this paper we examine a new joint source-
channel codec architecture. The transmitter consists
of a source encoder serially concatenated with a re-
cursive systematic convolutional (RSC) channel en-
coder. The receiver implements iterative decoding
between the source APP decoder and the channel
decoder. They are separated by a pseudo-random
interleaver.
The coded bit-stream is sent through an additive
white Gaussian noise (AWGN). On the receiver side,
we denote the received noisy version of the data x
and the parity p by X and P, respectively. The
iterative receiver of the serial concatenated system
is depicted in Fig. 2. It consists of an inner channel
APP decoder and an outer source APP decoder.
At the first decoding iteration, the input to the
channel APP decoder is the soft output of the noisy
channel LcX. The channel decoder computes the
APP P (x|X) of the information bits x. We denote
the extrinsic output of the channel and source APP
decoders by Zc and Zs. The log-likelihood ratio of
the inner channel decoder is L(C)(x) = LcX+Zs+Zc,
where Zs is the a priori information from the extrin-
sic output of the soft source decoder. Zs is set to
0 at the initial iteration. Zc refers to the extrin-
sic output of the channel APP decoder. Subtract-
ing the a priori term from L(C)(X) and deinterleav-
ing, Lcb + Zc are fed into the outer soft source de-
coder. The soft output of the source APP decoder is
L(S)(b) = Lcb+Zc+Zs. Subtracting the soft input
from the soft output for the outer source decoder, the
extrinsic information Zs of the source APP decoder
is passed to the channel APP decoder as a priori in-
formation. At the final iteration, the hard output of
the iterative receiver is switched to a modified JPEG
decoder where the Huffman decoder can be replaced
with an RVLC decoder. Uˆ is the estimated output
of the image pixel vector u.
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Figure 2: Iterative receiver of serial concatenated
system.
The JPEG still image compression standard has
proved to be a success story in source coding tech-
niques. For a gray JPEG coded image, there are two
Huffman code tables. There is a 12-entry Huffman
table for the DC luminance component, while there
is a 162-entry Huffman table for the AC luminance
components [8]. The original JPEG Huffman codes
do not give good performance since they have df = 1.
Due the their poor distance property, the conver-
gence behaviour of JPEG Huffman codes, which is
important for iterative source-channel decoding, is
poor. Using the criteria provided by Section 3, we
constructed three error-resilient VLCs based on ex-
isting JPEG Huffman codes for the luminance DC
component. In Table 1, we present a symmetric
RVLC C1 (db = 1, dp = 1, ds = 1), an asymmetric
RVLC C2 (db = 2, dp = 1, ds = 1) and an asym-
metric VLC C3 (db = 2, dp = 2, ds = 0). Note the
probability distribution P of DC symbols in Table 1
was obtained by training on “Lena” and “Goldhill”
images. Code C1 is symmetric which means that it
has the nice property of needing only one code table
for both forward and backward decoding which is an
advantage from the viewpoint of memory usage and
simplicity [9]. Code C2 and C3 have df = 2 at the
expense of slightly increased average length.
5. SIMULATION RESULTS
In this section we present our simulation results
on the performance of both the original Huffman DC
code CH and the proposed symmetric RVLC CR. We
transmitted 2000 differential pulse code modulation
(DPCM) coded DC symbols from the “Lena” 256
× 256 image over the AWGN channel. The coded
bitstream out of the JPEG DC DPCM encoder was
protected by a 16-state inner code with code polyno-
mials 35/23 in octal notation running for 8 iterations.
The channel coding rate for the coded bitstream us-
Table 1: JPEG DC Luminance Huffman Code CH , Symmetric RVLC C1, Asymmetric RVLC C2 and VLC C3
DC Occurrence JPEG Lumin. DC Symmetric Asym. RVLC Asym. VLC C3
Symbol Probability P Huffman Code CH RVLC C1 C2 with df = 2 with PfxDist = 2
0 0.371745 00 00 00 000
1 0.071615 010 111 111 011
2 0.102214 011 010 010 1 0100
3 0.147135 100 101 1101 1 1000
4 0.132812 101 0110 1011 101 1100
5 0.124349 110 1001 0110 110 1100
6 0.049479 1110 1 1011 1 0101 101 1111
7 0.000651 1 1110 0 1110 1 1001 110 1111
8 0.0 11 1110 1 0001 11 0001
9 0.0 111 1110 01 1110 100 1001
10 0.0 1111 1110 10 0001 1010 0101
11 0.0 1 1111 1110 11 0011 1 0011 0011
Average codeword length 2.6790 2.9857 3.1228 4.7279
ing the Huffman code CH was 1/2. The interleaver
sizes for CR, C1 and C2 are 5335, 5899 and 6221, re-
spectively. We punctured the coded bitstreams so
that the overall coding rate was 1/2 for all configu-
rations.
Simulation results are presented in Fig. 3. Note
the symbol error rate (SER) is measured in terms of
the Levenshtein distance which is more appropriate
than the measurement of a simple symbol compari-
son [4]. As can be seen, iterative decoding using the
proposed asymmetric RVLC C2 remarkably outper-
forms the original JPEG Huffman code CH . A coding
gain of 4 dB is obtained.
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Figure 3: Iterative decoding using CH , C1, C2 and C3.
6. CONCLUSIONS
In this paper we presented a joint source-channel
codec which is more power efficient than conven-
tional JPEG image transmission systems. We pro-
posed an asymmetric RVLC C2 with df ≥ 2 for
the JPEG luminance DC component that achieves a
significant performance improvement relative to the
original JPEG Huffman code CH . Further investiga-
tions are addressing the encoding of AC components.
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