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Abstract. This paper proposes a new text categorisation method based
on the critical vector learning algorithm. By using the proposed ap-
proach, the number of support vectors has been significantly reduced by
implementing a Bayesian treatment of a generalised linear model with
identical function form to the function form of support vector machines
approach. This leads to much reduced computational complexity in the
prediction process, which is critical in online applications.
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1 Introduction
Text categorisation is the classification of natural text or hypertext documents
into a fixed number of predefined categories based on their content. Many ma-
chine learning approaches have been used in the text classification problem [1].
One of the leading approaches is the support vector machine (SVM) [2], which
achieved remarkable performance in many applications, particular in text cate-
gorisation [3-6]. SVM has good performance on large data sets and scales well.
It is linear efficient and scalable to large document sets. Using the Reuters News
Data Sets, Rennie [7] compared the SVM with Nave Bayes algorithm based on
two data sets: 19,997 news related documents in 20 categories and 9649 indus-
try sector data documents in 105 categories. Another researcher Joachims [8]
compared the performance of several algorithms with SYM by using 12,902 doc-
uments from the Reuters 21578 document set and 20,000 medical abstracts from
the Ohsumed corpus. Both Rennie and Joachims has shown that SVM performed
better.
Tipping [9] introduced the relevance vector machine (RVM) methods. These
methods can be viewed from a Bayesian learning framework of kernel machine
and produces an identical functional form to the SVM. Tipping compared the
RVM with SVM and demonstrated that the RVM has a comparable generalisa-
tion performance to the SVM and requires dramatically fewer kernel functions
or model terms than the SVM. As Tipping stated, SVM suffers from its lim-
itation of probabilistic prediction and Mercer's condition that it must be the
continuous symmetric kernel of a positive integral operator. While RVM adopt a
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fully probabilistic framework and sparsity is achieved because the posterior dis-
tributions of many of the weights are sharply peaked around zero. The relevance
vector comes from those training vectors associated with the remaining non-zero
weights. However, a draw back of the RVM algorithm is a significant increase
in computational complexity, compared with the SVM. Orthogonal least square
(OLS) was first developed for the nonlinear data modelling, recently Chen [10-
12] derived the locally regularised OLS (LROLS) algorithm to construct spares
kernel models, which has shown to possess computational advantages compared
with RVM. The LROLS only selects the significant terms, while RVM starts with
the full model set. Moreover, LROLS only use a subset matrix of the full matrix
that has been used by RVM. The subset matrix is diagonal and well-conditioned
with small eigen-value spread. Further to Chen's research, Gao [13]has derived
a critical vector learning (CVL) algorithm and improved the LROLS algorithm
for the regression model, which has shown to possess more computational advan-
tages. In this paper, the critical vector classification learning algorithm is applied
to the text categorisation problem. Comparison results of SVM and CVL using
the Reuters News Data Sets are presented and discussed.
The rest of this paper is organised as follows: Section 2 recalls the basic
idea of SVM and explains its limitation compared with RVM. The algorithm
of RVM with critical vector classification is presented in section 3. The detail
implementation of applying critical learning algorithm in text categorisation is
described in section 4. In section 5, the experiments are carried out using the
Reuters data set, followed by the conclusions in section 6.
2 The Support Vector Machine
SVM is a learning system that uses a hypothesis space of linear functions in
a high dimensional feature space. Joachims [8J explained the reason that SVM
works well for text categorisation. Let's consider the binary classification prob-
lems about text document categorisation with SVM. Linear support vector ma-
chine trained on separable data. Let f : X <;;; Rn ---> R, where X is the vector
set of documents. The input x E X is assigned to the positive class, if f (x) 2': 0;
otherwise to negative class. When consider the f (x) is a linear function, it can
be rewritten as
n
f (x) = (w . x) + b =LWiXi + b
i=l
The basic idea of the support vector machine is to find the largest margin to do
the classification in the hyper-plane, which means to minimise IIwI12 , subject to
(1)
(Xi' w) + b 2': +1 - (i, for Yi = +1, (2)
(Xi' w) + b S -1+ (i, for Yi = -l.
The optimal classification function is given by
(3)
9 (x) = sign {(w . x) + b} (4)
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Fig. 1. Support vector machines find the hyper-plane h, which separates the positive
and negative training examples with maximum margin. The examples closest to the
hyper-plane in Figure 1 are called Support Vectors (marked with circles).
An appropriate inner product kernel K (Xi, Xj) will be selected to realise the
linear classification for non-linear problem. Then the function 1 can be written
as:
N
y(x;w) = LWiK(X,Xi) +WO
i=l
(5)
Support vector machine has demonstrated successfully in many applications.
However SVM suffers four major disadvantages: unnecessary use of basis func-
tions; predictions are not probabilistic; entails a cross-validation procedure and
the kernel function must satisfy Mercer's condition.
3 Critical Vector Learning
Tipping introduced the relevance vector machine (RVM), which does not suffer
from the limitations mentioned in section 2. RVM can be viewed from a Bayesian
learning framework of kernel machine and produces an identical functional form
to the SVM. The functional form of the RVM is equivalent to the SVM. RVM
generates predictive distributions which is a limitation of the SVM. And also
RVM requires substantially fewer kernel functions.
Consider the scalar-valued target functions and giving the input-target pairs
{xn,tn}~=l' The noise is assumed to be zero-mean Gaussian distribution with
a variance of (72 . The likelihood of the complete data set can be written as
P (tlw, (72) = (27l"(72)-N/2 exp { - 2~2 lit - ~w1l2 } (6)
where t = (t1 ... tNf, w = (WO...WN)T, and ~ = [¢>(Xt},¢>(X2) ... ,¢>(XNW,
wherein ¢>(xn) = [1,K(xn,xd,K(xn,x2), ... ,K(xn,XN)f. To make a simple
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where a is a vector of N + 1 hyper parameters.
Relevance vector learning can be looked as the search for the hyper parameter
posterior mode, i.e. the maximisation ofp (a, (J2It) exp (t la, (J2) p (a) p ((J2) with
respect to a and {3({3== (J2). RVM involves the maximisation of the product of
the marginal likelihood and priors over a and (J2. And MacKay [14]has given
anew = l {3new = lit - cpfll12
• 2flT' N - L:i ""Yi
(8)
where fli is the i - th posterior mean weight and N in the denominator refers
to the number of data examples and not the number of basis functions. ""Yi E
[0,1] can be interpreted as a measure of how well-determined its corresponding
parameter Wi is by the data.
A drawback of the RVM is a significant increase in computational complex-
ity. Based on kernel methods and least squares algorithm, a locally regularised
orthogonal least squares (LROLS) algorithm has been derived by Chen [10] to
construct sparse kernel model.
y (k) = j (y (k - 1), ...,y (k - ny), u (k - 1), ...,u (k - nu)) + e (k)
y(k)=j(x(k))+e(k) (9)
where, x (k) = [y (k - 1), ..., y (k - ny), u (k - 1), ... ,u (k - nu)]T denotes the
system "input" vector, j is the unknown system mapping. Considering a general
discrete- time nonlinear system represented by a nonlinear model, u (k) and y (k)
are the system input and output variables, respectively, ny and nu are positive
integers representing the lags in y (k) and u (k), respectively, e (k) is the system
white noise.
The system identification involves in construct a function (model) to approx-
imate the unknown mapping j based on an N-sample observation dataset D =
{x (k) , y (k)} ~=1' i.e., the system input-output observation data {u (k) , y (k)}.
The most popular class of such approximating functions is the kernel regression
model of the form:
N
Y (k) = Y (k) + e (k) =LWdJi (k) + e (k), 1::; k ::; N (10)
i=l
where y (k) denotes the "approximated" model output, Wi'S are the model weights,
and ¢i (k) = k (x (i) , x (k)) are the classifiers generated from a given kernel func-
tion k(x,y) [15].
Focus on the single kernel function and by definitions in [13], the model can
be viewed as the following matrix form:
y=<Pw+e (11)
The goal is to find the best linear combination of the columns of <P (i.e. the
best value for w) to explain y according to some criterion. The normal criterion
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is to minimise the sum of squared errors,
(12)
where the solution w is called the least squares solution to the above model.
Detail implementation is given in [16].
An equivalent regularisation formula can be adopted in the critical vector al-
gorithm with PRESS statistic for the regularised objective [13].The regularised
critical vector algorithm with PRESS statistic is based on the following regu-
larised error criterion
nM
E (w,a,(3) = (3eTe+ Laiw; = (3eTe + wTHw
i=l
(13)
where nM is the number of involved critical vectors, (3 is the noise parameter and
H = diag {aI, ...,anM} consisting of the hyper parameters used for regularising
weights. The key issue in regularised regression formulation is to automatically
optimise the regularisation parameter. The Bayesian evidence technique [14]can
readily be used for this objective. Estimating hyper parameters is implemented





"Ii= 1 - ai (A-1Li' "I= L "Ii
i=l
(15)
Then the update formulas for hyper parameters ai and (3 can be given by
(16)
The iterative hyper parameter and model selection procedure can be sum-
marised:
Initialisation Set initial value for ai and (3 for i = 1,2, ...,N, for example,
using estimated noise variance for the inverse of (3 and a small value 0.0001 for
all cq,
Step 1 Given the current ai and (3", use the procedure with PRESS statistic
to select a subset model with critical vectors.
Step 2 Update ai and (3 using equation 16. If ai and (3 remains sufficiently
unchanged in two successive iterations or a pre-set maximum iteration number
is reached, then stop the algorithm; otherwise go to step 1.
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4 Applying Critical Vector Learning in Text
Categorisation
The document collection with n documents is represented by a term frequency
document matrix
C = dj E ~mxn (17)
dn
where document vector dj E Rmxl represents the term frequency of m key terms
in each document. The target variable
(18)
where Yj denotes the corresponding output of dj, which represents the category
that dj belongs to.
The procedures of the training process was implemented as follows:
1. Calculate the keyword frequency of each document to construct the term
frequency document matrix.
2. Construct the kernel matrix. Its (i,j)-th element is K(di,dj). Denote Xi as
the i-th row of the kernel matrix <P.
3. Select the k best Xi by repeating the following steps k times:
(a) For every Xi, use the least square algorithm to estimate the Wi in equation
11.
(b) Select the Xi with the smallest error.
(c) Remove the i-th row of the kernel matrix (corresponding to the selected
Xi f) to form a new matrix.
(d) Remove the corresponding i-th element in the target variable vector Y
and form a new target variable as:
Y = [Yl - XiWi,'" ,Yi-l - XiWi, Yi+l - XiWi,'" ,Yn - XiWi]T
4. Construct the training kernel model, K _training(xk) = (x.. X2, ... , xj,).
The prediction (or test) is conducted using the constructed training kernel.
5 Experimental Results
Experimental studies have been carried out to compare the performance of CVL
and SVM. In this study, a java library for SVM (LIBSVM) was utilised while
CVL was implemented using Scilab.
The Reuters News Data Sets, which has been frequently used as benchmarks
for classification algorithms, has been used in this paper for the experiments. The
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Reuters 21578 collection is a set of 21,578 short (average 200 words in length)
news items, largely financially related, that have been pre-classified manually
into 118 categories.
The experiments were conducted using 100 and 200 documents from three
news group: C15 (performance group), C22 (new products/services group) and
C21 (products/services group). The first set of experiments used C15 and C22
data, while the second set of experiments used C21 and C22. The second set of
data is more difficult to classify than the first set since data sets C21 and C22
are closely related. This is confirmed by the experimental results, as shown in
table 1 and table 2.
Table 1. Results of SYM and CYL classifiers on CIS and C22 data
No. of No. of nSv Accuracy nSv Accuracy
Documents Keywords (SYM) (SYM) (CYL) (CYL)
100 50 83 92.3% 13 91.02%
100 83 92.3% 13 91.02%
200 50 122 92.4% 14 93.6%
100 122 92.4% 14 93.6%
Table 2. Results of SYM and CYL classifiers on C21 and C22 data
No. of No. of nSv Accuracy nSv Accuracy
Documents Keywords (SYM) (SYM) (CYL) (CYL)
100 50 86 85.89% 14 84.61%
100 86 85.89% 14 84.61%
200 50 153 84.81% 14 89.24%
100 153 84.81% 14 89.24%
The result of the experiment shows that critical vector learning algorithm
achieves the comparable accuracy with SVM. The advantage of using critical
vector learning algorithm is that it requires dramatically fewer support vectors
to construct the training model. This means it has less computation complexity
and requires less computation time in conducting the prediction after the model
is being built.
SVM performs slightly better when the number of document increase, while
the CVL remain almost the same. However the number of support vectors re-
quired by SVM grows linearly with the size of the training set, while CVL various
slightly.
The result of the experiment also shows that both SVM and CVL are not
sensitive to the number of keywords, which the accuracy and the number of
support vectors remain the same with different keyword attributes.
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While SVM and CVL are implemented in different languages, comparison
of computational time cannot be conducted at this stage. The next step is to
implement CVL using JAVA which allows meaningful comparison of execution
times.
6 Conclusions
The critical learning algorithm based on the kernel methods and least squares
algorithm has achieves comparable classification accuracy to the SVM. SVM
performs better when the number of document increase, but require much more
support vectors with the size of the training set increasing. CVL requires slightly
different number of the support vectors when the training set increase. The
most benefit of CVL is that it requires dramatically fewer numbers of support
vectors to construct the model. This will improve the prediction efficiency which
is particularly useful in online applications.
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Data Mining and Knowledge
Discovery
Foreword
The Australasian Data Mining Conference series AusDM, initiated in 2002, is the annual
flagship venue where data mining and analytics professionals - scholars and practitioners, can
present the state-of-art in the field. Together with the Institute of Analytics Professionals of
Australia, AusDM has built a unique profile in nurturing this joint community. The first and
second edition of the conference (held in 2002 and 2003 in Canberra, Australia) facilitated the
links between different research groups in Australia and some industry practitioners. This
year the event has been supported by:
• Togaware, again hosting the website and the conference management system,
coordinating the review process and other essential expertise;
• the University of Technology, Sydney, providing the venue, registration facilities and
various other support at the Faculty of Information Technology;
• the Institute of Analytic Professionals of Australia (IAPA) and NetMap Analytics Pty
Limited, facilitating the contacts with the industry;
• the e-Markets Research Group, providing essential expertise for the event;
• the ARC Research Network on Data Mining and Knowledge Discovery, providing
financial support.
The conference program committee reviewed 42 submissions, out of which 16 submissions
have been selected for publication and presentation. AusDM follows a rigid blind peer-review
process and ranking-based paper selection process. All papers were extensively reviewed by
at least three referees drawn from the program committee. We would like to note that the cut-
off threshold has been high (4.1 on a 5 point scale), which indicates the high quality of
submissions. We would like to thank all those who submitted their work to the conference.
We will be extending the conference format to be able to accommodate more presentations.
Today data mining and analytics technology has gone far beyond crunching databases of
credit card usage or retail transaction records. This technology is a core part of the so-called
"embedded intelligence" in science, business, health care, drug design, security and other
areas of human endeavour. Unstructured text and richer multimedia data are becoming a
major input to the data mining algorithms. Consistent and reliable methodologies are
becoming critical to the success of data mining and analytics in industry. Accepted
submissions have been grouped in four sessions reflecting these trends. Each session is
preceded by invited industry presentation.
Special thanks go to the program committee members. The final quality of selected papers
depends on their efforts. The AusDM review cycle runs on a very tight schedule and we would
like to thank all reviewers for their commitment and professionalism.
Last but not least, we would like to thank the organisers of AI 2005 and ACAL 2005 for
assisting in hosting AusDM.
Simeon, 1. Simoff, Graham J. Williams
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