The lm ow down an inclined plane has several features that make it an interesting prototype for studying transition in a shear ow: the basic parallel state is an exact explicit solution of the Navier-Stokes equations; the experimentally-observed transition of this ow shows many properties in common with boundary-layer transition; and it has a free surface, leading to more than one class of modes. In this paper, unstable wave packets { associated with the full Navier-Stokes equations with viscous free-surface boundary conditions { are analysed by using the formalism of absolute and convective instabilities based on the exact Briggs collision criterion for multiple k?roots of D(k; !) = 0; where k is a wavenumber, ! is a frequency and D(k; !) is the dispersion relation function.
based on the exact Briggs collision criterion for multiple k?roots of D(k; !) = 0; where k is a wavenumber, ! is a frequency and D(k; !) is the dispersion relation function.
The main results of this paper are threefold. Firstly, we work with the full NavierStokes equations with viscous free-surface boundary conditions, rather than a model partial di erential equation, and, guided by experiments, explore a large region of the parameter space to see if absolute instability { as predicted by some model equations { is possible. Secondly, our numerical results nd only convective instability, in complete agreement with experiments. Thirdly, we nd a curious saddle-point bifurcation which a ects dramatically the interpretation of the convective instability. This is the rst nding of this type of bifurcation in a uids problem and it may have implications for the analysis of wave packets in other ows, in particular for three dimensional instabilities. The numerical results of the wave packet analysis compare well with the available experimental data, con rming the importance of convective instability for this problem.
The numerical results on the position of a dominant saddle-point obtained by using the exact collision criterion are also compared to the results based on a steepest-descent method coupled with a continuation procedure for tracking convective instability that until now was considered as reliable. While for two-dimensional instabilities a numerical implementation of the collision criterion is readily available, the only existing numerical procedure for studying three-dimensional wavepackets is based on the tracking technique. For the present ow, the comparison shows a failure of the tracking treatment to recover a subinterval of the interval of unstable ray velocities V whose length constitutes 29% of the length of the entire unstable interval of V: The failure occurs due to a bifurcation of the saddle point, where V is a bifurcation parameter. We argue that this bifurcation of unstable ray velocities should be observable in experiments because of the abrupt y Present address: Ecole Sup erieure de M ecanique de Marseille and IRPHE (UMR CNRS
Introduction
Waves at the surface of a uid, particularly water waves, have been a fascinating area of enquiry for as long as there are records. Therefore it is not surprising that some of the oldest problems in uid mechanics involve waves on the surface of a uid, and interest in such problems seems to be attracting more attention with time. Among such problems are two classical ones: the water-wave problem, directly related to the waves that one observes on the ocean, and the thin-lm problem, that can be directly related to waves that one observes on a sloping roadway in the rain, and to industrial applications in chemical engineering, for example. However the character of these two problems is quite di erent: the analysis of the rst one is based on inviscid and irrotational ow theory { potential theory { while the analysis of the second one is based on viscous ow theory { the Navier-Stokes equations. References to the water wave problem date as far back as 1847 (Stokes 1847) , while references to the viscous ow of a thin lm go back to 1916 (Nusselt 1916) .
Both of the above wave problems deal initially with perturbations about a basic state: a uniform state of rest or uniform current for the water-wave problem and a steady gravitydriven parabolic velocity pro le for the thin lm ow. In the water-wave problem, the linearisation about the basic state admits plane wave solutions satisfying a dispersion relation which is known analytically and is real for real values of the wavenumber and frequency. In the thin lm wave problem, the linearisation about the parabolic velocity pro le leads to the Orr-Sommerfeld equation with boundary conditions coupled to the free surface displacement, and the associated dispersion relation is in general complex valued, and except for special limiting cases, can only be obtained numerically.
In both cases the full nonlinear problem is di cult to tackle and has de ed any comprehensive treatment, although the nonlinear water-wave problem has been studied in more detail than the nonlinear viscous thin-lm problem. The greatest success in both problems has been achieved by analysing model equations, which are valid for limited regions of parameter space. Examples of model equations that have been proposed for water waves are the Korteweg-de Vries equation, the nonlinear Schr odinger equation, the Boussinesq systems, the Davey-Stewartson equation and the Zakharov equation. Examples of model equations for viscous thin lm ow are the Benney equation (Benney 1966) , a kinematic-wave equation (Mei 1966) , the Roskes equation (Roskes 1970) , a complex Ginzburg-Landau model (Lin 1974) , the Kuromoto-Sivashinsky equation (Chang & Demekhin 1995) . A model equation governing the non-linear long-wave dynamics was derived by Lee & Mei (1996) by applying the approximate momentum integral method of von K arm an. The most sophisticated model to date is the boundary-layer model proposed by Chang, Demekhin & Kopelevich (1993) which includes variations in the transverse direction.
In the case of irrotational water waves as well as in the case of viscous thin-lm ow, the question of stability is of primary importance. For water waves, the stability of weakly nonlinear Stokes' waves has been widely studied leading to the Benjamin-Feir instability. It is interesting to note that the absolute or convective character of this instability has never been studied. For thin lms the question of linear stability is already important Pulse structure and signalling in a lm ow on an inclined plane 3 for the basic state (cf. Kapitza & Kapitza 1949) and has been an active area of research since the early work of Benjamin and Yih in the 1950s (Benjamin 1957 (Benjamin , 1961 Yih 1955) , based on approximate solutions of the Orr-Sommerfeld equation coupled with the freesurface boundary conditions. A stability analysis of the periodic states bifurcating from the neutral curve was rst given by Lin (1974) who derived a complex Ginzburg-Landau model. Lin showed that there is an Eckhaus boundary within which the primary periodic states are stable to sideband perturbations. However, an analysis of the initial-value problem and a test for absolute or convective instability of the primary or secondary instability has not been given.
Experimental evidence and analysis of model equations show that the absolute and convective dichotomy is important for both the primary and the secondary instabilities observed in viscous lm ow. Recent experiments of , 1994 and Liu, Paul & Gollub (1993) con rmed the primary neutral stability curve of Benjamin and Yih, and several new observations were made as well. In strong evidence was presented for convective instability in all cases. In unstable periodic waves were tracked until they developed a spatially chaotic structure. For the range of parameters studied, they also found that the secondary instability was strictly convective. They also note that secondary instabilities in thin lm ow have many features in common with instabilities in other shear ows such as boundary layers (see also the comments on this in Benjamin 1961) . A remarkable new development in the experimental results of Liu, Schneider & Gollub (1995) is the important role of three dimensionality: they found synchronous three-dimensional instabilities, subharmonic instabilities and resonant triads; these three features are also prominently observed in transitional boundary layers.
Recent results on model equations for thin-lm ow have been reviewed in Chang (1994) and Chang & Demekhin (1996) . Theoretical aspects of the classi cation of instabilities as absolute or convective for thin lm ow have been addressed in Joo & Davis (1992) . In that paper the role of absolute and convective instabilities associated with the primary instability of thin-lm ow was studied using a model equation and they found predominantly convective instability; but they also found regions in parameter space where the instability is absolute. The linearised model equation used in the analysis of Lin (1974) is absolutely unstable for all parameter values in the unstable range. In Chang & Demekhin (1996) the falling lm ow was shown to be absolutely stable for all Reynolds numbers below 500 by treating the full linearised Navier-Stokes equations.
In this paper we study the initial-value problem for the full Navier-Stokes equations linearised about the basic parabolic velocity pro le for thin-lm ow analytically, using the Fourier-Laplace transform to reduce the linearised Navier-Stokes equations to an inhomogeneous Orr-Sommerfeld equation coupled to inhomogeneous boundary conditions. The resulting boundary-value problem is treated numerically using a spectral (Chebyshev polynomials) method. Our main results are threefold. First, we give an absolute and convective instability classi cation of the full problem and describe properties of unstable wave packets for a large and experimentally relevant range of the parameter space. Secondly, we show that absolute instability predicted by the model equations in Joo & Davis (1992) and in Lin (1974) is anomalous and is not a property of the full equations { indeed, for all values of parameters studied here we nd that the primary instability is convective, in agreement with all known experiments. Thirdly, we nd that a straightforward application of the saddle point technique even in an apparently accurate way to discriminate between absolute and convective instabilities fails due to an interesting bifurcation that takes place in the complex wavenumber plane.
The basic fact that the existence of an unstable saddle point is not su cient for absolute instability has been recognised since the early days of the development of the theory 4 L. Brevdo, P. Laure, F. Dias and T. J. Bridges of unstable wave packets in the 1950s. In Briggs (1964) , a mathematical example of an unstable saddle point making no contribution to the instability was given and a condition was derived, viz. a collision criterion, which must be satis ed by a contributing saddle point. Brevdo (1988) has shown analytically that for the Eady model of a geophysical ow there exists a countable set of unstable saddle points and none of these points contributes to the instability. Recently, Lingwood (1997) has found numerically examples of such saddle points for a rotating boundary layer ow. Since an application of the Briggs (1964) collision criterion is numerically more expensive than a saddle point treatment, procedures have been developed for applying the saddle point technique without performing a direct collision check. One of such procedures was proposed by Kupfer, Bers & Ram (1987) for studying two-dimensional (2-D) instabilities. It is based on mapping the real k?axis into the complex !?plane under the transformations ! = ! m (k); where ! m (k); m = 1; 2; : : :; are all the unstable branches of frequency, and analysing the saddle points of ! = ! m (k); m = 1; 2; : : : ; in the complex !?plane that are located between the image curves under these mappings and the real !?axis. While this technique is quite valuable for 2-D dispersion relations, it is not clear how to extend this procedure to three-dimensional (3-D) instabilities.
A method for tracking the movement of saddle points which is applicable to both 2-D and 3-D instabilities and has heretofore been viewed as reliable is based on a continuation procedure. In the 2-D case such an application starts with the saddle point k m = (k mr ; 0) of the function !(k) ? V g k on the real k?axis, where ! = !(k) is the unstable branch of frequency, and V g = @! r (k mr ; 0)=@k r is the group velocity of the unstable wavepacket, with ! i (k mr ; 0) = maximum for real k: The subscripts r and i of k and ! denote the real and imaginary parts, respectively, and ! r and ! i are considered as functions of two real variables k r and k i : The saddle point k m makes the dominant contribution to the instability along the most unstable ray x = x 0 + V g t: The tracking (continuation) procedure follows the evolution of the saddle point starting with k m = (k mr ; 0); when the ray velocity V varies continuously starting with V g (Simmons & Hoskins 1979; Deissler 1987; Brevdo 1995) . In the 3-D case the procedure is similar.
In this paper, we demonstrate the inconsistency of this tracking procedure. This observation is fundamental and could have wide implications in uid mechanics where simple saddle-point criteria are applied, in particular for 3-D instabilities. In the 3-D case, the approach proposed by Kupfer, Bers & Ram (1987) does not seem to be applicable, and at the present time there is no numerical algorithm for implementing the collision criterion for classifying 3-D instabilities derived by Brevdo (1991) . In fact, at present the only numerical treatment of 3-D instabilities known to us is based on the continuation procedure. However, since the continuation procedure is shown here to be inconsistent, there exists practically no reliable numerical tool at the present time for distinguishing between absolute and convective three-dimensional instabilities. As far as we are aware, the inconsistency of the saddle point treatment based on the continuation procedure is the rst observation of this type of dispersion-relation singularity in a uid mechanics problem. It is central to the thin-lm problem and we will argue that it should also be observable in experiments.
The paper is organised as follows. In x2 the model is described and the linear initialvalue problem is formulated. A formal solution of the problem is given in Appendix A. Procedures for determining the asymptotics of the solution based on the collision criterion and on the saddle point approach are discussed in x3 and in Appendix B. Convectively unstable wavepackets are treated in x4, and the inconsistency of the saddle point procedure outlined above is shown. In x5 computations of spatially amplifying waves are presented, and a comparison with experiments is made. The computed spatial growth Pulse structure and signalling in a lm ow on an inclined plane rates are compared with the approximate results obtained by using the Gaster transformation. In the present case, the approximation given by the Gaster transformation is practically indistinguishable from the computed results in the entire range of unstable modes, for all Reynolds numbers considered. Finally, in x6 we summarize the ndings in the paper, address further the physical implications of the results and the potential for observability in experiments, and discuss the implications of the saddle-point bifurcation discovered here for other calculations of saddle points, particularly for 3-D instabilities.
Formulation
We consider a two-dimensional lm ow of homogeneous incompressible viscous uid of viscosity and density down an inclined at plate having an angle with the horizontal, see Fig. 1 . The lm thickness in the absence of disturbances is h; the gas above the lm is assumed to be passive, the surface tension on the interface between the uid and the gas is T: The basic unidirectional ow parallel to the plate is driven by the component g sin of the gravity along the plate. There is a basic hydrostatic pressure gradient perpendicular to the plate induced by the component g cos of gravity normal to the plate. In the coordinate system (Oxy); with x and y being the coordinates parallel and perpendicular to the plate, respectively, and with the origin O on the unperturbed interface, the non-dimensional basic state is given by U(y) = 1 ? y 2 ; P(y) = 2y cot ; 0 6 y 6 1; (2.1) where U(y) is the x?component of the velocity vector and P(y) is the pressure. All lengths are made dimensionless with respect to h; all speeds with respect to U 0 = ( gh 2 sin )=2 ; and the pressure is scaled by U 0 =h:
The two-dimensional linear perturbation dynamics of the lm ow is governed by the Navier-Stokes equations linearised around the basic state (2.1) that, in the absence of external sources and perturbations, read In order to eliminate in (2.3c) we di erentiate it once with respect to x; eliminate p x in the resulting equation by using p x from the rst of (2.2) evaluated at y = 0; and make use of (2.5) to obtain The stream function formulation of (2.3d) is = 0; @ @y = 0; at y = 1:
We are interested in the linear dynamics triggered by disturbances that are localised in space, in the physical sense, that is, when vorticity sources, perturbations on the interface and on the plate, and an initial perturbation in the ow are all negligibly small, for large jxj: Note that the stream function is not necessarily localised in space, for every given localised in space velocity eld (u; v): In order to account for the localisation assumption the governing equation (2.4) and the conditions (2.6)-(2.8) can be written in terms of the velocity component v by di erentiating each of them with respect to x: The corresponding perturbations of the resulting problem are localised in space. We arrive, therefore, at the formulation of the perturbed initial-value problem (IVP) for Pulse structure and signalling in a lm ow on an inclined plane ?1 < x < 1; t > 0:
The functions G(y; x; t); v 0 (x; t); f 1 (x; t); f 2 (x; t); f 3 (x; t); f 4 (x; t) in (2.9) represent externally imposed perturbations and are assumed to have nite support in (x; t) in order to assure convergence of the integrals appearing in the treatment. The assumption of nite support will be subsequently relaxed to include all functions for which the formalism goes through, in particular, the functions that are physically localised in space and oscillatory in time (Briggs 1964; Bers 1973; Brevdo 1988) . A formal solution of the IVP (2.9) is given in Appendix A.
Determination of the response to a localised disturbance
We are interested in the long time asymptotic behavior of v(y; x 0 +V t; t) given in (A 26) which is the solution of the IVP (2.9) along the ray x = x 0 + V t in the unstable case.
Since the integral in (A 26) has an analogous form to that of the integral in (A 24), the evaluation of the asymptotics is similar, for all V: We sketch the procedure for evaluating the asymptotics for V = 0; that is, the asymptotics of v(y; x 0 ; t); when t ! 1: In its present form, the procedure was developed in the plasma physics literature (Briggs 1964; Bers 1973) The movement of images in the k?plane can be followed by computing numerically images of a discrete dense set of points on L : For this purpose k?roots of D(k; !+V k) = 0 have to be computed for a discrete set of ! on L ; which is a time consuming procedure Pulse structure and signalling in a lm ow on an inclined plane 9 because it requires solving a boundary-value problem for the Orr-Sommerfeld equation in which the wavenumber k appears to the fth power (see the operator B 2 in (A 3)). On the other hand, in the same problem the frequency ! appears linearly, so computing !?roots of the equation D(k; ! +V k) = 0; for a given k; requires considerably less computer time than computing its k?roots, for a given !: This fact has stimulated an application of simple techniques based on computing ! as a function of k; for distinguishing between absolute and convective instabilities. One of these techniques that has been viewed until now as fairly reliable is presented in Appendix B.
The technique is based on computing the saddle point of the most unstable ray x = x 0 +V g t and following the movement of the saddle point in the complex !?plane when V varies continuously starting with V g : As a result one obtains an interval of ray velocities V 2 (V l ; V r ) for which the saddle point is unstable. (Here and further in the text, the subscripts l and r used with the variable V denote the left and the right points of an interval of velocities, respectively. The subscript r used with k and ! denotes the real part.) It is then assumed that (i) the interval (V l ; V r ) consists of unstable ray velocities, and (ii) for each ray velocity this procedure computes the maximum growth rate. The assumption (ii) implies that outside the interval (V l ; V r ) all ray velocities are stable.
The rst part of this assumption (i) can be substantiated. Indeed, the saddle point of ! V (k) connected by continuity in V with the saddle point (k mr ; 0) from which the procedure starts satis es the collision criterion due to continuity. Therefore, all V in the interval (V l ; V r ) are unstable ray velocities. The second part of the assumption (ii) asserts that the traced saddle point remains dominant, for all V: This may be correct in some cases. See, for instance, Simmons & Hoskins (1979) and Brevdo (1988) where the stability analysis of the Eady model was performed using the saddle point approach and the collision criterion, respectively, with the same results. Also, the saddle point analysis applied in Brevdo (1995) to the Blasius boundary layer gave the interval of unstable rays (V l ; V r ) that agreed well with the experimental results of Gaster & Grant (1975) .
However, in general, this might not be the case. In the present investigation we applied both methods to the lm ow and discovered considerable discrepancies of the results because the saddle point approach failed to recover a signi cant portion of the interval of unstable rays. This occurred due to a bifurcation of the contributing most unstable saddle point. The results are presented in the next section.
Convectively unstable wavepackets
Before proceeding to the analysis of wavepackets we make some remarks concerning the temporal stability properties of the ow. Floryan, Davis & Kelly (1987) have performed computations of the temporal stability of the ow for small angles and found out that, in this case, two unstable modes exist: a shear mode and a surface mode. is the critical Reynolds number. Computations of Floryan et al. (1987) showed that R c given in (4.2) is the critical Reynolds number of the ow when destabilisation is caused by a surface mode instability because such a destabilisation occurs for in nitely long waves. In Fig. 2 , computations of the unstable branch of ! as a function of k r ; presented for several values of the Reynolds number, illustrate this destabilisation. The computations are performed by using a pseudo-spectral method to discretize the homogeneous boundary-value problem associated with the problem (A 2) (cf. Orszag 1971) . The physical parameter values in Fig. 2 are those used in the experiments of .
The critical Reynolds number for the case shown in this gure is R c = 15:54: From Fig.  2a , it is clearly seen that the growth rate ! i satis es quantitatively (4.1) in the unstable case only for very small k r : Since the size of the interval of the unstable wavenumbers in this gure is of order one, for R as low as 20; the longwave approximation is not suitable for investigating wavepacket asymptotics in this ow. The analysis of wave packets in this ow was performed using the approach based on the collision criterion. The results were compared to the results of a saddle point treatment described in Appendix B. In the computations, we used the ?method and independently the Chebyshev collocation method applied for discretizing the homogeneous boundaryvalue problem associated with the problem (A 2) (cf. Orszag 1971) . For solving the resulting algebraic eigenvalue problem in which k appears to the fth power, a companion matrix method was used (Bridges & Morris 1984; Pearlstein & Goussis 1988) .
Most of the computations were carried out for the parameter values used in the experiments of , see the caption of Fig. 2 . At the same time other cases were also treated, including those for which stability computations were performed by Chang & Demekhin (1996) . In all unstable cases considered the lm ow was found to be absolutely stable. In particular, we found that no transition from convective to absolute instability occurs for the value of the Reynolds number R c=a = R c + (6:7 W) 1=3 predicted by the long wave analysis of Benney (1966) , where R c is the critical Reynolds number given by (4.2). For the experiments of , R c=a 23: As already Pulse structure and signalling in a lm ow on an inclined plane mentioned, the inadequacy of the long wave approximation for the wave packet analysis is due to the strong dispersion of waves with moderate wave lengths, see Fig. 2a .
An illustration of the movement of the images of the lines L under the transformations k = k n (!); D(k n (!); !) 0; n = 1; 2; : : : ; located close to the k?axis is given in Fig.  3 . In Fig. 3a , there are three images above and two images below the real k?axis, for = ! i = 0:02: The image 1 that lies closest to the axis is shown to be above the axis in the close up view in Fig. 3b. In Fig. 3c , for = ! i = 0; and in the close up view in Fig. 3d , part of the image 1 is seen to cross the real k?axis, and there is no collision of images coming from opposite sides of the axis. Therefore, the ow is absolutely stable.
Computations of the growth rate ! i (V ); the oscillatory frequency ! r (V ); the local spatial ampli cation rate ?k i (V ) and the wavenumber k r (V ) across the wavepacket were performed by using the collision criterion, for various values of the Reynolds number R:
The results of the computations are presented in Fig. 4 . For each Reynolds number ! i = 0:02; which is greater than the maximum of ! i for real k: In Fig. 5b , for ! i = 0:0079; image 1 coming from above the real k?axis collides with image 3 coming from below the real k?axis at two points symmetric with respect to the imaginary k?axis. One of these points is marked with k N : It is a saddle point whose contribution lies on the branch marked with (N) in Fig. 4 ; it is connected by continuity in V with the saddle point giving the contribution to the most unstable ray. Following this collision there is a change of pattern of the images seen in Fig. 5c , for ! i = 0:0078: In this gure, another collision is seen. It is a collision of image 2 with a modi ed image 1: Clearly, this collision occurs between k?roots originating on opposite sides of the real k?axis, because the colliding portion of the modi ed image 1 comes from above the real k?axis. A change of pattern of the images following this collision is seen in Fig. 5d . One of the two points of collision having the same imaginary part is marked with k H : A contribution from this point belongs to the branch (H) in Fig. 4 . The saddle point k H is not connected by continuity in V with the saddle point of the most unstable ray. In Fig. 5e Figs. 7a-7d, the curves representing the dominant branch are drawn in continuous lines, the curves of the subdominant branch are drawn in dashed lines.
At V = e V ; the dominant growth rate ! i (V ) (Fig. 7a) is a continuous function of V: However, the corresponding oscillatory frequency ! r (V ) (Fig. 7b) , the local spatial ampli cation rate with the minus sign k i (V ) (Fig. 7c) , and the wavenumber k r (V ) (Fig.  7d) , all of the dominant branch, are discontinuous at V = e V : In particular, the value of the wavenumber k r (V ) has a jump at this point from about 0:175 on the branch (N) to about 0:042 on the branch (H): This means that, for V decreasing through e V ; the local wavelength of the dominant part of the wavepacket 2 =k r (V ) experiences at V = e the steepest descent contour is approximately parallel to the real k?axis, i. e. to the contour in (B 1). On the other hand, at the saddle point of the branch (H) the steepest descent contour is approximately perpendicular to the contour in (B 1). This observation emphasises that the orientation of the steepest descent path at a saddle point contains no information concerning the existence of the equivalent steepest descent contour.
Spatially amplifying waves
Since the lm ow on an inclined plane is absolutely stable for all values of the parameters considered, linear spatial patterns can be generated in it by applying a spatially localised periodic in time forcing with small amplitude. Such patterns in an absolutely stable but convectively unstable ow have the form of spatially amplifying waves that possess small amplitudes in a vicinity of the location of application x = x 0 of the periodic forcing and amplify exponentially with the distance jx ? x 0 j from this location in the positive or negative (x ? x 0 )?direction. For su ciently large jx ? x 0 j, the amplitude of a linear spatially amplifying wave becomes large, so that non-linear e ects take over and govern its further development in space. Secondary instabilities come to life, and eventually transition to turbulence takes place at a certain distance from x 0 : The structure of the spatially amplifying linear waves is important for understanding the evolution of secondary instabilities and for estimating the distance from x 0 to the area of development of a turbulent state.
Formalism and admissible perturbations
For studying spatially amplifying waves in the present ow, we assume that the component v(y; x; t) is perturbed externally on the plate y = 1; with all other external perturbations and the initial disturbance being zero. More general cases of external perturbations can be treated similarly. The only non-zero external perturbation is given by v(1; x; t) = f 3 (x; t) = r(x ? x 0 )e ?i!0t ; We do not have a proof of convergence of the integral in (5.3); and the di culty here is that no perturbation dependent function enters in P(y; k; !) that can be chosen in such a way as to obtain in a straightforward manner desired asymptotics of the integrand at in nity in ! in the integration domain.
To assure convergence, we proceed like in Brevdo (1998) Fig. 9 . Hence, spatially amplifying waves of only the surface mode are present. Neutral curves for the shear and surface modes for small values of the angle and di erent values of the Weber number (surface tension number) were computed by Floryan et al. (1987) .
In terms of the expression (5.7), ! r in Fig. 9 corresponds to ! 0 ; and k r + ik i is k 0 :
For the case when the temporal and the spatial growth rates are small, the following 18 L. Brevdo, P. Laure, F. Dias and T. J. Bridges transformation relating approximately these growth rates was proposed by Gaster (1962) ?k i (S) = ! i (T )= @! r @k r ;
( 5.8) where S and T mean that the values are obtained in the spatial and the temporal stability analyses, respectively. The Gaster transformation is widely utilised for computing spatial growth rates of normal modes by using computed temporal growth rates. This saves greatly the computation time because spatial stability computations are considerably more time consuming than temporal stability ones. In Brevdo (1992b) , a mathematical example was presented in which all the premises of the Gaster (1962) analysis were ful lled but the formula (5.8) gave incorrect results indicating that the Gaster transformation should be used with caution. Since in the present analysis we performed both the temporal and the spatial stability computations, we used the opportunity of checking the applicability of the Gaster formula (5.8). The outcome of this check is quite interesting. It comes out that the formula (5.8) not only gives good approximation for the spatial growth rate when the growth rates are very small, but moreover, the dependence of the spatial growth rate given by (5.8) on the real part of frequency ! r is practically indistinguishable from the results obtained in the direct spatial stability computations, for the entire range of unstable frequencies. In the present case, the Gaster transformation transforms the curves in Fig. 2a in the entire domain of unstable k r for all physical purposes practically identically into the corresponding curves in Fig. 9a . Except for small vicinities of the points where the spatial growth rates in Fig. 9a are zero, the relative errors between the results computed by using the Gaster transformation and the results of the direct spatial stability computations are less than 10 ?3 :
In Fig. 10 the spatial growth rate ?k i is shown as a function of the signalling frequency ! r for R = 4100 and = 4 0 : The notations are similar to those in Fig. 9 . This Reynolds number is greater than the critical Reynolds numbers for both the surface and the shear modes and, hence, two corresponding branches of amplifying waves are present. The surface mode branch is unstable for the source frequencies in the range 0 < ! r < 0:667; whereas the maximum ampli cation rate max(?k sr i ) = 0:000247 is attained at a rather increases by about 6:5%; the growth rate of the most unstable spatially amplifying wave increases by a factor of about ten. We argue that such an abrupt increase of the growth rate should be observable in experiments if the ow can be kept laminar up to R = 4100:
5.3. Comparison with experiments Our computations are in fairly good agreement with the experimental results of . In Fig. 11 , we compare the computed growth rate and phase velocity with the measurements for = 4:6 0 ; R = 23 and W = 62: The growth rate in Fig. 11a is in good agreement with the experiments. In particular, the most unstable wave number and the cuto wave number are correctly predicted. The shape of the phase velocity curve in Fig. 11b is similar to the distribution shape of the measurements with a deviation less than 2:5%:
The comparison in Fig. 12a of the computed cuto frequency with the measurements at = 5:6 0 shows good agreement. In Fig. 12b a comparison is made between the computed and measured cuto frequencies, and between the computed and measured most rapidly ampli ed frequencies at = 4:6 0 : Although there is a discrepancy between the cuto frequencies, the shape delineated by the measurement points parallels the shape of the computed curve. We attribute the discrepancy to a possible uncertainty while measuring a response to an oscillatory forcing when the ampli cation rate is very small. The most rapidly ampli ed frequencies compare well.
Concluding remarks
In this paper we have treated analytically and numerically the linear stability problem for localised disturbances in a lm ow on an inclined plane. The formalism of wavepack-20 L. Brevdo, P. Laure, F. Dias and T. J. Bridges ets and spatially amplifying waves was implemented numerically. We have shown that, for a wide range of supercritical values of the Reynolds number relevant to experiments, the lm ow on an inclined plane is convectively unstable but absolutely stable, and studied in detail the structure of unstable wave packets, for a parameter case relevant to experiments. The convective nature of instability of the ow was established previously experimentally and supported by numerical results. However, no wavepacket analysis was performed until now. Our investigation of the structure of the unstable wave packets conducted by using both the Briggs collision criterion and the saddle point approach has revealed that, in the case R = 200; = 4:6 0 ; there is a bifurcation of the saddle point contributing to the instability, where the velocity along the ray V is a bifurcation parameter. The bifurcating saddle point, found by using the collision criterion, is not Pulse structure and signalling in a lm ow on an inclined plane 21 connected by continuity in V with the contributing saddle point of the most unstable ray. We have studied the mathematical details and the physical implications of this bifurcation.
From the mathematical point of view, the appearance of a second contributing saddle point, as a result of the bifurcation, which is not connected by continuity in V with the saddle point of the most unstable ray, means that the saddle point treatment that relies on the continuity argument cannot be regarded as sound. The steepest descent path at the saddle point connected by continuity in V with the saddle point of the most unstable ray is almost parallel to the original Fourier contour, i. e., to the real k?axis.
On the other hand, the steepest descent path at the second { bifurcating { saddle point is almost perpendicular to the original Fourier contour. This shows in quite a conspicuous fashion that the orientation of the steepest descent path at an unstable saddle point contains by itself no information with regard to whether this point contributes or not to the instability.
For R = 200; = 4:6 0 ; the saddle point procedure based on the continuity argument has failed to recover a signi cant subinterval of the interval of the unstable rays in the present case of a real physical ow. The failure casts a doubt concerning the applicability of this procedure to other ows, thus, depriving virtually the instability theory of one of its tools that until now was viewed as reliable. The implications of this outcome for two-dimensional ows are not too grave. Indeed, in the 2-D case, the Briggs collision criterion can be readily implemented numerically, and the only price that one has to pay for the ultimate reliability of the analysis is that computations based on this criterion require more CPU time than saddle point computations.
On the other hand, the situation with regard to the methodology of analysing unstable wave packets in the three-dimensional case is not as simple. The analytical collision criterion for the absolute/convective instability classi cation of 3-D ows was derived by Brevdo (1991) Here, k and l are wavenumbers in two independent spatial directions, ! is a frequency and D(k; l; !) is the dispersion relation function. The 3-D collision criterion is considerably more involved than the 2-D one, and at the present time no numerical algorithm for implementing this criterion is available. All numerical investigations of 3-D wave packets in uid ows known to us were conducted until now by applying a saddle point treatment that uses the continuity argument. Since such a treatment can in general no longer be regarded as reliable, the necessity of developing a numerical procedure for implementing the collision criterion in the 3-D case is herewith emphasised. Without such a procedure and corresponding checks of numerical results obtained previously neither these results nor possible future computations based on a saddle point treatment that makes use of the continuity argument can be safely relied upon. From the physical standpoint, the bifurcation of the contributing saddle point in the case studied reveals a strong jump discontinuity of the wavenumber of the most unstable contribution to the wavepacket as a function of the bifurcation parameter V: We expect that this discontinuity should be observable in experiments.
We have also performed spatial stability computations and treated spatially amplifying waves in this ow. The computational results compare well with the measurements of . The comparison of the results of the Gaster (1962) transformation with the results of our direct computations has shown that, in the present case, this transformation reproduces practically identically the directly computed spatial growth rates of all unstable normal modes. For R = 4100 and = 4 0 ; we found an abrupt increase of the spatial ampli cation rate of the shear branch mode as a function of the source frequency. We argue that if the ow can be kept laminar up to R = 4100 then such an increase should be observable in experiments.
With regard to secondary instabilities, the work of Lin (1974) showed that the nonlinear periodic states, bifurcating from the neutral curve for the primary instability, could be studied using a complex Ginzburg-Landau equation with the coe cients determined numerically. Therefore the results of Brevdo & Bridges (1996) should be applicable to this model to determine if the unstable region is broken into two regions: one absolutely unstable and the other absolutely stable but convectively unstable. The analysis is similar to that used in Brevdo (1988 Brevdo ( ), (1992a 
