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Abstract
The successful and well-established Standard Model of Particle Physics is able to describe the majority
of observed phenomena at the microscopic scale of elementary particles. Despite its high predictive
power, it is also subject to certain manifest shortcomings. It is, for example, unable to explain the
experimentally confirmed existence of dark matter or provide a description of gravity at the quantum
scale. Supersymmetry is a versatile and long sought model that provides solutions to these shortcomings
and into which the Standard Model can be fully embedded as a low-energy approximation. The ATLAS
experiment at the Large Hadron Collider poses a unique experimental environment to search for first signs
of Supersymmetry. The presence of new strongly interacting particles—squarks and gluinos—would
be a strong indicator for the existence of Supersymmetry. Promising and experimentally accessible
signatures of the decays of short-lived squarks and gluinos can comprise the presence of τ-leptons. This
thesis presents the analysis carried out in the search for squarks and gluinos decaying to τ-leptons as
signs for Supersymmetry. The analysis strategy comprises a sophisticated procedure to estimate the
influence of Standard Model processes to the search. Different approaches in the actual search for signals
of Supersymmetry are implemented and their performance is compared. The findings are made subject
to a detailed statistical evaluation and subsequent interpretation. As no discovery of the sought new
particles can be claimed, upper limits on the model parameters of Supersymmetry as well as on the
general presence of any model of new physics are set.
Zusammenfassung
Das erfolgreiche und wohletablierte Standardmodell der Teilchenphysik ist in der Lage, die Mehrheit der
beobachteten Phänomene auf der mikroskopischen Skala der Elementarteilchen zu beschreiben. Trotz
seiner hohen Vorhersagekraft zeigt es offensichtliche Unzulänglichkeiten. Es ist zum Beispiel nicht in
der Lage, die experimentell bestätigte Beobachtung von dunkler Materie zu erklären oder Gravitation
auf der Quantenskala zu beschreiben. Supersymmetrie ist eine vielseitige und lange verfolgte Theorie,
die Lösungen zu diesen Unzulänglichkeiten bietet und in die das Standardmodell als niederenergetische
Näherung vollständig eingebettet werden kann. Das ATLAS Experiment am Large Hadron Collider stellt
eine einzigartige Forschungsumgebung dar, um nach ersten Anzeichen von Supersymmetrie zu suchen.
Die Präsenz neuer, stark wechselwirkender Teilchen—Squarks und Gluinos—wäre ein starker Indikator
für die Existenz von Supersymmetrie. Vielversprechende und experimentell zugängliche Signaturen der
Zerfälle kurzlebiger Squarks und Gluinos können die Präsenz von τ-Leptonen beinhalten. Diese Arbeit
präsentiert die durchgeführte Analyse in der Suche nach in τ-Leptonen zerfallenden Squarks und Gluinos
als Hinweise auf Supersymmetrie. Die Analysestrategie beinhaltet ein fortgeschrittenes Verfahren zur
Abschätzung des Einflusses von Prozessen des Standardmodells auf die Suche. Verschiedene Ansätze in
der eigentlichen Suche nach Signalen von Supersymmetrie werden implementiert und ihre Verhalten
verglichen. Die Ergebnisse der Suche werden einer detaillierten statistischen Analyse und anschließender
Interpretation unterzogen. Da diese Arbeit die Entdeckung der gesuchten neuen Teilchen nicht für sich
beanspruchen kann, werden obere Ausschlussgrenzen auf die Modellparameter von Supersymmetrie
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The innate curiosity for insight into the very nature of the universe and everything in it has always been
a driving force of humankind. Physics in particular represents a discipline that addresses everything,
which is at any time perceived as a fundamental question about Nature. It reaches from the description of
the universe itself, to an understanding of the structure and formation of touchable matter to knowledge
about elementary particles and their interactions. The physics topic covering the smallest building
blocks of matter has significantly developed over time. More than two thousand years passed from
first considerations of the indivisibility of atoms, to the dawn of modern experimental particle physics,
initiated by the discovery of the electron more than a hundred years ago. The subsequent rapid progress
culminated in the postulation of the Standard Model [1–3] of particle physics more than fifty years ago
and its final experimental confirmation in 2012 by the discovery of the Higgs-boson [4]. The way to ever
smaller length scales and the search for new fundamental particles still drives the technological progress in
the fields – particle accelerators and detectors. A technological apex of experimental high-energy particle
physics are the world’s largest particle accelerator, the Large Hadron Collider [5], and its experiments.
It was in this experimental environment, where in 2012 the existence of the last missing piece of the
Standard Model, the Higgs-boson has been confirmed by the joint efforts of the ATLAS [6] and CMS [7]
experiments. The Higgs-boson is the last discovered elementary particle predicted by the Standard Model.
The enormous success of the Standard Model is not just rooted with the prediction of particles before
their discovery in experiments over a period of about fifty years, but also in the description of the vast
majority of observed phenomena in a multitude of experiments. Despite its success, the Standard Model
has never been the final theory to describe every aspect of the microscopic quantum world of elementary
particles. Ever since its postulation, extensions and more complex models have been proposed to remedy
its various shortcomings. One of the oldest and still sought for models to embed the Standard Model into
is Supersymmetry (SUSY). This thesis presents the search for experimental evidence of SUSY in data
taken with the ATLAS experiment at the Large Hadron Collider.
In SUSY, an additional fundamental symmetry between bosonic and fermionic elementary particles
is introduced. The multitude of new particles and their ways of interacting with the Standard Model
particles enables SUSY to address various shortcomings of the Standard Model simultaneously. The
fact that SUSY is not just an extension to the Standard Model but a model in which the latter is fully
embedded, renders SUSY complex. This complexity is reflected in a high degree of polymorphism.
Over the time, SUSY has been searched for without discovering it, the large set of experimental results
has led to various constraints. These, in turn, limit the possible realisations of SUSY in nature. In
addition to constraints from the side of the model itself, the experimental environment also limits the
possible phase-space of interest. The result of many years of searches for SUSY at different particle
1
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physics experiments and the environment of the Large Hadron Collider motivate the representation of
SUSY searched for in the present thesis. The collisions of high-energy protons as provided by the Large
Hadron Collider allow access to virtually all kinds of particle physics scenarios. The highest abundance
is expected for the production of particles being able to interact via the strong force of the Standard
Model. Consequently, the production of the lightest strongly interacting particles predicted by SUSY is
a promising hint towards the model and hence searched for in this thesis – the search for squarks and
gluinos.
The polymorphism of SUSY is not only represented by its rich spectrum of new particles with respect
to the Standard Model but also in the individual new particle signatures left in the experiment for detection
and identification. It is hence possible to search for squarks and gluinos in various ways, utilising different
experimental signatures. While the the presented analysis [8, 9] makes use of the increased probability
of squarks and gluinos to be detectable through the presence of τ-leptons, other analyses search for the
presence of these new particles in more generic deviations from the Standard Model prediction [10,
11]. These rare Standard Model particles are challenging to detect in an experiment but they pose a
unique source of evidence for theories beyond the Standard Model. Since its start of operation in 2010,
the centre-of-mass energy of the Large Hadron Collider increased from
√
s = 7 TeV over
√
s = 8 TeV
to
√
s = 13 TeV, enlarging the accessible phase-space for a search of SUSY continuously. While this
thesis is based on data recorded at
√
s = 13 TeV, similar searches for the strong production of SUSY
involving the presence of τ-leptons have already been performed at lower energies of
√
s = 7 TeV [12]
and
√
s = 8 TeV [13].
The presented thesis first introduces the Standard Model of particle physics as the starting point for the
development of SUSY and its representations searched for. The scene is further set by a description of the
experimental environment of the ATLAS detector at the Large Hadron Collider and the techniques used
to produce the predictions of the Standard Model and SUSY by means of simulations of the underlying
particle physics.
The search for the rare signals of SUSY in the vast amount of data dominated by the Standard
Model requires a sophisticated and tailor-made strategy. The large amount of collected data available
to this analysis allows for the pursuit of two different signal extraction approaches and their qualitative
and quantitative comparison. The approach already established in [9, 12, 13], tries to isolate the
expected signal as effectively as possible from the predicted background by strongly limiting the available
phase-space. This approach relies on the reduction of both signal and background until as little as
possible background remains. It is applicable already to smaller sets of data and has been successfully
pursued in the past. The novel technique utilised in this thesis relies not exclusively on the total
suppression of background but on the separation of signal from background based on the different
distribution of kinematic observables they predict. This new level of available information allows for
access to new regions of phase-space and provides more confidence in the final statements regarding
the realisation of the models searched for. Regardless of the pursued signal extraction strategy, the
quality of statements about SUSY requires the best possible knowledge about the Standard Model
background. This analysis comprises dedicated studies of the predicted Standard Model backgrounds and
the quality of their modelling. The known and newly found imperfections in the background predictions,
the description of the expected signal, the experimental environment, and the utilised techniques are
considered as systematic uncertainties to the analysis. The various sources of systematic uncertainty,
their implementation in this analysis, and their effects are introduced and discussed in detail.
Considering all sources of uncertainty, the results of both approaches are evaluated by means of
hypothesis tests, utilising the profile log-likelihood technique. They are interpreted with respect to a




Basic Theoretical Principles – from Particle
Physics to the Standard Model and Beyond
In the ever-ongoing quest for understanding of the Universe and everything in it, the typical approach
applied by science is the testing of a hypothesised model in an experiment. The outcome of an experiment
can be used to falsify the hypothesised model – in the end, no model can be confirmed but every
experiment confirming its predictions creates confidence into the model. Across all sciences, an enormous
multitude of models has been developed, experimentally tested and falsified over time, leaving a still
vast number of models deemed true that describe the observed Universe. In the field of physics, the
most fundamental principles are studied, reaching from theories about the expansion of the Universe and
space itself to the smallest particles that make up all matter. The discipline of particle physics, the habitat
of the presented analysis, addresses the latter end of this scale, the realm of elementary particles, their
interactions and schemes of composing all matter in the Universe.
The model of elementary particle physics that is able to describe the majority of observations made in
between everyday life experiences and the smallest of quantum scales is the so-called Standard Model of
Particle Physics (SM). The forthcoming section is dedicated to a detailed description of the SM, including
its shortcomings. It is loosely based on [14] and [15]. Said shortcomings can be remedied by a variety of
different models of physics beyond the Standard Model (BSM). The model of BSM physics searched for
in the context of this thesis is Supersymmetry (SUSY), which is introduced and discussed afterwards,
again, loosely based on [16] and [15].
2.1 The Standard Model of Particle Physics
The Standard Model is a relativistic quantum field theory of fermionic matter particles whose interactions
among each other are conveyed by the exchange of bosonic messenger particles. An overview of the
particle content of the SM is provided in fig. 2.1. The set of fermions, depicted in the left half of the
diagram, forms all known matter. It can be sub-structured into three generations, summarised in each row
of the illustration. The fermions of the same row differ only by their mass, increasing from the first to the
third generation. While ordinary, stable matter, i.e. protons, neutrons, and electrons, is solely composed
of the particles of the first generation, the second and third generation fermions and their bound states
have to be produced in laboratory experiments and are short-lived. The different interactions between the
fermions, conveyed by the messenger bosons in the right half, are visualised by the different boxes. The
particular role of the scalar Higgs-boson is emphasised by its separated location in the illustration. As a
hypothetical messenger particle of the gravitational force, the graviton is depicted outside of the SM.
3
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Figure 2.1: Schematic overview of the particle content of the Standard Model of Particle Physics [17], giving the
mass, electric charge, and spin of the elementary particles as well as visualising the interactions they take part in.
In the quantum field theoretical approach of the Standard Model, the fundamental fermions are
described by components of a field Ψ. Their behaviour and properties are parametrised by a Lagrange
energy density L, referred to as the Lagrangian, and the Euler-Lagrange equations. A procedure that is
used to build the mathematical foundation of the SM in the forthcoming paragraphs can be summarised in
the following way: the requirement of the Lagrangian to be invariant under local gauge transformations
leads to the introduction of additional gauge fields that couple to the fermion fields. These gauge fields
can be interpreted as the aforementioned messengers that convey the interactions between the fermions.
The following sections introduce the theoretical basic principles of the Standard Model, focussing on the
formalisms of the interactions it considers. Details on the background of the matter particles and their
discoveries can be found in, for example, [18].
2.1.1 The electroweak interaction
The electroweak interaction represents the unification of the two separate interactions, electrodynamics
and the weak force, into one gauge theory. A quantum gauge theory of electrodynamics (Quantum-
electrodynamics, QED) already existed in the first half of the twentieth century [19]. It was able to
describe observed phenomena on microscopic scales and could be transformed into the well-known
Maxwell Equations. The weak interaction, on the other hand, was first considered as a contact interaction
between four fermions in order to describe the decays of radioactive nuclei. This first formulation did not
4
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embed a gauge symmetry and hence, among other flaws, comprised the divergence of cross-sections for
increasing energies. These shortcomings can be overcome by formulating a unified quantum field theory
of the electromagnetic and weak interactions, based on a common set of gauge groups and exchange
particles. The forthcoming sections briefly introduce QED as an example of gauge theories as well as the
weak force and the unification of the two.
Quantum-electrodynamics In classical electrodynamics, the relativistic interaction of an electron
with four-momentum pµ and a electromagnetic field Aµ is described by adding the field-based energy
term to the momentum expression pµ → pµ + eAµ, e denoting the elementary charge of the electron [20].
This approach is also referred to as minimal coupling.
The general transition to the quantum theory of the electron is performed by replacing the classical
equation of motion with the Dirac-Equation:
(iγµ∂µ − m)Ψ = 0 .
In this notation, the partial derivative acting on the electron wave function Ψ replaces the classical
momentum expression. The electromagnetic interaction is introduced similarly as in the classical case by
replacing the momentum operator, giving
(iγµ(∂µ − ieAµ) − m)Ψ = 0 .
Although the given formulation seems ad-hoc, it can also be obtained ab initio. A general property of
physical observables in quantum mechanics is their independence of phases of the wave function. This
results in a phase α transforming Ψ(x)→ eiαΨ(x) not changing the free Lagrangian
L = iΨγµ∂µΨ − mΨΨ .
Here, Ψ = Ψ†γ0 is the Dirac adjoint wave function defined via the Hermitian adjoint wave function Ψ†
and the time-like Dirac matrix γ0. The promotion of a global gauge transformation to a local one results
in the invariance of the equation of motion under application of a phase that is dependent on phase-time
itself Ψ(x)→ eiα(x)Ψ(x). Due to its momentum term including ∂µ, the current form of the Dirac-Equation
needs to be modified to be become invariant under local gauge transformation. A replacement of the
derivative by the so-called covariant derivative
Dµ = ∂µ − ieAµ
enables invariance under local gauge transformation. The transformation applied here is a general
element of the U(1) gauge group. Consequently, the electromagnetic field Aµ transforms via its adjoint
representation Aµ → Aµ + 1e∂µα, giving the following Lagrangian:
L = iΨγµDµΨ − mΨΨ = Ψ(iγµ(∂µ − ieAµ))Ψ .
In order for the electromagnetic field to propagate without being related to a matter particle, another
gauge-invariant term can be added. The introduction of the field strength tensor Fµν = ∂µAν −∂νAµ yields
the final Lagrangian of QED in eq. (2.1). The last term added represents the free propagation of the
photon field. It is the field quantum of QED and conveys interactions between charged fields by coupling
to them.
5
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LQED = Ψ(iγµ∂µ − m)Ψ︸             ︷︷             ︸
Free fermion
propagation










The described procedure can be summarised to a recipe that is applicable to mathematically model the
other interactions of the fermion fields of the SM: First, the invariance of a field under a given group
transformation is imposed. The invariance of the full Lagrangian is then ensured by the introduction of
additional fields. The resulting gauge theory is completed by adding a propagating term for the gauge
field to the Lagrangian that is also invariant under the transformation.
From a historical point of view, QED was the first gauge quantum field theory. It allowed for precise
calculations and the explanation of differences between measurements and classical quantum dynamics
such as, for example, the Lamb shift in the energy spectrum of the hydrogen atom [21].
Among the advantages of quantum field theories such as QED is the possibility to compute predictions
of observables in perturbation theory in orders of the coupling constant between the matter field and the
gauge boson. The lowest possible order, referred to as leading-order (LO), considers only the minimum
of possible interactions between incoming and outgoing particles. The established way of visualisation of
such processes are tree-like Feynman diagrams. They picture particles by lines and interactions between
particles by vertices connecting those lines. An example LO QED diagram for a simple scattering process
is depicted in fig. 2.2(a). The solid lines represent the incoming and outgoing fermions, the dashed line
illustrates the photon being exchanged. At next-to-leading-order (NLO), one additional interaction is
considered in the diagram. Two of the various possibilities for NLO diagrams in QED are shown in
figs. 2.2(b) and 2.2(c). Allowing for corrections beyond next-to-leading-order leads to diagrams with
correspondingly more loops.
(a) Leading-order (b) Next-to-leading order vertex (c) Next-to-leading order propagator
Figure 2.2: Example Feynman diagrams in QED, (a) showing a scattering process at leading-order, (b) and (c)
depicting diagrams with a next-to-leading-order vertex and propagator, respectively [15].
Electroweak unification Experiments in the 1950s [22, 23] already showed that the weak interaction
does not conserve parity and acts only on left-handed particles and right-handed antiparticles. This
observation can be incorporated into the description of the SM by splitting matter fermions into their left-
and right-chiral components and associating different gauge quantum numbers to them. Whilst chirality
denotes the transformation behaviour of a fermion field under Lorentz transformations, it is strongly
linked to the handedness of a fermion, i.e. the relation of the spin axis and the direction of motion. A
unified theory of the chirality-sensitive weak and the chirality-blind electromagnetic interaction hence
needs to consider two symmetry transformations. The Uem(1) transformation acts on the electric charge
and is independent of chirality, while the weak force is introduced by an SUL(2) transformation which
acts on the isospin of left-handed fermions (and right-handed antifermions) only [1–3]. Above a certain
energy scale, the two forces can be unified into one fundamental force, based on the SUL(2)×UY (1) gauge
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group. It is to be noted that UY (1) is now dependent on the so-called weak hypercharge Y and is no longer
chirality-blind1. Below this electroweak energy scale, the electroweak symmetry is broken and QED as
the interaction associated to Uem(1) exists as introduced. In analogy to the photon field of QED, both
transformations come with their own respective gauge fields. Due to its more complex group structure,
the SUL(2) transformation has three gauge fields instead of one as for the Uem(1) transformation.
Another aspect arising from the chirality dependence and which has to be included in the structure
of the SM stems from the fact that, for example, a right-handed electron couples to the photon while a
right-handed neutrino would not participate in any interaction at all2. Moreover, phenomenology shows
that the weak interaction treats left-handed charged and neutral leptons equally. This outcome of the
aforementioned considerations is reflected in the electroweak theory by grouping the leptons into chirality
multiplets. The left-handed leptons form a doublet (νL, `L) that couples to both the isospin- and the
hypercharge-based interactions, while the right-handed charged leptons `R carry only a hypercharge and
remain a singlet. Right-handed neutral leptons are not considered as they would be complete gauge-
singlets and hence not have any observable gauge interactions with the remaining SM particles. All of
these considerations culminate in the electroweak Langrangian
Lew =
left-chiral lepton interactions
























`R︸                        ︷︷                        ︸
right-chiral lepton interactions















with Bµν = ∂µBν − ∂νBµ and Wµνi = ∂µWνi − ∂νWµi − εi jkWµj Wνk .
For the doublet of charged and neutral left-chiral leptons, the expression comprises the free propagation
term as well as the interaction with the isospin messengers ~W as well as with the hypercharge messenger
B. The singlet of right-chiral charged leptons is able to propagate freely and couples to the hypercharge
messenger B. Moreover, the free propagation of the messenger field quanta is considered. In this
notation, ~τ, εi jk, and g are the generators, the structure constant, and the coupling of the SU(2) symmetry,
respectively3. YR/L and g
′ denote the charge and the coupling of the U(1) symmetry, respectively.
Comparing the electroweak Langrangian in eq. (2.2) to the one of QED in eq. (2.1), the similar structure
as well as the separation of left- and right-chiral particles becomes visible. The two gauge-field terms




3 , and B
µ. In order to form fields that
explain the results of experiments, i.e. mediators that induce chirality-dependent flips of the charge and a











cos θW sin θW






1 The weak hypercharge Y is defined as Qem = T3 + Y via the electric charge Qem and the third component of the weak isospin
T3.
2 Note that within the SM, neutrinos are massless and that a right-handed neutrino would hence not even couple to gravity [15].
3 The generators of the electroweak gauge group SUL(2) × UY (1) are related to the Pauli matrices via ~τ = 12 ~σ.
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The weak mixing angle θW , often referred to as the Weinberg angle, relates the couplings to the electric
charge via
g sin θW = g
′ cos θW = e .
It is to be noted that the physical representation of the gauge fields does not yet feature masses. In order
to introduce masses to the electroweak gauge bosons, the theory needs to be extended further as described
in section 2.1.3. The description of the electroweak force up to this point only holds for leptons. For
quarks, however, it is very similar. Left-handed up- and down-type quarks, i.e. positively and negatively
charged quarks, respectively, are grouped into an SUL(2) doublet, similar to the left-handed leptons. As
for the right-handed leptons, all right-handed quarks remain singlets, only coupling to the hypercharge.
Another difference with respect to the lepton-sector is the fact that all quarks are massive. In general,
the experimentally accessible mass eigenstates are not necessarily identical to the eigenstates under the
electroweak interaction. In the lepton-sector, there are no mass eigenstates for the up-type fermions, the
neutrinos. Hence only their weak eigenstate is well defined. Without loss of generality, up-type quarks



















in which the down-type weak eigenstates arise from mixing of the mass eigenstates by means of the











2.1.2 The strong interaction
The concept of the strong force as it is comprised in the SM was developed in the 1960s. After a large set
of new particles with similar properties had been discovered in accelerator experiments, it became evident
that they could not be fundamental and had to share some common underlying structure. It was proposed
that this new particle zoo was actually composed of a few new fundamental particles named quarks [26,
27]. A proposed ordering scheme was able to relate the collection of new composite particles to only
three underlying quarks, which formed either states of three quarks, so-called baryons, or pairs of a quark
and an antiquark, so-called mesons [28]. The structure of this ordering scheme strongly resembles the
arrangement of chemical elements in the periodic table of elements [29] based on the configuration of
their electron shells. The quark model became widely accepted when the Ω− state it had predicted, was
discovered, showing the exact predicted properties [30].
The force binding quarks to form composite states, so-called hadrons, can neither be the electromag-
netic force—same charged quarks would repel each other instead of being bound—nor the weak force,
which is too weak to compensate the electromagnetic repulsion. The newly introduced force is hence
referred to as the strong force. Observations within the quark model conclude that the charge of quarks
under the strong force needs to have three values4, referred to as red, blue, and green, the colour charge.
4 An example for this conclusion is the observation of the ∆++ resonance of the proton [31]. For it to exist, the strong interaction
contribution to the total wave function needs to be antisymmetric. Since it is composed of three quarks, this is only possible
if three values of the strong charge exist and not just two.
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As for the electroweak force, the strong interaction is described by a gauge symmetry. The requirement
of the Lagrangian of Quantum chromodynamics (QCD) [32] to be invariant under the underlying SUC(3)
transformation gives the following expression:






In this notation, q is a quark field – there is a total of six quark fields, one for each flavour, i.e. up,
down, charm, strange, top, and bottom. Gaµ (a = 1 . . . 8) represent the eight massless gluon fields, gs the
coupling constant, and Ta the generators of the SUC(3) transformation. It is to be noted that the quark
fields are also subject to the electroweak force, i.e. they decompose into left- and right-handed chiral
components that couple to the gauge bosons of the electroweak interaction. The structure of the gluon
field tensor Gµν is of particular importance:
Gaµν = ∂µG
a
ν − ∂νGaµ − gs fabcGbµGcν ,
with fabc being the structure constant of SUC(3). Comparing the gluon field tensor to its electromag-
netic counterpart, the additional term containing the structure and coupling constants marks a difference.
Due to this term, the gluon field quanta of the strong force are, in contrast to the field quanta of the
electromagnetic force, able to couple to each other. This gives rise to phenomena unique to QCD and
two additional diagrams of the strong interaction, the full set being depicted in fig. 2.3.
Figure 2.3: Schematic example diagrams of the different contributions to the Langrangian of QCD. From left to
right: propagation of quark, propagation of gluons, coupling of a gluon to a quark, and triple and quartic gluon
self-coupling.
The first two diagrams represent the propagation of quarks and gluons, while the third graph illustrates
the coupling of a gluon to a quark. The fourth and fifth graphs represent a unique feature of QCD, the self-
coupling of gluons. The self-coupling of the strong force gauge bosons has some implicit consequences
for the nature of QCD. Despite gluons being massless just as photons, the strong interaction is not
infinite-ranged but limited to short distances between the interacting particles.
When separating two quarks, the self-coupling of gluons leads to an increase of the force between
the quarks, growing further with distance. The increase in binding energy will eventually surpass the
production threshold of additional quark-antiquark pairs, rendering it energetically preferable to produce
two new particles. The newly produced coloured particles bind with the separated quarks and prevent the
observation of bare colour charge – a property of the strong force known as confinement. This feature is
also reflected in the strong dependence of the coupling constant αs on the energy scale Q the process
happens at. The current status of experimental measurements of this dependence is depicted in fig. 2.4:
At low energies—corresponding to large separation—the coupling becomes strong, driving the process of
confinement. At high energies—corresponding to small length scales—the coupling is small, rendering
the quarks quasi-free inside bound states. This property of QCD is referred to as asymptotic freedom [33,
34]. As a consequence, the perturbative description of QCD is only possible at high energies.
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In the regime of low energies, the coupling becomes too strong, forcing quarks into the aforemen-
tioned bound states. A possible approach to describe masses and decays of bound quark states are
phenomenological models such as the Bonn Model [35–37].
QCD αs(Mz) = 0.1181 ± 0.0011
pp –> jets





1 10 100Q [GeV]
Heavy Quarkonia (NLO)






pp –> tt (NNLO)
)(–)
Figure 2.4: Dependence of the strong coupling constant αs on the energy scale Q as measured by various
experiments [38]
For comprehension of the physics at the LHC, knowledge about the structure of the proton is necessary.
In an over-simplified quark model, the proton consists only of two up quarks and one down quark, bound
together by gluons. The results of a broad range of scattering experiments at different energy scales and
momentum transfers, however, require a more complex picture in order to be explained. Similar to the
creation and annihilation of electron-positron pairs due to fluctuations of the QED vacuum, the strong
force acting on the constituents of the proton allows for creation and annihilation of quark-antiquark pairs
as well as for radiation and re-absorption of gluons. In that picture, the proton consists of a multitude of
different quarks of all flavours and gluons, the entire set of them being referred to as partons. The quarks
inside the proton are separated into valence quarks (uud), which give the proton quantum numbers, and
sea quarks arising from QCD vacuum fluctuations.
If now two protons collide, e.g. at an accelerator like LHC, only two of the partons are assumed
to collide while the rest of them remains relatively unaffected, giving rise to the name of spectators.
This behaviour is reflected in the cross-section for producing any particle X in a proton-proton collision











Here, a and b denote the interacting partons, while x1 and x2 represent the fraction of the proton
momentum that is carried by the respective partons. The center-of-mass energy of the parton collision
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originating from a proton-proton collision at a center-of-mass energy of
√







The parton distribution function (PDF) fa(x1,Q
2) parametrises the probability to find a parton a with a
fraction of momentum x1 in a scattering process with momentum transfer Q
2. The PDFs are obtained
from fitting analytical relations to several measurements from scattering experiments at various energy
scales. An example of proton PDFs at different values of Q2 (≡ µ2) is depicted in fig. 2.5. In order to
predict the outcome of proton-proton collisions at the LHC, a precise knowledge of the underlying proton
PDFs is crucial.
Figure 2.5: Parton distribution functions from a global fit to experimental data using NNPDF 3.0 [39]. The bands
give the product of the momentum fraction and the actual distribution function x × f (x) for two different values of
the momentum transfer µ2 for αs = αs(M
2
Z) = 0.118 [38].
2.1.3 The Higgs mechanism
Except for the Lagrangian of QED, no formulation introduced in the preceeding sections contains any
mass-terms for neither the fermion nor the gauge fields. Experiments, however, do measure non-vanishing
masses for the charged leptons, the quarks, and for the weak gauge bosons. The reason for this non-
intuitive formulation is the fact that any explicit mass-terms, be it for fermions or gauge bosons, would
break the gauge invariance of the formulation. For fermions, an explicit mass-term would result in
a coupling of right- and left-handed fields, which, in turn, would break the gauge invariance of the
electroweak interaction5. This major flaw of the SM is overcome by the Higgs mechanism [40–43]. First,
the Higgs-field φ is introduced as a doublet of the weak isospin, containing two complex fields with







The doublet components φ+ = 1√
2




(φ3 + iφ4) hence give a total of four new
scalar field components.
5 Note that in QED as a gauge theory of its own, a mass-term for the electron is not a problem due to the chirality of particles
not playing a role.
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In addition to the regular electroweak operators of the SM acting on the Higgs-field, a potential V(φ)













∣∣∣∣∣∣2 + V(φ) .




+ λ(φ†φ)2︸  ︷︷  ︸
self-interaction
.
The form of the potential is described by the two parameters λ and µ2. For the potential to have a lower
bound, λ needs to be positive, whereas µ2 can be chosen to be negative. In that case, the potential takes a
shape referred to as Mexican Hat. Its minimum is given by a rim that is shifted with respect to the origin,















Figure 2.6: Illustration of the potential of a complex scalar field of type V(φ) = µ2φ†φ + λ(φ†φ)2 with λ > 0 and
µ2 < 0. The potential is symmetric around the origin A, the ground state is a degenerate circle where one arbitrary
ground state B is chosen, breaking the electroweak symmetry [44].
While in general, the potential conserves electroweak symmetry, its ground state does not – this
property is referred to as spontaneous breaking of the electroweak symmetry. Due to its rotational
symmetry, the ground state of the potential can be chosen anywhere around the rim.
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A typical choice is to fix it in the electrically neutral part of the doublet to also conserve the symmetry









Since the electrically charged component of the Higgs-field does not acquire a vacuum expectation
value, the photon remains massless. A parametrisation of fluctuations around the ground state is found










Fluctuations in the remaining three components of the Higgs-field can be absorbed by a phase of the
SUL(2) gauge group, leaving physical observables unchanged. The chosen ground state of φ is now
inserted into the original Higgs Lagrangian, giving mass-terms for the weak gauge bosons as well as
for the field h. Moreover, couplings of the weak gauge bosons and the field h arise: hW+W−, hhW+W−,









g2 + g′2 =
mW
cos θW
, mγ = 0, and mh =
√
2λv . (2.4)
This construction gives masses to the electroweak gauge bosons and the scalar field h, which manifests
in this basis as the physically observable Higgs-boson. Note that the Higgs-boson mass-expression is
only valid at LO. Higher orders introduce loops of all other SM fermions correcting the term, giving rise
to the hierarchy problem as discussed in section 2.1.5.
The same field that gives masses to the electroweak gauge bosons can also be utilised to provide
masses to the charged fermions. The field’s quantum numbers allow it to couple to one isospin doublet
and one singlet at a time. The general Lagrangian for this so-called Yukawa-coupling in the example case




















v(eLeR + eReL) −
Ge√
2




where the first term can be related tot electron mass by choosing Ge =
√
2 mev . This Yukawa-coupling
of the fermions to the Higgs-field provides mass-terms for the fermions and parametrises their coupling
to the Higgs-boson.
The two different coupling mechanisms that give rise to the masses of all elementary particles, i.e. the
gauge coupling of the electroweak bosons and the Yukawa-coupling of the fermions6, render it necessary
to search for the physical Higgs-boson in bosonic and fermionic decay channels.
6 Note that, in a strict sense, the description of the Yukawa-coupling of the fermions to the Higgs-field and boson is equivalent
to the description of an additional fundamental interaction itself.
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The discovery of the Higgs-boson is hence reported across the bosonic channels H → ZZ, H → γγ7,
H → WW as well as the fermionic channels H → bb and H → ττ [4]. While at the time of the discovery
the combination of multiple channels across the ATLAS and CMS experiments was necessary to gain
enough statistical significance, different individual decay channels have developed sufficient sensitivity
to claim a discovery on their own, e.g. the ATLAS discovery of the H → ττ decay mode [45].
2.1.4 Physics of the τ-lepton decay
One of the core characteristics of the analysis presented in this thesis is the involvement of τ-leptons.
As a charged lepton, the τ-lepton shares many features with the electron and the muon. The striking
difference with respect to the muon is its high mass. While the muon can only decay into the electron
and two neutrinos, the 1.78 GeV heavy τ-lepton features a large set of decay modes that include hadrons.
The τ-lepton exclusively decays weakly via a virtual W boson and emission of a tau-neutrino. The W,
in turn, can decay either to a pair of the lighter leptons and corresponding neutrinos or into two quarks, cf.
fig. 2.7(b). Due to the undetermined initial state of the partons participating in the collision at a hadron
collider like LHC, light leptons from the decay of a τ-lepton are barely distinguishable from prompt
leptons. As a consequence, only hadronically decaying τ-leptons are considered as τ-leptons in this
thesis. Figure 2.7(a) gives a breakdown of the branching fractions of the different τ-lepton decay-modes,
including the predominant hadronic modes.
Charge conservation dictates the allowed multiplicities of charged hadrons in the hadronic τ-lepton
decay modes, only odd numbers are allowed. Conservation of helicity makes adding a neutral pion to the
the decay into one charged pion the by far most abundant one. The category Other includes signatures
involving Kaons which, however, only amount to a small fraction of all hadronic decays. In addition
to the low multiplicity of charged hadrons, the small vicinity in which the particles are produced and
propagate around the axis of the τ-lepton is another distinct characteristic of the τ-lepton decay. Both
features become important when comparing the signature of a hadronic τ-lepton decay to the one of a
quark- or gluon-initiated jet8 trying to separate them in experimental data. As mentioned in section 2.1.2,
quarks and gluons carry colour themselves which makes them subject to confinement. The resulting
need to dress their colour to ultimately form colour-neutral objects makes them interact vividly with
their colour-sensitive environment. Particles in this environment may be other quarks or gluons that
exist in the same time-frame, or remnants from the proton-proton collision. This extensive colour-flow
is a higher-order effect of QCD at low energies and is hence only accessible phenomenologically (cf.
e.g. [47]). The effect, however, is evident: jets arising from single coloured particles feature a wider
cone around the propagation axis of the initiating particle and exhibit a generally higher activity than a
low-multiplicity, narrow-cone τ-lepton decay. These typical behaviours are schematically illustrated in
fig. 2.7(c).
Despite these hypothetically strong separation criteria, the overlap between jet and τ-lepton signatures
is considerable. The sophisticated methods developed to separate the two from each other in experimental
environments are described in detail later. The theoretical understanding of the interplay of such high-
order QCD effects mimicking τ-lepton decays and its realisation in physics simulations is an utmost
complicated endeavour. The resulting experimental challenges and how to overcome them is a major part
of the analysis presented in this thesis.
7 Although there is no direct coupling of the Higgs-boson to the photon, a measurement of this process becomes possible due
to loops including top-quarks and the electromagnetic charge of the top-quark.
8 Collimated sprays of charged and neutral particles that originate from the production of a strongly interacting particle or
hadron are referred to as jets. A precise description under particular considerations of their signatures in the ATLAS detector
is provided in section 3.3.1.
14

























(b) Decay diagram (c) τ-lepton/jet cones
Figure 2.7: Physics of the τ-lepton decay. Figure (a) gives a breakdown of the branching fractions of its most
important decay channels (data from [38]), (b) shows the diagram of the hadronic decay of a τ-lepton, and (c)
schematically depicts the difference between quark/gluon jets and hadronic decays of the τ-lepton [46].
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2.1.5 Shortcomings of the SM
With respect to several criteria, the Standard Model of Particle Physics can be regarded as good and
successful.
• Over the time since its postulation, it has been able to explain a multitude of observations and
discoveries.
• It predicted the existence of several particles before their actual discovery in laboratory experiments,
including the top quark [48, 49], the tau neutrino [50], and the Higgs-boson [4].
• Its descriptive power covers a large range of different phenomena, from the quantum scale of
elementary particles to the macroscopic representations of electromagnetism.
• It is confirmed by an enormous set of independent laboratory experiments up to relative precisions
of O(10−9) for the electromagnetic coupling constant αEM, cf. fig. 2.8.
• With 19 free parameters, it represents the most compact of models that are able to achieve the
aforementioned successes and is hence the preferred model to describe the most microscopic part




























Figure 2.8: Experimental precision of the free parameters of the Standard Model. Centred around the value of a
perfect measurement at 0, the x-axis gives − log10(σ) of the relative up- and downward uncertainties σ for each
parameter, i.e. larger bars correspond to smaller uncertainties and a higher precision. The vacuum angle of QCD
θQCD is not considered. Data taken from [38].
Despite its predictive power, versatility and success, the SM is subject to shortcomings of different
kinds.
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The hierarchy problem Although the prediction of the Higgs-boson is regarded a major success of
the SM, the mass of the observed particle can only be predicted by including large corrective terms
into the underlying calculations, giving rise to the so-called hierarchy problem [51–54]. The coupling
structure of the Higgs-boson to the Standard Model fermions leads to corrections of the Higgs-boson
mass at one-loop level as illustrated in fig. 2.9(a). Due to its high mass and correspondingly high
Yukawa-coupling, the top quark contributes the strongest to these corrections. Under the assumption of a




ΛUV + . . . .
Here, ΛUV represents a mass scale at which the SM becomes invalid. A natural upper bound for this
scale parameter is the Planck scale MP = 2.4 × 1018 GeV at which quantum gravity effects start to play
a non-negligible role. At the Planck scale, the corrections would amount to more than 30 orders of
magnitude more than the measured value. This, in turn, would have to be countered by a correspondingly
high bare mass of the Higgs-boson and result in a huge fine-tuning problem. This mathematically aesthetic
flaw can be corrected by considering the Yukawa-coupling of scalar particles to the Higgs-boson as




ΛUV + . . . ,
depicted in fig. 2.9(b). Postulating the existence of two scalars for every SM fermion, fulfilling
λS = |λ f |2, would then exactly cancel all contributions to the Higgs-boson mass naturally. This elegant
solution to the fine-tuning or hierarchy problem is one of the key motivational features of Supersymmetry,







Figure 2.9: One-loop level contributions of fermions (a) and scalars (b) to the mass of the Higgs-boson. The
Higgs-boson itself being a scalar particle, acquires positive contributions to its mass-term by both types of graphs,
giving rise to the hierarchy problem.
Dark matter Indirect observations from cosmology reveal another shortcoming of the SM. Based on
measurements of e.g. the rotational velocity of stars in galaxies, anisotropies in the cosmic microwave
background or the expansion behaviour of the Universe, the distribution of energy and matter in the
Universe is accessible. As depicted in fig. 2.10, the share of matter that is described by the Standard
Model, i.e. baryonic matter, is less than 5% [38]. More than 25% are attributed to so-called dark matter,
which is hypothesised to only interact weakly and gravitationally. The major share of the total energy
balance is taken by a yet unaccessible form referred to as dark energy.
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While dark energy remains mysterious and an exciting topic for the farther future, Supersymmetry is









Figure 2.10: Distribution of energy and matter in the Universe. Data taken from [38].
Unification of forces One of the mathematically elegant features of the Standard Model is the
unification of the electromagnetic and the weak force, the underlying symmetry and its breaking in
the Higgs mechanism. A natural continuation of this pattern would be a unification of the electroweak
and the strong force at a certain energy scale. As depicted in fig. 2.11, the dependence of the three
coupling constants on the energy scale does not allow for a common intersection and hence a unification.
More explicitly, electroweak precision measurements, particularly of the electroweak mixing angle θW ,
exclude unification of all three forces in the SM by more than seven standard deviations. When imposing
Supersymmetry, on the other hand, the energy-dependencies of the coupling constants are modified such
that a unification is possible [59, 63–70] as depicted in fig. 2.11. Here, the predicted couplings meet in
one point, regardless of the underlying SUSY particle mass scale (cf. section 2.2.1). The predicted value
of the electroweak mixing angle under that assumption of Supersymmetry would well match the values
measured at existing experiments [71].
Gravitation In the light of the unification of forces, one of the major shortcomings of the Standard
Model becomes visible. Although the electroweak and the strong force cover already many of the
known phenomena of physics, the driving force of astrophysics and the most intuitively accessible force
of every-day life is not addressed by the SM: gravitation. Due to its small coupling constant on the
microscopic scale of elementary particles with respect to the other three fundamental forces9, it is entirely
neglected in the formalism of the SM.
9 A simple comparison of the gravitational force FG between two electrons and the Coulomb force FC gives a ratio of
FF/FC = (m
2
e ·4pi0)/(e2 ·G) ≈ O(10−61), resulting in the gravitational coupling constant beingO(10−31) of the electromagnetic
coupling constant.
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Figure 6.8: Two-loop renormal-
ization group evolution of the
inverse gauge couplings α−1a (Q)
in the Standard Model (dashed
lines) and the MSSM (solid
lines). In the MSSM case, the
sparticle masses are treated as
a common threshold varied be-
tween 750 GeV and 2.5 TeV,
and α3(mZ) is varied between
0.117 and 0.120.














6.5 Renormalization Group equations for the MSSM
In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.
As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors
up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [113]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aaµ
now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than
the usual DREG with modified minimal subtraction (MS). In particular, the boundary conditions at
the input scale should presumably be applied in a supersymmetry-preserving scheme like DR. One
loop β-functions are always the same in these two schemes, but it is important to realize that the MS
scheme does violate supersymmetry, so that DR is preferred† from that point of view. (The NSVZ
scheme [118] also respects supersymmetry and has some very useful properties, but with a less obvious
connection to calculations of physical observables. It is also possible, but not always very practical, to
†Even the DRED scheme may not provide a supersymmetric regulator, because of either ambiguities or inconsistencies
(depending on the precise method) appearing at five-loop order at the latest [114]. Fortunately, this does not seem to
cause practical difficulties [115, 116]. See also ref. [117] for an interesting proposal that avoids doing violence to the
number of spacetime dimensions.
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Figure 2.11: Dependence of the three SM gauge coupling constants on the energy scale Q with (solid lines) and
without Supersymmetry (dashed lines) [16]. Supersymmetry is realised by the MSSM, treating the sparticle masses
as a common threshold, varied between 750 GeV (blue) and 2.5 TeV.
Although many different theories (e.g. [72, 73]) try to describe gravity on the quantum scale, no
experimental studies probing its effects have been carried out successfully yet.
Current status In addition to these design flaws and the incompatibility with astrophysical observa-
tions, a most recent precision measurements of observables that are predicted by the Standard Model
show signifiant deviations from the predictions. As example measurements, the magnetic moment of
the muon [74], the ratio of the branching fractions of the weak gauge boson decays W → µ + νµ and
W → τ + ντ [75] as well as the ratio of the branching fractions of the heavy-flavour mesons B→ D(∗)τν
and B→ D(∗)`ν [76] are particularly noteworthy.
All of the above points give rise to the design of extensions to the Standard Model or higher-order
models in which the SM is fully comprised. The Two-Higgs-Doublet model [77] can serve as an example
for an extension to the Standard Model. It extends the Higgs sector of the SM by introducing an
additional neutral, heavier CP-even Higgs-boson, a CP-odd neutral Higgs-boson, and a pair of charged
Higgs-bosons, allowing for explanations of the observed excesses in the aforementioned heavy-flavour
decays by means of the Yukawa-coupling to a charged Higgs-boson in addition to the W-boson.
Supersymmetry, in turn, represents the most scrutinised higher-order model that is still searched for. It
is able to address multiple shortcomings of the Standard Model at once and would fully comprise the
SM as a low-energy approximation, similar to classical mechanics representing the low-velocity limit of
special relativity. A etailed introduction to Supersymmetry, its ben fits and the representations searched
for in the context of this thesis are provided in the forthcoming section.
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2.2 Supersymmetry
The subtle mathematical beauty of SUSY [16, 78–83] lies within its simple, yet intriguing concept: It
postulates a fundamental symmetry between bosons and fermions. A new operator Q transfers bosons
into fermions and vice versa:
Q|boson〉 = |fermion〉, Q|fermion〉 = |boson〉 .
These transformation properties render Q a fermionic operator and make SUSY a fermionic extension
of the Poincaré spacetime. Following the Haag-Łopuszan`ski-Sohnius extension [84] of the Coleman-
Mandula theorem [85], the Poincaré group only contains all possible symmetry generators in four-
dimensional space-time when including an additional fermionic symmetry, which follows the algebra
{Q,Q†} = Pµ
{Q,Q} = {Q†,Q†} = 0
[Pµ,Q] = [Pµ,Q†] = 0 .
In fact, SUSY can be deduced ab-initio from considerations of the Poincaré group itself.
Moreover, the SUSY generator commutes with the gauge generators. This fact leads to SM and SUSY
particles of the same type behaving equally under gauge interactions and makes them have identical
masses.
2.2.1 The Minimal Supersymmetric Standard Model
The SM as introduced in section 2.1 does not provide the particle content necessary to realise SUSY as
introduced above. The SM particle content essentially needs to be doubled, giving the so-called Minimal
Supersymmetric Standard Model (MSSM) [86–88]. In the MSSM, for each fermionic SM degree of
freedom, one additional scalar superpartner of equal mass is introduced. SM fermions are treated as
Weyl-spinors, i.e. e = (eL, eR), being two eigenstates of the weak interaction rather than the spin. This
fact leads to the introduction of individual superpartners for each degree of freedom of those Weyl-spinor





R). The asterisk denotes the corresponding anti sparticle. Here, the subscripts only denote the
charges under the weak interaction, i.e. chirality. Since the fermion superpartners are (complex) scalars,
the subscript labelling does not reflect any information on helicity.
For each SM gauge boson, a fermionic superpartner is introduced. In contrast to the fermion sector of
the SM, the massless gauge bosons before electroweak symmetry breaking can take only two spin states
already. The degrees of freedom in the gauge sector hence even out after application of the Q operator.
Finally, the Higgs sector of the SM is extended as well, exhibiting certain difficulties. The complex
SU(2) Higgs-doublet of the SM receives a Weyl-fermion superpartner. This, however, would lead to
so-called triangle gauge anomalies. These would break the gauge invariance of the coupling of three
gauge bosons by loops containing the fermionic Higgs-partners. In addition, the neat feature of giving
Yukawa-couplings to both up- and down-type quarks by means of an additional, conjugate Higgs-field
does not work in SUSY anymore. As a consequence, a second Higgs-doublet is introduced. One doublet
Hu with hypercharge Y =
1
2 couples to up-type fermions, the other doublet Hd with hypercharge Y = − 12
couples to down-type fermions. Both fields consist of an electrically charged and a neutral component.
For all particles being introduced in the MSSM, a naming scheme is applied. The bosonic superpartners
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of SM fermions receive an s-prefix, e.g. giving the stau as the superpartner of the τ-lepton. The s-prefix
is also appended when referring to classes of fermion superpartners such as squarks and sleptons, as well
as SUSY particles in general – so-called sparticles. The fermionic superpartners of the SM gauge and
Higgs-bosons are referenced by adding an ino-suffix, e.g. giving the gluino and the set of gauginos or
Higgsinos.
The SM fields and their SUSY counterparts can be grouped into supermultiplets which share the same
charge under SM gauge interactions. Table 2.1 summarises the chiral supermultiplets with a spin-0 and a
spin- 12 part, table 2.2 lists the gauge supermultiplets.
Names and notation Spin 0 Spin 12 SU(3)C , SU(2)L, U(1)Y
Squarks, quarks Q (u˜L, d˜L) (uL, dL) (3, 2,
1
6 )
(3 families) u u˜∗R u
†






Sleptons, leptons L (ν˜, e˜L) (ν, eL) (1, 2,− 12 )
(3 families) e e˜∗R e
†
R (1, 1, 1)



















d ) (1, 2,− 12 )
Table 2.1: Chiral supermultiplets of the MSSM and their respective transformation properties under the SM gauge
groups as well as the U(1) hypercharge. Spin-0 fields are complex scalars, spin- 12 fields are represented as left-chiral
Weyl-spinors [16].
Names Spin 12 Spin 1 SU(3)C , SU(2)L, U(1)Y
gluino, gluon g˜ g (8, 1, 0)
Wino, W boson W˜(1,2,3) W (1,2,3) (1, 3, 0)
Bino, B boson B˜0 B0 (1, 1, 0)
Table 2.2: Gauge supermultiplets of the MSSM and their respective quantum numbers und the SM gauge interac-
tions [16].
Based on those supermultiplets, a superpotential can be constructed in analogy to the Higgs-potential
and the Yukawa-couplings of the SM:
WMSSM = uyuQHu − dydQHd − eyeLHd + µHuHd . (2.5)
Here, yu, yd, and ye are 3×3 matrices in family-space. They give the Yukawa-couplings of the up-type
and down-type quarks as well as the charged leptons after electroweak symmetry breaking. It is possible
to simplify the matrices by neglecting the first two SM fermion families due to their low masses, giving
yu =
 0 0 00 0 0
0 0 yt
 , yd =
 0 0 00 0 0
0 0 yb
 , ye =
 0 0 00 0 0
0 0 yτ
 .
The breaking of electroweak symmetry in the MSSM works similarly as in the SM, despite the
new Higgs-fields. It is again possible to exploit gauge symmetries to rotate the ground states of the
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superpotential into the neutral components fo the Higgs doublets, giving individual vacuum expectation










Constraints on the vacuum expectation values are imposed by fixing their quadratic sum relative to the








≈ (174 GeV)2 , vu
vd
=: tan β .
Three degrees of freedom of the MSSM Higgs-field are used to generate the masses of the physical
gauge bosons. The remaining five degrees of freedom give five physical Higgs-bosons, two CP-even
scalars h0 and H0, one CP-odd scalar A0 and two charged states H±. In the common notation, h0 labels
the lightest of the neutral Higgs-bosons. At tree-level, its mass has an upper bound given by the mass of
the Z-boson. Similar to the loop-induced corrections introduced in the section 2.1.3, contributions of
heavy fermions and scalars, predominantly top and stop quarks, correct this upper bound to
mh0 / 135 GeV .
This number [16] agrees well with the mass of the Higgs-boson observed at the LHC [4].
External constraints The mathematically aesthetic and elegant concept of the MSSM neither with-
stands all fundamental observations nor general theoretical considerations. In the following, information
on some of these constraints and how to refine the MSSM to overcome them is presented.
The superpotential as introduced in eq. (2.5) is, in a strict sense, not complete. It does not contain all
terms that are invariant under SM gauge and SUSY transformations; terms that violate conservation of
the lepton-number L or the baryon-number B have been omitted. Their presence in the superpotential
would have dramatic effects on resulting predictions, rendering SUSY incompatible with established
observations and measurements. One of the most striking contradictions to including all L- and B-
violating terms into the eq. (2.5) would be the prediction of a rapid decay of the proton, whose lifetime
is measured to be ≥ 2.1 × 1029 yr [38]. In the SM, on the other hand, no allowed terms violate L or B,
providing a natural conservation of both quantum numbers.
Instead of forcing the conservation of lepton- and baryon-number onto the MSSM, the introduction of
a new fundamental symmetry called R-parity provides a solution to the problem. For a particle with spin
s it is defined as
PR = (−1)3(B−L)+2S .
In fact, this new symmetry can be considered a multiplicative SUSY quantum number: while all SM
particles have RP = 1, all sparticles are characterised by RP = −1. Conservation of R-parity gives rise to
several important consequences:
• The lightest sparticle (LSP) is stable. If it is electrically neutral and interacts only weakly with
the SM, it poses a candidate for cosmological dark matter at the elementary particle scale, cf.
section 2.1.5.
• Every heavier sparticle has a finite lifetime and decays to an odd number of LSPs and an arbitrary
number of SM particles.
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• Arising from collisions of SM-particles (RP = 1), e.g. at the LHC, sparticles can only be produced
in pairs.
The fact that SUSY has not been discovered to date marks another important constraint. If SUSY as
proposed by eq. (2.5) and conservation of R-parity were realised in nature, the selectron, i.e. a scalar
electrically charged particle with a mass of approximately 511 keV would have been discovered already.
Since this is not the case, the selectron and consequently all other sparticles need to be heavier than their
SM counterparts. SUSY hence needs to be a broken symmetry. In the framework of the MSSM, SUSY
is broken but—in contrast to the electroweak symmetry of the SM—the exact breaking mechanism is
not specified. Extending the MSSM by additional fields at a higher mass scale, however, can introduce
different mechanisms for the breaking of SUSY as discussed in more detail in the respective paragraph.
Mass mixing As already mentioned and visualised in tables 2.1 and 2.2, the superpartners of the SM
Higgs-bosons and the electroweak gauge bosons carry the same quantum numbers. They can hence
mix to form mass eigenstates, referred to as neutralinos χ˜01,2,3,4 for the neutral fields B˜, W˜
0 and H˜0u,d and
charginos χ˜±1,2 for the charged fields W˜
± and H˜±u,d, respectively. In the neutral sector, the corresponding





M1 0 −cβsWmZ sβsWmZ
0 M2 cβcWmZ −sβcWmZ
−cβsWmZ cβCWmZ 0 −µ
sβsWmZ −sβcWmZ −µ 0
 .
Here, the short-hand notation sβ ≡ sin β, cβ ≡ cos β, sW ≡ sin θW , and cW ≡ cos θW is used, with β
being the already introduced angle describing the ratio of the two Higgs vacuum expectation values
and θW the Weinberg angle of the SM. µ represents the Higgs mass parameter of the superpotential (cf.
eq. (2.5)), while M1 and M2 are mass parameters of the MSSM. The mixing matrix can be diagonalised
to obtain the masses of the four neutralinos. For scenarios where mZ  |µ ± M1,2|, the lightest neutralino
is mainly bino-like, χ˜02 is mainly wino-like and χ˜
0
3,4 are Higgsino-like. χ˜
0
1 is often the LSP and stable in
scenarios that conserve R-parity. Due to its weak coupling, it is deemed a suitable candidate for dark
matter on the elementary particle scale [61, 62].
For the charginos, the charge-conjugate states have equal mass, resulting in a 2 × 2 matrix that can







|M2|2 + |µ|2 + 2m2W ∓
√
(|M2|2 + |µ|2 + 2m2W)2 − 4|µM2 − m2w sin 2β|2
]
.
For the same scenario of mZ  |µ ± M1,2|, χ˜±1 becomes wino-like while χ˜±2 is Higgsino-like.
As in the SM, mixing also occurs in the sfermionic sector of SUSY. The Yukawa-coupling terms in
the superpotential and trilinear couplings in the SUSY Langrangian as introduced later couple the scalar
f˜L and f˜R partners and give hence rise to a mixture of the respective sparticles. However, due to the
large differences in mass between the third and the first two families and strong experimental constraints
on flavour-changing processes, the mixing of sfermions is expected to only play a role for the third
generation. The mixing of the superpartners of the τ-lepton is described by the matrix M2τ˜ in eq. (2.6).
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M2τ˜ =














Z cos 2β . (2.8)
The off-diagonal elements mix L and R states10, forming two mass eigenstates τ˜1,2. Certain configura-
tions of the other parameters in the mixing matrix can result in the τ˜1 being substantially lighter than the
chirality eigenstates of the first two slepton generations, rendering it the lightest slepton. Since for the
other two slepton generations corresponding mixing matrices exist and the magnitude of the off-diagonal
elements depends on the mass of the SM partner, mixing can be neglected for selectrons and smuons. For
them, the mass eigenstates are equal to the gauge eigenstates.
For squarks, the mixing procedure follows a similar pattern, being also strongest in the third generation,
i.e. for stop and sbottom quarks. Of particular importance in this context is the mixing of the stop quarks.
For SUSY to provide the proposed solution to the hierarchy problem of section 2.1.5, the masses of the
sfermions need not to be too large. Due to the large Yukawa-coupling of the top quark, the t˜ mass-terms
are most important in this respect. The Yukawa-coupling of the top quark also induces large mixing of
the states t˜L,R, making the t˜1 the lightest of squarks.
Symmetry breaking in the MSSM As already mentioned, SUSY needs to be a broken symmetry.
A pragmatic approach to address this issue is to comprise all possible soft SUSY breaking terms in a
Lagrangian. In this context, the attribute soft refers to the fact that the breaking terms give masses to the
sparticles in the TeV range and still enable SUSY to be a possible remedy for the shortcomings of the SM.
In eq. (2.9), M1,2,3 denote gaugino mass parameters and au,d,e are 3 × 3 matrices in family-space which
parametrise trilinear couplings. The family-space matrices m2
Q,L,u,d,e
yield the sparticle masses, while
m2Hu,Hd and b represent additional Higgs-mass contributions. In this approach, the breaking of SUSY









u˜auQ˜Hu − d˜adQ˜Hd − e˜aeQ˜He + h. c.
)








− m2Hu H∗uHu − m2Hd H∗dHd − (bHuHd + h. c.)
(2.9)
The soft breaking of SUSY introduces more than 100 additional parameters [89] to the theory, rendering
it far from simple. The number of free parameters can be reduced though when considering experimental
constraints such as SUSY-induced flavour-changing in the SM fermion sector. In addition to experimental
results limiting the set of parameters, theoretically well motivated models of more concrete forms of the
10 It is again to be noted that the subscripts L and R of SUSY sfermions, i.e. scalar particles, only denote the relationship to the
SM partners and do not represent chirality or helicity.
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breaking mechanism exist, simplifying the theory further. The forthcoming sections introduce the models
of SUSY studied in and searched for in the context of this thesis. Further information on the breaking of
SUSY and designated breaking mechanisms can be found in [16].
The gravitino It is in general possible to extend SUSY to also incorporate gravity. By promoting the
global symmetry to a local symmetry, Supergravity [72, 73] is introduced. From a theoretical point of
view, supergravity is interesting to study, at collider experiments, however, it is of minor importance.
Only its gauge field of the local SUSY transformation, the graviton g (spin s = 2) and its superpartner,
the gravitino G˜ (spin s = 3/2), are relevant.
In unbroken SUSY, both the graviton and the gravitino are massless. After spontaneous breaking of
the symmetry, however, the gravitino absorbs the arising degrees of freedom associated with the breaking
in a similar fashion as the W and Z bosons absorb degrees of freedom in the breaking of the electroweak





Here, 〈F〉 denotes the energy scale associated to the breaking process and MP represents the Planck
mass. In contrast to the graviton coupling only via the gravitational interaction, the gravitino can also
couple to any particle-sparticle pair via its goldstino component. The exact coupling strength depends
on the particles involved, the gravitino itself as well as the energy scale of the breaking. Although it
is generally smaller than the other couplings in the MSSM, it can still be large enough to give rise to
prompt decays.
2.2.2 Gauge-mediated SUSY breaking
Out of the many different mechanisms of symmetry breaking that are hypothesised, gauge-mediated
SUSY breaking (GMSB) [90–92] is of particular interest for the presented analysis.
GMSB is one of the breaking mechanisms where the symmetry is broken in a hidden sector. In this
sector, additional multiplets of so-called messenger fields exist. They acquire their high mass by coupling
to a gauge singlet S . This mass generation process makes S acquire a two-fold vacuum expectation value
〈S 〉 and 〈FS 〉 that breaks the mass degeneracy for the messenger multiplets. They then fulfil the relation
m2fermions =
∣∣∣yS 〈S 〉∣∣∣2 , m2scalars = ∣∣∣yS 〈S 〉∣∣∣ ± ∣∣∣yS 〈FS 〉∣∣∣ .
The symmetry is hence broken for the case 〈FS 〉 , 0. The symmetry is propagated to the MSSM via
loop diagrams. The MSSM particles couple to messenger loops by means of regular gauge couplings,
giving rise to the name of the breaking mechanism. Figure 2.12 depicts an example diagram for such a
coupling. While the gaugino masses are generated via one-loop diagrams, the scalar masses require two
loops.
An attractive feature of GMSB lies within the fact that its symmetry breaking is based on SM quantum
numbers, it is hence intrinsically blind to flavour. As a consequence, the suppression of flavour-changing
terms in the superpotential and the soft breaking Langrangian as well as other simplifying features
introduced in section 2.2.1 come naturally.
11 In analogy to the Goldstone-bosons of electroweak symmetry breaking, so-called goldstinos absorb the degrees of freedom in
this breaking process.
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Figure 2.12: Contributions to the gaugino masses by one-loop diagrams in GMSB. Ψ f and Ψs denote the fermionic
and scalar content of messenger multiples, respectively [15].
Phenomenology The characteristic feature of GMSB is the gravitino always being the LSP. Due to
the breaking happening around the GUT scale and well below the Planck scale, the gravitino mass is in
the keV range. The low coupling of the gravitino makes it predominantly relevant in the last step of a
SUSY decay cascade, i.e. NLSP → G˜: the next-to-lightest sparticle (NLSP) decays into the gravitino
and a matching SM particle.
In contrast to the unconstrained breaking of SUSY, GMSB can be described by only six parameters:
• 〈S 〉 denotes the mass of the messenger fields.
• Λ gives the ratio of the two vacuum expectation values associated to the generation process of
mass for the supermultiplet S : Λ = 〈FS 〉〈S 〉 .
• The number of messenger fields is N5, the index arising from the assumption to unify all SM
couplings in an SU(5) GUT.
• The mass of the gravitino is related to a scale parameter CG˜.
• The ratio of the vacuum expectation values of the two Higgs fields tan β has already been intro-
duced.
• sgn(µ) denotes the sign of the Higgs mass parameter µ.
The sparticle masses in GMSB depend on these six parameters. Λ and N5 have the largest influence on
the mass spectrum, resulting in a simplified proportionality of
Mgauginos ∝ ΛN5, Mscalars ∝ Λ
√
N5 .
While Λ provides an overall mass scale for sparticles in GMSB, N5 determines the hierarchy between
gauginos and scalars. The different dependence on N5 originates from the different loop order in which
the messenger fields give mass to the sparticles. This dependence on N5 hence also influences the nature
of the NLSP. For N5 = 1, the NLSP is the lightest neutralino, for higher values of N5, the gauginos
gain more mass than the scalars. In such scenarios, the NLSP is typically the lightest slepton. The
phenomenology of GMSB thus strongly depends on the value of N5:
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Figure 2.13: Production cross-sections σprod. at NLO integrated over all sub-processes (a) and the average number
of truth-level τ-leptons with pT > 20 GeV 〈ntruthτ 〉 per event (b) across the GMSB parameter-grid. The lines sketch
regimes of different NLSPs. The data displayed is generated using the SPheno [93] program and preprocessed by
the PySLHA program [94].
N5 = 1 : χ˜
0
1 → γG˜
N5 = 3 : ˜`→ `G˜ .
The influence of tan β is also significant. It determines the mixing both in the gaugino and the scalar
sector. For low values, the mixing is small and the masses of the sτ-leptons are more or less degenerate.
At higher values, the mixing increases, making the τ˜1 the NLSP.
The mass parameter of the messenger fields 〈S 〉 needs to be large enough for the messengers to only
play an indirect role. The influence of sgn(µ) is generally small at the electroweak scale and hence at the
LHC. CG˜ determines the lifetime of the NSLP. For large values, the NLSP becomes metastable, yielding
long-lived and eventually charged particles. For the analysis presented in this thesis, a GMSB model
with four fixed parameters is chosen:
N5 = 3, 〈S 〉 = 250 TeV, CG˜ = 1, µ > 1 .
The remaining free parameters are varied between 70 TeV ≤ Λ ≤ 160 TeV and 2 ≤ tan β ≤ 60, respect-
ively. Due to limitations in available computing resources, the range of parameters is sampled with a
limited rate, giving rise to a grid of in the two-dimensional parameter-space, each pair of parameters
referred to as a signal point or scenario. An overview of the parameter-space is provided in fig. 2.13.
Across the parameter-grid, different regions of dominating NLSPs are sketched. For low values of Λ,
the lightest neutralino is still the favoured NLSP. Since this regime is not expected to produce sufficient
numbers of τ-leptons, it is neither considered in this analysis, nor in its predecessors [9, 12, 13]. For the
remaining grid, tan β determines the nature of the NLSP.
For low values of tan β, a so-called Co-NLSP region exists. There, all sleptons are of similar mass
and hence decay to the gravitino LSP with similar probabilities. At larger values, the mixing increases
and makes the τ˜1 the lightest slepton and NLSP. Once the difference of masses between the slepton
generations exceeds twice the mass of the τ-lepton, the three-body-decay ˜`→ τ˜±τ∓τ becomes accessible.
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Λ = 120	TeVMm = 250	TeVN5 = 3tan β = 40sgn µ = +Cgrav = 1






































Λ = 130	TeVMm = 250	TeVN5 = 3tan β = 30sgn µ = +Cgrav = 1
(b) Λ = 130 TeV, tan β = 30
Figure 2.14: Example mass spectra for the scenarios of Λ = 120 TeV, tan β = 40 (a) and Λ = 130 TeV, tan β = 30
(b). The data displayed is generated using the SPheno [93] program and visualised by the PySLHA program [94].
The number of expected τ-leptons consequently increases over the parameter-grid. For high values
of tan β and low values of Λ, a region of unphysical mass spectra due to tachyonic matter states is
theoretically excluded.
In contrast to the τ-lepton multiplicity, the production cross-section is largely independent of tan β. It
is predominantly driven by the masses of the produced sparticles and hence strongly correlated with Λ.
Example mass spectra of the studied GMSB model are depicted in fig. 2.14.
Apart from its attractive features and phenomenology, GMSB is subject to one severe drawback: it is
barely able to provide a lightest Higgs-boson with a mass equal to the one found at the LHC. There are,
however, different possibilities to remedy this shortcoming, e.g. the introduction of additional vector-like
quarks [95]. The general signatures provided by a model of GMSB are hence nevertheless worth studying,
which is why this flaw is ignored in the model studied in this thesis.
These considerations converge in a multitude of different signatures, which a model of GMSB can
produce at a hadron collider such as LHC. An example decay cascade for the prominent case of squark–
squark production is depicted in fig. 2.15(a).The current state of GMSB at the LHC, searched for using
the ATLAS experiment, is depicted in fig. 2.15(b), including parts of the earlier results obtained at√
s = 8 TeV in Run-1 of the LHC [13]. The former results have been obtained in a similar fashion in an
earlier version of the analysis presented here [9]. Values of the free parameters Λ and tan β below the
contour-lines are excluded. The parameter-space of interest to this analysis is hence Λ > 100 TeV for all
available values of tan β.
2.2.3 SUSY at the LHC
The majority of new particles predicted by SUSY are heavier than all SM particles. The LHC providing
the highest of available center-of-mass energies in collider experiments hence poses the ideal environment
to search for SUSY – or any other BSM theory involving new heavy particles. The ATLAS and CMS
multipurpose experiments are sufficiently versatile to search for virtually any SUSY signature. The
following paragraphs briefly summarise the predominant production and decay processes of SUSY at the
LHC.
Production The characteristics of SUSY introduced in section 2.2.1 render possible production




































σ1 ± observed limit (τ2
)
expσ1 ± expected limit (τ2
ATLAS Run-1 exclusion



































=13 TeV, 3.2 fbs
(b)
Figure 2.15: Example decay cascade of a typical GMSB process in a proton–proton collision (a) and the first
exclusions in the parameter-space at
√
s = 13 TeV (b) [9].
The assumption of R-parity being conserved results in sparticles being produced via gauge interactions
and in pairs. Since the initial particles in a hadron collider carry colour charge, interactions via the strong
force dominate over electroweak processes.
This first consideration is the key motivation to search for squarks and gluinos as envoys of SUSY in
the context of this thesis.
Production diagrams of squarks and gluinos at LO via the strong force are depicted in figs. 2.16
and 2.17. The u- and t-channel diagrams feature virtual sparticles, i.e. they can be suppressed for cases





























































Figure 10.1: Feynman diagrams for electroweak production of sparticles at hadron colliders from
quark-antiquark annihilation. The charginos and neutralinos in the t-channel diagrams only couple



















































Figure 10.2: Feynman diagrams for gluino and squark production at hadron colliders from gluon-
gluon and gluon-quark fusion.
120
Figure 2.16: Production diagrams for SUSY particles via the strong force from initial states of gluons, or quarks
and gluons [16].
Due to their smaller relative coupling strength with respect to the strong interaction, electroweak
production processes only play a subdominant role at the LHC. They are only relevant when the coloured
sparticles are too heavy to be accessible at the available energy scale. This is, for example, the case for
the higher values of Λ in the GMSB model. A detailed breakdown of the different processes contributing
to the production of the model of GMSB is depicted in fig. A.1 of appendix A.1. Possible LO electroweak
production diagrams of charginos and neutralinos are depicted in fig. 2.18. It is to be noted that the
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Figure 10.3: Feynman diagrams for gluino and squark production at hadron colliders from strong
quark-antiquark annihilation and quark-quark scattering.
contributions that are of lesser importance in most models. The processes in (10.1.3)-(10.1.6) get con-
tributions from the t-channel exchange of an appropriate squark or gluino, and (10.1.3) and (10.1.5)
also have gluon s-channel contributions. In a crude first approximation, for the hard parton colli-
sions needed to make heavy particles, one may think of the Tevatron as a quark-antiquark collider,
and the LHC as a gluon-gluon and gluon-quark collider. However, the signals are always an inclusive
combination of the results of parton collisions of all types, and generally cannot be neatly separated.
At the Tevatron collider, the chargino and neutralino production processes (mediated primarily by
valence quark annihilation into virtual weak bosons) tended to have the larger cross-sections, unless
the squarks or gluino were rather light (less than 300 GeV or so, which is now clearly ruled out by the
LHC). In a typical model where C˜1 and N˜2 are mostly SU(2)L gauginos and N˜1 is mostly bino, the
largest production cross-sections in (10.1.1) belong to the C˜+1 C˜
−
1 and C˜1N˜2 channels, because they have
significant couplings to γ, Z and W bosons, respectively, and because of kinematics. At the LHC, the
situation is typically reversed, with production of gluinos and squarks by gluon-gluon and gluon-quark
fusion usually dominating. At both colliders, one can also have associated production of a chargino or
neutralino together with a squark or gluino, but most models predict that the cross-sections (of mixed
electroweak and QCD strength) are much lower than for the ones in (10.1.1)-(10.1.6). Slepton pair
production as in (10.1.2) was quite small at the Tevatron, but might be observable eventually at the
LHC [248]. Cross-sections for sparticle production at hadron colliders can be found in refs. [249], and
have been incorporated in computer programs including [230],[250]-[256].
The decays of the produced sparticles result in final states with two neutralino LSPs, which escape
the detector. The LSPs carry away at least 2m
N˜1
of missing energy, but at hadron colliders only the
component of the missing energy that is manifest as momenta transverse to the colliding beams, usually
denoted /ET or E
miss
T (although /⃗pT or p⃗
miss
T might be more logical names) is observable. So, in general
the observable signals for supersymmetry at hadron colliders are n leptons + m jets + /ET , where either
n or m might be 0. There are important Standard Model backgrounds to these signals, especially from
processes involving production of W and Z bosons that decay to neutrinos, which provide the /ET .
Therefore it is important to identify specific signal region cuts for which the backgrounds can be
reduced. Of course, the optimal choice of cuts depends on which sparticles are being produced and
how they decay, facts that are not known in advance. Depending on the specific object of the search,
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Figure 2.17: Production diagrams for SUSY particles via the strong force from initial states of quarks and/or
antiquarks [16].
couplings f charginos and neutralinos can be either f g uge or Yukawa kind, depending on the process
and mixing configuration. In general, the associated production of a neutralin or chargino with a squark





























































Figure 10.1: Feynman diagrams for electroweak production of particles at hadron colliders from
q ark-antiquark annihilation. The charginos an n utrali os in t e t-channel diagrams only couple



















































Figure 10.2: Feynman diagrams for gluino and squark production at hadron colliders from gluon-
gluon and gluon-quark fusion.
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Figure 2.18: Production diagrams for SUSY particles via the electroweak force from initial states of quarks and/or
antiquarks. In contrast to the usual notation, here, C denotes charginos and N neutralinos [16].
Decay While the production process determines the cross-section and hence the probability of a particle
to be produced, its decay gives the signature that is observable in the detector. Assuming a typical mass
hierarchy as e.g. depicted in fig. 2.14, decay chains begin with coloured particles.
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For starters, the gluino almost always decays to squark-quark pair
g˜→ q˜q .
Subsequent decays of the squark then require gauginos
q˜→ χ˜0q, q˜→ χ˜±q′ .
The nature of the neutralino/chargino the squark decays into depends on the quantum numbers of the
squark and the mixing configuration of the gaugino sector. A right-handed squark will prefer a decay into
a bino-like gaugino, while a left-handed squark will prefer a wino-like state due to the stronger isospin
coupling – even if its heavier. Higgsino-like states only play a role for squarks of the third generation due
to their Yukawa-coupling.
Inverting the mass hierarchy in the coloured sector basically inverts the decay scheme of squarks and
gluinos:
q˜→ g˜q
g˜→ χ˜0qq′, g˜→ χ˜±qq′ .
Independent of the mass hierarchy are the decays of the gauginos. They decay via their gauge or Higgs
content, depending on the mixing. The most likely two-body-decays are
χ˜0i → Zχ˜0, Wχ˜±j , h0χ˜0j , ` ˜`, νν˜,
χ˜±i → Wχ˜0j , Zχ˜±j , h0χ˜±j , `ν˜, ν ˜` .
In principle, decays into heavier Higgs-bosons or a quark–squark pair are also allowed. In a typical
mass scheme, however, these modes are highly suppressed or not allowed. Three-body-decays may occur
e.g. for small differences in mass between the two lightest neutralinos. The heavier particle can then
decay into the lighter one and an off-shell gauge or Higgs-boson.
Similar as for the squarks, the sleptons decay to gauginos and corresponding leptons, depending
on their quantum numbers and the mixing configuration. Slepton decays involving Yukawa-couplings
are rare due to the small coupling constants and the typically heavier Higgsino-like gauginos. Typical
two-body-decays of sleptons are
˜`→ `χ˜0i , ˜`→ νχ˜±i , ν˜→ νχ˜0i , ν˜→ `χ˜±i .
For the model of GMSB, the light gravitino is the LSP every other sparticle ultimately decays into.
Due to its small coupling, this decay usually marks the last step of a decay cascade. Here, the involved
NLSP is only able to decay into the gravitino.
The majority of these considerations holds for any SUSY model, most notably for the model of GMSB
introduced in section 2.2.2 as depicted in fig. 2.15(a). However, they do not only describe models such as
GMSB and their manifold signatures, but they also motivate the more phenomenological approach in the
search for SUSY introduced in the forthcoming section.
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2.2.4 Simplified model of gluino pair-production
The requirement of SUSY being broken and the desire to describe it by only few parameters lead to the
development of a multitude of different full-scale models such as GMSB12. They often propose a specific
mechanism of SUSY breaking and impose requirements to simplify the model under consideration of
experimental results or theoretical constraints. Since apart from said constraints and measurements, no
further information on BSM physics let alone SUSY is yet available, there is no reason for Nature to
prefer one breaking mechanism, i.e. full-scale model, over another. As long as a model is not excluded, it
is thus as legitimate to be searched for as any other model. The choice to search for a model of GMSB in
the context of this thesis, for example, was predominantly due to its abundance of τ-lepton signatures.
The experimental accessibility of signatures of full-scale models is another debatable point. GMSB is
able to produce a wealth of SM final state signatures. Even upon only considering τ-leptons final states,
the potential presence of additional lighter leptons, or more or fewer strongly interacting particles poses a
challenge to the design of any analysis.
Although a full-scale model such as GMSB covers, in principle, all available phase-space including a
multitude of signatures, its realisation in an actual analysis context is subject to limitations. In order to
keep the number of free parameters small, the remaining parameters are fixed, cf. section 2.2.2 for the
assumptions on the GMSB parameters beyond Λ and tan β. Any result obtained in an analysis of such
a full-scale model reduced to few parameters is only valid under said constraints and does hence not
convey information on the theory behind the model in general.
Ultimately, no experimental hint for the highly desirable theory of SUSY has been found yet. In
addition to the aforementioned ignorance of which a full-scale model is realised in nature, this striking
point gave rise to a shift in the paradigm of SUSY searches. The focus of most SUSY searches shifts to
the search for a new kind of models, so-called simplified models [96–98].
A simplified model comprises only few if not just one diagram – the number of possible decays is
small as is the number of involved particles. It uses effective vertices instead of more complex couplings
if need be. It is typically parametrised by pseudo-observables such as the masses of the involved particles
or the branching fractions of their decays instead of experimentally inaccessible parameters like Λ or
tan β. This practically inverted approach with respect to the search for full-scale models comes with
several desirable features.
Among the phenomenological advantages is the fact that the model can be designed such that its
production cross-section is high by choosing abundant initial state particles. Moreover, the decay cascade
of the model can be designed to have distinct features to allow for high separation from SM processes or
high acceptance and efficient detection in the experiment.
The limitation to a small set of processes and hence final states allows for precisely tailored analyses.
The level of information extracted from the experimental results is thus higher as for full-scale models
where only a fraction of the total final states can be analysed at a time.
Ambivalent features lie with the results and their interpretation as well as their re-usability. Since
simplified models are often parametrised by the masses of the involved particles, the results in the case of
no discovery comprise upper limits on said particle masses. While the limits obtained on the parameters
of full-scale models are valid for any process allowed within the model, limits on particle masses obtained
with simplified models only hold for the exact model. Although the simplified model results are not
particularly useful when considered stand-alone, they can be of great help when recasting obtained
results to new models of theory for which no designated analysis yet exists. A newly proposed model
may produce physics signatures which are covered by simplified models for which analysis results exist.
12 The term full-scale model is only used to distinguish models of SUSY that target a particular breaking mechanism and which
are inclusive in their particle content from the simplified models introduced in this section and studied in this thesis.
32
2.2 Supersymmetry
These results may now be re-used to assess the probability of the new model being realised in nature
without the need to perform a full data analysis tailored towards the model. In addition to providing
comprehensive results, i.e. upper limits on particle masses instead of upper limits on model parameters
from which masses first need to be calculated, the striking advantage of simplified model searches hence
is the usage in studies of other, new models. More specifically, the independence of a simplified model of
any higher-level theoretical considerations such as symmetry breaking mechanisms, make it so versatile.
The ultimate goal in searches for new physics using simplified models can be considered twofold:
while the analysis of many simplified models allows for reliable statements about models not yet searched
for, each analysis on its own still possesses discovery potential in the specific piece of phase-space it
covers. Simplified models can thus also be used to cover much phase-space of interest rather efficiently.
The latter argument in particular motivates the efforts of the ATLAS and CMS collaboration in searches
for simplified models at the beginning of Run-2 of the LHC.
Since the number of potential simplified models is as large as the number of available processes in
any new model of BSM physics, the choice which model to search for in an analysis is crucial. The key
design aspects of abundance, detectability, and distinction have already been mentioned earlier. They can
be extended by the question of usability for re-interpretation. The more generic a simplified model is,
the more versatile it is for the recasting of results. The balance between all of these characteristics is
challenging to find and an art on its own.
The simplified model searched for in the presented analysis is inspired by signatures of the GMSB
model and conserves R-parity. At a hadron collider like the LHC, the choice to search for gluinos
is evident. Studies in [99] have found that abundant and well-detectable decay cascades involve two
intermediate steps via a gaugino and a slepton of the third generation to the LSP. Pair-produced gluinos,
e.g. via the diagrams depicted in fig. 2.16, decay into two quarks and a gaugino. The three-body-decay of
the gluino occurs at an effective vertex. The decay into either the light chargino or the second-to-lightest
neutralino are equally probable. The gauginos then decay into pairs of a third generation slepton—the
NLSP—and the corresponding lepton. The NLSP finally decays into the lightest neutralino LSP and a
corresponding lepton.
The choice to allow two decays modes of both the gluino and the gauginos as well as the decision for
a neutralino LSP add more generality and flexibility to the model. It is more versatile and can be part of a
substantially larger number of more complex models, allowing for a broader range of re-interpretation.
The diagram showing the possible decay cascades and summarising these considerations is depicted in
fig. 2.19.
With the branching fractions of all involved sparticles fixed, only their masses remain as potential free













leaving four possible free parameters. The dimensionality of the model’s parameter-space is reduced
further. The gluino mass drives the cross-section and is hence chosen as one of two final parameters.
Since the LSP mass is crucial as well on the theory side, e.g. in models of particle dark matter, as for
experiments, cf. chapter 5, it is chosen to be the second free parameter. The masses of the intermediate
gauginos and sleptons are coupled to the difference of the gluino and LSP masses, cf. eq. (2.10).
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Figure 2.19: Decay cascade of the simplified model of gluino pair-production in proton–proton collisions [9].






































Early results of a search for this simplified model are displayed as an exclusion contour in the two-
dimensional parameter-plane of the gluino and the LSP mass, depicted in fig. 2.20. These results have
been obtained in a similar fashion in an earlier version of the analysis presented here [9] and represent its
starting point.
The following point regarding the choice of parametrisation of the simplified model is to be noted:
although the choice for the gluino and LSP mass to be the two free parameters can be motivated, any
choice is just as legitimate. In fact, the choice of parameters is almost never optimal. The complexity
of this simplified model would, in principle, require eight free parameters (all sparticle masses and
the two branching fraction) and could even comprise more (e.g. gaugino or slepton mixing). With
eight free parameters, it is already less simplified than the full-scale model of GMSB. In addition to
the debatable attribute of being simplified, practical aspects such as sampling the parameter-space with
limited computing resources or aspects of comprehension such as visualisation of the parameter-space,
are to be considered.
The parametrisation of an ever so aesthetic and attractive phenomenological model to make it a
simplified model is hence challenging. The compromise between the adequate description of the model’s
complexity and a feasible realisation for it to be analysed is difficult to make.
A possible tonic though not a remedy to this issue has been found in [99]. Explorations have shown that
a coarse-grained evaluation of the influence of so-called hidden parameters, i.e. the model parameters
that are not free but could still be important, can help to ensure the validity of results obtained using the
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Figure 2.20: Simplified model, first exclusions in the parameter-space at
√
s = 13 TeV [9].
2.2.5 Current status of SUSY
Despite its aesthetics and versatility, no experimental sign of SUSY has been observed yet. The ongoing
endeavours of searches for full-scale models such as GMSB or simplified models try to infer properties
of SUSY if it should exist and narrow down the remaining available parameter-space further. Elaborate
searches for specific models in data are extended by low energy measurements, results from flavour
physics, astronomical observations and, in particular, precision measurements of properties of the SM
Higgs-boson, limiting the possibilities for SUSY to exist further.
The impact of all these constraints is evaluated simultaneously by fits of global likelihoods, comprising
a vast set of seemingly uncorrelated measurements. The utilisation of these likelihoods allows to sample
large parameter-spaces of different SUSY models. This way, areas of parameter-space are found where
SUSY predictions are at least as compatible with measurements as the SM or predict the observation
with even less tension. A quantification is achieved by means of a p-value for each sampled point in
parameter-space, obtained using Monte Carlo pseudo-experiments.
Indeed, these sampling approaches find that many full-scale models are under severe tension by current
measurements. A strongly simplified version of the MSSM, the constrained MSSM (cMSSM) [100–102],
is, in fact, even excluded [103]. Two-dimensional projections of scans across the five-dimensional
parameter-space of the cMSSM performed by the Fittino collaboration are depicted in figs. 2.21(a)
and 2.21(b). The χ2 distribution at the best fit point on which the p-value calculation is based in shown
in fig. 2.21(c), giving a p-value smaller than 5%, resulting in an exclusion of the model at a confidence
level of 95%.
Models like the cMSSM only cover a small fraction of possible solutions to the entire MSSM.
Condoning a reduced predictive power and only considering the most stringent theoretical constraints, it
is possible to construct slightly more complex models which are still able to predict the current set of
observations, such as the phenomenological MSSM (pMSSM)[104, 105]. With O(20) free parameters,
such models are still not arbitrary and allow for more possible mass spectra and coupling structures
within the MSSM than e.g. the cMSSM. Similar studies as for the cMSSM, indeed, suggest enough free
parameter-space for the pMSSM to exist [106, 107]. Similar to the two-dimensionally projected scans in
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(a) 1s and 2s contour plot in in the (M0,M1/2)–plane for the
Small Observable Set.
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(b) 1s and 2s contour plot in in the (M0,M1/2)–plane for the
Medium Observable Set.
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(c) 1s and 2s contour plot in the (M0,M1/2)–plane for the
Large Observable Set.
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(d) 1s and 2s contour plot in the (A0, tanb )–plane for the
Medium Observable Set.
Fig. 2 1s and 2s contour plots for different projections and different observable sets. It can be seen that the preferred parameter region does not
depend on the specific observable set.
4.1 Profile likelihood based results
In this section we describe the preferred parameter space re-
gion of the cMSSM and its physical properties. Since a truly
complete frequentist determination of a confidence region
would require not only to perform toy fits around the best
fit point (as described in Section 2.2 and 4.3) but around ev-
ery cMSSM parameter point in the scan, we rely here on
the profile likelihood technique. This means, we show vari-
ous projections of the 1D-1s /1D-2s /2D-2s regions defined
as regions which satisfy Dc2 < 1/4/5.99 respectively. In
this context, profile likelihood means that out of the 5 phys-
ical parameters in the scan, the parameters not shown in a
plot are profiled, i.e. a scan over the hidden dimensions is
performed and for each selected visible parameter point the
lowest c2 value in the hidden dimensions is chosen. Ob-
viously, no systematics nuisance parameters are involved,
since all systematic uncertainties are given by relative or
absolute Gaussian uncertainties, as discussed in Section 2.
One should keep in mind that this correspondence is actu-
ally only exact when the observed distribution of c2 values
in a set of toy fits is truly c2-distributed, which – as dis-
cussed in Section 4.3 – is not the case. Nevertheless, since
the exact method is not computationally feasible, this stan-
dard method, as used in the literature in all previous frequen-
tist results, gives a reasonable estimation of the allowed pa-
rameter space. In Section 4.3 more comparisons between the
sets of toy fit results and the profile likelihood result will be
discussed.
Note that for the discussion in this and the next section,
we treat the region around the best fit point as “allowed”,
even though, depending on the observable set, an exclusion
of the complete model will be discussed in Section 4.3.
All five Higgs input parameterisations introduced in
Section 3 lead to very similar results when interpreted with
the profile likelihood technique. As an example, Figures 2(a)
- 2(c) show the (M0,M1/2)–projection of the best fit point,
1D-1s and 2D-2s regions for the Small, the Large and the
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(a) 1s and 2s contour plot in in the (M0,M1/2)–plane for the
Small Observable Set.
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(b) 1s and 2s contour plot in in the (M0,M1/2)–plane for the
Medium Observable Set.
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(c) 1s and 2s cont ur plot in the (M0,M1/2)–plane for the
Large Observabl Set.
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(d) 1s and 2s contour plot in the (A0, tanb )–plane for the
Medium Observable Set.
Fig. 2 1s and 2s contour plots for different projections and different observable sets. It can be seen that the preferred parameter region does not
depend on the specific observable set.
4.1 Profile likelihood based results
In this section we describe the preferred parameter space re-
gion of the cMSSM and its physical properties. Since a truly
complete frequentist determination of a confidence region
would require not only to perform toy fits around the best
fit point (as described in Section 2.2 and 4.3) but around ev-
ery cMSSM parameter point in the scan, we rely here on
the profile likelihood technique. T is means, we show vari-
ous projections of the 1D-1s /1D-2s /2D-2s regions defined
as regions which satisfy Dc2 < 1/4/5.99 respectively. In
this context, profile likelihood means that out of the 5 phys-
ical parameters in the scan, the parameters not shown in a
plot are profiled, i.e. a scan over the hidden dimensions is
performed and for ach selected visibl parame er point the
lowest c2 v lu in the hidden dimension is chosen. Ob-
viously, no systemati s nuisance parameters are in olved,
since all systema ic uncertainties are given by relative or
absolute Gaussian uncertainties, as discussed in Section 2.
One should k ep in mind that this corr pondence is actu-
ally only exact when the observed distribution of c2 values
in a set of toy fits is truly c2-distributed, which – as dis-
cussed in Section 4.3 – is not the case. Nevertheless, since
the exact method is not computationally feasible, this stan-
dard method, as used in the literature in all previous frequen-
tist results, gives a reasonable estimation of the allowed pa-
rameter space. In Section 4.3 more comparisons between the
sets of toy fit results and the profile likelihood result will be
discussed.
Note that for the discussion in this and the next section,
we treat the region around the best fit point as “allowed”,
even though, depending on the observable set, an exclusion
of the complete model will be discussed in Section 4.3.
All five Higgs input parameterisations introduced in
Section 3 lead to very similar results when interpreted with
the profile likelihood technique. As an example, Figures 2(a)
- 2(c) show the (M0,M1/2)–projection of the best fit point,
1D-1s and 2D-2s regions for the Small, the Large and the
Medium Observable Set. Thus, in the remainder of this sec-
(b)
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Table 8 Summary of p-values
Observable Set c2/ndf naive p-value (%) toy p-value (%)
Small 27.1/16 4.0 1.9±0.4
Medium 30.4/22 10.8 4.9±0.7
Combined 17.5/13 17.7 8.3±0.8
Medium (Focus Point) 30.8/22 10.0 7.8±0.8
Medium without (g-2) 18.1/21 64.1 51±3
Observable Set without Higgs rates 15.5/9 7.8 1.3±0.4
2χ
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(a) Minimal c2 values from toy fits using the
Medium Observable Set.
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 (NDF = 13)2χ
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17.5
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(b) Minimal c2 values from toy fits using the
Combined Observable Set.
Fig. 11 Distribution of minimal c2 values from toy fits using two different sets of Higgs observables. A c2 distribution for Gaussian distributed
variables is shown for comparison.
real dataset. The 1-dimensional distribution of the pseudo
best fit values of (g 2)µ is shown in Fig. 13(a). The figure
shows that under the assumption of our best fit point, not a
single pseudo dataset would yield a prediction of (g  2)µ
that is consistent with the actual measurement. As a com-
parison, Fig. 13(b) shows the 1-dimensional distribution for
the dark matter relic density, w re the actual measurement
can well be accommodated in any of the pseudo best fit sce-
narios. To further study the impact of (g  2)µ on the p-
value, we repeat the toy fits without this observable and get
a p-value of (51± 3)%. This shows that the relatively low
p-value for our baseline fit is mainly due to the incompatibil-
ity of the (g 2)µ measurement with large sparticle masses,
which are however required by the LHC results.
Interestingly, un er the assumption that t e minimum in
the focus point region is th true d scription of nature, we
get a slightly better p-value (7.8%) than we get with the ac-
tual best fit point. Figure 12(b) h ws the individual contri-
butions to the pseudo best fit c2 at the pseudo best fit points
for the toy fits performed around the local minimum in the
focus point region. There are two variables with higher av-
erage contributions compared to the global minimum: mtop
and the LHC SUSY search. In particular for the LHC SUSY
search, the LHC contribution to the total c2 is, on average,
significantly higher than for the pseudo best fit points for the
global minimum. The number of expected signal events for
the minimum in the focus point region is 0, while it is > 0
for the global minimum. Pseudo best fit points with smaller
values of the mass parameters, in particular pseudo best fit
points in the t˜-coannihilation region, tend to predict an ex-
pected number of signal events larger than zero. Since for
the pseudo measurements based on the minimum in the fo-
cus point region an expectation of 0 is assumed, this natu-
rally leads to a larger c2 contribution from the ATLAS 0-
` analysis. The effect on the distribution of the total c2 is
shown in figure 14. Another reason might be that the fo-
cus point region is sampled more coarsely than the region
around the global minimum. This increases the probability
that the fit of the pseudo dataset misses the actual best fit
point, due to our procedure of using only the points in the
original MCMC. This effect should however only play a mi-
nor role, since the parameter space is still finely scanned and
only a negligible fraction of scan points are chosen numer-
ous times as best fit points in the pseudo data fits.
To further verify that this effect is not only caused by the
coarser sampling in the focus point region, we performed an-
other set of 500 pseudo fits based on the global minimum, re-
ducing the point density in the t˜-coannihilation region such
that it corresponds to the point density around the local min-
imum in the focus point region. We find that the resulting c2
distribution is slightly shifted with respect to the c2 distri-



























































Fig. 7:Minimum pMSSM-11 c2 in the gluino-neutra ino mass plane for the 8 TeV validation set for the CheckMATE results
(a) and the predictio s of SCYNet (b).
and III (70 < c2  95) were larger than the mean errors in
the zero signal range and in the range around 100. This be-
haviour will be calle rare target lear ing problem (RTLP)
i the following and can be understood from the c2CM dis-
tribution in Figure 4a and the corresponding discussion in
section 2.2: the majority of th scanned pMSSM-11 points
led to c2CM values in the range 38 < c
2  42 and 95 < c2,
which were thus described more accurately by the neural
network than those in regions I, II and III.
In future work the RTLP will be addressed with two
strategies: the 11-dimensional probability density function
(pdf) in the parameter space of the p ints in the range 0 <
c2  38 and 42< c2  95 will be used to randomly sample
new pMSSM-11 po nts which will be added o the training
and validation samples. In the second approach, each point
in the RTLP region will be used to seed new random points
using a narrow 11-dim nsional pdf centered around each
point in the above-mentioned c2 range. New points can then
be generated, simulated and used to improve the network es-
pecially in the rare target ranges. Motivated by the profile
likelihood requirement, which sets an estimate of Dc2 = 1
for the 1s range, we plan to improve the training and valida-
tion set size by subsequent application of these procedu es
until a mean error of Dc2 well under 1 is r ached.
For the 13 TeV neural network we found similar results
to those from the 8 TeV network that has already been dis-
played in Figure 5a and 5b. The mean errors for the 13 TeV
network at the end of the training phase have been given in
Table 4. The histogram in Figu e 6a shows the difference
between the CheckMATE and SCYNet results c2SN  c2CM.
Again the comparison to the nearest neighbour interpolator
shows that the neural network provides a much more power-
ful tool to predict the LHC c2. The mean error for the neural
network on points in the validation set is 1.45.
The performance of the 13 TeV network is also differ-
ent for the different c2 ranges, see Figure 6b. However, the
differe ce b tween the mean error in the zero sig al ange
and in the rare target ranges is less pronounced than for the
8 TeV network. This can be understood from comparing Fig-
ures 4a and 4b: the 13 TeV LHC analyses a sensitiv to a
wider range of pMSSM-11 parameters, and thus fewer of
the sampled points result in no signal expectation.
3.3 Testing the neural networks
In this section we have used an additional, statistically in-
d pendent validation set of 60000 pMSSM-11 points that
passed the preselection criteria to compare the SCYNet pre-
diction to the CheckMATE result. For illustration we have
focused on t e projection of the 11-dimen ional pMSSM
parameter space onto the masses of the gluino g˜ and the neu-
tralino c01 , which are particularly relevant for the c
2 of the
LHC searches. All plots in this section have been given for
the 8 TeV case, while similar results were obtained for the
13 TeV case.
In Figure 7a we have presented the minimal c2CM ob-
tained by CheckMATE for the validation set of pMSSM-11
points in bins of the gluino and neutralino masses. The min-
imum c2 in each (m(g˜),m(c˜01 ))-bin typically corresponds to
scenarios, where all other SUSY particles, and in particular
squarks of the first tw generations, were heavy and essen-
tially decoupled from the LHC phenomenology.
In Figure 7b the corresponding result obtained from
the SCYNet neural network regression has been given. We
found that the neural network reproduces the main features
of the c2 distribution. We emphasize here that each bin
represents a single pMSSM-11 parameter point and conse-
(d)
ure 2.21: Results of a paramet r scan for the cMSSM i the m0–m1/2 pl e (a) and the A0–tan β plane (b), as
well as the χ2 distribution used to obtained the p−value at the best fit point (c) by the Fi tino collaboration [103]. A
two-dime sional χ2 distribution in the gluin –neutralino mass-plane obtained by the SCYNet collaboration [107]
is depicted in (d).
the cMSSM, fig. 2.21(d) shows a χ2 distribution for the pMSSM-11 in the gluino–neutralino mass-plane.
Phen menologically motivat d models uch as the pMSSM are key motivational aspects as well as use
cases for searches for simplified models as the one presented in the context of this thesis.
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CHAPTER 3
The Large Hadron Collider and the ATLAS
Experiment – The Biggest Tools to Study the
Smallest Objects
The most probable manifestations of SUSY in experimental observations are expected to be the decay
patterns of new heavy particles. The discovery of SUSY in this fashion depends upon the capability
to produce said new particles, to measure the signatures of their decay products, and to reconstruct
their properties from these measurements. These fundamental requirements are well met by the ATLAS
experiment at Large Hadron Collider. The following sections introduce the experimental environments
as well as the techniques employed to reconstruct and identify individual objects from the measured
signatures in the ATLAS detector. They are loosely based on [15].
3.1 The LHC accelerator
The Large Hadron Collider (LHC) [5] is a particle accelerator and collider, housed in an underground
tunnel of approximately 27 km underground the Swiss–French border near Geneva, Switzerland. It
features two rings, each storing protons of energies up to 7 TeV. The highly relativistic protons circulate
in the rings grouped into up to 2800 so-called bunches of 25 ns time distance from each other.
The protons are accelerated in multiple stages of an injector complex before entering the LHC
at energies of 450 GeV. Starting from the Proton Synchrotron Booster (PSB) [108] via the Proton
Synchrotron (PS) [109] and the Super Proton Synchrotron (SPS) [110], the LHC pre-accelerator chain is
schematically depicted in fig. 3.1. The bunch structure of the LHC is built up by staggering subsequent
fills of protons from one pre-accelerator to the next, larger one. In the LHC, the beam is then stored and
accelerated to the desired energy while circulating in opposite directions in the respective rings.
The acceleration process of an electrically charged particle with charge q can be described by its














The technical realisation of this process is similar for all involved accelerators. By feeding high-
frequency (HF) radio waves into a cylindrical conducting cavity, a standing wave can be formed. Upon
traversing the cavity, the particle is accelerated by the longitudinal component of that wave, gaining
energy. In the optimal case, the particle is in phase with the HF field in the cavity.
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Figure 3.1: The CERN accelerator complex, including the LHC and its pre-accelerators [111].
In the LHC, eight such superconducting cavities are present in every ring, operated at a frequency of
400.8 MHz, producing field gradients of 5.5 MV m−1. The ring-structure1 of the LHC allows the particles
to pass each acceleration complex multiple times, gaining energy every time until the desired beam
energy is reached.
The motion of the particles inside the ring is controlled by exploitation of the Lorentz force. An elec-
trically charged particle moving at velocity ~v inside a magnetic field ~B experiences a force perpendicular






A total of 1232 dipole magnets along the LHC ring keep the particle beams on their circular track.
The coils of each of these 15 m long magnets is made of superconducting Nb-Ti cables, cooled down to
1.9 K. The dipole magnets reach up to 8.36 T in field strength. Their two-in-one design allows for both
beams of same charged particles circulating in opposite directions to be deflected by the same magnetic
field. In addition to the dipole magnets used for confining the beams to their circular track, a total of
858 quadrupole magnets are employed to focus the beam from all directions. Multipole magnets of up
to dodecapoles are used to correct for aberration effects during the focusing and further losses of beam
quality due to other disturbances.
The advantage of the ring-structure of using the same acceleration complex in every revolution of the
beam comes at the price of synchrotron radiation. Deflection of an electrically charged particle results in
1 An alternative to circular accelerators using one acceleration complex multiple times, is a linear accelerator. Here, one long
straight line of many cavities is traversed by the particles. This setup, however, is less cost-effective for protons as for lighter
leptons. Proposed future linear lepton colliders are the ILC [112] and CLIC [113].
38
3.2 The ATLAS detector
an energy loss of the particle in the form of radiation. The amount of energy lost for a highly relativistic





Synchrotron radiation losses increase with the energy of the particle E in fourth power while they
decrease with its mass m in fourth power and the radius R of the trajectory. The consequence of this
proportionality is the fact that circular accelerators at high energies are preferred for heavy particles such
as protons or even ions, while linear accelerators are preferred for light particles such as electrons2.
After their acceleration phase, the protons are stored for up to 24 h and brought to collision at four
interaction points along the ring, each housing one of the large LHC experiments, cf. fig. 3.1. The
ATLAS (A Toroidal LHC ApparatuS) detector is used in the presented analysis and introduced in detail
in the forthcoming section 3.2. The CMS (Compact Muon Solenoid) experiment [7] is located at the
beam intersection opposite of ATLAS. It is similarly designed multi-purpose detector as ATLAS and
features a similarly broad physics program. The LHCb detector [115] is specifically designed to detect
b-quarks, focussing on a heavy-flavour physics program. The ALICE (A Large Ion Collider Experiment)
experiment [116] is designed to detect and study collisions of heavy ions, which is another physics
program of the LHC in addition to collisions of protons.
3.2 The ATLAS detector
The data of proton–proton collisions provided by the LHC and analysed in this thesis is recorded by
the ATLAS detector. It is one of the two multipurpose experiments in the LHC project and primarily
designed to detect the decay products of heavy particles produced in collisions. A computer generated
schematic of the ATLAS detector and all its sub-systems is depicted in fig. 3.2.
It is designed in a typical onion-like multilayer fashion of different sub-detectors surrounding the
collision point in its centre. Its cylindrical shape is sub-structured into a barrel part for the detection
of particles emerging transversely to the beam direction, and two end-cap parts detecting measuring
particles close to the beam. The coordinate system of ATLAS is right-handed, its origin placed in the
nominal interaction point (IP) in the centre of the detector. The z-axis is oriented along the beam pipe, the
x-axis points from the IP to the centre of the LHC ring, and the y-axis points upwards. In the transverse
plane, cylindrical coordinates (r, φ) are used, φ being the azimuthal angle around the beam pipe. As the
third component, the pseudorapidity η is defined as η = − ln tan (θ/2), θ being the polar angle. Usage of
the pseudorapidity instead of the polar angle is well motivated at hadron colliders: in contrast to the
polar angle, the pseudorapidity is invariant under longitudinal Lorentz boosts3, i.e. the difference in
pseudorapidity between two particles ∆η is invariant under a boost parallel to the beam axis. The latter is
neither known nor accessible at a hadron collider due to energy of the interacting partons being unknown,
in contrast to the energy of the accelerated proton.
2 Before the LHC, the same tunnel housed the Large Electron Positron collider (LEP) [114]. With the same radius as the LHC,
the synchrotron radiation losses per revolution for an electron at an energy of 100 GeV in the LEP accelerator amounted
to 3 GeV. At the nominal beam energy of the LHC, the losses per turn for a proton only amount to 6 keV. The necessary
compensation of these losses by the HF power supplied for the cavities effectively limits the maximum energy for electrons
in circular colliders.
3 This statement is only exactly true for massless particles. For these, the pseudorapidity is exactly equal to the relativistic
rapidity y = 12 ln
E+pL
E−pL with pL being the longitudinal momentum, parallel to the beam direction. Due to the high energies of
particles produced at the LHC with respect to their masses, it is, however, safe to assume that η = y holds
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Figure 3.2: Schematic overview of the ATLAS detector and its sub-systems [117].




(∆η)2 + (∆φ)2 .
∆R can be universally employed to quantify distances between objects in detectors at hadron colliers.
The forthcoming sections provide a brief overview of the different sub-detectors of ATLAS and their
working principles. A detailed overview can be found in [6].
3.2.1 The inner detector and solenoid magnet
The very centre of the ATLAS experiment is taken up by the inner detector (ID). It is designed to record
the tracks of electrically charged particles traversing it and to measure their momentum. The latter is
possible due to the immersion of the ID in a 2 T magnetic field, generated by a superconducting solenoid
coil enclosing the entire ID volume. Similar to protons on their tracks in the LHC, the trajectories of
charged particles in this magnetic field are bent by the Lorentz force. The sign of a particles’s charge can
be inferred from the direction of deflection, while their momenta can be determined from the radius of
curvature given the value of the charge. Measurements of particle properties in the ID are supposed to
affect the particle as little as possible in order to make energy measurements in the calorimeter system as
precise as possible. The material budget of the ID is hence kept to a minimum. A schematic overview
of the ATLAS ID and its sub-systems is depicted in fig. 3.3. The individual sub-detectors are briefly
described in the forthcoming paragraphs.
The pixel detector The pixel detector is the innermost sub-system of the ATLAS ID. In the barrel
region, it consists of four layers of silicon pixel sensors, the end-cap regions are covered each by three
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Figure 3.3: Schematic overview of the ATLAS inner detector and its sub-systems [118].
discs of the same pixels. This setup allows for detection in the range of |η| < 2.5 . The innermost barrel
layer has a radius of 25.7 mm [119], the outermost layer resides at a radial distance of 122.5 mm. The
total of over 86 million pixels with a size of 400 µm×50 µm are grouped into multiple chips and modules.
A decrease in the density of employed sensors with increasing vicinity to the IP accounts for the high
occupancy of the system with traversing particles closest to the IP. The main purpose of the pixel detector
is the provision of high-precision measurements of the innermost hits. This way it helps to extrapolate
tracks to the primary or secondary vertices and allows for the reconstruction of the latter.
The silicon tracker The next layer in the onion-like structure of the ATLAS detector, enclosing the
pixel detector, is the silicon tracker (SCT). In the barrel, four layers extend from radii of 299 to 514 mm.
The end-caps are covered by nine discs each, allowing for a total coverage of again |η| < 2.5 . The SCT
is also grouped into modules of two layers, each comprising 768 active silicon stripes with a pitch of
80 µm in a back-to-configuration. The two layers of each module are tilted with respect to each other by
20 mrad. This setup enables spatial resolution also along the longitudinal axis of the strip. Depending on
the position of the strip inside the SCT, the strip length varies between 5 cm and 12 cm. The design of
the SCT provides at least four hits to the measurement of a charged particle’s track with a resolution in
the r–φ-plane of 17 µm and 580 µm in the z-direction.
The transition radiation tracker The transition radiation tracker (TRT) is the outermost of the three
ID sub-systems. It extends the ID volume to radii of up to 1 082 mm from the IP. While the pixel detector
and the SCT aim at a high spatial resolution, particularly in the harsh environment close to the IP, the
design goal of the TRT is different: it aims at providing many hits for the reconstruction of tracks and the
capability of particle identification.
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The TRT follows the basic principle of a gaseous drift-tube detector. Small straws of 4 mm in diameter
are filled with a gas mixture of Xe:CO2:O2 (70:27:3)
4. Charged particles traversing a gas-filled straw
cause ionisation in the gas. Between the inner wall of a straw and a 30 µm thin gold-plated tungsten
wire [120] in its centre, a voltage is applied, causing an avalanche-like amplification of ionisation primary
electrons. The electrons generated in the avalanche drift towards the wire and are collected as an analog
signal. In the barrel region of |η| ≤ 1.0, 52 544 straws of 144 cm length are aligned parallel to the beam
axis, arranged in 73 layers [121]. The end-cap region 1 < |η| < 2.1 is covered by 122 880 straws of
37 cm in length, arranged in 160 layers [122]. In contrast to the barrel region, here, the straws are aligned
radially in 20 wheel-like modules of 8 layers each. On average, a charged track traverses 35 TRT straws,
allowing the TRT to significantly enhance the track reconstruction capability of the ATLAS detector.
In addition to its contribution to the track reconstruction, the TRT allows for the identification of
particles exploiting the phenomenon of transition radiation [123]. When a charged particle passes the
boundary between two materials of different relative permittivities, there is a probability for it to emit
an X-ray photon, referred to as transition radiation (TR). The energy of the photon depends on the
difference in permittivity, while the emission probability is proportional to the Lorentz boost γ of the
particle. By interleaving thin foils of radiator material, i.e. alternating layers of materials of different
permittivity, between the straws, the probability for the emission of TR is enhanced. The detection of
TR photons is realised by means of the photo-electric effect in the noble gas of the straw-tubes and the
subsequent detection of the freed electron in a similar fashion as for the ionisation electrons. Due to their
low mass compared to, e.g. muons or pions, electrons come with a substantially higher γ-value, and are
hence more likely to emit TR. By discriminating ionisation from TR signals in the readout process of the
straws, it is possible to distinguish electrons from other charged particles, particularly pions. Information
from the TRT particle identification (PID) then contributes to the overall identification of electrons.
Another distinct feature of the ATLAS TRT is its capability to measure the specific energy deposition
of a traversing particle in the gas dE/dx , also feeding into the TRT PID and allowing for the identification
of multi-charged particles [124].
3.2.2 The calorimeter system
The calorimeter system is intended to fully stop arriving particles and measure their energies. Due to the
manifold spectrum of particles that pass the ID and the solenoid magnet, and their different preferred
interactions, the calorimeter system consists of different sub-detectors. A schematic overview of the
ATLAS calorimeter sub-systems enclosing the ID and solenoid magnet is depicted in fig. 3.4.
The first layer of the central calorimeter system is referred to as the electromagnetic calorimeter
(ECAL). Its purpose lies with the detection of electrons and photons. Both of these particle types undergo
cascade reactions, producing electrons, positrons, and photons upon reacting electromagnetically with
the detector matter. The resulting detector signature is referred to as an electromagnetic shower5. In
contrast to electrons and photons, most stable or longer-lived hadrons (i.e. protons, neutrons, charged
pions and kaons) do not leave fully contained signatures in the ECAL and cannot be measured completely
there. They undergo similar cascade reactions as electrons and photons, referred to as hadronic showers.
They exhibit a larger extension—both lateral and longitudinal—and are subject to larger fluctuations6.
4 Due to irreparable gas leakage of the TRT during operation in Run-1 of the LHC, parts of the system are operated using a
more cost-effective Ar:CO2:O2 (70:27:3) mixture instead of the expensive Xe-mixture.
5 Electromagnetic showers are characterised by the radiation length X0 as the distance after which the average energy of an
incoming electron has decreased to 1/e of its initial energy due to bremsstrahlung [15].
6 Similar to electromagnetic showers, hadronic showers are characterised by the interaction length λ via the the free path length
of a pion or neutron, depending on the definition, cf. [38].
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Figure 3.4: Schematic overview of the ATLAS calorimeter system and its sub-systems [125].
The layer enclosing the ECAL is thus dedicated to those particles, their containment and measurement of
their properties – the hadronic7 calorimeter (HCAL).
Dedicated calorimeter systems are used in the forward regions of the ATLAS experiment. Due to the
boost of the colliding protons, the flux of incoming particles is particularly high here. The calorimeter
design for these regions is hence accounts for the more demanding conditions to prevent e.g. radiation
damage. The forthcoming paragraphs briefly introduce the aforementioned calorimeter sub-systems.
The electromagnetic calorimeter The general structure of the ECAL is similar to the ID: a barrel
part covers the region of |η| < 1.475, while the end-cap region extends to |η| < 3.2 . The ECAL central
part up to |η| < 2.5 comes in three layers. The innermost layer is of fine granularity, allowing for
precise photon detection with a resolution of ∆η ≈ 0.003. The second layer is the largest and provides a
granularity of ∆η × ∆φ = 0.025 × 0.025. Depending on η, the depth of the ECAL varies between 22 and
38 X0 .
The ECAL is composed of steel-clad lead plates which are folded in an accordion-like fashion. They
serve as absorber plates and are interleaves with electrodes. In a 2.1 mm gap between the absorber and the
electrode, a honeycomb spacer structure is filled with liquid Ar, which acts as an ionisation and detection
medium simultaneously. Due to the boiling point of Ar being 87 K, the ECAL system is operated at
cryogenic temperatures within three cryostats, one for each end-cap and the barrel module.
The hadronic calorimeter Enclosing the ECAL system, the different components of the HCAL
measure properties of hadronic particles. The barrel part up to |η| < 1.7 is formed by a sandwich structure
7 Although in a strict sense, the term hadronic would refer to the calorimeter being composed of hadrons, it has been established
as reference to a calorimeter system designed to detect hadrons. A more proper wording would be hadron calorimeter.
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of steel and plastic scintillator tiles referred to as Tile Calorimeter or Tilecal. The Tilecal consists of 64
wedge-like modules, forming a hermetic barrel of a length of 7.4 λ. The signal of the scintillator tiles is
passed to photomultipliers and is propagated further by wavelength-shifting fibres. Fibres from multiple
tiles are grouped together, forming three layers of cells of depths of 1.5, 4.1, and 1.8 λ, respectively.
While the lateral size of the first two layers is ∆η × ∆φ = 0.1 × 0.1, the third layer is grained twice as
coarse with ∆η × ∆φ = 0.2 × 0.1.
The hadronic end-cap calorimeter (HEC) covers 1.5 < |η| < 3.2 . Similar to the ECAL, the HEC
utilises liquid Ar as an active medium and is housed in the same cryostat as the end-cap ECAL. The
absorber material is exchanged for copper plates stacked parallel to the beam direction. The HEC
is structured into two sub-modules of 24 copper plates of 25 mm and 16 plates of 50 mm thickness,
respectively. The 8.5 mm gap between two absorption layers is filled with liquid Ar. A segmented readout
electrode in the centre of each gap provides a spatial granularity of ∆η × ∆φ = 0.1 × 0.1 for |η| < 2.5 and
∆η × ∆φ = 0.2 × 0.2 for regions closer to the beam direction.
The forward calorimeter The calorimeter system is completed by the forward calorimeter (FCAL),
covering the region of up to |η| < 4.9. Due to the high occupancy and radiation doses the detector material
has to withstand in this region, the FCAL also utilises the liquid Ar technique. The high particle flux
is coped with by a substantially reduced gap size between the absorption layers, allowing for a faster
timing. The absorber material is a metal matrix in which ten-thousands of holes are drilled, parallel to the
beam axis. Into these holes, small rods serving as electrodes are inserted. The remaining sub-millimetre
gap between a rod and the matrix is then filled with liquid Ar. The FCAL is sub-structured into three
modules on each side. The innermost modules are machined from copper, the outer ones from tungsten.
The copper modules are optimised for the measurement of electromagnetic showers and have a depth of
28 X0 (2.7 λ). The tungsten modules, in turn, are designed to measure hadronic showers and come at a
depth of 3.6 λ (90 X0) each.
3.2.3 The muon system and toroid magnet
The outermost detector is the muon system. Since muons neither undergo hadronic interactions nor do
they emit substantial amounts of bremsstrahlung, they are the only detectable particles that traverse all of
the aforementioned systems. For the detection and identification of muons, an additional independent
tracking system is installed. A schematic overview of the muons system is depicted in fig. 3.5. The muon
tracking detectors are marked in light blue, while the magnet system necessary for particle tracking is
drawn in yellow.
The muon system covers the range of |η| < 2.7 and is designed to achieve a momentum resolution of
10% for a muon track of pT = 1 TeV. The magnet system necessary for the track measurement in the
barrel region consists of eight air-core coils aligned to provide a magnetic field parallel to the beam axis.
They generate a toroidal magnetic field of approximately 0.5 T around the detector. In the end-cap region,
eight similar coils generate a toroidal field of approximately 1.0 T. While each barrel coil is housed in a
separate cryostat, the coils of each end-cap region share one common cryostat.
The muon detection system consists of different components, tailored towards different tasks. Precision
measurements of the muon tracks are performed by the Monitored Drift Tube (MDT) chambers. In
the barrel region, they are installed as three cylinders of 5 m, 7.5 m, and 10 m, respectively, enclosing
the barrel toroid coils. In the forward region, they come as four wheel-modules at distances of 7.4 m,
10.8 m, 14 m, and 21.5 m from the IP, respectively. Only in the very forward region of the innermost
wheels, 2 < |η| < 2.7, Cathode Strip Chambers (CSCs) are used to provide better time resolution under
consideration of the high particle flux.
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Figure 3.5: Schematic overview of the ATLAS muon system and its sub-systems [126].
The underlying technology of the MDTs is similar to that of the TRT: 432 drift tubes of approximately
3 cm diameter are filled with ArCO2 at a pressure of 3 bar. The achieved position resolution of a single
tube of 80 µm gives a resolution of approximately 35 µm for each chamber. The necessary precision of
the alignment of the MDT chambers is ensured by a dedicated optical monitoring system in combination
with information from the ID tracking, allowing positioning in the 100 µm range.
Also the CSCs are also gaseous detectors. The resemble multi-wire proportional chambers but with
a segmented cathode plane. In contrast to the MDTs, the CSCs exhibit a planar geometry and readout.
They are segmented perpendicular to the their cathodes to allow for a two-dimensional readout by
considering signals from both cathodes, not reading out the wire signal. Said segmentation in the plane
of curvature of a track is of O(5 mm), giving a resolution of 60 µm per plane. In the other direction, a
coarser segmentation gives a resolution of 5 mm. The desired high-rate capability of the CSCs is reflected
in their read-out rate of up to 1 000 Hz cm−2 compared to the lower rate of 150 Hz cm−2 for the MDTs.
The muon system is enhanced by two designated sub-components designed for the fast detection of
muons, so-called muon triggers. Special trigger chambers are interleaved with the tracking chambers,
providing low detection times at high time resolutions. A coarse spatial resolution allows for an additional
rough estimate of the track momentum. This segmentation also completes the MDT measurement setup.
It provides a second spatial coordinate in regions where the MDT design only allows to measure one
component perpendicular to the straw direction.
The barrel and end-cap regions are instrumented differently due to their individual requirements.
Resistive Plate Chambers (RPCs) are installed in the barrel regions. They are designed as gaseous
detectors with two parallel plate electrodes and segmentation into 25 to 35 mm strips perpendicular to
each other. Their time jitter of < 10 ns suffices to assign individual muon tracks to single LHC bunches,
cf. section 3.1.
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The muon trigger system in the end-cap region is formed by the Thin Gap Chambers (TGCs). Similar
to the CSCs, the TGC design is based on multi-wire proportional chambers. The distance between the
wire and the cathode is smaller than between adjacent wires. In combination with a highly quenching
gas mixture, this setup provides stability at high rates as well as fast timing. As for the RPCs, a cathode
segmentation perpendicular to the wire direction allows for a two-dimensional read-out and reconstruction.
The wire signal is used to determine the track curvature while the cathode signal measures the azimuthal
direction. The number of read-out channels is kept to a minimum by grouping wires depending on their
position in the module under consideration of the desired resolution in η. The achieved time resolution is
high enough to allow for 99% of the muon tracks being correctly assigned to LHC bunch crossings.
3.2.4 The trigger system
The design goal of the LHC to run at a bunch spacing of 25 ns, resulting in a collision-rate of 40 MHz in
the centre of the ATLAS detector renders recording all available collision data technically impossible.
The challenge of deciding which data to store for analysis is taken up by the two-stage trigger system [127,
128].
In the context of data acquisition (DAQ), the term of a particle physics event as it is used in this
analysis can be introduced. A pure quantum mechanical approach would define an event as the interaction
of two particles and everything originating from it. Since at a hadron collider, not only two partons
interact but rather a multitude of different hadron substructure particles, multiple interactions already
within the collision of two protons need to be considered. The interactions of proton remnants are
referred to as the underlying event. While the main parton interaction and the underlying event can
still be covered by a quantum mechanical description, the definition of an event in the context of an
LHC experiment is enhanced further. The bunch structure of the colliding beams leads to multiple
interactions per bunch-crossing on hadron-level, referred to as pile-up. Motivated by these considerations,
the technical aspects of the beam and the trigger system give rise to a more practical definition of an event.
In the context of the ATLAS experiment, a particle physics event refers to the collision data recorded in a
25 ns timeframe between two bunch-crossings, triggered by the initial bunch-crossing.
The first of two trigger levels (L1) is run on custom hardware close to the detector. The second
trigger stage is operated on commercial-grade computer systems comprised in the regular CERN IT
infrastructure. It is referred to as the high-level trigger (HLT).
The L1-trigger utilises detector information of reduced granularity. Based on signal input only from
the calorimeter system, muon trigger chambers and topological considerations, it pre-selects data of
interest to be passed on to the HLT. Moreover, the L1-trigger is able to identify regions of interest for the
HLT to work on and increase its efficiency. A latency of 2.5 µs, i.e. maximum decision time, results from
the limitations in the buffers of the detector electronics. The latter are only able to store information on
single bunch-crossings for that amount of time. The L1-trigger is reduces the data rate from potential
40 MHz down to a maximum of 100 kHz.
The software-based HLT uses fine-granularity calorimeter information, precision measurements from
the muon system, as well as tracking information from the ID. A first trigger sub-stage performs a fast
but coarse reconstruction, further filtering the input to a full reconstruction of an event similar to the later
reconstruction used for analysis, cf. section 3.3. The rate of event data written to the storage facilities is
reduced to a maximum of 1 kHz after the HLT. Although the HLT has access to the full event information
needed for a complete reconstruction, measurable quantities still may differ from their counterparts used
for analysis. The main reason for this difference lies with a lack of calibration and correction information
that is applied a-posteriori based on the data taken. Furthermore, limitations in computing resources
render the utilisation of e.g. complex multivariate reconstruction techniques impossible at this stage.
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The term trigger is not only used for the hard- and software of the trigger-system itself, but also for
a set of requirements which need to be fulfilled for an event to be written to disc, or to be triggered.
The ATLAS experiment has a rich menu of different triggers, each targeting different purposes and
hence reconstructed quantities. Example triggers include requirements on the presence of jets, leptons,
or combinations of the latter, as well as more complex quantities such as the overall measured energy
in an event. If an event passes the threshold(s) set for a trigger, the trigger induces the storage of the
event on disc for later access. Setting the thresholds of the triggers is obviously correlated to the rate of
the trigger accepting events – an event is more likely to contain a low-energy muon than a high-energy
muon. In order to keep the acceptance rate of triggers with low requirements within the given bounds
of the trigger system, a so-called pre-scale mechanism is used. By randomly selecting events that a
low-threshold trigger accepted to be written to disc, the data-rate can be kept constant. In a subsequent
analysis, events accepted by such a pre-scaled trigger can be scaled back to their originally accepted
number by application of a weight-factor corresponding to the inverse of the randomisation.
3.2.5 Operation of the detector
Despite its sophisticated design, operation of and data-taking with the ATLAS experiment still requires
human attention. The large number of different sub-systems and their individual complexity make
monitoring of the experiment’s operation challenging. While the status of the whole detector and its
components is continuously monitored live by shifters in the ATLAS control room, a post-data-taking
assessment completes the set of quality assurance measures taken to ensure stable quality of the data taken.
A typical data-taking period, referred to as a run, ends when the beam has reached a lower bound of proton
density due to collisions and starts when a new particle fill of the LHC is stable enough. The taken dataset
is sub-structured in so-called luminosity blocks (LBs) of approximately 60 s of data-taking. In the first
36 h of the aftermath of a run, the data quality (DQ) is assessed by a team of detector experts. The dataset
is sub-structured in so-called luminosity blocks (LBs) of approximately 60 s of data-taking. Immediately
after a run, approximately 10% of the taken data—the so-called express stream—is examined by the DQ
experts to spot possible problems that have not been noticed during the data-taking process. The express
stream data is also used to verify or, if need be, update the calibration of the different sub-detectors. After
all DQ experts have signed a run off as being of optimal quality, the full dataset undergoes reconstruction
and is calibrated using the updated conditions. Based on the experts’ findings, the so-called Good Runs
List (GRL) is created, containing all data-taking periods with optimal detector performance.
Data-taking performance The analysis presented in the context of this thesis is based on
√
s =
13 TeV p–p collision data recorded by the ATLAS experiment between February 2015 and December
2016. As displayed in fig. 3.6(a), in this period of time, a total of 42.7 fb−1 of integrated luminosity8
has been provided by the LHC in 567 individual runs9. The luminosity and its uncertainty of 2.1% are
determined as described in [129]. A total of 39.5 fb−1 has been recorded by the ATLAS detector, resulting
in a recording efficiency of 92.5%. The inefficiencies in the data-taking are mainly due to the time lost
8 A general quantity to describe the reaction rate N˙ of a certain particle physics process at a collider experiment is given by its
quantum mechanical probability, expressed by the cross-section σ and the luminosity of the experiment L as N˙ = σL. The
luminosity depends on characteristic parameters of the accelerator, i.e. the number of particles in the two colliding bunches
n1,2, the number of bunches per beam nb, the revolution frequency of the beams f , and the longitudinal beam widths σx,y as
L = f nbn1n2(4piσxσy)−1. The integrated luminosity over time Lint. is hence proportional to the number of recorded events in
a given period of time.
9 While a typical run takes approximately 12 h, the longest p–p in this data-taking period has been recorded in June 2016,
lasting for > 40 h and delivering Lint. = 716 pb−1 of data, corresponding to approximately 150 000 000 events.
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while ramping up the detector systems after the LHC has been flagged for stable beam conditions. The
aforementioned DQ measures leave the 36.1 fb−1 of integrated luminosity for analysis in this thesis,
giving a DQ-efficiency of 91.4%. This further reduction of available data ensures that the detector was
working in a stable way and under optimal conditions.
The large increase in integrated luminosity between the years 2015 and 2016 over a similar time of
data-taking is achieved by an increase in the luminosity of the beams. This aspect is reflected in the
peak luminosity distribution of each run, depicted in figs. 3.6(c) and 3.6(d). The higher luminosity is
correlated with an increase in the number of interactions per bunch-crossing, the pile-up, as depicted
in fig. 3.6(e). In order for the data-recording-rate to still be constant around 1 kHz, the pre-scales of
the majority of triggers was increased between 2015 and 2016, resulting in a non-linear increase in the
number of recorded events: 2 219 697 577 were recorded in 2015, 8 369 013 278 in 2016, amounting to
total of more than 10 Billion events available for analysis.
Event data and computing model The vast number of events saved to disc is stored using a
sophisticated event data and computing model [131, 132], developed to efficiently handle such amounts
of data. The ATLAS computing model is sub-structured into different data formats targeting the different
steps of the DAQ chain. In the first step, the byte-stream data from the detector itself is grouped into Raw
Data Objects (RDOs), representing a computational model of the ATLAS detector. The reconstruction of
low-level objects such as tracks from hits in the ID or calorimeter clusters from calorimeter cell signals is
carried out on RDOs, giving Event Summary Data (ESD) files. ESDs represent intermediate collections
of basic detector data such as hit and cell information but also the first reconstructed objects such as
tracks or clusters. The next step performs reconstruction and identification of so-called physics objects,
i.e. the reconstructed representations of what is deemed to have been actual particles or e.g. jets. The
resulting data format is referred to as Analysis Object Data (AOD). Its data size is drastically reduced by
mainly storing information on high-level physics objects and dropping most information on basic objects.
The last step of general data preparation is the transition of the barely human-readable AOD to a
data format that is both well machine- and human-readable, the xAOD [132]. The aspect of human-
readability is ensured by re-organising the information stored in AODs in arrays of structures (containers)
corresponding to different physics objects, e.g. τ-leptons. For every event, the τ-lepton container provides
structures representing τ-lepton objects. Every τ-lepton object, in turn, provides access to the quantities
associated to it, e.g. its transverse momentum, as well as links to objects associated to it, e.g. its decay
products. This way, human users can easily and intuitively navigate the objects and properties of a
reconstructed particle physics event. The machine-friendly aspect is realised by storing the information,
e.g. the τ-lepton transverse momentum of all τ-leptons in an event, in an array, providing only links
between the human-friendly frontend and the array. The xAOD data format is, in contrast to the AOD,
directly readable by the commonly used ROOT [133] software package for high-energy physics data
analysis. While xAODs are typically stored centrally in large data facilities, smaller, Derived xAODs
(DxAODs) can also be stored locally on small-scale computer clusters. The DxAOD formats used in the
presented analysis are tailored towards the needs of the ATLAS SUSY community. The SUSY3 format
is the one used the most in this analysis. It requires events to have been accepted by any single-τ-lepton
trigger, missing momentum trigger, light lepton trigger or combined missing momentum and single-jet
trigger. Moreover, the presence of a τ-lepton with either one, two, or three reconstructed tracks, |η| < 2.6,
and pT ≥ 15 GeV after calibration is required. For the special case of studies requiring the explicit
absence of any τ-lepton, the format SUSY5 is used. It requires light lepton triggers or missing momentum
triggers to have accepted the stored events. While always the presence of a light lepton (|ηe| < 2.6,
|ηµ| < 2.7) is required, the specific lepton requirements depend on the trigger decision.
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Figure 3.6: Machine parameters of the LHC and the ATLAS detector associated to data-taking and its performance
in the years 2015 and 2016 [130]. Depicted are the integrated luminosity as a function of time for 2015 (a) and
2016 (b), the peak luminosity in each run as a function of time for 2015 (c) and 2016 (d), and the mean number of
interactions per bunch-crossing (e) as a measure for pile-up.
49
Chapter 3 The Large Hadron Collider and the ATLAS Experiment – The Biggest Tools to Study the
Smallest Objects
If a light lepton trigger accepted the event, electrons and muons need to have pT ≥ 25 GeV, while
electrons (muons) need to fulfil 4.5 GeV ≤ pT ≤ 25 GeV (3.5 GeV ≤ pT ≤ 25 GeV) if only a missing
momentum trigger accepted the event. The assessment of multi-jet processes is performed on SUSY11
data which only requires a stored event to have been accepted by a single-jet trigger.
In principle, the xAOD and the DxAOD formats already allow for ROOT-based analyses. In the
context of this thesis, however, an additional data-preparation step is performed to further optimise the
computational performance of the analysis. Due to its structure similar to the mathematical equivalent,
the final data format is referred to as n-tuples. The convenient structure of physics objects and their
properties is broken up into a list of vectors of float and integer variables per event, collected in a ROOT
TTree [133] structure.
Since a coherent treatment of all involved samples of data and simulation along all steps of the data-
preparation chain is crucial, the individual software is versioned. For data, the xAOD-tag p2950 is used,
for all simulated samples the tag p2949. An overview of all samples used is provided in appendix F.
3.3 Object and event reconstruction
The many specialised sub-detectors of the ATLAS experiment described in section 3.2 allow to reconstruct
and identify the majority of (meta-)stable particles being present in the recorded collision events. The
procedure of reconstruction and identification starts from the signatures the particles leave in the various
sub-systems. A schematic illustration of different particle signatures in the transverse projection of the
ATLAS detector is depicted in fig. 3.7.
In general, signatures are reconstructed under all available particle hypotheses. Each object is then
assigned an identification tag for each tested hypothesis. Identification tags correspond to certain working
points in the signal-to-background efficiency diagrams of the identification algorithms. They hence reflect
the likelihood of the hypothesis being true given the imposed requirements. The distinct trace of a muon,
for example, is characterised by hits in the ID, forming a bent track, hit-like signals in the calorimeter
system and hits forming a track again in the muon system. This signature leaves little room for ambiguity
and is hence used to identify a reconstructed object as a muon. By deciding for identification working
points and procedures to remove leftover ambiguities as introduced later, every analysis can chose which
type is assigned to the reconstructed objects. The forthcoming sections present the reconstruction and
identification of the physics objects used in this analysis.
3.3.1 Jets
Strongly interacting particles, i.e. quarks and gluons, are subject to confinement (cf. section 2.1.2). When
attempting to exist freely, e.g. by being ripped from a colliding proton, they hadronise immediately to
form colour-neutral states. The result of this hadronisation process of a once pseudo-free coloured particle
is a more or less collimated spray of particles, spreading through the detector. Another consequence
of confinement is the fact that the initial particle of the jet cannot be identified anymore. It is hence
necessary to unambiguously classify a bundle of final state particles as one physics object, a so-called jet.
Theoretical considerations need to be taken into account, too: the coupling structure of the strong force
allows for the additional emission of low-energy partons as well as the collinear splitting. Both of these
likely processes are not fundamentally distinguishable from higher-order calculations of a single parton.
The definition of a jet hence needs to be both collinear safe and infrared safe, i.e. the observable must
neither change when a high-energy object is split into two lower-energy, collinear objects, nor when an
extra low-energy object is added, respectively.
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Figure 3.7: Schematic signatures of different particles as they are reconstructed by the different ATLAS sub-
detectors in the transverse plane [134].
A final aspect is the jet-finding algorithm itself: it needs to perform in the same way on detector-level,
i.e. calorimeter cells and tracks, as on simulation-level, i.e. simulated final state particles. A common
class of jet-finding algorithms that fulfils the aforementioned criteria forms jets by clustering objects.
Typically, an iterative approach is used, that clusters possible constituents pairwise until a defined stop
condition is met. For the jet-clustering algorithms used by the ATLAS collaboration, two measures of
distance are defined:



















In this notation, k2pt denotes the magnitude of the transverse momentum of an object and ∆Ri j the
distance in the η–φ-plane between objects i and j. R and p are free parameters. In each iteration, di j
is computed for each pair of objects i j, while dib is calculated for each object individually. Once they
are calculated for all (combinations of) objects in an event, they are collected in a mutual list, sorted by
magnitude. If di j is the smallest entry, the objects i and j are grouped together, the original constituents
are removed, and the procedure is repeated. If diB is the smallest entry of the list, object i is considered a
fully clustered jet and removed from the list.
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The free parameters control the clustering procedure. R addresses the size of a jet, with larger values
allowing for larger jets to be clustered. On the other hand, p controls the priorities of the clustering.
Typical values are p = 1 (kt-algorithm [135]), p = 0 (Cambridge/Aachen-algorithm [136, 137]), and
p = −1 (anti-kt-algorithm [138]).
The kt-algorithm starts the clustering process from soft objects, preserving the substructure of the
jet. A disadvantage of this approach is the large number of jets that remain not merged and are
lost. On the theory-level, this algorithm somewhat mimics the soft radiation processes of QCD. The
Cambrdige/Aachen-version objects are only based on their geometrical vicinity, neglecting their momenta.
Although this approach preserves the structure of the jet, it leads to highly irregular structures. The
anti-kt-algorithm starts from the hardest object and consecutively merges softer objects around them into
the jet. This approach leads to a highly regular structure of the jet-space, allowing for easier application of
calibration or corrections of e.g. pile-up effects. On the down-side, any information on the jet substructure
is lost.
Among others, these jet-finding algorithms have been tested by the ATLAS collaboration. The anti-kt-
algorithm with a distance parameter of R = 0.4 is the best-suited algorithm for the majority of physics
analyses, including the presented one. For analyses requiring jet substructure information, different
approaches are also used, e.g. separating quark- from gluon-initialised jets [139], identifying jets from
heavy vector boson decays [140], or the reconstruction of highly boosted top-quark jets [141].
The basis of jet reconstruction in the detector are so-called topo-clusters of calorimeter cells [142].
Topo-clusters originate from grouping of calorimeter cells with energy entries above a defined noise
threshold. The clustering starts from a cell with signal-to-noise ratio of S/N > 4, adding all neighbours
and neighbours-of-neighbours with S/N > 2 to a cluster. In the last step, all neighbouring cells of that
cluster are added regardless of their signal. For the special case of a cluster having two maxima, it is split
in two and cells in between the two sub-clusters are shared. Next, the built clusters undergo a calibration
procedure, the so-called local hadronic calibration. A prerequisite to this procedure is the knowledge
about how "hadronic" a cluster is, based on its determined properties. The calibration is then applied
based on the estimated fraction of hadronic energy in the cluster. This process includes corrections
undetected as well as escaped energy, and dead material or detector effects. Furthermore, the calibration
partially cancels the non-compensating10 properties of the ATLAS calorimeter system.
The jets found by clustering calibrated topo-clusters of calorimeter cells are then further calibrated
to the so-called Jet Energy Scale [143–145]. The JES corrects for pile-up effects [146, 147] as well as
for the direction of the jet relative to the reconstructed vertex. The JES is derived from a comparison of
reconstructed and true jet energy in simulations and measurements in data.
For the presented analysis, jets are required to have pT > 20 GeV and |η| < 2.8. The jet collection is
cleared off spurious calorimeter measurements associated to beam particles, cosmic particles, or noise is
procedure referred to as jet cleaning [148]. The jet cleaning is performed at the loose working point, ibid..
Jets failing the cleaning procedure but fulfilling the other minimal requirements are labelled as bad jets.
Due to the challenging pile-up conditions of the LHC, ATLAS utilises a technique to further relate jet
and vertex information, the so-called jet vertex tagging (JVT) [149]. It is a multi-variate procedure that
allows for a separation of pile-up jets and those arising from the initial hard interaction.
10 A calorimeter is called compensating if its response only depends on the energy deposition of a stopped particle and not the
particle type. A benchmark is hence an identical response to electrons and charged pions.
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3.3.2 b-Jets
Jets originating from b-quarks exhibit a different detector signature than jets from lighter quarks. In
the first step of the hadronisation process, the b-quark binds with a lighter quark to form a hadron. The
typically longer lifetime of b-hadrons compared to light-flavour hadrons results in a measurable flight
distance they traverse before their decay. In the detector, a slightly displaced vertex of b-jets relative
to other jets from the same interaction vertex is visible. The distinct decay modes of b-hadrons, e.g.
involving a light lepton that can be detected even inside the residual jet, also help distinguishing b-jets
from light-flavour jets.
The ATLAS collaboration has developed various algorithms exploiting the aforementioned features
of b-hadrons to identify and tag jets as b-jets [150]. The lifetime of b-hadrons and hence the displaced
vertex is exploited by the IP3D tagger, the SV1 tagger, and the JetFitter. The IP3D algorithm uses
the so-called impact parameter of the reconstructed jet, i.e. the displacement of its axis relative to
the reconstructed primary vertex11. The SV1 tagger tries to actually reconstruct the secondary vertex
from the constituent tracks of the jet in a similar fashion as the hard collision vertices are reconstructed.
The JetFitter algorithm not only reconstructs the secondary vertex but also the tertiary vertex of the
light-flavour quark decay inside the jet along with the entire jet substructure. It exploits the jet topology
by means of a Kalman filter [152, 153].
In contrast to the regular jet reconstruction, all available algorithms are used simultaneously. Their
individual results are combined into an artificial neural network, the MV1 tagger. The output of the MV1
algorithm, in turn, is a flavour weight defined between zero and one for each jet. The higher the value
of the flavour weight, the more likely the jet originiates from a b-quark. A resulting property of this
multivariate approach are defined efficiencies for successful b-detection and rejection of light-flavour jets.
The efficiencies for different requirements on the flavour weight are calibrated in dedicated analyses [150],
stuying b-quark production in decays of top-quark pairs. The mis-tagging rate of falsely identifying a
light-flavour jet as a b-jet is also calibrated in tt¯-samples but in different analyses [154]. The underlying
algorithm used to obtain the flavour-weight in ibid. and in the presented analysis is the MV2c20 [152]
algorithm, a successor of the aforementioned MV1. The used working point corresponds to a b-tag
efficiency of 77% and rejection factors of τ-lepton jets (cf. section 3.3.4), c-jets, as well as light-flavour
and gluon jets of approximately 22, 6, and 130, respectively [152]. In the presented analysis, the
discrimination of b-jets from other quark- or gluon-initiated jets is only needed to separate the Standard
Model processes of W + jets from top-quark production. The actual choice of the working point is thus
only of minor importance as it still provides good separation of the two processes, cf. e.g. section 6.1.
3.3.3 Light leptons and photons
Light leptons only play a minor role in the context of the presented analysis. While the analysis is
fully inclusive with respect to electrons, not addressing them in any way, muons are only used in the
estimation process of minor SM processes. Photons only play in a role in the calculation of the missing
transverse momentum and are not considered as individual objects in this analysis at all. Details on
the reconstruction of electrons and muons as they are present in the simulated and recorded samples
used in this analysis can be found in [155] for electrons and in [156] for muons. The ATLAS photon
reconstruction and calibration is described in [157].
11 The primary vertex of an event is defined as the vertex with the highest
∑
p2T of all tracks associated to it and fulfils further
quality criteria [151].
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3.3.4 τ-leptons
The crucial role of τ-leptons in the search for SUSY is evident from sections 2.2.2 and 2.2.4. They are
the key signature particles of the models searched for, and many design and evaluation aspects of this
analysis are driven by their properties. In the general jargon of hadron collider experiments, τ-lepton only
refers to the hadronic decay products of an original τ-lepton. The unknown initial state of the collision in
combination with different sources of unmeasured energy contributions due to e.g. additional neutrinos
render the reconstruction and identification of leptonic decay modes difficult. The separation of light
leptons emerging from leptonic τ-lepton decays requires dedicated studies of the whole event topology
and a sophisticated treatment of the multiple undetectable neutrinos. Already in the reconstruction of a
hadronic τ-lepton decay, the single present neutrino spoils the complete reconstruction of the τ-lepton. In
the environment of hadron colliders, however, the remaining visible, i.e. hadronic, part is the only way of
clearly separating τ-leptons from prompt light leptons. Based on [158, 159], the following paragraphs
introduce the reconstruction and calibration of the τ-leptons as used in the presented analysis. A more
detailed overview is provided ibid..
Reconstruction Due to the similarities of hadronically decaying τ-leptons and QCD jets (cf. sec-
tion 2.1.4), the τ-lepton reconstruction chain is seeded by already reconstructed but yet uncalibrated
jets with pT > 10 GeV and |η| < 2.5, neglecting seed-jets from the barrel-end-cap transition region
1.37 < |η| < 1.52. The first step is to find the decay vertex of the τ-lepton. In a cone of ∆R = 0.2
around the jet axis, tracks of good quality are used to find potential τ-lepton decay vertices of the event.
The vertex with the highest fraction of associated track pT relative to the total pT of the jet is chosen
as reference for the further reconstruction steps. Depending on the total energy converted in the event,
the tau-vertex is likely to coincide with the primary vertex of the event, varying from approximately
90% for low-energy events such as Z → ττ to more than 99% for higher-energy topologies. Once the
tau-vertex is found, the visible component of the τ-lepton transverse momentum pvisT is calculated from
the topo-clusters of the seed-jet. The barycentre of the set of jet clusters is calculated under the hypothesis
of all cells being activated by massless particles. The four-vectors of all cells in a ∆R = 0.2 cone around
the barycentre-tau-vertex axis are recalculated using the tau-vertex. The sum of all these constituents then
gives the visible four-momentum of the τ-lepton candidate, again under the assumption of the τ-lepton
being massless. Tracks are considered depending on their presence in either the core region (∆R < 0.2)
of the τ-lepton candidate or its isolation region (0.2 < ∆R < 0.4) relative to its visible direction. Tracks
in the core are associated to the τ-lepton candidate if they have pT > 10 GeV and at least seven hits
in the silicon trackers (Pixel and SCT, cf. section 3.2.1) of which at least two need to be in the Pixel
detector. Moreover, their transversalal and longitudinal impact parameters needs to fulfil |d0| < 1 mm and
|z0 sin θ| < 1.5 mm, respectively. Tracks in the isolation region are not associated to the final τ-lepton
object but are used in its identification process. Particular care is taken of possible neutral pions in the
τ-lepton decay. They are assigned a likelihood based on cluster shape and track information in the core
region. The obtained information is further used in the identification process described in the subsequent
paragraph.
Identification (ID) The τ-lepton candidates reconstructed in the described fashion are not easily
distinguished from QCD jets. The subtle differences outlined in section 2.1.4 can be exploited to provide
discrimination power and identify τ-lepton candidates as actual τ-leptons. A first coarse separation
can be obtained by a requirement on the track multiplicity. Since > 99.9% of all hadronic τ-lepton
decays feature either one (1-prong) or three (3-prong) charged particles [38], jets with different track
multiplicities can be safely ruled out. The separation power against remaining jets, particularly against
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quark-initiated high-pT jets, is increased by a multivariate discriminant, a boosted decision tree (BDT)
implemented using the TMVA software package [160]. Simulated example distributions of two selected
input variables for 1-prong and 3-prong τ-lepton candidates from both signal and multi-jet background
sources are depicted in fig. 3.8. The fraction of EM energy from charged pions f track−HADEM is defined as
the fraction of the energy, deposited in the electromagnetic calorimeter, of tracks associated with the
τ-lepton candidate in the core region. The ratio of track-plus-EM-system to pT p
EM+track
T /pT is defined as the
ratio of the τ-lepton pT, estimated using the vector sum of track momenta and up to two most energetic
electromagnetic calorimeter clusters in the core region, to the calorimeter-only measurement of the
τ-lepton pT. In addition, the following variables feed into the jet-discrimination BDT [159]: the centrality
fraction fcent, the ratio of EM energy to track momentum f
track
EM , the leading track momentum fraction
f −1leadtrack, the track radius Rtrack, the leading track IP significance S leadtrack, the track-plus-EM-system
mass R
pi0+track, the fraction of tracks-pT in the isolation region f
track
iso , the maximum ∆Rmax, the track
mass mtrack, and the transverse flight path significance S
flight
T . Potential biases due to pile-up effects on
variables such as e.g. fcent or f
−1
leadtrack are removed by application of a correction based on the number of
primary vertices in the event nPV.
Separate BDTs are trained for 1-prong and 3-prong candidates based on simulated Z/γ∗ → ττ signal
samples and di-jet background events selected from data. A signal efficiency is defined as the fraction of
true τ-leptons with n tracks being reconstructed as τ-leptons with n tracks and passing the identification
criteria. Similarly, a background efficiency is defined as the fraction of jets from a background-dominated
sample being reconstructed as τ-leptons with n tracks and passing the identification. An illustration of
the inverse background efficiency as a function of the signal efficiency for τ-leptons with pT ≥ 20 GeV
is depicted in fig. 3.9. Along the determined efficiency curve, three working points referred to as
loose, medium, and tight are defined, providing fixed values of the signal and background efficiencies,
independently of the τ-lepton pT. Due to the selection of BDT input variables, the τ-lepton ID working
points also independent of pile-up.
For the presented analysis, the medium ID working point is selected for all reconstructed τ-leptons.
While the loose working point would cause too much background to enter the analysis phase-space, the
tight working point would suppress too much signal, particularly upon requiring multiple τ-leptons.
Although quark- and gluon-initiated jets are by far the major source of falsely identified τ-leptons,
electrons still pose a source of potential mis-identification, particularly at low pT where their cluster
shapes are difficult to distinguish. A dedicated BDT to discriminate electrons from single charged pions
is trained in the context of electron identification. This BDT is utilised in the τ-lepton identification by
tuning the required score for an electron candidate to pass its very loose working point such that it is 95%
efficient for hadronically decaying τ-leptons. This optimisation is performed in different ranges of pT
and |η| of the τ-lepton. τ-lepton candidates with only one associated track in the ∆R < 0.4 vicinity of
such a very loose electron are rejected.
Energy calibration The energy of τ-leptons reconstructed to this stage is calibrated in a similar
fashion as for regular jets, but due to their different nature at a different energy scale. The final calibration
of the τ-lepton energy is obtained by feeding the output of two different calibration approaches into
a multivariate boosted regression tree (BRT), based on the TMVA software package [160]. The first
calibration procedure entering the BRT is referred to as the baseline calibration, similar to the calibration
already used in Run-1 of the LHC [158]. The energy of the topo-clusters obtained at the local hadron
calibration (cf. section 3.3.1) ELC is corrected by the energy contribution from pile-up Epile−up and the
detector response function R as shown in eq. (3.2).
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Figure 3.8: Example distributions of input variables to the jet-discrimination BDT of the τ-lepton identification
procedure. The fraction of EM energy from charged pions f track−HADEM for 1-prong and 3-prong τ-lepton candidates
is shown in (a) and (c), respecitvely. The ratio of track-plus-EM-system to pT p
EM+track
T /pT for 1-prong and 3-prong τ-
lepton candidates is shown in (b) and (d), respectively. The depicted distributions are purely simulation-based [161].
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Tau identification score











































Figure 8: BDT score for hadronic tau decays (red circles) and simulated multi-jet events (black squares) for 1-track
(a) and 3-track (b) ⌧had vis candidates.
Signal efficiency




















 20 GeV≥ Tp 1-prong
3-prong
Figure 9: Inverse of the e ciency for mis-tagging QCD jets as a function of the identification e ciency for ⌧had vis
candidates. The two lines refer to 1-track and 3-track candidates. The Loose,Medium and Tight working points are
shown on these lines. The working points do not stay exactly on the line because they implement variable cuts to
achieve a reduced pT-dependentcy of the e ciency.
12
Figure 3.9: Expected inverse background efficiency as a function of the signal efficiency for 1-prong and 3-prong
τ-lepton candidates fulfilling pT ≥ 20 GeV. The dotted and solid lines represent the results of scans of the
underlying BDT distributions. The red markers correspond to the three working points of loose, medium, and
tight ID requirements. The working points do not stay exactly on the line because they implement variable cuts to





ELC − Epile−up, |η|, nPV
) . (3.2)
Here, the pile-up contribution to the measured energy is found to be a linear function of the number of
primary vertices nPV and is applied in bins of the pseudorapidity η. The response function R is given
by the Gaussian mean of the ELC − Epile−up/Evistrue distribution, with Evistrue denoting the simulated energy
of the τ-lepton decay products without the neutrino contribution. The response functions for τ-leptons
with one reconstructed track and multiple tracks (multi-prong) are depicted in figs. 3.10(a) and 3.10(b),
respectively. The drop towards low energies stems from the increasing influence of pile-up effects and
needs to be approximated by linear function due to the energy threshold for τ-lepton reconstruction.
The achieved resolution of the baseline calibration is depicted separately for 1-prong and multi-prong










with a, b, and c denoting the sampling term, the noise term, and the constant term, respectively.
The second calibration approach targets the weak spot of the baseline calibration at lower energies. It
exploits the better energy measurement capabilities of the tracking system for of low-energy charged
pions and is referred to as Tau Particle Flow (TPF) [162].
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The linear coe cient A corresponding to the average contribution per vertex to the tau energy is shown
in Fig. 16. It is computed in bins of |⌘ |, np, Evistrue, and is then averaged over Evistrue bins. Following the
Run-1 convention, the pile-up o set vanishes for the average pile-up condition of the MC sample, i.e. for
NPV = hNPVi ' 14.
|η|
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Figure 16: Pileup correction factor A(|⌘ | , np)





response is computed for 1-prong and multi-prong tau decays separately, for various Evistrue and |⌘ | bins. For
each pseudorapidity bin, an analytic function is then used to fit the response as a function of the average
pileup-corrected energy. The result is displayed in Fig. 17. The rapid drop of the response at low energy
is caused by the increasing relative contribution from pileup (given the convention that was chosen for the
pileup correction). In the low-energy regime where EvisT,true . 10 GeV, the response is extrapolated using
a constant function.
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Figure 17: Detector response R for 1-prong (a) and multi-prong (b) tau decays.
6.2 Resolution and systematics
The resolution on the calibrated energy is computed as the Gaussian width of the Ecalib/Evistrue distribution.
As for the response, the resolution is computed for 1-prong and multi-prong tau decays, for several Evistrue
and |⌘ | bins. The Gaussian resolutions  E , shown in Fig. 18 as a function of the calibrated energy, follow
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The lin ar coe cient A corresponding to the av r g contribution per vertex to the tau energy is shown
in Fig. 16. It is computed in bins of |⌘ |, np, Evistrue, and is then aver g d over Evistrue bins. Following the
Run-1 convention, the pil -up o set vanishes for the aver g pil -up condition of the MC sample, i.e. for
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|η|













 = 13 TeV  Simulations
ATLAS Preliminary τ1-prong 
τmulti-prong 
Figure 16: Pileup correction factor A(|⌘ | , np)





respon e is computed for 1-p ong a d multi-prong tau decays separately, for various Evistrue and |⌘ | bins. For
each pseudorapidity b n, an analytic function is then used to fit the response as a function of the av r g
pileup-corrected energy. The result is displayed in Fig. 17. The rapid drop of the response at low energy
is caused by the increasing relative contribution fr m pileup (given the convention hat w s chosen for the
pileup correction). I the low-energy regime where EvisT,true . 10 GeV, the response is xtrapol ted using
a constant fu ction.
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Figure 17: Detector respon e R for 1-p ong (a) and multi-prong (b) tau decays.
6.2 Resolution and systematics
The resoluti n on the calibr ted energy is computed as the Gaussian width of the Ecalib/Evistrue distribution.
As for the respon e, th resoluti n is computed for 1-prong a d multi-prong tau decays, for several Evistrue
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where a, b, c are the sampling (or stochastic) term, the noise term, and constant term, resp ctively.
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Figure 18: Resolution on the ⌧had vis energy after calibration for reconstructed 1-prong (a) and multi-prong (b) tau
decays. Fits based on the parameterization from equation 3 are overlaid.
Systematic uncertainties on the tau energy scale calibration are evaluated from simulation, using the
alternative MC samples listed in section 3. Systematics are computed as the shift in the Gaussian mean
of the ET,calib/EvisT,true distribution of the alternative sample from them of the nominal sample. The non-
closure of the calibration in the nominal sample, which corresponds to the deviation from unity of that
same Gaussian mean, is also taken into account. The pileup uncertainty, which accounts for the remaining
dependence of the calibrated energy on the average number of interactions per bunch crossing µ, is found
to be less than 1%. The residual dependence with respect to the number of primary vertices NPV is of
the same order. The underlying event tune has a negligible impact on the calibration. The uncertainty
on the response is evaluated using the alternative Geant4 hadronic shower model, the alternative material
modelling and the variation of the calorimeter noise thresholds. The alternative shower model can a ect
the clustering of energetic cells into TopoClusters, as well as the classification of TopoClusters into
electromagnetic/hadronic categories (which a ects the LC-calibrated energy). The amount of material in
front of the calorimeter a ects both the dead-material correction weights (part of the LC calibration) and
the tau response R. The noise threshold variations estimate the sensitivity of the response to the modelling
of the calorimeter calibration in the simulation.
A more refined and exhaustive treatment of systematic uncertainties on the response was performed in
Run-1 [3]. However, the results of the particle deconvolution method [26] (which takes advantage of
single-pion response measurements in low-µ data and test beam data) are not yet available for Run-2.
While the Run-2MC-based response uncertainty partly covers the components entering the single-particle
response uncertainty, it does not account for the uncertainty on the EM-scale calibration (⇡0 !   ). As
the detector has not dramatically changed between Run-1 and Run-2, the Run-1 single-particle response
uncertainty has been included as an additional systematic uncertainty on the Run-2 tau energy scale,
inflated by a safety factor of 2. For 1-prong tau decays with |⌘ | < 0.8, the single-particle response
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where a, b, c are the sampling (or st chastic) t rm, the noise term, and constant term, respectiv ly.
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Figure 18: Resoluti n on the ⌧had vis energy after calibr tion for reconstructed 1-prong (a) and multi-prong (b) tau
decays. Fits based on the parameterization fr m equation 3 are overlaid.
Systematic uncertainties on the tau energy scale calibr t on are evaluated from si ulation, using the
alternative MC samples listed in section 3. Systematics are computed as the shift in the Gaussi n mean
of the ET,calib/EvisT,true distribution of the alt rnative sample from them of the nominal sample. The non-
closure of the calibr tion in the nominal sample, which corresponds to the deviation fr m unity of that
same Gaussian mean, is also taken into account. The pil up uncertainty, which accounts for the emaining
dependence of the calibr ted energy on the aver g number of interactions per bunch crossing µ, is found
to be less than 1%. The residual dependence with respect to the number of prima y vertic s NPV is of
the same order. The underlying event tu e has a negligib e mpact on he calibr t on. The uncertainty
on the response is valuated using the alt rnative Geant4 hadronic shower model, th alternative materi l
modelling a d the variation of the calorimeter noise thr s olds. The alt rnative shower model can a ect
the clustering of energetic cells into TopoClusters, as well as the classification of T poClusters into
electromagnetic/hadronic categories (which a ects the LC-calibr ted energy). The amount f materi l in
front f he calorimeter a ects both the dead-materi l correction weights (part of the LC calibr t on) and
the tau response R. The noise thr s old variations estima e the sensitivity of the respon e to the modelling
of the calorimeter calibr tion in the simulation.
A more refined an exhaustive reatment of systematic un ertainties on the respon e was performed in
Run-1 [3]. However, the results of the particle deconvoluti n method [26] (which takes advantage of
single-pion response m asurements i low-µ data and test b am data) re not yet avail ble for Run-2.
While the Run-2MC-based response uncertainty partly covers the comp nents eri g the single-particle
response uncertainty, it does not account for the uncertainty on the EM-scale ibr t on (⇡0 !   ). As
the detector has not dramatically changed b twe n Ru -1 and Run-2, the Run-1 single-particle respon e
uncertainty has been included as an additional systematic un ertainty on the Run-2 tau energy scale,
inflated by a safety factor of 2. For 1-prong tau decays with |⌘ | < 0.8, the single-particle respon e
uncertainty is valid up to T ' 500 GeV. Beyond this, test b am data c n no longer be used to constrain
the c arged-pion response.
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(d) multi-prong
Figure 3.10: Detector response as a function of the topo-cluster energy at the local hadron calibration corrected for
pile-up (a) a d (b), and e τ-lepton energy resolution as a function f the calibrated energy (c) and (d) for 1-prong
and multi-prong τ-leptons in the baseline calibration procedure [161]
The BRT used to obtain the final energy calibration is trained using a large set of discriminating
variables as described in detail in [159]. The performance of the BRT-based energy calibration with
respect to the baseline cali rati is depicted in fig. 3.11. Whil for high transverse omenta, the baselin
calibration performs equally well, the contribution of the TPF calibration o the BRT is clearly visible at
low pT.
The energy of τ-leptons used in the presented analysis is calibrated using the BRT-based approach.
Performance of the algorithms The performance of the sophisticated algorithms to reconstruct
hadronically dec ying τ-leptons and to separ te them from QCD jets an be studied in various ways. A
cross-check b twee data and simulation is perform d in a o-called tag-and-probe analysis [159] of
Z → ττ events. Here, one τ-lepton is required to decay hadronically while the second needs to decay
to via a muon. The muon is considered the tag, the hadronically decaying τ-lepton the probe. In that
analysis, the V + jets and top-quark contributions are estimated from simulation, while the multi-jet
contribution is estimated in a data-driven procedure. The agreement between the simulated prediction
and data is studied in the distribution of reconstructed tracks in a wider cone of ∆R < 0.6 around the
58
3.3 Object and event reconstruction
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Figure 3.11: Resolution of baseline and BRT-based energy calibration. The pT-resolution of the reconstructed
τ-lepton is shown as a function of the generated τ-lepton pT [159].
τ-lepton axis after a suitable event selection. The influence of the medium ID requirement on genuine
τ-leptons and different sources of faked τ-leptons is depicted in figs. 3.12(a) and 3.12(b), respectively.
By fitting the contributions from true and misidentified τ-leptons from jets before and after application
of the ID requirement, the effective efficiency and rejection can be determined from these distributions.
The deviation of the simulation from data is overcome by the application of correction factors obtained
in a comparison of the prediction to data. Since no significant deviation between different regions
of the τ-lepton pT or |η| are found, inclusive correction factors for 1-prong and 3-prong τ-leptons are
provided for all three working points. The results including statistical and systematical uncertainties are
summarised in fig. 3.12(c). The total uncertainties amount to < 5%. They are dominated by a systematic
uncertainty due to the modelling of the τ-lepton template used in the fit. The correction factors for the
medium ID working point are applied per object to the events containing reconstructed τ-leptons in
this analysis. The uncertainties on the correction factors are accounted for by designated systematic
uncertainties (cf. section 7.2).
In addition to the track multiplicity, the reconstruction of the τ-lepton energy is studied in the same
tag-and-probe analysis of Z → τµτhad events. In this notation, the regular hadronic τ-lepton is referred
to as τhad, while τµ labels a the leptonic decay of a τ-lepton into a muon. Based on the same event
selection, the invariant mass mvis of the system formed by the muon and the τ-lepton is used as an in-situ
measurement of the tau energy scale used for calibration12. The different predicted contributions to the
event spectrum are fitted to data, allowing the tau energy calibration to float around its nominal value. Any
deviations found are accounted for by correction factors in a similar fashion as for the ntrack distributions.
The resulting distributions of mvis for 1-prong and 3-prong τ-leptons are depicted in fig. 3.13.
The variations of the tau energy scale using the BRT-approach are found to be approximately 1%
for 1-prong τ-leptons and approximately 3% for 3-prong τ-leptons, each with a total uncertainty of
approximately 2% [159]. As for the studies of the track multiplicity, the correction factors for the tau
12 Since the neutrinos are neglected, the invariant mass of the τ-lepton-muon system is referred to as the visible mass mvis,
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Figure 3.12: Distributions of the track multiplicity ntrack of τ-leptons before (a) and after application of the medium
ID requirement (b). The track multiplicity is determined in cone of ∆R < 0.6 around τ-lepton axis. The true-tau
and jet contributions are fitted to the observed data while the fake-tau contribution from light leptons is fixed to its
nominal prediction from simulation. The uncertainties shown are statistical only. The correction factors needed to
match the predicted τ-lepton identification efficiency to the observation in data for different ID working points are
depicted in (c), including the total systematic and statistical uncertainties. All results are taken from [159].
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Figure 3.13: Distributions of the visible mass mvis of τ-leptons for 1-prong (a) and 3-prong (a) τ-leptons after
application of the medium ID requirement. The visible mass is the invariant mass of the system formed by the
muon and the τ-lepton. The distributions of Z → ττ signal events and Z → ``, W → `ν as well as Jet→ `τ faking
τ-leptons are fitted to data. The uncertainties shown are statistical only [159].
energy scale are applied to the simulation of τ-leptons in this analysis. The uncertainties are again
considered as designated systematic uncertainties.
3.3.5 Missing transverse momentum
For the presented analysis and many searches for Supersymmetry in general, the missing transverse
momentum pmissT and its magnitude, the missing transverse energy E
miss
T , are the most crucial physics
objects besides jets and τ-leptons. Conservation of momentum ensures the overall balance of all transverse
momenta in one collision. If, however, particles escape detection and hence carry away a fraction of the
total energy, this balance is disturbed. In the Standard Model, only neutrinos should contribute to the
EmissT of an event. On the other, a multitude of electrically neutral and only weakly interacting particles
are postulated, resulting in EmissT -based experimental signatures. Obviously, a measurement of the E
miss
T
is only possible through already measured other physics objects and eventually present unassociated












Every term in this representation is the x and y projection, respectively, of the negative sum of the
four-momenta of the underlying objects. The reconstruction and calibration of all contributing objects is
performed in the regular ways as introduced in the former paragraphs. Since signatures in the detector
can be reconstructed as multiple objects of different types, e.g. jets and τ-leptons, terms in the EmissT -
calculation are ranked. If a signature entered as an electron, for example, it cannot enter again as a
τ-lepton. The order of the summation of terms is hence important. The Emiss,SoftTermx(y) contribution contains
all jets below the reconstruction threshold of pT > 20 GeV as well as all tracks and clusters which have
not been assigned to any physics object. The Emiss,µx(y) term covers all combined muons which have matched
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measurements in both the inner detector and muon system and segment-tagged muons13. For combined
muons, the estimated energy loss in the calorimeter system is subtracted from the other calorimeter
contributions.
The obvious question of whether to calibrate the EmissT contributions of decay products of hadronically
decaying τ-leptons as jets or as τ-leptons is not further pursued in this thesis. Its
√
s = 8 TeV predecessor,
however, found that no significant impact is to be expected [15]. Hence, contributions from τ-leptons
enter the calculation of EmissT calibrated at the tau energy scale.
3.3.6 Overlap removal
As already briefly mentioned in the calculation of the missing transverse momentum, it is generally
possible for one particle to be reconstructed as different objects. Hadronically decaying τ-leptons, for
example, are obviously overlapping with the definition if regular jets as the reconstruction process of the
former is seeded by the latter. In such cases, the multiple-assigned objects point in the same direction in
the detector.
The necessary absence of any ambiguity is addressed by a procedure referred to as overlap removal,
applied to all events after the reconstruction and calibration of the physics objects. In general, light leptons
can be reconstructed with the highest precision and identified with the highest confidence, followed by
τ-leptons. Jets, on the other hand, are the most inclusive of objects. Genuine jets, along with τ-leptons
and electrons are reconstructed as jets regardless of their true nature, a removal of ambiguity is hence
indispensable. The following scheme of subsequently applied steps ensures that each signature in the
detector is assigned to its mostly likely source14:
1. A loose τ-lepton is discarded if it overlaps with an electron within ∆Ry = 0.2.
2. A loose τ-lepton is discarded if it overlaps with a muon within ∆Ry = 0.2.
3. An electron is removed if it shares an inner-detector track with a muon.
4. A jet is removed if it overlaps with an electron within ∆Ry = 0.2 and if it is not b-tagged.
5. An electron is removed if it overlaps with a jet within ∆Ry = 0.4.
6. A jet with Ntrack(jet) ≤ 2 is removed if it overlaps with a muon within ∆Ry = 0.2 and if it is not
b-tagged.
7. A muon is removed if it overlaps with a jet within ∆Ry = 0.4.
8. A jet is removed if it overlaps with a loose τ-lepton within ∆Ry = 0.2, regardless of the jet
flavour-tag.
The first four steps account for the higher confidence in the reconstruction of light leptons with respect
to τ-leptons and jets, as well as among each other. Steps 5–7 address the cases of light leptons emerging
from the decays of heavy flavour quarks inside of jets, while the last step represents the confidence in the
identification of τ-leptons once the event is cleared of other ambiguities.
Based on now ambiguity-free events, selection criteria towards an analysis of simulated physics and
data can begin.
13 A muon candidate is referred to as segment-tagged if an inner detector track is matched to a signal in the muon system but
the energy of the object is not sufficient to allow for an independent measurement in the outer tracking system.
14 For the overlap removal, the angular distance measure ∆Ry is used. Its definition substitutes the pseudorapidity η for the
rapidity of a particle y.
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CHAPTER 4
Simulation Procedures – Casting Models to
Reality
For many science experiments in general and the majority of particle physics experiments in particular,
reliable simulations are indispensable. The general idea is always to predict the outcome of the performed
experiment in either or a combination of the two following ways. Predictions of well-established and
precisely known theories, e.g. the Standard Model, allow for studies of the experiment’s performance
and estimation of systematic uncertainties. Simulations of new proposed models are necessary to gain
knowledge of how to search for the desired model. Analyses searching for models of new physics typically
require sufficient simulation-based predictive power from both sides. Knowledge of the Standard Model
and the desired BSM theory is necessary to separate the two from each other in order to make any reliable
statement about the new model’s compatibility with data. Precision of both simulated models is needed
to keep uncertainties low and the statistical predictive power high for interpretation. The forthcoming
sections present general considerations about simulations in particle physics and provide a more detailed
overview of the ones utilised in the context of the presented analysis.
4.1 Simulation of particle physics
It is natural to expect the first appearance of models of new physics in the tails of kinematic distributions
of predicted Standard Model processes – it is obvious to assume they would have been discovered already
if they were expected in the cores of distributions. Said tails, however, are typically difficult to model.
Theory-based predictions of extreme kinematic configurations often suffer from a lack of precision
and the challenge of calculation in general. A notorious example is the description of the transverse
momentum of the vector boson in V + jets processes. The simulation of SM processes for a BSM search
is complicated further by the fact that the kinematic regimes of interest typically come at a low production
cross-section. It is thus necessary to simulate a vast number of events to achieve sufficiently precise
modelling in the desired regions of phase-space.
For the simulation of particle physics at hadron colliders, the concept of factorisation is important.
It describes the separation of the hard scattering process and the long distance process of a collision
event. The hard scattering happens at short distances and can be predicted using perturbation theory.
The long distance process, on the other hand, can only be described phenomenologically. It covers the
sub-processes of hadronisation and the modelling of the underlying event. A schematic representation of
an example proton–proton collision illustrating the factorisation is depicted in fig. 4.1.
The hard scattering component of the event is depicted in red. It can be computed to higher orders of
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Figure 4.1: Schematic representation of an example proton–proton collision at the LHC [164]. The hard scattering
process is shown in red. Blue lines illustrate radiation process, the underlying event of interacting proton remnants
is depicted in purple. The hadronisation and showering of partons is coloured green.
perturbation theory. Initial and final state radiation produced by the high-energy incoming and outgoing
particles are coloured blue. The underlying event is highlighted in purple. It represents interactions
of the proton parts that do not participate in the hard scattering process. Due to their typically low
momentum transfer, processes of the underlying event are not accessible via perturbation theory. The
hadronisation of partons and their subsequent showering to the formation of jets is depicted in green.
These processes can only be modelled phenomenologically. An additional challenge at hadron colliders
is given by the substructure of the proton. The probability to find a certain parton at a certain fraction of
the proton momentum is described by the parton distribution function and needs to be taken into account
(cf. section 2.1.2).
The feature of factorisation can be exploited to divide the challenge of event simulation into smaller
subtasks. Before starting the actual chain of simulation steps, the input parameters to the simulation need
to be defined. While for Standard Model processes the inputs are known to high precision (cf. fig. 2.8),
the spectrum of particle masses and their couplings or branching fractions of BSM theories need to be
calculated for every signal scenario first.
For the different simulation steps, a multitude of software packages referred to as generators is available.
Integrated frameworks of generators such as Pythia [165, 166], Herwig [167–169], or Sherpa [170–173]
cover the entire chain of simulation. The starting point of the simulation process is the tree-level matrix
element of the hard interaction, followed by an integration over phase-space. In this way, parton-level
events are generated. Their final state particles undergo subsequent decay, hadronisation, and showering,
allowing for multi-particle final states. The integrated frameworks also take care of initial and final state
radiation, gluon emission, and further higher-order processes as well as simulation of the underlying
event.
64
4.2 Simulation of Standard Model physics
More specialised generators besides the integrated frameworks offer improvement in different steps.
The matrix element calculation with respect to multi-parton final states is addressed by Alpgen [174]. It
also computes the matrix element at tree-level but in slices of final state partons. In this way, it is easily
possible to simulate the production of e.g. a W-boson with up to six additional final state partons at matrix
element level. Typically, this approach yields a better description than calculation of the boson production
at tree-level and acquisition of the additional partons from showering. Since Alpgen only covers the
matrix element calculation, it needs to be be complemented by other generators for hadronisation, parton
showering and the underlying event simulation. A different approach is pursued by the generators
aMC@NLO [175–179] and Powheg [180, 181] as well as the successor of the latter Powheg-Box [182].
These generators offer computation of the matrix element at NLO. In such computations, however, an
overlap between the matrix element and the showering can occur which needs to be resolved. The
aMC@NLO generator introduces counter-events to subtract the showering effects while keeping the NLO
precision for inclusive observables. This approach requires prior knowledge of the showering process,
e.g. the showering algorithm the generator is interfaced to. The generators from the Powheg-family chose
a different approach. Here, the showering process is required to be ordered in pT. The matrix element
calculations are then performed up to the first emission at NLO, vetoing the subsequent showering (e.g.
from Pythia or Herwig) above the obtained momentum threshold of the computed first emission in the
matrix element.
Once the physics process from the proton–proton collision up to the showering and hadronisation
is simulated, the events are forwarded to a simulation of the ATLAS detector. Depending on the
required precision of the simulation and the available computing resources, either the complete GEANT4-
based [183] model of the detector or the fast simulation framework AFII [184] are used. In the latter case,
computing efforts are reduced substantially by substituting the individual shower interaction of a particle
with the detector with a parametrised description and keeping the rest of the detector model in GEANT4.
The fast simulation approach is only used for the signal samples of the models searched for in this thesis,
the Standard Model samples are all produced using the full detector simulation. The subsequent sections
provide an overview of the Standard Model and signal samples used in the context of this thesis as well
as the tools used to generate them.
4.2 Simulation of Standard Model physics
From the full set of Standard Model processes, the most relevant ones to this analysis are the production
of weak vector bosons V + jets and top quarks. These processes are assessed with utmost care in a
set of dedicated control regions (cf. section 6.1), where their agreement with the observed data is
studied and their prediction is corrected accordingly. Moreover, the influence of the chosen simulation
setup on the predicted physics is studied and parametrised by a large set of systematic uncertainties (cf.
section 7.3). In principle, the production of multiple weak vector bosons, referred to as VV processes,
can also produce signal-like detector signatures. Due to the low production cross-section of such events
and the difficult challenge of their isolation, VV contributions are considered by its nominal prediction
without corrections of its normalisation. Due to its large cross-section and challenging non-perturbative
underlying calculations, the irreducible contribution arising from QCD-induced multi-jet production is
not simulated but estimated from data directly (cf. section 6.2). At the starting point of this analysis as
presented in the forthcoming chapters, the SM processes are considered at the highest available order of
cross-section calculations.
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V + jets The samples for V + jets processes are generated by Sherpa. The matrix element (ME)
calculations include up to two partons at next-to-leading order (NLO) and up to four additional partons at
leading order (LO) in perturbative QCD using the OpenLoops [185] and Comix [172] ME generators,
respectively [8]. The phase-space merging between the Sherpa parton shower [173] (PS) and the MEs
follows the ME+PS@NLO prescription [171]. The inclusive cross-sections are normalised to a next-
to-next-to-leading order (NNLO) calculation in QCD [186] based on the FEWZ program [8, 187]. The
simulation process is performed separately for events containing only light quarks (u, d, s, assumed to be
massless), events containing c- but no b-quarks, and events with b-quarks. Furthermore, the simulation is
binned in the pT of the vector boson and the truth-level HT (cf. section 5.4). This segmented simulation
process ensures better populated tails of various kinematic distributions that are crucial to a multitude of
analyses. For studies of systematic uncertainties introduced due to the choice of the used generators, an
additional comparison sample for W(τν) + jets processes is used. It is generated using MG5_aMC@NLO
interfaced to Pythia. The ME calculation is performed at tree-level and includes the emission of up to
four additional partons [8].
Top-quarks The samples for the production of pairs of top-quarks as well as single top-quarks are
simulated using the Powheg-Box generator for calculations of the MEs. The subsequent modelling of the
PS, the hadronisation, and the underlying event are simulated using Pythia. The cross-section calculations
are carried out at NNLO in perturbative QCD with the resummation of next-to-next-to-leading-logarithm
(NNLL) soft gluon terms using the Top++ 2.0 program [8, 188]. Potential overlap between tt¯ and single-t
events beyond LO is avoided by the removal of the corresponding diagrams from the ME calculation
step. The tt¯ samples are segmented in a similar fashion as the V + jets samples, binned in truth-level
EmissT and HT. In order to have the highest possible amount of statistics available, a dedicated merging
scheme of the individual is developed [189]. The single-t samples are produced separately for s-channel
and t-channel diagrams, Wt-production as well as the individual cases of weak vector or Higgs-bosons
associated to the production.
For the evaluation of systematic uncertainties due to the chosen generator for tt¯ production, additional
comparison samples are used. Uncertainties due to variations in the used PDF set and the hadronisation
scale are derived on PowhegBox+Pythia8 samples and applied to the nominal PowhegBox+Pythia6
prediction. The influence of the model of the hard scattering process is evaluated by a comparison
of MG5_aMC@NLO and Powheg-Box samples both interfaced to Herwig++. Uncertainties due to
the hadronisation model and underlying event are assessed by a comparison of Powheg-Box samples
interfaced to Pythia and Herwig++. Finally, an uncertainty due to the modelling of ISR is studied
by varying the Powheg-Box parameter, which controls the pT of the first additional parton emission
beyond the Born configuration [8]. Due to the minor influence of single-t processes (cf. section 7.3), no
additional systematic uncertainty samples are considered. Instead, overall cross-section uncertainties are
considered obtained by the Hathor 2.1 program [190, 191] using the PDF4LHC [192] prescription with
the MSTW2006 68% CL NLO [193, 194], CT10 NLO [195], and NNPDF2.3 [196] PDF sets.
The usage of Sherpa as the nominal generator also for the simulation top-quark events has been studied
to a greater extend [189] but found to be unfeasible due to an incorrect modelling of the τ-lepton spins
and their correlation. Although a recovery of these crucial pieces of information is in principle possible
using the TauSpinner tool [197] as performed in the early version of the presented analysis [9], the
results found are not convincing [189]. Moreover, the chosen Powheg-Box samples are available with a
substantially larger number of simulated events.
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4.3 Signal simulation
VV Processes involving the production of multiple weak vector bosons are generated using Sherpa.
The amount of available statistics is enhanced by merging samples from two generation periods with
different software versions. Processes with fully leptonic final states are calculated with up to one parton
for the 4` and 2` + 2ν samples or no parton for the 3` + 1ν samples at NLO, and up to three additional
partons at LO. Processes with one of the bosons decaying hadronically and the other leptonically are
simualted with up to one parton for the ZZ or no parton for the WW and WZ samples at NLO, and up
to three additional partons at LO [8]. An overview of the generator configurations of all samples used
in the context of this thesis is provided in table 4.1. A detailed list of all used samples is compiled in
appendix F.




Pile-up Pythia 8.186 [198] MSTW2008LO [193] — A2 [199]
W + jets Sherpa 2.2.1 [170] NNPDF3.0nnlo [200] — Sherpa default
Z + jets Sherpa 2.2.1 NNPDF3.0nnlo — Sherpa default
tt¯ Powheg-Box v2 [182] CT10 [195] Pythia 6.428 [165] CTEQ6L1 [201]
+ Perugia2012 [202]
Single-t Powheg-Box [182] v1 CT10 Pythia 6.428 CTEQ6L1
+ Perugia2012
VV Sherpa 2.2.2 [170] NNPDF3.0nnlo — Sherpa default
Sherpa 2.2.1 NNPDF3.0nnlo — Sherpa default
Systematic
samples
W(τν) + jets MG5_aMC@NLO NNPDF2.3lo [203] Pythia 8.186 A14 [204]
v2.2.3 [205]
tt¯ Powheg-Box v2 NNPDF3.0nlo Pythia 8.210 [198] NNPDF2.3lo + A14
MG5_aMC@NLO CT10 Herwig++ 2.7.1 [168] UE-EE-5-CTEQ6L1 [206]
v2.2.3
Powheg-Box v2 CT10 Herwig++ 2.7.1 UE-EE-5-CTEQ6L1
Signal
samples
g˜g˜ model MG5_aMC@NLO NNPDF2.3lo Pythia 8.186 A14
v2.2.3
GMSB Herwig++ 2.7.1 CTEQ6L1 — UE-EE-5-CTEQ6L1
Table 4.1: Overview of the simulated SM and signal samples used in the context of this thesis, the used generators,
parton distribution functions, showering models, and the underlying event models. For setups where the matrix
element calculation tool is different from the tool for the modelling of the underlying event, the used PDF sets can
differ.
4.3 Signal simulation
The signal models introduced in sections 2.2.2 and 2.2.4 are each described by two free parameters. The
two-dimensional parameter-space of each model is covered by a finite selection of parameter pairs for
which a similar simulation process as for the Standard Model processes is performed, giving rise to the
nomenclature of a parameter grid. For the simplified model grid, 169 points are simulated, covering the
ranges of 665 to 2 425 GeV in m(g˜) and 105 to 1 305 GeV in m(χ˜01). The spacing of the grid is chosen
such that in addition to the overall range, different mass splitting scenarios between m(g˜) and m(χ˜01) are
accessible. The simplified model is simulated using MG5_aMC@NLO interfaced to Pythia. The ME–PS
matching is performed using the CKKW-L prescription, with a matching scale set to one quarter of the
gluino mass [8]. For grid points with a small difference between the masses of the gluino and the LSP,
a generator-level requirement on the pT of the highest-energy jet is imposed to enforce a higher boost
of the SUSY particles recoiling against the jet. In this way, a better detector acceptance of the decay
products is ensured.
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The GMSB model is simulated using Herwig++. The input SUSY spectra are provided in the SLHA
format, generated using SPheno v3.1.12 [93]. The PS evolution is performed using algorithms described
in [168, 207–209]. For the GMSB model, 71 grid points are simulated, covering a range of 70 to 150 TeV
in equidistant steps of 10 TeV in Λ and 2 to 60 in tan β. For tan β < 20, the step-size is smaller, allowing
for a more precise assessment of the Co-NLSP regime.
Signal cross-sections for both models are calculated to next-to-leading order in the strong coup-
ling constant, adding the resummation of soft gluon emission at next-to-leading-logarithm accuracy
(NLO+NLL) [210–214] using the Prospino program [210]. The nominal cross-section and its uncertainty
are taken from an envelope of cross-section predictions using different PDF sets and factorisation and
renormalisation scales, as described in [8, 215]. An overview of all studied signal samples is again
compiled in appendix F, including the filter efficiencies of the simplified model jet filter.
4.4 Corrections of the simulation
Different sources limitations render any particle physics simulation an imperfect description of reality.
Limited mathematical precision (e.g. the order of perturbation theory calculations) or computational
efforts (e.g. the number of simulated events) cannot be remedied once the simulation has been performed.
Deviations due to assumptions of the experimental model made prior to the simulation process can be
corrected a-posteriori. An example of such a correction is the application of scale factors to an event for
every reconstructed τ-lepton to match the reconstruction performance in simulation to the one in data.
Other corrections may depend on properties of the overall event. The forthcoming paragraphs briefly
explain the implementation of corrections of the latter type applied in the presented analysis.
4.4.1 Pile-up reweighting
The simulation of particle collisions a priori to the recording of data faces the challenge of unknown
operation conditions of the accelerator and the detector. A particular obstacle is simulation of pile-up.
Ideally, the simulation is performed based on data taken under the actual experimental conditions. The
development and testing of analysis strategies prior to the data taking, however, requires the availability
of simulated events.
The contradiction is overcome by assuming a hypothetical pile-up model as input to the simulation.
The characteristic distribution of the average number of interactions per bunch-crossing 〈µ〉 is taken as
a measure of agreement between simulation and data1. The distribution of 〈µ〉 after application of the
1τ pre-selection (cf. section 5.6) is shown in fig. 4.2. The shape of the originally simulated distribution
(green) in the MC15c simulation campaign clearly deviates from the one measured in the combined data
(black) taken in 2015 and 2016. It is more narrow and pronounced.
The discrepancy between the input 〈µ〉 profile and data is corrected by the application of re-weighting
factors, ultimately matching the distributions of data and simulation (red) in fig. 4.2. The remaining
deviations between data and the re-weighted simulation are addressed by a designated systematic
uncertainty as described in section 7.2.
1 Since the actual number of interactions per bunch-crossing cannot be measured directly, its average is the chosen as a measure
of pile-up.
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Figure 4.2: Distribution of the average number of interactions per bunch-crossing 〈µ〉 in data and simulation. The
pre-selection of the 1τ channel (cf. section 5.6 is applied. The simulation distributions comprise all simulated SM
samples used in this analysis. The distributions are normalised to unity to allow for a comparison of the shape.
4.4.2 b-tag reweighting
Processes involving top-quarks pose one of the major and irreducible Standard Model contributions to this
analysis (cf. section 5.2). The modelling of simulated top-quark events is assessed in dedicated regions
of phase-space, which ensure a high top-quark contribution by requiring b-tagged jets (cf. section 6.1).
The correct simulation of the b-tagging as introduced in section 3.3.2) is hence a crucial aspect. As
explained ibid., dedicated analyses are used to calibrate the efficiency of the selection algorithms. Despite
the dedicated calibration procedures, no a priori agreement between the simulated b-tag selection and
the one obtained from data is observed. Similar as for the pile-up or τ-lepton corrections, scale factors
are introduced to measured performance in simulation. The correction applied depends on the overall
kinematics of the events, the number of real b- and c-jets, and the response of the tagging algorithm. It is
thus calculated on an event-by-event basis rather than for individual objects. Any bias in selection not
requiring b-tagged jets is avoided by only applying the re-weighting to events that fulfil all kinematic
requirements on the control sample.
4.4.3 Further corrections
Similar considerations as for τ-leptons and b-tagged jets can be made for electrons and muons, too. In a
similar fashion, corresponding correction factors are obtained and applied to the respective events in the
presented analysis. Corrections that are unique to the presented analysis and not prescribed for other




Analysis Design and Strategy – The Map to
SUSY
The search for squarks and gluinos as first hints towards the existence of Supersymmetry is an ambitious
endeavour. The ATLAS detector at the
√
s = 13 TeV Large Hadron Collider provides both the unique
opportunity to search for SUSY at the highest available energies as well as a challenging experimental
environment. The multitude of experimental and theoretical results obtained in the last decades motivate
the choice of the models introduced in section 2.2. The ever increasing limits on the masses of sparticles
and SUSY parameters narrow down the available phase-space and require new, tailor-made analysis
procedures for further assessment. The analysis presented in the context of this thesis represents the
advancement of searches for SUSY at
√
s = 8 TeV, involving the presence of jets, missing transverse
momentum and τ-leptons [13, 15]. It makes use of more advanced procedures of signal extraction and
estimation of the Standard Model contributions based on the increased amount of available statistics. This
chapter describes the general strategy of the analysis in the search for signals of SUSY and discusses the
different approaches that are pursued. The introduction of the tools used for signal isolation, assessment
of the Standard Model processes and extraction of the results is motivated by the expected physics
signatures.
5.1 Expected physics signatures
The long ongoing search for hints towards the existence of SUSY has lead to models of ever smaller
production cross-sections. Their expected occurrence is hence rare with respect to processes arising
from the Standard Model. An illustration of the expected abundance of Standard Model physics with
respect to an example SUSY model is given in fig. 5.1. It displays measured and predicted production
cross-sections of various SM processes and an example simplified model signal scenario. For the majority
of SM processes relevant in the context of this analysis, i.e. the production of top-quarks and electroweak
gauge bosons (W + jets, Z + jets, VV), the production cross-sections are expected to exceed those of
SUSY models by several orders of magnitude. In order to find any SUSY signal, it is hence necessary to
develop a selection mechanism.
The extraction of signal events from the vast amount of recorded data can be carried out by imposing
selection criteria that only signal events are expected to pass. The design process of such a suite of
criteria—each being referred to as a cut—starts with the characteristics of the signal models of interest.
In a nutshell, the simplified model is characterised by the following list of features that can be inferred
from fig. 5.2(a) and their correlations amongst each other.
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Figure 5.1: Summary of several Standard Model total and fiducial production cross-section measurements, cor-
rected for leptonic branching fractions, compared to the corresponding theoretical expectations. All theoretical
expectations were calculated at NLO or higher. The luminosity used for each measurement is indicated in the
legend. Uncertainties for the theoretical predictions are quoted from the original ATLAS papers. They were not
always evaluated using the same prescriptions for PDFs and scales. The Wγ and Zγ theoretical cross-sections
have non-perturbative corrections applied to the NNLO fixed order calculations (PRD 87, 112003 (2013)). Not all
measurements are statistically significant yet [216]. To the right, a red line marks the total production cross-section
of an example simplified model point (m(g˜) = 1 705 GeV, m(χ˜01) = 345 GeV, σtot. = 4.57 fb). An example for the
GMSB model with Λ = 120 TeV and tan β = 40 would have a production cross-section of σtot. = 11.10 fb.
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(b) Example GMSB diagram
Figure 5.2: Reconstructable physics objects in the simplified model of gluino pair-production (a) and for an
example diagram of the GMSB model (b). Particles reconstructed as jets are marked in blue, τ-leptons in green and
contributions to the event’s overall missing transverse momentum in red. Light leptons are displayed in black.
• the presence of numerous jets with properties depending on the energy available in the decay of
the gluino,
• the presence of (multiple) τ-leptons, their properties also depending on the available energy in the
decay of the mother sparticle
• and the presence of missing momentum due to escaping particles such as neutrinos (also introduced
from decays of the τ-leptons themselves) and the LSPs. As for the jets and τ-leptons, the available
energy in the production process of the neutrinos and the LSP is expected to drive the amount of
missing momentum.
• Besides, the absence of any prompt light lepton is noteworthy. Electrons or muons are only
expected in the case of leptonic decays of τ-leptons – a case which is not considered here but
which has been subject to exploration [217, 218].
• The list of reconstructible physics objects is completed by jets arising from bottom-quark decays.
Since the decay of the gluino is inclusive with respect to quark flavours, no requirements regarding
the presence of b-tagged jets are imposed in the search for signal.
The experimentally accessible signatures of the GMSB model can be inferred from the production
and decay diagram in fig. 5.2(b): the characteristic τ-leptons are accompanied by multiple jets arising
from decays of squarks (or gluinos), as well as missing momentum from the undetectable gravitino LSPs
and neutrinos in the τ-lepton decays. The most striking difference can also directly be inferred from
said figure: the GMSB model does allow for the presence of light leptons, e.g. emerging from decaying
sleptons.
A special characteristic of both models is the number of produced τ-leptons. Due to the different
possible decays of gluinos and gauginos in the simplified model and due to the rich sparticle spectrum of
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Figure 5.3: Number of truth-level τ-leptons ntruthτ (truth-matched τ-leptons n
truth-matched
τ ) summed up for all signal
points of the simplified model of gluino production (a) ((c)) and the GMSB Model (b) ((d)). The distributions are
normalised to unity to ensure comparability.
the GMSB model in general, the τ-lepton multiplicity can vary. Folding this effect with the reconstruction
efficiencies for one or multiple τ-leptons in the ATLAS detector, the number of expected τ-leptons
that can actually be used for signal extraction from data becomes a crucial variable. For both models,
the number of generated or truth-level1 τ-leptons and of reconstructed τ-leptons that are matched to a
truth-level τ-lepton 2 is depicted in fig. 5.3. While both models are initially rich in signatures involving
multiple τ-leptons, the number of actually reconstructed τ-leptons is likely to be smaller. This effect is
later exploited for the design of the search.
1 Quantities as predicted by the simulation before interaction with and reconstruction by the detector are referred to as
truth-level quantities. They are to be distinguished from reconstruction-level quantities that are obtained after an event has
undergone the detector simulation and reconstruction.
2 A truth-matched reconstructed τ-lepton has a truth-level τ-lepton within a cone of ∆R = 0.2 around its reconstructed
four-vector axis.
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(f) Leptonic scenario, 2τ
Figure 5.4: Example production diagrams for W + jets processes with one ((a), (b), (c)) or two ((d), (e), (f), [15])
detectable τ-leptons in the final state. Objects marked in blue are detected as jets, green ones as τ-leptons, while
red ones contribute to the measured missing transverse momentum.
5.2 Standard Model background processes
From the example SM processes depicted in fig. 5.1, some can exhibit detector signatures that resemble
the ones that are expected for the signal models. The set of those processes is referred to as background.
The largest contribution to the background spectrum by far originates from multi-jet production – fig. 5.1
shows O(5 × 105 pb) for di-jet production and O(106 pb) for fully inclusive jet production. Since multi-jet
production due to the strong force does not allow for the production of any escaping particle nor any
τ-lepton, such events are intrinsically suppressed in this analysis. However, small contributions due to
mis-measurements of jets, jets falsely being identified as τ-leptons, or from semi-leptonic decays of
b-jets are still possible and have to be considered in the overall background estimation.
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Of major importance are processes where the charged weak gauge boson W is produced, typically in
association with additional jets from initial or final state radiation. Example diagrams illustrating different
kinds of W + jets production that contribute to the background spectrum are shown in fig. 5.4. The
fully hadronic case where the W-boson decays into two quarks contributes with the largest cross-section.
Although without any selection applied, this background is indistinguishable from multi-jet production,
it is still two orders of magnitude less abundant than the latter. The decay of the W-boson into a τ-lepton
and the corresponding neutrino poses the only source of genuine τ-leptons from W + jets production.
Here, missing momentum can originate from the neutrinos in the decay of the W-boson and the further
decay of the τ-lepton. Any τ-lepton required beyond the first one has to be a mis-identified jet. Finally,
the decay of the W-boson into any light lepton and the corresponding neutrino contributes the smallest.
Although genuine missing transverse momentum can be measured in this scenario, any reconstructed
τ-lepton has to a mis-identified jet from a QCD process. Considering the cross-section visualisation in
fig. 5.1, the different numbers of necessary additional jets and the probabilities of jets being mistaken for
τ-leptons, it becomes clear that W + jets poses a stronger background contribution when requiring only
one τ-lepton than multiple.
Already with a smaller inclusive cross-section, production of the neutral weak gauge boson Z con-
tributes to the background spectrum. Example diagrams of signatures that can mimic physics of signal
models are depicted in fig. 5.5. As for the W + jets scenarios, in the fully hadronic case τ-leptons have
to be mis-identified jets and missing transverse momentum has to arise from jet mis-measurements or
semi-leptonic decays of b-jets. Again, without any selection applied, this scenario is indistinguishable
from multi-jet production but comes at much lower cross-sections. In contrast to any W + jets scenario,
two genuine τ-leptons can be produced by the decay of the Z-boson, along with missing momentum from
the involved neutrinos. The decay of the Z-boson to a neutrino pair leaves genuine missing transverse
momentum in the detector but requires additional jets to be mis-identified as τ-leptons. Not displayed
is the decay of the Z-boson to a pair of light leptons. It resembles the latter scenario but would require
jet mis-measurements or the presence of semi-leptonically decaying b-jets to incorporate the missing
transverse momentum. Depending on the number of required final state τ-leptons, different decay patterns
of the Z-bosons contribute. The decay to two τ-leptons is relevant when two τ-leptons are required, the
decay to two neutrinos poses a background in scenarios with only one τ-lepton.
Finally, production of top-quarks poses an important background to this analysis. Due to their high
mass, top-quarks can decay via real W-bosons into a rich spectrum of lighter particles, including all lepton
flavours and all lighter quarks. This unique feature enables decays of top-quark pairs to virtually mimic
any signal signature. This includes multiple genuine and fake τ-leptons, genuine missing transverse
momentum, as well as multiple jets. This fact renders the tt¯ background irreducible to this analysis. For
final states where two τ-leptons are required, example diagrams of the production and decay of top-quark
pairts are shown in fig. 5.6. Due to their smaller production cross-section and the reduced possibility
to produce detected τ-leptons, the production of single top-quarks is only a minor background to this
analysis. The low cross-section of tt¯ production in association with additional gauge bosons renders it
also negligible. The remaining parts of the background spectrum are production processes of two weak
gauge bosons (referred to as VV or di-boson). In principle, they can exhibit signatures as rich as those of
tt¯ processes. Their lower production cross-section, however, makes such events a minor background. The
rare processes including the presence of more than two gauge bosons or a Higgs boson are not considered
due to their low cross-section as studied in [13, 15].
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(f) Invisible scenario, 2τ
Figure 5.5: Example production diagrams for Z + jets processes with one ((a), (b), (c)) or two ((d), (e), (f), [15])
detectable τ-leptons in the final state. Objects marked in blue are detected as jets, green ones as τ-leptons while red
ones contribute to the measured missing transverse momentum.
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(c) Hadronic scenario, 2τ
Figure 5.6: Example production diagrams for tt¯ processes with two detectable τ-leptons in the final state [15].
Objects marked in blue are detected as jets, green ones as τ-leptons while red ones contribute to the measured
missing transverse momentum.
5.3 Analysis strategy
With knowledge about the signal models and the background processes to be expected in this search, the
general analysis strategy can be introduced. The first step is to develop selection criteria that suppress
background but affect the signal models as little as possible. By imposing cuts on data and simulation
alike, signal-like events are filtered. Since this procedure is equivalent to narrowing down the available
phase-space into smaller regions, such a suite of cuts is also referred to as a signal region (SR). The
extraction of results in a SR is performed by means of hypothesis tests. The agreement between the
combined signal-plus-background hypothesis and the background-only hypothesis with the observed data
is quantified by fitting the the respective simulations to data. The results of these hypothesis tests or fits are
the foundation for any further statements about the validity of the tested models. A detailed explanation
of the utilised fitting procedures and the interpretation of their results is provided in appendix G.
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Signal region concepts Depending on the desired approach of result extraction, the available amount
of data, and the statistical tools, the design of SRs can follow different paradigms. An approach that has
been used frequently in the past [9, 12, 13, 219] is to suppress the background of the Standard Model as
strongly as possible, condoning a simultaneous loss in signal events due to strong selection criteria being
imposed. Following this paradigm, the extraction of results is based on the overall number of events (so-
called yields) in the recorded data, the expected background and predicted signal, and their uncertainties –
all being measured in the respective signal regions. This procedure is particularly effective for analyses
that suffer from little data to base the evaluation on since only the overall yields and uncertainties are
of interest. Due to the low available amount of recorded data in the first
√
s = 13 TeV period of LHC
in 2015, this has been the sole approach also in the exploration phase of this thesis [9]. Although more
integrated luminosity has been collected in the
√
s = 8 TeV periods of the LHC, limitations in statistical
tools constrained [12, 13, 219] to use only this approach. Since under this paradigm, the normalisation of
the signal and background predictions is fitted to data, such an SR is referred to as normalisation-fit SR.
Once the basic number of events available for an evaluation is higher, a more refined procedure
can be applied more reliably. Instead of only counting data and simulated events, the comparison of
of characteristic distributions can be exploited to discriminate signal from background. The higher
statistics allow for studies of binned distributions which look different for signal and background. In the
this approach, the normalisation of signal and background is fitted using bins of a given distribution,
resembling a fit of the shape of that distribution. This technique is hence referred to as shape-fit or
multi-bin fit, introducing a corresponding nomenclature for SRs designed under this paradigm. Since the
shape of the distribution in which the multi-bin fit is performed is not a free parameter of the underlying
signal models, the term multi-bin fit is used for further reference. In accordance to that choice, the
normalisation-fit approach is further referred to as single-bin fit.
The general idea of this approach is illustrated in a simplified example in fig. 5.7. Two different
signals that have identical yields in a SR but look different in a binned histogram of a variable that has
discriminating power. They can be separated by using said distribution instead of only the total yields.
More important than discriminating two signals from each other is the enhancement of the confidence into
hypothesis tests that quantify the agreement between observed data and different proposed hypotheses.
While a single-bin fit is equivalent to merging all bins of a distribution, only considering the significance3
of the overall yields, a multi-bin fit gives more weight to significant bins than to insignificant ones. This
way, the outcome of a multi-bin fit arises from a more constrained foundation and can give more trust-
worthy result. These aspects are covered in extensive detail in appendix G, motivating and illustrating the
benefits of this technique further. The multi-bin fit approach does not only come with statistical benefits,
but also enables a SR to probe a wider phase-space. The higher number of events that are used to build
the distribution that is fitted later, arise from less strict cuts. This softer selection does not only allow for
more background and signal alike that can be separated by the shape differences. It also allows signals to
enter the evaluation process in the SR, which would not enter stricter single-bin SRs. Thus the multi-bin
fit approach can probe areas of the model phase-space that a single-bin fit would not address because
it is simply not tailored towards it. While in the SR design process for the single-bin fit a compromise
between signal significance and signal diversity has to be found, the multi-bin fit intrinsically fosters both.
Both of these approaches, the single-bin fit and the multi-bin fit, are used in this analysis. The necessary
developments are presented, and a comparison and discussion of their performance is carried out.
Regardless of the chosen fitting approach, the exact design of the different SRs is dependent on the
number of τ-leptons available. Sections 5.1 and 5.2 have outlined that the number of τ-leptons, which
are to be expected, strongly varies depending on the type of background or signal.
3 There are different ways of defining significance. For additional details see appendix B.
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Figure 5.7: Example distribution for a multi-bin fit. In multiple bins of an arbitrary observable, two signals with the
same event yield but different shapes are displayed above the same background. The difference in the signal shapes
can be exploited to determine the signal model that agrees better with the observed data.
As a consequence of these expectations, the analysis is split into two so-called signal channels,
separating signatures depending on the number of reconstructed τ-leptons. The 1τ channel exclusively
considers signatures with exactly one reconstructed τ-lepton. The 2τ channel addresses all signatures
containing multiple τ-leptons, requiring at least two reconstructed τ-leptons. In the 1τ channel, two
single-bin fit SRs are designed that are tailored towards the simplified model. They are complemented
by two single-bin fit SRs in the 2τ channel. The set of these four SRs is mutually exclusive, each SR
probing a different part of the simplified model phase-space. A multi-bin fit SR is developed in the 2τ
channel to explore the potential gain of this approach. It is a substitute for the 2τ high-mass single-bin
SR and hence mutually exclusive with respect to the other three single-bin fit SRs of both channels.
Based on earlier sensitivity studies [9], a designated single-bin fit SR tailored towards the GMSB model
is only developed in the 2τ channel. It is based on stricter requirements on the same observables as the
high-mass SR of the 2τ channel and hence also mutually exclusive with respect to the other three single-
bin fit SRs of both channels. As mentioned in section 3.3.4, τ-leptons that are reconstructed and properly
identified are reconstructed only from hadronic decays – leptonic tau decays are not reconstructed as
τ-leptons but as the corresponding leptons. This fact has been exploited in the
√
s = 8 TeV studies [12,
13, 219, 220] by means of additional signal channels that target τ + e and τ + µ signatures, effectively
looking for signatures of two τ-leptons with one of the τ-leptons decaying leptonically. Due to the small
branching fraction of these τ-lepton decays, the expected benefit of incorporating these additional signal
channels is small. These analysis strategies are hence neither pursued any further in the studies with√
s = 13 TeV data [8, 9] nor in this analysis.
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Background estimation Regardless of the technique used for the extraction of results, it is necessary
to have a reliable prediction of the expected Standard Model background in the SRs. In this analysis, the
background model is studied, constrained, and validated to ensure its reliability.
In a first step of the background prediction procedure, so-called control regions (CRs) are designed. In
contrast to SRs, CRs are signal-free regions of phase-space tailored to study specific kinds of background.
A CR is built for every major contribution to the background spectrum of this analysis, e.g. W + jets
processes with decays into genuine τ-leptons. Each CR is designed such that its composition is dominated
by the respective type of background process.
As computational power and precision as well as analytical knowledge are limited, the simulated
background prediction does not describe the observed data perfectly. The quality of the description is
improved by performing an adjustment of the different backgrounds to data in all CRs. All background
normalisations are varied simultaneously until the best possible agreement across all CRs is found. Each
CR hence contributes the strongest to the normalisation of its respective background component and acts
as a simultaneous constraint on all other background normalisations. In order for this approach to work,
the individual CRs need to be mutually exclusive to avoid any double-counting of events when carrying
out the fit of the normalisations4 and hence avoiding unnecessary bias. While the absence of any signal is
crucial to not spoil the adjustment of the background to data, it is helpful to ensure an as high as possible
purity of the backgrounds of interest in their respective CRs. However, leaving a sufficient amount of
events to perform the adjustment with is also of major importance to not be subject to unnecessarily
high statistical fluctuations and hence uncertainties on the obtained normalisation. The output of this
procedure are normalisation-factors (NFs) that are used as additional scaling factors for the backgrounds
to match the prediction in the best possible way to the observed data in all regions of phase-space. While
an NF close to 1.0 with a small uncertainty indicates good modelling of the corresponding background
process in a CR with good statistics, NFs deviating from unity point towards potential modelling issues of
the process of interest. High uncertainties on the NFs indicate insufficient statistics to carry out a proper
fit or the influence of systematic uncertainties. More details on the concept of adjusting the Standard
Model background and the NFs are provided in chapter 6.
The modelling of the backgrounds is not only assessed by evaluation of the resulting NFs but also
by means of so-called validation regions (VRs). While the mutually exclusive CRs do not share any
phase-space with the signal-rich SRs, the VRs are, in every respect, just in between CRs and SRs:
validation regions are designed such that they probe the phase-space gap between CRs and SRs and
hence the extrapolation from the the background-fit regime to the application in the SRs. Since no fit of
any kind is performed in the VRs, they do not necessarily need to be mutually exclusive with respect to
each other – which they are nevertheless in this analysis. The assessment of the extrapolation is carried
out by application of the NFs to the backgrounds in the VRs and a following check of the modelling
of backgrounds in the variables that are used for the definition of the SRs. Agreement between the
background prediction and data in the VRs is an indicator for a reliable background estimation in the
SRs later on where the same NFs are applied in the same way. In order for this assessment to work, the
absence of signal in the VRs needs to be ensured, just as for the CRs.
As a novelty with respect to earlier studies [9, 13, 219], this analysis uses one mutual set of CRs for
both channels, estimating the background to each SR, regardless of the channel, in the very same way
and free of any overlap in phase-space (cf. fig. 6.11 in section 6.4). Since VRs are supposed to probe
the transfer from the CRs to the SRs, their design depends on the SRs and hence on the signal channel.
4 The adjustment of the Standard Model background prediction to the observed data in the CRs is performed by treating
individual normalisations as free parameters in a simultaneous fit. This fit is referred to as background-only fit and to be
distinguished from the fit performed to extract signal information as introduced before. Further details on the background-only
fit can be found in section 6.1 and in appendix G.
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As a consequence, VRs are designed for each signal channel individually. The set of mutual CRs in
combination with the aforementioned set of signal regions allows for several major advancements of this
analysis with respect to [9, 13, 219].
A) It marks the first attempt to utilise the multi-bin fit approach for result extraction and allows for a
direct comparison with the single-bin fit approach that is carried out in parallel.
B) The mutual exclusiveness of the four single-bin fit SRs and their mutual background estimation
allow for a simultaneous fit of the four SRs. This point marks a substantial improvement of this
analysis over earlier studies [9, 13, 219] in terms of sensitivity to the signal models searched for:
the ability to use four different SRs, each addressing a different part of phase-space, allows for
inclusion of all possible signatures into the search for signal – particularly considering 1τ and
2τ signatures at the same time. This approach is superior to the combination of SRs that are
not mutually exclusive based on the best expected performance. In the case of [9, 13, 219], for
example, only results of one of the two channels—either the 1τ or the 2τ channel—were used,
neglecting any potential information the other channel could have held. By considering all possible
final state signal signatures at the same time, the less sensitive SRs can still enhance the sensitivity
of the strongest stand-alone SRs, hence, increasing the overall sensitivity. This effect is illustrated
by a comparison of the expected limits of both of these approaches in fig. 5.8. The increase in
sensitivity and thus exclusion power when using all available signatures in the simultaneous fit
over only choosing the best-performing single SR at each point is clearly visible. At high values of
m(g˜) and m(χ˜01), the limit is mainly driven by the 2τ channel, the increase due to information from
the 1τ channel is small. The benefit from already using more than just the strongest of the 2τ SRs
can be inferred from the 2τ limit being stronger than the Best-CLexp.S limit of both channels. At
highest gluino and lowest neutralino masses, both channels perform similarly when considered
individually. When utilising information from both channels simultaneously, however, the limit is
improved substantially.
C) The arguments given under B) are also applicable to the search for the GMSB model. While only
the 2τ channel has a designated GMSB SR, there are still three SRs to which this SR is mutually
exclusive. Since also for the 2τ GMSB SR the same background estimation from the same set of
CRs is used, it is possible to combine the remaining simplified model SRs in one simultaneous fit
with the 2τ GMSB SR to exploit any potential sensitivity they hold.
5.4 Important observables and variables
The characteristic signatures of the models, represented by numerous observables and variables, are used
to distinguish the different regions of phase-space from each other. The following paragraph introduces
the list of used variables and observables in accordance with [8].
• The multiplicity of the characteristic particles helps to distinguish signal channels or control regions
from each other. Here, the number of τ-leptons nτ, the number of jets and b-tagged jets njet, nb−jet,
respectively, and the number of muons nµ are used.
• Apart from the pure presence of particles, some regions of phase-space impose additional require-
ments on the individual properties of particles such as their transverse momentum, e.g. pjT or p
τ
T,
or topological properties with respect to the rest of the event, e.g. the azimuthal angle separation
with the missing transverse momentum ∆φ(τ, pmissT ) and ∆φ(jet, p
miss
T ), respectively. While the
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Figure 5.8: Expected exclusion contours at 95% confidence level for the simplified model of gluino pair-production
for the Best-CLexp.S combination (a) and the simultaneous fit (b) of all single-bin fit SRs. The yellow band shows the
one-standard-deviation spread of the expected limit around the median. The previous observed ATLAS result [9]
obtained with L = 3.2 fb−1 of √s = 13 TeV data is shown as the grey filled area. The magenta and green dashed
lines show the expected limits of the individual signal channels.
transverse momentum also helps to separate different signals from each other, topological cuts are
only used to separate different Standard Model backgrounds from each other or the signals.
• The scalar sum of the transverse momenta of all τ-leptons and jets in the event is a measure for the










• The magnitude of the missing transverse momentum EmissT is of importance, e.g. for the trigger
used in this analysis or to foster particular signal signatures. Its relative contribution to the overall
energy measured in an event is calculated with respect to the so-called effective mass
meff = HT + E
miss
T . (5.2)
• The transverse mass [38] of the system formed by pmissT and the momentum p of a reconstructed
object that is assumed to be massless – this definition also covers τ-leptons.




T (1 − cos ∆φ(p, pmissT )) (5.3)
The transverse mass is an analogue to the invariant mass of a two-particle system where the
longitudinal component is neglected (cf. chapter 3) and one of the particles escapes detection,
leaving only a contribution to the missing momentum. These features render it particularly useful
in identifying leptonic decays of the W-boson as during its confirmation and mass measurement at
the Tevatron in 1995 [221]. For events where a lepton ` and the missing transverse momentum
both originate from a W → `ν decay, the m`T distribution exhibits a Jacobian peak at the W-boson
mass. In events with two reconstructed τ-leptons, the sum of their transverse masses mτ1T +m
τ2
T can
be used to isolate and suppress contributions Z + jets processes.
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is of particular use in the search for signals with small mass differences between the sparticles. It
originates from searches for pairs of heavy particles that each decay to a visible component (e.g. a
τ-lepton) and an invisible one (e.g. the LSP, denoted a or b) that is assumed to be massless. While
the visible components are directly measurable, the invisible ones can only be assessed altogether
as the total missing transverse momentum. The mass of the heavy new particle is an upper bound
for each computable transverse mass m2T(τ1,2, p
a,b
T ), where p
a,b
T can be any two-momentum that
does not contradict pmissT . The upper bound is reflected by choosing the maximum of all possible
transverse masses. A minimisation of the possible two-momenta such that their sum gives the total
observed missing transverse momentum ensures that the two transverse masses, from which the
maximum is chosen, deviate as little as possible from each other. The distribution of mττT2 hence has
a kinematic endpoint if the afore introduced requirements are met. This is the case for simplified
model scenarios where the mass differences between the sparticles are small and the LSP can be
assumed to be massless. In the case of multiple τ-leptons being present in an event, there is no a
priori way to select the two τ-leptons on which the calculation of mττT2 is based. In such cases, all
possible permutations are considered and the highest value of mττT2 is chosen to represent the event.









where mJetT is defined analogously to m
`
T, makes use of high τ-lepton and jet multiplicities as well
as large missing momentum to separate signal from background.
• The invariant mass of a the τ − µ system minv(τµ) helps to probe the physics of decaying W bosons
that mimic decays to τ-leptons.
5.5 Trigger strategy
In order to carry out any search, recorded data needs to be available for analysis. The necessity of having
a trigger to filter the desired data already at recording level has been explained in detail in section 3.2.4.
The physics objects that are characteristic to the signals searched for narrow down the natural choices of
triggers for this analysis. Since no exceptionally high jet multiplicities are expected for the signal models
(cf. fig. 5.9), triggers based exclusively on jets are not a sensible choice. The remaining items of interest
are hence τ-leptons and the missing momentum. Studies carried out in [9, 224] have shown that using
the presence of one or two τ-leptons and possibly additional missing momentum is not as effective as
using the missing momentum as a stand-alone requirement for recorded data to be accepted by the trigger
system. These observations, and the fact that the use of pre-scaled triggers could result in undesired loss
of events of interest, lead to the choice of the EmissT -based trigger with the lowest threshold that is still
not pre-scaled as the trigger for this analysis. Due to the fact that during the data taking periods of 2015
and 2016 the lowest-threshold EmissT -Trigger without pre-scaling changed over time, the actually queried
trigger information depends on the time the data has been taken. In the case of Monte Carlo simulations,
this effect is emulated by randomly assigning data taking time-stamps to the MC events and imposing
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the corresponding trigger requirements. The chosen trigger reaches its plateau of a stable efficiency
≥ 99% when requiring EmissT > 180 GeV and the presence of a jet with pT > 120 GeV. The additional
requirement on a high pT jet allows to operate at lower missing transverse momentum thresholds opposed
to a pure EmissT based selection while it does not limit the acceptance for possible signal significantly [8].
Details on the development of the trigger strategy and the evaluation of its performance are documented
in appendix C.
5.6 Event quality and pre-selection
The different phase-space regions designed and investigated in this analysis share a set of mutual
requirements to ensure that only well-reconstructed events that have been recorded with a fully functional
detector enter the subsequent analysis steps. These selection criteria are referred to as event quality cuts,
listed below.
• The event is recorded in a luminosity block (cf. section 3.2.5) that is part of the Good Runs List
(ibid.).
• The event does not contain hadronic objects, i.e. τ-leptons and jets, in uncommonly noisy
calorimeter parts (both, the LAr and Tile calorimeter—cf. section 3.2.2—are affected) or any
other malfunctioning detector section. These conditions are separately listed from the Good Runs
List (GRL) requirement because at the time of recording, they were not part of the criteria being
checked for the GRL but discovered later.
• The primary vertex has at least two tracks associated to it.
• After overlap removal (cf. section 3.3.6) no cosmic muon candidate (i.e. a muon that cannot be
associated to the primary vertex or its vicinity, showing |zPV0 | > 1 mm or dPV0 > 2 mm) is present.
• The event is not allowed to contain a badly-reconstructed muon (defined as a muon found before
overlap removal with a large curvature uncertainty, σ(q/p)/|q/p| > 0.2).
• The absence of any jet being classified as loose bad (cf. section 3.3.1) after overlap removal is
required.
• The leading jet has to pass the "tight bad jet" cleaning criteria (ibid.), helping to suppress beam-halo
background (ibid.) and ensuring its proper reconstruction outside of malfunctioning tile-calorimeter
module. For details see [189] and [224].
After the event quality is ensured, additional selection criteria that are common to both signal channels
are applied:
• The presence of a second jet with pT > 25 GeV is required to suppresses background in general
since the signal models are not expected to produce many events with only one jet, rendering it
safe to use this cut. For illustration purposes, the jet multiplicity of the signal models is depicted in
fig. 5.9.
• At this stage, the τ-leptons that characterise the individual channels are required, exactly one
medium-ID τ-lepton in the 1τ channel and at least two medium-ID τ-leptons in the 2τ channel (cf.
section 5.7). The medium ID working point is chosen to already suppress background contributions
from fake τ-leptons, especially in the 1τ channel. In the
√
s = 8 TeV analysis [13], the 2τ channel
85
Chapter 5 Analysis Design and Strategy – The Map to SUSY
jetn


































Figure 5.9: The number of reconstructed jets njet summed up for all signal points of the simplified model of gluino
pair-production, (a), and the GMSB model, (b). The distributions are normalised to unity to ensure comparability.
Signal channel
1τ channel 2τ channel
Trigger EmissT > 180 GeV
requirements pj1T > 120 GeV
Additional njet ≥ 2
requirements pj2T > 25 GeV
τ-leptons nτ = 1 nτ ≥ 2
Table 5.1: Summary of the pre-selection and τ-lepton multiplicity requirements for both signal channels.
needed to be based on the loose ID working point to have avoid critical signal losses. Improvements
in the ATLAS τ-lepton reconstruction routines upon the LHC upgrade to
√
s = 13 TeV, however,
lead to comparable signal efficiencies already at the medium ID working point. This way, both
channels can use the same τ-lepton requirements and can be based on the same background
estimation.
• To allow for the aforementioned combination of the simplified model and GMSB SRs, neither
of the two channels imposes any requirement on electrons or muons at this stage. The design of
particular control regions will later on require the presence of muons (cf. section 6.1).
The entire collection of trigger requirements, event quality criteria and additional mutual cuts is
referred to as pre-selection in the following sections and chapters. The analysis-specific criteria are
summarised in table 5.1.
In order to access any signal processes or to study electroweak backgrounds (i.e. W + jets, Z + jets, VV
and processes involving top quarks), the generally large abundance of multi-jet events (cf. section 5.1)
is suppressed already at this stage, extending the pre-selection by two additional cuts. Due to the
requirements on the missing transverse momentum already at trigger-level, multi-jet events entering
at this stage of the analysis are most likely subject to mis-measurements of the jet energy, introducing
artificial missing transverse momentum to the event. Such events are likely to have pmissT pointing in a
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similar direction as the high-energy jets. This feature is exploited to suppress the multi-jet background
by requiring ∆φ(jet, pmissT ) > 0.4 for the two highest-energy jets. This cut is always applied with the
exception of phase-space regions designed to probe the multi-jet background directly, cf. table 6.2.
5.7 Design of signal regions
With recorded data of ensured quality available, the actual analysis design process starts with defining
the set of signal regions that have been introduced in section 5.3. The definition of the individual SRs
depends on the signal channel and the approach used for extraction of the results. Common to all design
processes is the goal of keeping the SRs free of any overlap in phase-space, i.e. ensuring that not a single
event can end up in two SRs at the same time and be double-counted in the evaluation. Such signal
regions are referred to as being orthogonal to each other. As introduced in section 5.3, this feature is
of particular importance when aiming for the strongest possible conclusions to be drawn from the final
results by combining individual SRs in a simultaneous fit.
In general, the final variables and their values cut on are chosen based on several considerations [189]:
• The final number of cut variables is desired to be small. The fewer variables are used to select
the signal region, the less susceptible the entire analysis becomes to systematic mis-modelling
and extrapolation effects that have to be investigated, parametrised and quantified. In the end, the
analysis is more robust.
• The optimal values of the selection variables to separate the desired SUSY signal from its Standard
Model background are obtained by scanning a corresponding distribution of the modified Asimov
significance for discovery zA. This approach is already used in [9, 13], details of the exact procedure
are provided in appendix B. In addition to maximising the discovery significance based on signal
benchmark scenarios, close attention is paid to not select too strictly to avoid a loss of sensitivity
towards other scenarios than the benchmarks.
• Variables that ensure the orthogonality of the signal regions amongst each other are chosen such
that the desired signal types (e.g. represented by the different benchmark scenarios) remain in the
corresponding parts of phase-space.
The design process for all SRs is carried out by solely looking at the simulated background and signal,
not by taking distributions of data into account. This so-called blind optimisation process ensures that no
human bias due to the distribution of observed data is introduced to artificially enhance the contribution
of the desired signal. In general, the single-bin fit SRs of this analysis are based on the ones used in the
exploration phase of this study [9]. The presented setup, however, aims for a simplification of these SRs,
i.e. a reduced number of variables used to define them.
The following paragraphs introduce the individual SRs and guide through the underlying design
process. The optimisation is based on four benchmark signal scenarios, three for the simplified model and
one for the GMSB model. The scenarios are chosen such that they lie just beyond the parameter-space
excluded in the exploration study [9] and, in the case of the simplified model, target different splittings
of the gluino and LSP mass. Table 5.2 provides an overview of the four selected benchmark signal
scenarios.
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Benchmark scenario m(g˜) m(χ˜01)
Low-mass, LM 1 065 GeV 825 GeV
Medium-mass, MM 1 265 GeV 905 GeV
High-mass, HM 1 705 GeV 345 GeV
Λ tan β
GMSB 120 TeV 40
Table 5.2: Overview of the four benchmark signal scenarios.
5.7.1 Signal regions of the 1τ channel
The signal region design process in the 1τ channel is driven by the expected background composition
that is to be controlled. Figure 5.10 shows distributions of the kinematic variables used in the design
process after the pre-selection step, the application of the multi-jet suppression and the requirement
of exactly one medium-ID τ-lepton. The different background contributions are normalised using the
normalisation-factors obtained in the background fit (cf. sections 5.3, 6.1 and 6.2). In addition, the
four signal benchmark scenarios are displayed. They are not subject to any fit at this stage. From these
distributions, the background composition to the 1τ channel can be inferred: predominantly, W(τν) + jets
and tt¯ production are present, with sub-dominant contributions from Z(νν) + jets and Z(ττ) + jets. This
result is expected due to several reasons: W(τν) + jets produces exactly one τ-lepton, has genuine missing
transverse momentum due to the escaping neutrino and contributes additional jets. This is the exact
signature the 1τ channel is looking for. Top quark pairs pose a background that is in general hard to
suppress and hence almost omnipresent. Events from the production of two heavy gauge bosons, decays
of the Z-boson to electrons or muons or multi-jet production form the smallest contributions to the 1τ
channel background spectrum.
While these observations allow for designated background suppression if need be, isolating the
signals of interest is the main goal of the SR design process. Considering the structure of the simplified
model of gluino pair-production and the sets of parameters—namely sparticle masses—for which
signal events are simulated, the variety of different scenarios, particularly after reconstruction in the
detector, becomes visible: scenarios in which the mass splitting between the gluino and the LSP is
low (∆m(g˜, χ01) ≤ 300 GeV), i.e. close to and along the dashed diagonale in the model parameter-
plane, cf. figs. 2.20 and 5.11, exhibit substantially different characteristics than scenarios with medium
(300 GeV < ∆m(g˜, χ01) ≤ 1 000 GeV) or high mass splittings (∆m(g˜, χ01) > 1 000 GeV). Those three
cases are represented by the three corresponding simplified model benchmark signal scenarios. In order
to cover the parameter-space as broadly as possible, different signal regions are designed to address the
signatures of the different parts of phase-space.
For this analysis, two signal regions are designed in the 1τ channel—the compressed SR and the
medium-mass SR—in each of which the final results are extracted by means of a single-bin fit. While in
[9] the 1τ channel also comprises a third high-mass SR, no such region is designed here due to the higher
sensitivity of the corresponding SR in the 2τ channel (cf. [189, 224] and section 5.7.2.
The compressed SR of the 1τ channel targets the most compressed part of the sparticle mass
spectrum of the simplified model (cf. section 2.2.4). In events where a high-momentum jet recoils
against the pair of gluinos and gives the visible decay products of the SUSY decay chain a strong
boost in the transverse plane. Only this boost enables their detection, without it, they would not be
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Figure 5.10: Kinematic distributions after the pre-selection in the 1τ channel. The results shown are obtained after
fitting the normalisation of the background in the control regions. The last bin of each distribution contains the
overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V + jets processes
not explicitly listed in the legend. The dashed lines represent the four signal model benchmark scenarios used in
the design process of the analysis.
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resolvable by the detector or reconstructable afterwards [189]. The final selection criteria summarised in
table 5.3 can be motivated from the distributions in fig. 5.10: despite the jet-induced boost of the SUSY
decay products, the τ-leptons are still low in energy – for the low-mass benchmark scenario, addressing
highly compressed scenarios, the pτT distribution peaks at low values while for the other benchmarks it
flattens out slowly. In addition to selecting the desired signals, requiring pτT < 45 GeV also separates
the compressed SR from the medium-mass SR of the 1τ channel. In order to suppress background from
fake τ-leptons and genuine W(τν) + jets, mτT > 80 GeV is required. As can be seen in fig. 5.10(b), the
distribution of mτT is falling slowly for the low-mass benchmark while it peaks at low values for said
backgrounds. This cut hence preserves much signal and suppresses most background. The final cut of
EmissT > 400 GeV can be motivated by the distribution in fig. 5.10(d), where the background is peaking at
low values and the shape of the low-mass benchmark flattens out again slowly. Table 5.4 provides an
overview of the background composition of the compressed signal region and the expected signal yields
of the four benchmark scenarios. The design goal is successfully met since the low-mass benchmark
signal is by far the strongest of all tested signals, the compressed SR hence is expected to perform at its
best. Furthermore, table A.15 summarises the signal losses at each step of the event selection chain.
The medium-mass SR of the 1τ channel, on the other hand, addresses larger values of ∆m(g˜, χ01).
Such scenarios do not require a recoil jet to become kinematically accessible – reconstructed physics
objects of produced particles are expected to be detectable without an additional boost. This statement
can be fostered by the distribution of the τ-lepton transverse momentum in fig. 5.10(a). For the medium-
mass benchmark scenario, the distribution stretches further than for the low-mass scenario, allowing for
separation of the signal scenarios and suppression of further background by requiring a lower boundary
of pτT > 45 GeV. Also the transverse mass of the τ-lepton is used for stronger background suppression
by tightening the cut to mτT > 250 GeV without loosing much signal due to the flatness of the distribution.
For the same reasons as for the compressed SR, the EmissT > 400 GeV requirement is imposed also in
the medium-mass SR. The final cut on the hadronic activity HT > 1 000 GeV is introduced to foster the
presence of the medium-mass benchmark scenario, simultaneously suppressing background.
Table 5.3 also summarises the selection criteria for the medium-mass SR of the 1τ channel and allows
for a direct comparison with the cuts used to design the compressed SR of the 1τ channel. A breakdown
of the background composition and the yields of the different benchmark signals for the medium-mass
signal region is displayed in table 5.4 and table A.8 of appendix A.3. Here, the desired medium-mass
benchmark is not the most dominant signal scenario. However, all three signal benchmarks are abundant
and can be accessed by this SR, rendering it a well-designed region in the set of all signal regions,
completing the parameter-space coverage. Table A.15 summarises the signal losses at each step of the
event selection chain.
Studying the expected results of the two signal regions of the 1τ channel in fig. 5.11, their feature
of being complementary to each others becomes clear. The expected exclusion contours overlap only
slightly but rather probe different areas of the model parameter-space, they cover a broad parameter-space.
Sensitivity studies in [224] show that the design of a designated signal region targeting the GMSB
model in the 1τ channel is not particularly helpful due to the larger number of recorded τ-leptons. In fact,
the two simplified model SRs of the 1τ channel are designed to be orthogonal to the GMSB SR of the 2τ
channel, allowing for a statistical combination with said designated GMSB SR to exploit any potential
sensitivity in the 1τ channel without further ado.
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1τ SRs
Compressed Medium-mass
Pre- EmissT > 180 GeV, p
j1
T > 120 GeV
selection njet ≥ 2, pj2T > 25 GeV
Multi-jets ∆φ(pT
j1,2 , pmissT ) > 0.4
τ-leptons nτ = 1
pτT < 45 GeV p
τ
T > 45 GeV
Event EmissT > 400 GeV
properties mτT > 80 GeV m
τ
T > 250 GeV
— HT > 1 000 GeV
Table 5.3: Summary of the Simplified Model signal region definitions in the 1τ channel.
1τ SR Medium-mass Compressed
Fitted Standard Model events 15.92 ± 2.99 319.61 ± 27.49
Fitted Z(νν) + jets events 2.20 ± 0.50 110.16 ± 23.64
Fitted VV events 2.95 ± 0.57 28.18 ± 4.54
Fitted W(τν) + jets events 2.15 ± 1.69 50.54 ± 17.79
Fitted other V + jets events 1.67 ± 0.38 44.85 ± 9.56
Fitted top quarks events 5.78 ± 1.56 76.78 ± 21.23
Fitted Multi-jet events 1.14 ± 0.14 9.22 ± 1.17
Nominal LM signal events 8.54 ± 2.41 59.26 ± 4.94
Nominal MM signal events 6.44 ± 0.38 2.78 ± 0.23
Nominal HM signal events 16.83 ± 0.46 1.93 ± 0.16
Nominal GMSB signal events 6.32 ± 0.41 2.48 ± 0.23
Table 5.4: Yields of the expected backgrounds from the SM in the SRs of the 1τ channel. The expectation is given
with the scalings computed in the combined fit applied. Uncertainties are statistical plus systematical for the SM
backgrounds. Only the subsamples contributing in the respective region are considered. In addition, the nominal
expected yields of the four signal benchmarks are displayed – here, only the statistical uncertainty is given.
5.7.2 Signal regions of the 2τ channel
As for the 1τ channel, the expected background composition of the 2τ channel drive parts of the signal
region design process. The background spectrum can be inferred from the distributions of the signal
region defining variables shown in fig. 5.12. At the pre-selection stage, the 2τ channel background is
dominated by tt¯ events, followed by W(τν) + jets and Z(ττ) + jets events. Other heavy gauge boson
processes or multi-jet production do not contribute significantly. For the same reasons as in the 1τ
channel, top quark production is highly present also in the 2τ channel. In the case of W(τν) + jets events,
the second τ-lepton is a mis-identified jet faking a tau while the missing transverse energy can arise
naturally from the present neutrino. Decays of a Z-boson into two τ-leptons are a natural source of
two real τ-leptons with missing transverse energy also coming from the neutrinos being involved. The
minor backgrounds are stronger suppressed in the 2τ channel since they are not giving any genuine
τ-leptons and the probability of having two fake τ-leptons is low at the medium-ID working point (cf.
section 3.3.4).
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Figure 5.11: Expected exclusion contours at 95% confidence level for the simplified model of gluino pair-production
for the compressed (a) and the medium-mass SR (b) in the 1τ channel. The yellow band shows the one-standard-
deviation spread of the expected limit around the median. The previous observed ATLAS result [9] obtained with
L = 3.2 fb−1 of √s = 13 TeV data is shown as the grey filled area.
The compressed SR marks the first of the two single-bin fit SRs that are developed to search for the
simplified model in the 2τ channel. In analogy to its namesake in the 1τ channel, it addresses scenarios in
which the mass differences between the sparticles are small. This point is reflected in a focus on the LM
and MM benchmarks in the kinematic plots. The presence of multiple jets and τ-leptons is exploited by
the msumT variable, depicted in fig. 5.12(d). The stringent cut of m
sum
T > 1 600 GeV is a major background
suppressor, while preserving the majority of all signal benchmark scenarios. The unique attribute of
this SR is the cut on mττT2 > 70 GeV. Due to the strict requirements and assumptions that are made in its
calculation, the topologies addressed by the this SR are the only target for this variable. The requirement
of two identical decays of heavy particles is only given when two τ-leptons are required. Moreover, the
assumption of the invisible decay products being massless is best justified for small LSP masses. The
distribution of mττT2 in fig. 5.12(c) emphasis the value of this variable: while for the background m
ττ
T2
drops, it increases for all benchmarks with the LM scenario being the most abundant one. Finally, the
cut on HT < 1 100 GeV is not used to suppress background or enrich signal in first place but to make
the compressed SR orthogonal to the high-mass SR. This, however, is achieved without condoning a
substantial loss in signal: fig. 5.12(a) illustrates that the target signal benchmarks are located at low
values of HT, keeping the losses due to the cut low.
The cuts defining the compressed SR of the 2τ channel are summarised in table 5.5. Its predicted
background composition after the fit in the CRs along with the expected yields of the signal benchmarks
are compiled in table 5.6 and table A.9 of appendix A.3. Here, the goal of the design is successfully met:
the LM benchmark is the strongest present signal while the MM signal is still well present. Furthermore,
table A.16 summarises the signal losses at each step of the event selection chain.
The high-mass SR is the sole single-bin fit SR that addresses the scenarios of highest gluino masses
with large mass differences to the lighter sparticles in the decay chain. The variables used in the design
process reflect the higher amount of available energy in the decays along the cascade by exploiting
detectable decay products of higher energies. Since only the high-mass SR targets the corresponding
benchmark scenario and coverage of the other two scenarios is already established, its design process
focusses on enriching this one signal and applies strong background suppression criteria.
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Figure 5.12: Kinematic distributions after the pre-selection in the 2τ channel. The results shown are obtained after
fitting the normalisation of the background in the control regions. The last bin of each distribution contains the
overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes multi-jet events and V + jets processes not
explicitly listed in the legend. The dashed lines represent the four signal model benchmark scenarios used in the
design process of the analysis.
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2τ SRs
Compressed High-mass Multibin GMSB
Pre- EmissT > 180 GeV, p
j1
T > 120 GeV
selection njet ≥ 2, pj2T > 25 GeV
Multi-jets ∆φ(pT
j1,2 , pmissT ) > 0.4
τ-leptons nτ ≥ 2












T > 150 GeV
properties HT < 1 100 GeV HT > 1 100 GeV HT > 800 GeV HT > 1 900 GeV





Table 5.5: Summary of the simplified model and GMSB signal region definitions in the 2τ channel.
2τ SR GMSB High-mass Compressed
Fitted Standard Model events 1.42 ± 0.61 2.37 ± 0.74 5.37 ± 2.05
Fitted Z(ττ) + jets events 0.28 ± 0.10 0.32 ± 0.11 0.03 ± 0.01
Fitted Z(νν) + jets events 0.01 ± 0.01 0.09 ± 0.03 0.67 ± 0.35
Fitted VV events 0.29 ± 0.08 0.56 ± 0.15 1.06 ± 0.25





Fitted other V + jets events 0.00+0.00−0.00 0.02 ± 0.01 0.29 ± 0.08
Fitted top quarks events 0.39 ± 0.23 0.99 ± 0.47 2.89 ± 1.68
Fitted Multi-jet events 0.06 ± 0.01 0.01 ± 0.00 0.02 ± 0.00
Nominal LM signal events 0.98 ± 0.98 4.35 ± 1.39 20.17 ± 2.8
Nominal MM signal events 0.58 ± 0.10 3.56 ± 0.24 5.32 ± 0.31
Nominal HM signal events 2.75 ± 0.17 9.12 ± 0.35 0.42 ± 0.07
Nominal GMSB signal events 5.71 ± 0.42 6.18 ± 0.41 3.52 ± 0.29
Table 5.6: Yields of the expected backgrounds from the SM in the single-bin SRs of the 2τ channel. The expectation
is given with the scalings computed in the combined fit applied. Uncertainties are statistical plus systematics for
the SM backgrounds. Only the subsamples contributing in the respective region are considered. In addition, the
nominal expected yields of the four signal benchmarks are displayed – here, only the statistical uncertainty is given.
The distribution of mτ1T +m
τ2
T in fig. 5.12(b) shows the expected behaviour for the Z(ττ)+jets background:
two genuine τ-leptons and only small amounts of missing transverse momentum aligned with them
make it predominantly occupy low values of the mτ1T +m
τ2
T distribution. Already a moderate cut is able to
suppress most Z(ττ) + jets contributions. The targeted HM benchmark signal, however, peaks towards
higher values of mτ1T +m
τ2




T > 350 GeV to suppress more background,
also from other sources than Z(ττ) + jets. The higher τ-lepton and jet energies from the decays of the
sparticles make the hadronic activity HT a helpful variable for separating the HM benchmark signal
from background. As expected, the HT distribution at pre-selection level in fig. 5.12(a) peaks at higher
values for the HM benchmark and thus allows for a hard cut of HT > 1 100 GeV, keeping most signal
and suppressing the majority of all backgrounds. Table 5.5 summarises the cuts defining the high-mass
SR while table 5.6 and table A.9 in appendix A.3 give an overview of the remaining backgrounds after
the fit and the expected signal yields. Table A.16 summarises the signal losses at each step of the event
selection chain.
A statement about the complementarity of the two single-bin fit signal regions of the 2τ channel that
are tailored towards the simplified model is possible when looking at figs. 5.13(a) and 5.13(b). Although
they are not as complementary as the 1τ SRs, their expected limits in the gluino-neutralino mass plane
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Figure 5.13: Expected exclusion contours at 95% confidence level for the simplified model of gluino pair-production
for the compressed (a) and the high-mass SR (b) of the 2τ channel. The yellow band shows the one-standard-
deviation spread of the expected limit around the median. The previous observed ATLAS result [9] obtained with
L = 3.2 fb−1 of √s = 13 TeV data is shown as the grey filled area.
illustrate that they probe the desired different parts of phase-space. While the high-mass SR gives a
strong increase towards high gluino masses, the compressed SR provides a limit at intermediate gluino
masses and towards higher neutralino masses, accounting for the compressed part of the mass spectrum.
The visible overlap of the two expected limits is originating from remaining sensitivity towards other
signal scenarios than the pre-defined benchmarks. Furthermore, it gives rise to the question whether it is
possible to form a signal region that combines features of both SRs knowingly, providing a similarly
strong limit as the combination of the two. Such an SR would, consequentially, be a hybrid of the two.
The multibin SR of the 2τ channel is a direct consequence of this consideration. Instead of optimising
single signal regions for the search for one small set of signatures—e.g. the HM SR for signatures such
as the HM benchmark scenario—by cutting hard to suppress as much background as possible, this region
pursues a different approach. Starting from the setup of the HM SR, the multibin SR releases cuts to
allow the presence of both, more signal and background. Not only does it comprise more HM-like signal
but it also contains signals that are not accessible to the HM SR, signals with much lower hadronic
activity and different configurations of the missing transverse momentum. To compensate for the more
and substantially different signals that enter this SR as well as for the increased background, the multibin
SR uses a multi-bin fit for extraction of the final results.
As outlined in section 5.3, a multi-bin fit uses the shape of the distribution of a discriminating variable
to separate signal from background based. The challenges in the design of such a multi-bin fit SR are
manifold and different from the ones faced in the development of single-bin fit SRs. While releasing cuts
to let in more background and allow for fitting a smooth background shape with enough statistics, a basic
background suppression is still needed. If the background were to exceed the signal globally beyond
statistical fluctuations, a fit of the shape would not give a usable result. This basic background suppression
is achieved by imposing softer but still effective cuts on mτ1T +m
τ2




T > 150 GeV
excludes most of the Z(ττ) + jets background and already smaller contributions from other Standard
Model processes. The cut on HT is loosened to only HT > 800 GeV, suppressing the majority of the
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remaining background from W(τν) + jets, top quark and VV production 5. The effects of these cuts can
be inferred from figs. 5.12(a) and 5.12(b).
With this foundation of background reduction, the most crucial step in the development of the multibin
SR can be addressed: the choice and binning of the discriminating variable in which the actual fit of
the shape is performed later on. As potential variables whose shapes look different for signals and
background, the discriminating variables that define the HM SR—from which the design process of the
multibin SR started—are manifest. Explorations of the multi-bin fit are hence performed on distributions





The binning of these variables is the next challenge. The number and width of the bins must fulfil
certain requirements, each bin has to contain enough background and signal events to perform a sensible
fit with. By the time of the design process, no simulation samples for consideration of systematic detector
or theory-related effects were available. As a consequence, the optimisation of the binning is based
on statistical uncertainties only. Starting from an equidistant binning of both variables as depicted in
figs. 5.14(a) and 5.14(b), adjacent bins are sequentially merged. In this process, the number of background
and signal events before and after application of all necessary correction-factors (cf. section 4.4) are
considered as well as the resulting shape of both distributions. Each bin that is dominated by background
should contain enough background events to not be subject to unnecessarily high statistical fluctuations.
As a rule-of-thumb, the relative statistical uncertainty should not exceed 30%. For bins which contain
more signal of any benchmark scenario than background, the number of un-corrected signal events has to
be > 3 to exclude downward fluctuations that would be in agreement with the actual absence of signal6.




T are shown in fig. 5.14(c) and fig. 5.14(d), respectively.
For both cases, the distributions fulfil the requirements of sufficient statistics and shape differences.
The choice which of the two distributions to finally use is now based on the expected performance in
the limit setting procedure. Without studying observed data or systematic uncertainties, the multi-bin
fit based on mτ1T +m
τ2
T performs slightly better as can be inferred from fig. 5.15. The stronger expected
limit is visible for high values of the neutralino mass at high values of the gluino mass, i.e. for models
with intermediate mass splitting. Based on this assessment, the binning of the multibin SR in mτ1T +m
τ2
T as
shown in fig. 5.14(d) is chosen to be used for the final multi-bin fit. A breakdown of the exact background
composition and the expected yields of the signal benchmark scenarios is given in tables 5.8 and 5.9
and tables A.10 and A.11 of appendix A.3. For sake of a clearer visualisation, a short-hand notation is
introduced for the seven bins of the mτ1T +m
τ2
T -based multibin SR, summarised in table 5.7. Table A.17
summarises the signal losses at each step of the event selection chain. As the amount of required mτ1T +m
τ2
T
increases in the selection, the number of events of benchmark scenarios with higher ∆m(g˜, χ01) increases,
too. This expected behaviour emphasis the achieved design goal of the multibin SR addressing different
signal scenarios in its different bins, all at the same time and hence providing an increased sensitivity
with respect to a conventional single-bin fit SR.
5 The same cuts are used in [9] to define the early version of the 2τ HM SR used for studies of only L = 3.2 fb−1 of√
s = 13 TeV data in the exploration study preceding this analysis.
6 The Poisson distribution for a mean value of 3 events or less allows for an observation of 0 events with more than 5%
probability.
96
5.7 Design of signal regions





































(a) HT, unmodified binning






































T , unmodified binning





































(c) HT, modified binning






































T , modified binning




T before ((a), (b)) and
after the optimisation of the binning ((c), (d)) in the multibin SR of the 2τ channel. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V + jets processes
not explicitly listed in the legend. The dashed lines represent the four signal model benchmark scenarios used in
the design process of the analysis.
Bin label mτ1T +m
τ2
T -interval
BinA 150 GeV ≤ mτ1T +mτ2T < 200 GeV
Bin B 200 GeV ≤ mτ1T +mτ2T < 250 GeV
Bin C 250 GeV ≤ mτ1T +mτ2T < 300 GeV
BinD 300 GeV ≤ mτ1T +mτ2T < 400 GeV
Bin E 400 GeV ≤ mτ1T +mτ2T < 500 GeV
Bin F 500 GeV ≤ mτ1T +mτ2T < 600 GeV
Bin G 600 GeV ≤ mτ1T +mτ2T
Table 5.7: Look-up of the short-hand notation of the mτ1T +m
τ2
T -based 2τ multibin SR bins.
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(a) 2τ multibin SR, HT
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(c) 2τ (compressed + high-mass) SRs
Figure 5.15: Expected exclusion contour at 95% confidence level for the simplified model of gluino pair-production




T (b) compared to the simultaneous fit
combination of the two single-bin fit SRs of the 2τ channel (c). The yellow band shows the one-standard-deviation
spread of the expected limit around the median. The previous observed ATLAS result [9] obtained withL = 3.2 fb−1
of
√
s = 13 TeV data is shown as the grey filled area.
2τ Multibin SR BinA Bin B Bin C BinD
Fitted bkg events 27.13 ± 6.44 19.51 ± 3.97 10.44 ± 2.88 7.51 ± 1.61
Fitted Z(ττ) + jets events 1.62 ± 0.40 0.92 ± 0.28 0.51 ± 0.14 0.55 ± 0.21
Fitted Z(νν) + jets events 0.20 ± 0.07 0.19 ± 0.06 0.07 ± 0.04 0.09 ± 0.04
Fitted V events 2.80 ± 0.62 1.51 ± 0.39 0.62 ± 0.22 1.53 ± 0.37
Fitted W(τν) + jets events 6.22 ± 3.91 4.09 ± 1.79 1.46 ± 0.79 0.76 ± 0.70
Fitted other V + jets events 0.15 ± 0.09 0.30 ± 0.12 0.11 ± 0.05 0.07 ± 0.05
Fitted top quarks events 16.03 ± 5.04 12.38 ± 3.55 7.60 ± 2.72 4.50 ± 1.22
Fitted Multi-jet events 0.11 ± 0.01 0.12 ± 0.02 0.07 ± 0.01 0.01 ± 0.00
Nominal LM signal events 2.59 ± 0.97 3.23 ± 1.05 5.44 ± 1.28 8.66 ± 1.84
Nominal MM signal events 0.31 ± 0.07 0.66 ± 0.11 0.75 ± 0.12 2.21 ± 0.21
Nominal HM signal events 0.22 ± 0.05 0.31 ± 0.06 0.36 ± 0.06 0.97 ± 0.10
Nominal GMSB signal events 0.31 ± 0.11 0.62 ± 0.11 1.00 ± 0.18 1.33 ± 0.18
Table 5.8: Yields of the expected backgrounds from the SM in the first four bins of the Multibin SR of the 2τ
channel. Uncertainties are statistical plus systematics for the SM backgrounds. Only the subsamples contributing
in the respective region are considered. In addition, the nominal expected yields of the four signal benchmarks are
displayed – here, only the statistical uncertainty is given.
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2τ Multibin SR Bin E Bin F Bin G
Fitted bkg events 2.47 ± 0.80 1.63 ± 1.60 1.26 ± 0.52
Fitted Z(ττ) + jets events 0.26+0.30−0.26 0.12 ± 0.09 0.07+0.10−0.07
Fitted Z(νν) + jets events 0.00+0.00−0.00 0.00
+0.01
−0.00 0.08 ± 0.03
Fitted VV events 0.60 ± 0.22 0.24 ± 0.11 0.37 ± 0.11





Fitted other V + jets events 0.00+0.00−0.00 0.01 ± 0.01 0.01+0.10−0.01
Fitted top quarks events 1.29 ± 0.56 0.89+1.48−0.89 0.58 ± 0.45
Fitted Multi-jet events 0.02 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
Nominal LM signal events 5.40 ± 1.54 1.12 ± 0.57 1.37 ± 0.62
Nominal MM signal events 2.13 ± 0.20 1.86 ± 0.18 3.53 ± 0.24
Nominal HM signal events 1.31 ± 0.13 1.26 ± 0.12 6.57 ± 0.31
Nominal GMSB signal events 1.62 ± 0.21 1.58 ± 0.20 5.23 ± 0.38
Table 5.9: Yields of the expected backgrounds from the SM in the last three bins of the Multibin SR of the 2τ
channel. Uncertainties are statistical plus systematics for the SM backgrounds. Only the subsamples contributing
in the respective region are considered. In addition, the nominal expected yields of the four signal benchmarks are
displayed – here, only the statistical uncertainty is given.
The expected performance can already be evaluated at this stage. The expected limit of the multi-bin
fit in the multibin SR in the gluino-neutralino mass plane in fig. 5.14(d) can be compared to the expected
limit of the HM single-bin fit SR from which the design process started in fig. 5.13(b).
The multibin SR performs better at high values of the neutralino mass, i.e. for scenarios with more
compressed mass spectra, over the full range of gluino masses the 2τ channel is sensitive to. Its
performance beyond the limit of the HM SR is compatible with the limit obtained in the compressed SR
(cf. fig. 5.13(a)) which is specifically designed to address this region of phase-space. The performance
increase of the multi-bin fit with respect to a single single-bin fit SR is hence evident.
With the multibin SR probing not only the phase-space of its single-bin fit counterpart—the HM SR—a
comparison of its exclusion power to the combination of both single-bin fit SRs is the next benchmark test.
Figures 5.15(b) and 5.15(c) oppose both approaches directly. The expected limits are well compatible
within the one-standard-deviation uncertainty band with the combined approach being slightly stronger
for the scenarios with the heaviest neutralinos. In terms of extending the parameter-space excluded at
95% CL, both approaches give similar results. However, apart from this comparison, a look the expected
CLS values allows for a more refined statement about the performance of the multi-bin fit with respect to
the single-bin fit approach. Due to the consideration of several bins with different signal significance and
a much richer signal spectrum that can be probed, the multi-bin fit is expected to exhibit lower CLS values
across the model parameter-space and hence giving the more confident result. As a measure, the ratios of
the expected CLS values of the HM SR on its own and of the combination of both single-bin fit SRs over
the multibin SR are presented in fig. 5.16. Since a smaller CLS value marks a stronger exclusion and
hence a better result, a ratio > 1 indicates regions of the parameter-space where the multibin SR performs
better (coloured in red). Cyan coloured areas indicate values of the ratio < 1, illustrating regimes where
the single-bin fit combination performs better, while white areas indicate parameter regions where both
approaches perform comparably. The exact values of the ratio are given as numbers written onto the
parameter plane. Areas with no such labels mark scenarios for which either or both of the exclusion fits
did not perform properly.
Results that can actually be used for further studies and model-building are the 95% CL upper limits
on the excluded production cross-section over the model parameter-space as outlined in more detail in
chapter 8. In the same colour-coding and for the same setup, the ratios of these are also visualised in
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(b) 2τ (Comp. + HM) SR
Figure 5.16: Ratio of the CLexp.S values of the high-mass SR and the multibin SR (a) and of the combination of the
compressed and high-mass SRs and the multibin SR (b)in the 2τ channel evaluated over the parameter-plane of the
simplified model. The numbers written onto the parameter grid give the exact ratio. Parameter points without such
a printed value show insufficient quality of the underlying fit and cannot be evaluated. Overlaid values that fall
beyond the range of the z-axis are printed without on a white background, too.
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(a) 2τ HM vs. multibin SR
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(b) 2τ (Comp + HM) vs. multibin SR
Figure 5.17: Ratio of the 95% CL upper limits on the expected excluded production cross-section of the high-mass
SR and the multibin SR (a) and of the combination of the compressed and high-mass SRs and the multibin SR (b)
in the 2τ channel evaluated over the parameter-plane of the simplified model.White areas at the bottom left and
right are not evaluated due to insufficient quality of the underlying fit.
fig. 5.17. These results speak a similar language and emphasise the strength of the Shape Fit approach
even more. Here, the results are stronger in even more parts of the parameter-space.
Due to its increased sensitivity towards signal scenarios which are not accessible to the HM SR—i.e.
scenarios with lighter gluinos and neutralinos alike—the multibin SR gives the much stronger exclusion
than the HM SR particularly in said regime: the bottom left and intermediate top part of figs. 5.16(a)
and 5.17(a) are dominated by red colouring. The HM SR, however, does perform better for higher gluino
masses and large mass difference to the neutralino while along the actual 95% exclusion contour their
performance is comparable. Since the 2τ compressed SR is not sensitive to the highest gluino masses, this
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statement still holds for the comparison to the combination of the two single-bin fit regions in figs. 5.16(b)
and 5.17(b). The multibin SR being sensitive towards signals scenarios with intermediate gluino masses
but high neutralino masses is visible in the white area at the top of said figure. As for the comparison of
the exclusion contours, also the ratio of the expected CLS values fosters the compatibility of the single
multi-bin fit SR with the combination of the single-bin fit SRs.
Concluding, the presented analysis design and strategy offer various improvements with respect to
the early
√
s = 13 TeV exploration study [9] and its
√
s = 8 TeV predecessor [13], and gives rise to the
expectation of strongly improved results. Due to the more compact design of mutually exclusive signal
regions and the set of fully orthogonal control regions, the combination of all single-bin fit SR into one
simultaneous fit is possible – not only for the simplified model but also for the GMSB model. The hence
possible consideration of many more physics topologies in the result extraction are expected to increase
the sensitivity towards not yet excluded regions of the model parameter-spaces. A novel multi-bin fit
based SR is designed in the 2τ channel and its performance is scrutinised. This new approach is expected
to provide comparably strong exclusion limits and give even more confidence in already excluded areas
of the model parameter-space.
The GMSB SR of the 2τ channel is the only SR tailored specifically towards the expected signatures
of the GMSB model. The early
√
s = 13 TeV exploration studies to this analysis [9] have shown that
dedicated sensitivity towards GMSB signals is gained the best for selections including multiple τ-leptons
and jets, all at high energies. These findings are supported by the distributions shown in figs. 5.12(a)
and 5.12(d), studying the behaviour of the GMSB signal benchmark scenario, as well as fig. 2.13(b).








T > 150 GeV. While
the mτ1T +m
τ2
T requirement predominantly suppresses background arising from Z(ττ) + jets processes as
in the 2τ multibin SR, the stringent HT cut accounts for the numerous high-energy jets and τ-leptons.
The resulting yields in the GMSB SR are compiled in table 5.6, the signal loss at each selection step is
documented in table A.17. The quality of the signal region design is considered good, given the high
abundance of expected signal and the low predicted background. Due to its strong resemblance to the 2τ
HM SR, the corresponding benchmark exhibits an also high abundance. The GMSB is mutually exclusive
with respect to all the 2τ compressed SR and the 1τ channel. This fact later allows for exploitation of any





Background Estimation – Establishing Control
over the Known
The last chapter outlined how the search for the sought signal models is carried out. The regions of
phase-space in which the signal dominates the Standard Model background are designed. However, the
background prediction in those signal regions is not yet robust. Due to computational and intellectual
limitations, the simulated backgrounds as they are provided by the MC generators do not necessarily
describe the observed data flawlessly. In addition, computation is also a major limiting factor of the
precision of the data-driven estimation of the multi-jets background. As a consequence, the necessity of
adjusting the nominal background prediction to the observed data arises. This endeavour is carried out in
a simultaneous fit of all backgrounds in a set of control regions and afterwards evaluated in validation
regions. Due to the differences in the estimation procedure of MC-based simulations used for electroweak
backgrounds and the data-driven approach used for the multi-jets contribution, those two topics are
addressed individually, as is the validation of the background fit.
Mutual to all CRs is the used approach of normalisation-factors as already mentioned in section 5.3.
Considering a CR enriched in a background A, where NdataCR events are observed in data, and N
A,MC
CR are
expected for background A from simulation (or the data-driven estimation) [189]. The prediction for this












All normalisation-factors that are defined are obtained in one simultaneous fit across all CRs using
the HistFitter software package [225] and the profile log-likelihood approach that is described in
appendix G. All NFs are varied simultaneously until the best possible agreement between the total
background spectrum across all CRs is found. Due to the optimised isolation of the backgrounds in
dedicated CRs, the influence of every CR on the NF in the combined fit is strongest for the respective
background. This procedure enables the correct handling of correlations between different samples as
well as between CRs. Moreover, this fit considers all available uncertainties, statistical and systematical
ones alike, and their correlations. The results of this fit and its validation are covered in section 6.4.
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(c) Fake τ-lepton assessment
Figure 6.1: Example production diagrams for W + jets processes that are used to probe different aspects of τ-
lepton-related topologies [15]. Objects marked in green are identified correctly, while red coloured objects are
misidentified.
6.1 Electroweak backgrounds: top quarks and V + jets
Events arising from top quark production and V + jets processes pose the major background contributions
to both signal channels and all of their SRs (cf. sections 5.2 and 5.7). While the contributions from top
quarks and W-bosons are addressed in similar CRs, individual regions are designed for Z + jets processes.
Top and W CRs As illustrated in figs. 5.4 and 5.6, the underlying structure of events from top quark
production and W + jets processes that resemble signal events can be substantially different. There can be
different variations of fake or true τ-leptons, fake or true missing transverse momentum etc.. To account
for these differences properly, the background estimation for top quark and W + jets processes is carried
out separately for fake and true τ-lepton contributions as proposed in [15]. The original proposal only
covers the 2τ channel and has been successfully implemented in [9]. This analysis extends the field of
application also to the 1τ channel to provide the important mutual background estimation for both signal
channels. The different ways of assessing true and fake τ-lepton physics to address them individually are
illustrated by diagrams of possible underlying processes, depicted in fig. 6.1.
The approach becomes clearest when starting from the fake τ-lepton assessment1. A fake τ-lepton in
decays of W-bosons most likely arises from an additional jet that is misidentified – the misidentification
probabilities for light leptons are much smaller, as is the combined probability to misidentify both the a
real τ-lepton and a jet. In order to not be subject to unnecessarily large amounts of missing transverse
momentum introduced by mis-measurements, the W-boson for the assessment of fake τ-lepton physics is
required to decay leptonically. The requirement of a light lepton hence ensures the presence of a W-boson,
while the detected τ-lepton is most likely a misidentified jet. Thus topologies such as fig. 6.1(c) probe the
physics of fake τ-leptons. This analysis only makes use of muons as probes for the W-boson due to their
cleaner signature and their smaller probability to be misidentified as τ-leptons (cf. [9]). No criteria are
imposed on the presence of electrons. True τ-leptons, on the other hand, are assessed by requiring the
1 This procedures relies on the assumption that processes containing single and multiple fake τ-leptons are uncorrelated.
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CR Top/W Top/W Top/W
Kinematic true-τ fake-τ
Pre- EmissT > 180 GeV, p
j1
T > 120 GeV
selection njet ≥ 2, pj2T > 25 GeV
Multi-jet ∆φ(pT
j1,2 , pmissT ) > 0.4
τ-leptons nτ = 0 nτ = 1
Jets njet ≥ 3 —
Muons Nµ = 1 Nµ = 0 Nµ = 1
Top separation nb−jet = 0/ ≥ 1
Event HT < 800 GeV
properties EmissT < 300 GeV
mµT < 100 GeV m
τ
T < 80 GeV m
µ
T < 100 GeV
— — minv(τµ) > 60 GeV
†
Table 6.1: Summary of the Top/W CRs used across both channels. The Top and W regions of each type are
separated by requiring the presence/absence of a b-tagged jet. The requirement marked with a † is only applied in
the W fake-τ CR.
presence of exactly one τ-lepton and not allowing for the presence of muons – again, no requirements
are imposed on electrons. The presence of the τ-lepton ensures the underlying process to be the decay
of a W-boson, while an additional jet is required to keep the minimal number of reconstructed objects
constant with respect to the fake τ-lepton case. The targeted topology for the studies of true τ-leptons
is depicted in fig. 6.1(b). With fake and true τ-leptons being covered, the remaining event topology of
additional jets needs to be addresses. To decouple the ISR/FSR contributions from the also hadronically
interacting τ-lepton, the absence of any τ-lepton is explicitly required as illustrated in fig. 6.1(a). This
criterion furthermore ensures orthogonality with respect to the other two W CRs. To still probe the
physics of W-boson decays and to suppress the influence of multi-jet processes, a muon is required. As in
the true τ-lepton case, an extra jet accounts for the minimum number of detected objects to be constant.
For contributions from single or pairs of top quarks, similar considerations can be made and, in
principle, the same selection criteria can be applied – in a top quark decay, the same statements hold due
to the W boson being involved. The major difference with respect to the decays of directly produced
W-bosons lies within the presence of jets arising from b-quarks. While in the decays of top quarks,
b-tagged jets are almost obligatory, the probability of an ISR/FSR jet to be b-tagged is low. This distinct
feature helps in separating the otherwise similar topologies of W + jets and top quark processes that are
assessed in this endeavour.
For each of the presented cases, a designated CR is designed in which the corresponding NFs are
obtained. The cuts defining said control regions are summarised in table 6.1.
In addition to the selection criteria motivated by the underlying diagrams of fig. 6.1 and the considera-
tions regarding b-tagged jets, several cuts listed as event properties are applied. Imposing upper bounds
of HT < 800 GeV and E
miss
T < 300 GeV ensures the presence of the desired Standard Model processes
along with the absence of any signal. Moreover, any overlap of the CRs with the SRs of both channels
is avoided (cf. tables 5.3 and 5.5). The upper bounds on the transverse masses of the involved muons
(mµT < 100 GeV) and τ-leptons (m
τ
T < 80 GeV) foster the desired nature of the CR: due to the high
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Figure 6.2: Distributions of mτT in the Top true-τ (a) and m
µ
T in the fake-τ CR (b). The cuts on m
τ
T < 80 GeV and
mµT < 100 GeV as given in table 6.1 are not applied. The results shown are obtained after fitting the normalisation
of the background in the control regions. The last bin of each distribution contains the overflow events. The
uncertainties displayed consider only statistical limitations in the background modelling, illustrated by the shaded
bands. The contribution labelled as other includes multi-jet events and V + jets processes not explicitly listed in the
legend. The black hatch-pattern illustrates contributions with fake τ-leptons.
mass of the W-boson with respect to any lepton and the resulting boost of the decay products, genuine
decays of a W-boson to a muon or τ-lepton are expected to have the corresponding neutrinos aligned
with the charged leptons. As a result, the transverse mass of the muon and τ-lepton is expected to be
rather low, i.e. around and below the W-boson mass. Processes with fake EmissT , e.g. from multi-jet, or
hadronic top quark or W-boson decays, on the other hand, do not have a preferred direction of the missing
transverse momentum vector. They can hence be effectively suppressed by this measure. This goal is
successfully met as shown in fig. 6.2: in the Top true-τ CR, the contributions without fake τ-leptons
accumulate towards low values, as do the fake τ-lepton contributions in the distribution of the muon
transverse mass in the Top fake-τ CR. A cut on the invariant mass of the system formed by the muon
and the τ-lepton minv(τµ) > 60 GeV helps to suppress contributions from Z(ττ) + jets events where one
τ-lepton is accidentally identified as a muon, the corresponding distribution of minv(τµ) being depicted in
fig. 6.3. The Z(ττ) + jets background component shows a clear tendency to values below the mass of the
Z-boson and can hence be cut away easily. All six CRs are mutually exclusive due to the requirements
they impose on the multiplicities of muons, τ-leptons, and b-tagged jets.
Figures 6.4(a) to 6.4(c) depict example distributions of important variables in three example CRs for
the estimation of top quark and W + jets backgrounds. In addition, figs. A.2 to A.7 in appendix A.2
show distributions of numerous variables in all six Top and W CRs. These sets of plots allow for several
statements regarding the quality of this part of the background estimation.
In general, all CRs are based on high statistics to allow for further statements and a reliable fit. The
indicated bands of the statistical uncertainties are small with respect to the amount of events in each
bin, as can be inferred from the provided ratio plots in the bottom panes. Each CR is predominantly
occupied by events of the background contribution it is entitled to probe: top quark contributions in all
Top CRs, W(τν) + jets in the W True-Tau CR and W(`ν) + jets in the W fake-τ and kinematic CRs, where
the absence of τ-leptons is required. Thus the results obtained from fits in these CRs can be considered
to be based on the correct input and to address the desired processes.
Furthermore, the modelling of most of the important variables that are used for SR and VR design is
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Figure 6.3: Distribution of minv(τµ) in the W fake-τ CR without before application of the cut on minv(τµ) > 60 GeV.
The results shown are obtained after fitting the normalisation of the background in the control regions. The last bin
of each distribution contains the overflow events. The uncertainties displayed consider only statistical limitations in
the background modelling, illustrated by the shaded bands. The contribution labelled as other includes multi-jet
events and V + jets processes not explicitly listed in the legend.
in good agreement with the observed data, well within the statistical uncertainties. An exception to this
statement pose distributions of the jet multiplicity njet at high values. This, however, is a long-known
effect that is due to the difficult description of high jet multiplicities already on the level of MC generators
and their calculation of matrix elements [189]. Also fig. A.7(a) (and to a lower extend fig. A.3(a)),
show a harder HT distribution for the background spectrum than for the observed data. Since this trend
is not observed in the Top kinematic CR, this feature is attributed to a mis-modelling of the W + jets
contribution. A potential explanation is the absence of high-order electroweak corrections in the used
samples generated with Sherpa 2.2 – Sherpa 2.3 is expected to comprise these but has not yet been
available to this analysis [189]. This effect is addressed by a designated systematic uncertainty (cf.
section 7.4) with additional information presented in appendix D. The background from W(eν) + jets
processes is assigned the same NF as the W(µν) + jets contribution that is assessed in the kinematic and
fake-τ W CRs.
Z + jets CRs The background contributions from Z + jets processes are assessed individually and
inclusively with respect to the origin of τ-leptons. While the branching fraction for Z(ττ) + jets is small
(B(Z → ττ) ≈ 3.4% [38]) and a breakdown into more specific components would result in too few events
for a sensible further analysis, Z(νν) + jets is difficult to isolate. The selection criteria that are used to
define the respective CRs for Z(ττ) + jets and Z(νν) + jets are summarised in table 6.2.
The two major Z + jets background components contribute to the two signal channels differently: in the
1τ channel, Z(νν) + jets poses a background—genuine missing transverse momentum and a misidentified
ISR/FSR jet characterise this process—while two τ-leptons and missing transverse momentum from
Z(ττ) + jets processes are a distinct feature of the 2τ channel. As a consequence, the CR design for those
two cases is inspired by the considerations of the respective SR designs in sections 5.2 and 5.7.
As can be inferred from fig. 5.12(b), Z(ττ) + jets events tend to low values of mτ1T +m
τ2
T – the missing
transverse momentum originates from the neutrinos of the τ-lepton decays and is hence likely to point in
the same direction as the visible τ-lepton decay products. The strict upper cut of mτ1T +m
τ2
T < 100 GeV
suppresses most other background and keeps almost all Z(ττ) + jets events in the selection.
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Figure 6.4: Example kinematic distributions of characteristic variables in the CRs [8]. The results shown are
obtained after fitting the normalisation of the background in the control regions. The last bin of each distribution
contains the overflow events. The uncertainties displayed consider statistical limitations in the background
modelling as well as all experimental and theoretical systematic uncertainties, illustrated by the shaded bands.
Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls outside the plotted range. The
contribution labelled as other includes multi-jet contributions (except for (f)) and V + jets processes not explicitly
listed in the legend.
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CR Z(νν) Z(ττ) Multi-jet
Pre- EmissT > 180 GeV, p
j1
T > 120 GeV
selection njet ≥ 2, pj2T > 25 GeV
Multi-jet ∆φ(pT
j1,2 , pmissT ) > 0.4 ∆φ(pT
j1,2 , pmissT ) < 0.3
τ-leptons nτ = 1 nτ ≥ 2, qτ1 = −qτ2 nτ = 1
Muons nµ = 0 — —
Top separation nb−jet = 0 —
Event HT < 800 GeV —
properties EmissT < 300 GeV — —
100 GeV ≤ mτT < 200 GeV mτ1T +mτ2T < 100 GeV 100 GeV < mτT < 200 GeV
EmissT /meff > 0.3 m
ττ
T2 < 70 GeV E
miss
T /meff < 0.2
∆φ(j1, p
miss
T ) > 2.0 — —
∆φ(τ, pmissT ) > 1.0 — —
Table 6.2: Summary of the Z + jets and Multi-jet CRs used across both channels.
A consequent next step is to require at least two τ-leptons of which the two highest in energy should
have opposite signs in their electric charge. This kind of signature is expected for genuine Z(ττ) +
jets events while any other background or signal should not prefer any τ-lepton charge configuration.
Requiring the absence of any b-tagged jet reduces the amount of remaining top quark contributions
while the upper cut of mττT2 < 70 GeV ensures orthogonality to the 2τ compressed SR. The upper cut on
HT removes any overlap with the 2τ High-Mass SR. Due to the fact that the Z(ττ) CR is the only CR
requiring the presence of more than one τ-lepton, it is orthogonal to any other CR without any additional
cuts.
Studying fig. 5.10, the challenge of isolating the Z(νν)+jets contribution in the 1τ background spectrum
becomes clear: the usually helpful discriminating variables do not indicate significant separation power.
However, combining them allows for a first increase in isolation. Upper cuts of HT < 800 GeV and
EmissT < 300 GeV select not only the small Z(νν) + jets contribution but ensure orthogonality with respect
to the compressed 1τ SR. The mutual exclusiveness to the 1τ medium-mass SR requires a window cut of
100 GeV ≤ mτT < 200 GeV, selecting again the majority of Z(νν) + jets. SinceZ(νν) + jets events only
pose a substantial background to the 1τ channel, this CR requires the presence of exactly one τ-lepton.
The absence of muons is needed to remove any overlap with the W fake-τ CR. At this point, further
refinement is needed to increase the purity of the Z(νν) + jets contribution. Considerations regarding
topological characteristics of Z(νν) + jets events with a faked τ-lepton provide helpful tools here: for the
invisible decay of the Z-boson to produce enough missing transverse momentum, the Z-boson needs to be
rather strongly boosted by recoiling against a high-energy jet. This recoil would result in the leading jet
to be antiparallel or at least well separated from the vector of missing transverse momentum, motivating
the cut of ∆φ(j1, p
miss
T ) > 2.0. The same considerations can be made for the required τ-lepton: since it
has to arise from an ISR or FSR jet and hence needs to be uncorrelated to the neutrino-induced missing
transverse momentum, it is also expected to be well separated from the vector of missing transverse
momentum. However, for the τ-lepton, the separation is not expected to be as strong as for the leading jet
against the Z-boson recoils, introducing an angular separation requirement of ∆φ(τ, pmissT ) > 1.0. Since
the Z-boson is the only non-hadronic particle in a Z(νν) + jets event, the neutrinos are expected to be
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Figure 6.5: Kinematic distributions of characteristic variables in the Z(νν) CR without the cuts of ∆φ(j1, p
miss
T ) > 2.0,
∆φ(τ, pmissT ) > 1.0, and E
miss
T /meff > 0.3 applied. The results shown are obtained after fitting the normalisation
of the background in the control regions. The last bin of each distribution contains the overflow events. The
uncertainties displayed consider only statistical limitations in the background modelling, illustrated by the shaded
bands. The contribution labelled asother includes multi-jet events and V + jets processes not explicitly listed in the
legend.
the only source of missing transverse momentum. Moreover, the Z-boson should carry a substantial
amount of energy, similar to the hadronic rest of the event. Requiring the missing transverse energy to
be in of a the magnitude than the effective mass should hence separate Z(νν) + jets topologies from top
quark and W + jets processes where the fraction of missing transverse momentum is smaller due to more
visible particles. The considerations are reflected in a cut on the ratio EmissT /meff > 0.3. Distributions of
these three discriminating variables are depicted in fig. 6.5. The gain in Z(νν) + jets purity is not big but
nevertheless visible.
Statements about the final CRs for the major Z-boson based background contributions can be made
based on figs. 6.4(d) and 6.4(e) and figs. A.8 and A.9 in appendix A.2. While the Z(ττ) CR is dominated
by the desired events, the Z(νν) CRs is still well populated by the corresponding background type.
Studying the individual distributions of important variables, the good modelling of the two processes in
the simulation becomes visible: all distributions of the predicted background are in agreement with the
observed data, already within the statistical uncertainties. Both regions are hence expected to probe and
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provide reliable information on the backgrounds they are designed for. In each of these two regions, an
NF for the corresponding contribution is obtained by means of the simultaneous background fit, rendering
this analysis [8] the first in its line [9, 13] to address the Z(νν) + jets component of the background
spectrum individually. Fort the negligible background contributions from Z(ee) + jets and Z(µµ) + jets
(cf. appendix A.3), the same considerations regarding fake τ-leptons can be made as for the Z(νν) + jets
contribution. They are hence treated in the same way and get assigned the same NF.
Due to their low production cross-sections (cf. fig. 5.1), the contribution of VV processes is low (cf.
ibid.). In combination with its rich spectrum of potential final state signatures, this background is also
difficult to isolate. Its small abundance, though, justifies the choice of taking it into account without
fitting it individually but keeping its contribution as predicted by the MC generators.
6.2 Multi-jet background
As already mentioned in sections 5.1 and 5.2 and visualised in fig. 5.1, the production of multiple
jets in an event via the strong force—referred to as multi-jet events—poses the most abundant of all
Standard Model processes that contribute to the background spectrum. As a consequence of the high
production cross-section and the additional fact that processes involving the strong force are difficult to
model at low energies (cf. chapter 4), it is challenging to simulate this background using MC techniques.
Besides, multi-jet events contain neither prompt τ-leptons nor genuine EmissT – except for the rare cases of
semi-leptonic decays of heavy-flavour jets [189]. Hence, any τ-lepton and missing transverse momentum
contribution have to originate from jet mis-identification or mis-measurements for a multi-jet event to
be found in a signal region of this analysis. The low probability for this to happen and the challenge to
model the detector-induced misidentification correctly are two additional reasons to not estimate this
background contribution using MC simulations.
While the challenge of fake τ-leptons is a feature specific to this analysis, fake EmissT in multi-jet events
is a common issue in various SUSY searches. As a result, the so-called jet smearing technique [226]
has been developed and first used in a search for SUSY with multiple jets, EmissT and no light leptons.
This method is based on the idea that the dominant source of EmissT in multi-jet events arises from a
mis-measurement of the energy of one or multiple jets. It is hence possible to generate a pseudo-dataset
of multi-jet events with artificially generated fake EmissT by varying properties of well-measured jets in the
observed data (so-called seed events) within their calorimeter resolution distributions. These distributions
are computed as ratios between reconstructed pjT and truth-level p
j
T. Here, truth jets include neutrinos
while both, truth and reconstructed jets, include muons. The latter aspect is of particular importance for
jets from b-quarks that can decay semileptonically. The jet resolution distributions are initially derived
using MC simulations of dijet events. Data-driven corrections are then applied to better describe the
resolution measured in data, especially in the distribution tails [189].
The procedure itself is schematically illustrated in fig. 6.6. A well-measured multi-jet seed event
without significant EmissT is the starting point. In a next step, the measured energies of the reconstructed
jets are recalculated by multiplication with a smearing factor that is randomly drawn from the normalised
jet energy resolution distribution –an example is provided in fig. 6.7. In the subsequent step, the vector
sum of the reconstructed jet energies is recalculated, giving rise to a vector of missing transverse
momentum. This procedure is carried out multiple times for each seed event (here, 200 times), creating
an, in principle, arbitrarily large pseudo-dataset of multi-jet events with artificially generated EmissT . More
details on the technique, the underlying measurements and the parametrisation used in Run-1 of the
LHC can be found in [226]. Additional information on explorations and contributions to the underlying
development of the multi-jet estimation for this analysis are documented in [227].
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Figure 6.6: Schematic illustration of the jet smearing procedure [227].
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Figure 6.7: An example jet resolution function as obtained in [227]. The response value R = ptrueT /p
reco
T is a measure
for the resolution of the measured jet energy. The shapes of the Gaussian core due to statistical fluctuations and the
non-Gaussian sidebands due to, for example, neutrinos or malfunctioning detector parts, are visible. The displayed
distribution is for illustration purposes only and not used in the presented analysis.
112
6.2 Multi-jet background
While creating artificial EmissT is sufficient in the absence of τ-leptons, e.g. for the aforementioned
analysis, the studies presented here face an additional challenge. In multi-jet events, τ-leptons have to
originate from misidentified jets. The advantage of using the data-driven jet smearing method to obtain
an estimation for that background contribution is that this required fake τ-lepton content is intrinsically
present. There is consequently no need for corrections of the jet–τ-lepton fake probabilities – in contrast
to MC-based estimates.
Since the only reconstructed τ-leptons decay hadronically and their reconstruction is seeded from
jets (cf. section 3.3.4), it would be consequent to make them subject to a similar smearing procedure as
jets. Different approaches for τ-lepton smearing have been studied and evaluated in [227]. However, no
measurable increase in the agreement between observed data and the generated pseudo-data has been
found and the endeavour of τ-lepton smearing is not pursued for this analysis.
While the jet smearing approach has already been studied in [15] and successfully used in the√
s = 8 TeV analysis [13], statistical limitations of the small early
√
s = 13 TeV dataset of ATLAS limit
its application in the exploration study [9] to the 1τ channel. Since the multi-jet background component
in the 2τ channel is, in general, small, a less sophisticated approach compensating its short-comings by
means of a larger systematic uncertainty, is deemed a sensible solution ibid.. The increased
√
s = 13 TeV
dataset that is available to this analysis and more refined selection techniques allow for usage of the
jet smearing technique in both signal channels and to hence provide a mutual multi-jet estimate to this
analysis..
Multi-jet CR As for the electroweak contributions to the background spectrum, the design of a dedicated
multi-jet CR is necessary and of even more importance. While the MC-based simulation of backgrounds
is a well-established, frequently applied and evaluated approach, data-driven methods require a special
level of attention. With rather well-known cross-sections, the normalisation of MC-simulations to a
given amount of integrated luminosity can be easily performed. The proper normalisation of data-
driven background estimates, on the other hand, requires careful design of control regions to obtain the
normalisation by means of only the observed data, without knowledge about an underlying cross-section.
The correct normalisation is a particular challenge for the jet smearing method: since even from a small
number of seed events, in principle, an arbitrarily large pseudo-dataset can be produced by smearing each
seed event as often as desired, the only handle to properly normalise the multi-jet sample is by means of
a fit to data.
Exploration studies in [9] show that two features predominantly characterise the multi-jet background
and explain its abundance:
• The region of low EmissT values exhibits the expected higher abundance of multi-jet events. The
less EmissT has to be faked, the easier a multi-jet event can end up in an E
miss
T -based selection. In [9],
such a region is used as the multi-jet CR of the 1τ channel. Due to the inefficiency of EmissT -based
triggers in regimes of low EmissT , that study uses a single-jet trigger to select events for its multi-jet
CR. This approach, however, is problematic. Since all other regions of phase-space, particularly
SRs, comprise high-EmissT selection criteria, it does not provide representative modelling for any
other region of interest. Most of its events exhibit only small mis-measurements of the jet energy
and are hence located in the Gaussian core of the resolution function, while high-EmissT events
are subject to larger mis-measurements and are found in the non-Gaussian tails of the resolution
distributions as depicted in fig. 6.7. As a consequence, the low-EmissT approach of estimating the
multi-jet background as in [9] is not chosen for the presented analysis.
• The other characteristic of the multi-jet component of the background is the missing transverse
momentum being aligned with high-energy jets. The absence of genuine EmissT —that could, in
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principle, point anywhere—and the fact that mis-measurements of higher-energy jets contribute
more to the fake missing transverse momentum, are reflected in the multi-jet background peaking
at low values of ∆φ(jet, pmissT ), particularly for the two jets highest in energy. Since this requirement
is independent of the magnitude of EmissT , it can also be used on events that are triggered by the
common EmissT -trigger of this analysis.
Based on these observations, the multi-jet CR of this analysis is designed to fit into the ensemble of
the other regions of phase-space. It uses the same EmissT -based trigger and applies the corresponding
efficiency and event quality criteria. The contribution of the desired multi-jet events is enhanced by
requiring the missing transverse momentum vector to be aligned with at least one of the two leading jets
in the polar plane.
As already mentioned, the probability of two τ-leptons originating from misidentified jets is so low
that the multi-jet background mainly contributes to 1τ signatures, motivating the requirement of only
reconstructed tau. As in the Top and W fake-τ CRs (cf. section 6.1), a cut on the transverse mass of the
τ-lepton suppresses the small contributions from genuine τ-lepton sources. In analogy to the Z(νν) CR, a
cut on the ratio EmissT /meff is applied. Here, however, its purpose is to ensure that the event is dominated
by hadronic activity and to suppress events with genuine EmissT such as leptonic W-boson or top quark
decays. In order to allow for an as broadly applicable as possible prediction, no criteria regarding light
leptons are imposed. The full set of selection requirements describing the Multi-jet CR is summarised in
table 6.2.
Seed selection The first step in the generation of the pseudo-dataset of multi-jet events is to select
proper seed events from data. As already outlined, a useful seed event is characterised by the presence of
jets and only an insignificant amount of missing transverse energy. Triggers based on a EmissT requirement
are hence not a sensible choice. Instead, single-jet triggers are used to select events to undergo the jet
smearing process. In order to maximise the size of the seed dataset, various single-jet triggers with
different pj1T requirements, ranging from HLT_j15 to HLT_j460 are used. Since all triggers below a
threshold of 380 GeV in pj1T were pre-scaled during the data taking periods of 2015 and 2016, a pre-scale
weight based on the highest-threshold trigger that accepted the event is applied to correct the number of
selected events to the right level. All triggers are used in a pj1T region where they are fully efficient.
Since a seed event is expected to be a genuine multi-jet event, its quality can be determined by assessing
how well the jet energies are measured. This aspect is quantified by the aforementioned prerequisite
of an insignificant EmissT contribution to the total energy of the event. Earlier studies [228] have shown
that a cut on EmissT alone leads to strong kinematic biases in the generated pseudo-dataset, particularly in
pjT [189]. Instead, a cut on the so-called E
miss
T -significance is used. Different definitions are possible for




, or S 1/3 =
EmissT(∑
ET
)1/3 , or S 1/2sub = EmissT − 8 GeV√∑ ET . (6.3)
While in Run-1 of the LHC, the resolution of EmissT at ATLAS essentially followed a
√∑
ET-behaviour,
motivating the use of S 1/2, it changed with the utilisation of more sophisticated E
miss
T -reconstrcution
approaches . For EmissT in Run-2 of ATLAS, [228] found that a cut on S 1/2 introduces the aforementioned
biases in, e.g. pjT. The alternative definition S 1/3 has been found to not do so. It is used in the exploration
study [9] for the jet smearing approach in the 1τ channel. In 2016, however, S 1/2sub has been proposed,
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significance with respect to
√∑
ET. All three version have been tested for this analysis, keeping S 1/3 as
it provides the best modelling of kinematic distributions [189].
The optimal cut value for the EmissT -significance to select useful seed events is determined to be
s1/3 < 1.2 GeV
2/3. However, this simple seed selection causes mis-modelling of observables in the
multi-jet CR that are related to b-tagged jets such as nb−jet, p
b−jet
T or ∆φ(b-jet, p
miss
T ). These biased
distributions are shown in figs. 6.8(a), 6.8(c) and 6.8(e). The topology which is present in data but not
in the pseudo-data are events with high-pT b-tagged jets undergoing a semileptonic decay to hadrons,
non-isolated leptons and neutrinos. Such seed events have substantial genuine EmissT (high-pT neutrinos
from the b-jet decay) and do not pass the EmissT -significance cut. These events also tend to exhibit a low
∆φ(b-jet, pmissT ), which is precisely the kind of configurations selected in the multi-jet CR, rendering this
bias visible.
To restore the proper amount of pseudo-data events with this topology, seed events where the leading
b-jet is collimated with EmissT in the transverse plane are kept, regardless of the E
miss
T -significance.
Quantitatively, this is expressed by requiring ∆φ(b-jet, pmissT ) < 0.13, a cut found to give the best
modelling in b-tag related kinematic distributions in the multi-jet CR. The large improvement due to this
refined selection can be inferred by comparing the left (no b-sensitive selection) to the right (b-sensitive
selection applied) column in fig. 6.8. Particularly the modelling in ∆φ(b-jet1, p
miss
T ) is improved.
A side-effect of this selection criteria are additionally selected events from tt¯ processes that fulfil this
exact requirement. A subtraction is performed to account for their small contribution to the seed events
in data in the following way: the seed selection is applied to the tt¯ MC sample, jets are then smeared (50
smearing iterations for MC, instead of 200 for data). The subtraction of the resulting tt¯ pseudo-dataset
is carried out by means of a designated nuisance parameter in the set of systematic uncertainties (cf.
section 7.4) when performing the background normalisation fit. The impact of the tt¯ subtraction on
multi-jet yields is small, as can be seen in fig. 6.9 and by comparing it to the right column in fig. 6.8, as it
mostly affects the relative fraction of events with and without b-jets.
The results of using the jet smearing approach to estimate the multi-jet contribution to the background
spectrum of this analysis is depicted in fig. 6.4(f) and fig. A.10 in appendix A.2. After smearing each
seed event 200 times, the multi-jet contribution is fitted to the observed data in the multi-jet CR in the
same simultaneous fit as the electroweak backgrounds. Since the latter are constrained across all CRs,
the multi-jet CR can safely be assumed to normalise the multi-jet component properly. This statement
is supported by the good overall agreement of both the normalisation and the shape of the variables
displayed. Particular emphasis is put onto variables that are sensitive to the characteristics and weaknesses
of the underlying jet smearing technique, i.e. variables which are related to the artificially enhanced
missing transverse momentum. As can be inferred from fig. A.10(e), the τ-lepton transverse momentum
is well described although it is not subject to a smearing routine.
Despite the strict selection criteria that already suppress much multi-jet influence, the multi-jet CR is
well populated with multi-jet events and exhibits a high level of purity to allow for a reliable statements
in other CRs, the VRs, and later in the SRs.
6.3 Application and results of the background fit
While for the multi-jet, Z(ττ)+jets, and Z(νν)+jets samples it is possible to directly infer the corresponding
NFs ω(Multi-jet), ω(Z → ττ), and ω(Z → νν),respectively, from the fit, the definitions of the Top and
W control regions still do not allow for a determination of the correction factors for the different mis-
modelled effects. Except for the kinematic CR, where only the kinematic normalisation-factor contributes,
all regions feature combinations of different effects.
115






























































































































































































































































Figure 6.8: Kinematic distributions of variables affected by the b-jet bias in the multi-jet CR without (left column)
and with (right column) the b-sensitive seed selection applied [189]. The results shown are obtained before fitting
the normalisation of the background in the control regions. The last bin of each distribution contains the overflow
events. The uncertainties displayed consider only statistical limitations in the background modelling, illustrated by
the shaded bands. The contribution labelled as other includes multi-jet events and V + jets processes not explicitly
listed in the legend. The hatch-pattern illustrates contributions from true and fake τ-leptons.
116





























































































































T ), unbiased, tt¯ corrected
Figure 6.9: Kinematic distributions of variables affected by the b-jet bias in the multi-jet CR with the b-sensitive
seed selection applied and corrected for overestimation of the tt¯ contribution [189]. The results shown are obtained
before fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V + jets processes
not explicitly listed in the legend. The hatch-pattern illustrates contributions from true and fake τ-leptons.
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nrecoτ = 0 n
reco
τ = 1 n
reco
τ ≥ 2
ntruthτ = 0 ωkin. ωkin. × ωfake ωkin. × ωfake × ωfake
(W → `ν, top quarks)
ntruthτ = 1 – ωkin. × ωtrue ωkin. × ωtrue × ωfake
(W → τν, top quarks)
ntruthτ = 2 – – ωkin. × ωtrue × ωtrue
(top quarks)
Table 6.3: Sub-division of simulated top quark and W + jets samples according to their content of true and
reconstructed τ-leptons and the respective combination of normalisation factors for each sub-sample.
Moreover, to use this method as a background estimate, the corresponding NFs have to be applied
to events with one or two τ-leptons depending on the true τ-lepton content of the individual event. To
achieve the separation and correct application, the simulation samples for top quarks and W + jets (with
all lepton final states) are subdivided according to their multiplicity of true and reconstructed τ-leptons.
The resulting sub-samples are normalised using an according product of normalisation-factors. Table 6.3
provides an overview of the sub-division and the applied NFs.
The fit of the nine normalisation-factors in the nine mutually exclusive control regions using HistFitter
provides an overall, combined estimate of the different sources of mis-description. While some plots
shown so far in this chapter only contain uncertainties due to statistical limitations, the background fit
considers all experimental and theoretical systematic uncertainties that affect the background prediction
as described in more detail later in chapter 7. In order to estimate the influence of all uncertainties, the
following results are given also for a background fit that only considers statistical uncertainties.
The NFs obtained in the fit are summarised in table 6.4 and graphically illustrated in fig. 6.10. While
all obtained normalisation-factors except for ω(Z → νν) are in agreement with unity well within one
standard deviation (approximately 1.5σ for ω(Z → νν)) when considering systematic uncertainties, for
W-boson and top quark processes involving true τ-leptons almost no change to the nominal prediction
is necessary. The generally difficult description of fake τ-leptons is reflected in the corresponding NFs,
including ω(Z → νν), that deviate stronger from unity and come with larger uncertainties. An observation
that has already been made in the exploration phase [9] is the fact that W + jets contributions are, on
average, overestimated while top quark process are rather underestimated, leading to correspondingly
compensating NFs. The normalisation-factor of the multi-jet background ω(Multi-jet) is an exception
to the way of interpretation of the formerly discussed results. Due to the unique normalisation issue of
the multi-jet background (cf. section 6.2), the multi-jet pseudo-dataset is pre-normalised in the multi-jet
CR under consideration of the nominal MC prediction of the electroweak backgrounds and the observed
data. With the pre-normalisation factor of O(100) being applied before the combined background fit, the
actual NF presented here hence represents the influence of the fit on the electroweak components in the
multi-jet CR. Since this graphical representation does not consider any correlations, the visualisation of
the results in the form of Gaussian functions is for illustration purposes only.
Having obtained the fitted normalisation-factors, it is possible to calculate the total background
composition of all regions. For the set of control regions, an overview of the expected (pre-fit) and
fitted (post-fit) yields of the different background components and the number of observed data events is
provided in tables A.1 to A.4 in appendix A.3. Here, all uncertainties, statistical and systematic alike, are
considered. The presented overview allows for a detailed deduction of the composition of the kinematic
distributions shown in sections 6.1 and 6.2.
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NF Value
ωkin(top) 1.08 ± 0.01
ωtrue(top) 0.97 ± 0.01
ωfake(top) 1.16 ± 0.10
ωkin(W) 0.91 ± 0.00
ωtrue(W) 1.00 ± 0.01
ωfake(W) 0.95 ± 0.09
ω(Z → ττ) 0.86 ± 0.07
ω(Z → νν) 1.44 ± 0.15
ω(Multi-jet) 0.93 ± 0.07
(a) Statistical only
NF Value
ωkin(top) 1.08 ± 0.21
ωtrue(top) 0.97 ± 0.09
ωfake(top) 1.16 ± 0.24
ωkin(W) 0.91 ± 0.19
ωtrue(W) 1.00 ± 0.18
ωfake(W) 0.95 ± 0.17
ω(Z → ττ) 0.86 ± 0.22
ω(Z → νν) 1.44 ± 0.29
ω(Multi-jet) 0.93 ± 0.38
(b) Statistical ⊕ systematic
Table 6.4: Resulting normalisation factors and their uncertainties for both signal channels, without (a) and with (b)
all systematic uncertainties considered.
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(b) Statistical ⊕ systematic
Figure 6.10: Graphical representation of the normalisation-factors obtained without (a) and with (b) systematic
uncertainties considered. The representation as individual Gaussian functions is somewhat misleading since it does
not show any correlations between the different NFs.
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Figure 6.11: Schematic illustration of the separation of phase-space into a set of mutually exclusive regions using
the example of the Z(ττ) + jets background and the 2τ multibin SR.
6.4 Validation of the extrapolation of the fit results
With the results of the background fit being available, the modelling in the control regions has already
been assessed. Since the signal regions in which the fit results are going to be used to predict the
background composition are quite different in the phase-space they probe—e.g. more stringent cuts






T , respectively)— it is necessary to study how well the fit results can be
extrapolated from the CRs to the SRs. This evaluation is carried out in designated regions of phase-space
which are neither used in the background fit nor for the final result extraction, the validation regions (VRs).
In phase-space, VRs are located in between CRs and SRs. Figure 6.11 illustrates such a configuration
using the example of the Z(ττ) + jets background and the 2τ multibin SR. Typically, single cuts that
would define SRs are dropped to define VRs. They are thus able to probe the extrapolation across the
phase-space gap in that variable. In the provided example, the Z(ττ) VR probes the extrapolation in HT
from the Z(ττ) CR to the 2τ multibin SR. Due to their phase-space vicinity to the SRs, the necessary
absence of signal in the VRs is subject to dedicated studies documented in [189]. In order to be able to
probe the extrapolation to the signal regions, the validation regions of this analysis are also designed for
each signal channel individually.
Validation regions of the 1τ channel The validation regions of the 1τ channel are designed in
accordance with the respective SR-defining variables. For each variable listed under event kinematics
in table 5.3, a dedicated VR is constructed by imposing the SR-cut on the variable to be probed and
inverting the remaining cuts to ensure both orthogonality with respect to the corresponding SR and the
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τ-leptons pτT > 45 GeV
Event mτT < 250 GeV m
τ
T > 250 GeV
kinematics EmissT < 400 GeV E
miss
T > 400 GeV E
miss
T < 400 GeV
HT > 1 000 GeV HT < 1 000 GeV
(a) 1τ medium-mass VRs
extrapolation variable EmissT m
τ
T
τ-leptons pτT < 45 GeV
Event mτT < 80 GeV m
τ
T > 80 GeV
kinematics EmissT > 400 GeV E
miss
T < 400 GeV
(b) 1τ compressed VRs
Table 6.5: Validation regions of the 1τ channel. These requirements are applied in addition to the pre-selection.
absence of signal events. As a result, five VRs are developed in the 1τ channel. Their exact descriptions
are summarised in table 6.5.
The qualitative agreement between the observed data and the background prediction, and hence the
quality of the fit in terms of modelling of the extrapolation, can be inferred from fig. 6.12. For all five
VRs the background and data shapes agree well within the total uncertainty bands. Discrepancies in
the total yields are visible but small. An overview of the exact composition of all VRs after the fit is
compiled in the upper pane of fig. 6.13. Its lower pane illustrates the relative deviation between total
pre- and post-fit yields in every VR, normalised to the total uncertainty. Here, the mismatch becomes
visible and can be considered small, well covered by a standard deviation of uncertainty. In addition,
the expected and fitted yields of the different background components and the number of observed data
events are provided in tables 6.5(a) and 6.5(b) of appendix A.3.





T2. Inverting these cuts, even individually, however, leads to scarcely occupied regions of
phase-space that suffer from strong presence of signal. A different approach for the validation regions
of the 2τ channel is hence necessary. The solution is an assessment of the different major background
contributions in individual VRs rather than addressing the overall modelling of the extrapolation in
particular variables. Studying the extrapolation of HT, for example, by inverting the multibin SR
requirement on mτ1T +m
τ2
T leads to a Z(ττ) + jets-dominated phase-space. This outcome is expected since
such a selection strongly resembles the setup of the Z(ττ) CR. As a consequence, the Z(ττ) VR is the
only 2τ VR in which the extrapolation of HT is possible. In order to keep it mutually exclusive with
respect to the 2τ compressed SR, an additional upper cut of mττT2 < 60 GeV is imposed. Trying to assess
the extrapolation of mτ1T +m
τ2
T , on the other side, allows for validation of the modelling of the W(τν) + jets
and top quark background components only. Requiring an SR-like minimum of mτ1T +m
τ2
T > 150 GeV
suppresses most Z(ττ) + jets events while the upper cuts of HT < 800 GeV and m
ττ
T2 < 60 GeV ensure
orthogonality with respect to any 2τ SR and suppress the presence of signal.
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Figure 6.12: Kinematic distributions of characteristic variables in the VRs of the 1τ channel [8], (a) to (c) probing
the extrapolation to the medium-mass SR, (d) and (e) probing the extrapolation to the compressed SR. The results
shown are obtained after fitting the normalisation of the background in the control regions. The last bin of
each distribution contains the overflow events. The uncertainties displayed consider statistical limitations in the
background modelling as well as all experimental and theoretical systematic uncertainties, illustrated by the shaded
bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls outside the plotted range.
The contribution labelled as other includes the multi-jet contribution and V + jets processes not explicitly listed in
the legend.
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Figure 6.13: Number of observed events, nobs, and predicted background yields after the fit, npred, in the validation
regions of the 1τ and 2τ channels. The background predictions are scaled using the normalisation-factors derived
in the control regions. The total uncertainty in the background predictions, σtot, is shown as a shaded band [8]. The
error bars of the data points only represent the Poissonian statistical uncertainty of the measurement.
2τ W/Top VR 2τ Z(ττ) VR
W/Top separation nb−jet = 0/ ≥ 1 —
Event HT < 800 GeV HT > 800 GeV
kinematics mτ1T +m
τ2




T < 150 GeV
mττT2 < 60 GeV
Table 6.6: Validation regions for the 2τ channel. These requirements are applied in addition to the pre-selection.
A separation of the W(τν) + jets and top quark contributions based on the number of b-tagged jets
leads to the definition of the Top and W VRs of the 2τ channel. The exact definitions of the 2τ VRs
are summarised in table 6.6. Example distributions of important variables are provided in fig. 6.14 and
figs. A.11 to A.13 of appendix A.2. The exact composition of the background spectrum in the 2τ VRs
can be inferred from the illustration in fig. 6.13 as can be the post-fit agreement of the total yields. A
breakdown of the expected and fitted yields of the different background components and the number
of observed data events is provided in table 6.6 of appendix A.3. Here, all uncertainties, statistical and
systematic alike, are considered.
As for the VRs of the 1τ channel, the agreement in both, the total yields as well as the modelling
in all important variables, is good in all 2τ VRs. The extrapolation of the fit results of the combined
background fit can be applied safely to estimate the background in the SRs and to use it for extraction of
results and their statistical interpretation.
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Figure 6.14: Kinematic distributions of characteristic variables in the VRs of the 2τ channel [8], (a) ((b), (c)) probing
the extrapolation of top quark (W → τν, Z → ττ) contributions to all 2τ SRs. The results shown are obtained after
fitting the normalisation of the background in the control regions. The last bin of each distribution contains the
overflow events. The uncertainties displayed consider statistical limitations in the background modelling as well
as all experimental and theoretical systematic uncertainties, illustrated by the shaded bands. Red arrows in the
Data/SM ratio indicate bins where the corresponding entry falls outside the plotted range. The contribution labelled
as other includes the multi-jet contribution and V + jets processes not explicitly listed in the legend.
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CHAPTER 7
Systematic Uncertainties – Parametrising the
Ignorance
Every experimental measurement is subject to uncertainties. The finite amount of individual measure-
ments available for an analysis introduces statistical uncertainties. Limited knowledge of the experimental
setup and the theoretical predictions, on the other hand, gives rise to systematical uncertainties – they
parametrise the ignorance about the measurement. While the former can be reduced by repeating the
experiment, the latter typically do not scale with the amount of available statistics and require detailed
studies in order to be understood. Before this chapter elaborates on the different concepts of systematical
uncertainties and the ones considered in this analysis, a brief discussion of statistical limitations is
presented.
At the ATLAS experiment, measured data is considered a priori true. Error bars on data points in
histograms only illustrate the uncertainty the mean value of a Poissonian counting experiment would
have in the corresponding bin. No systematic uncertainties are attributed to data. However, statements
made based on taken data are still limited by the amount of available data and hence subject to statistical
uncertainties. They are considered in the evaluation of results by treating the underlying statistics as the
outcome of a correspondingly performed counting experiment.
Any prediction of MC-based signal or background, on the other hand, is attributed all potential uncer-
tainties. The data-driven estimation of the multi-jets background is treated individually (cf. section 7.4).
Here, statistical uncertainties are also due to the finite binning of visualisation in histograms. In addition,
the combined systematic uncertainty can be considered to form a total uncertainty. Limitations due to a
finite number of simulated events are treated as systematic uncertainties and discussed in the following
paragraphs.
The major contributions to the total systematic uncertainty in the presented analysis stem from the
estimation of the number of background events in the signal regions. They are pre-dominantly due to
limitations in the modelling of the detector response or identification efficiencies for certain physics
objects.
7.1 General concepts
The influence of systematic uncertainties on the presented analysis is studied by modifying every event
according to the studied systematic uncertainty (e.g. rescaling jet energies to study the influence of
a possible bias in the their measurement). The analysis is then re-run on all signal and background
samples under the same systematic variation [15]. The results of the background estimation using
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systematically varied inputs may differ from the nominal case. These deviations of all systematic
variations are considered as individual nuisance parameters (NPs) in the simultaneous fits that are carried
out to obtain the background (and signal) predictions as described in appendix G. While the different
systematic uncertainties are considered to be a priori uncorrelated, this fitting technique is able to consider
all correlations between the systematic uncertainty NPs and the resulting normalisation-factors. Since the
fit is configured such that the overall normalisation in the CRs is conserved due to the fit being performed
to observed data, strong correlations between the nuisance parameters of the systematic uncertainties and
the normalisation-factors are to be expected1. As a result of this approach, the total correlated systematic
uncertainty can deviate from the uncorrelated quadratic sum of the individual contributions.
Since the systematic variation of detector or generator parameters is often only sensible in a certain
range—negative values of a measured jet energy are unphysical, for example—and since the used fitting
approach does not distinguish between such unphysical effects and physically sensible variations, all
NPs of systematic uncertainties that go into the fit are constrained. For experimental uncertainties, such
constraints can be obtained from auxiliary measurements as the in-situ determination of the uncertainty
on the jet energy calibration scale. Also uncertainties arising from theory sources can be constrained by
imposing sensible boundaries on the varied parameters of interest, for example by taking the uncertainties
of a fit to extrapolate the value of the strong coupling constant αs to the center-of-mass energy of the
LHC. For both these kinds of systematic uncertainties, no additional constraining function in the total
likelihood is required due to their intrinsic constraining properties (cf. appendix G).
The procedure described up to this point is valid for systematic uncertainties that arise from effects
which are well accessible and common to many analyses carried out in the ATLAS collaboration since
they require extensive computing efforts to be studied and made available for analysis. Apart from
those most common effects, this analysis considers different additional systematic uncertainties which
are unique to it and which require designated treatment. The implementation of these special cases is
described in more detail in the corresponding paragraphs of section 7.3.1 and section 7.4, respectively.
For these autonomously estimated uncertainties, no intrinsic constraints are available from auxiliary
studies or measurements. The hence necessary constraining functions in the likelihood of the combined
fit are imposed in from of (asymmetric) Gaussian functions with a mean of one and half the width
corresponding to the estimated variation.
The systematic uncertainties introduced in the next sections come in different implementations in the
combined fit setup. Those which affect individual physics objects in an event come as full comparison
samples. For them, an event-by-event comparison of the systematically varied sample and the nominal
one is performed. This approach allows for changes in individual distributions and bin-by-bin migrations
of single events. Uncertainties which only affect the total event itself come as modifications of the
different corrections factors, resulting in changes of the event weight in distributions it is contributing
to. In most cases, the underlying variations of the uncertainty are performed both up- and downwards,
e.g. an up- and downward change in the calibration scale of jet energies. They give rise to up- and
downward varied samples and weights that constrain the range of the nuisance parameter to be fitted in.
For one-sided uncertainties such as a resolution, e.g. the jet energy resolution, the constraint is given by
only one comparison sample which provides both kinds of variations within the allowed boundaries. The
implementations of systematic uncertainties unique to this analysis come as up- and downward varied
weight-based systematic uncertainties, or as single modified weights which are used as symmetrical
variations.
1 A simplified example could be the following: the fit of a single background with 10% pre-fit uncertainty in a single CR is
fitted under consideration of a single systematic uncertainty of equal influence 10%. Due to the conservation of the overall
normalisation in the CR, the result will be a strong correlation of the normalisation-factor and the NP of the systematic




Experimental uncertainties cover all aspects, which originate from imperfections, limited precision,
or knowledge of the experimental setup, i.e. the ATLAS detector in general. The different sources
of experimental uncertainties are grouped to affect particular physics objects on reconstruction-level.
Common to all experimental uncertainties is their validity across all regions of phase-space without the
need for extrapolation. As they are provided for every sample, signal and background alike, correlations
between the different regions of phase-space are intrinsically present and preserved. The following
paragraphs describe the most dominant experimental uncertainties and the way they are determined
and applied. In contrast to systematic uncertainties originating from theory-level effects, experimental
uncertainties are applied likewise to both signal and background simulation.
Jet energy scale Transferring a measured electronics signal from the calorimeter system into a value
of jet energy is done using a calibration at the so-called jet energy scale (JES), cf. section 3.3.1. Since
this relation is known only with limited precision, studies of variations of the JES lead to a systematic
uncertainty. By comparisons of nominal and MC samples with varied hadronic shower and physics
models, and alternative detector configurations as well as by a comparison of the jet response as function
of η in MC and data, systematic variations of the JES are obtained. As additional contributions to
the JES uncertainties, changes due to variations in residual pile-up being removed from the jet cone
and uncertainties in the jet flavour composition are taken into account. Further considered aspects for
high-energy jets include uncertainties such as a so-called punch-through uncertainty if a jet is not fully
contained in the calorimeter system, or an uncertainty on the response to single hadrons.
Wherever possible and appropriate, measurements to determine and constrain these uncertainties and
their contributions are carried out in situ, on measured data. Due to more feasible conditions including
lower pile-up and lower trigger thresholds for jets, these studies have been performed only on the√
s = 7 TeV ATLAS set. The results and details on the applied techniques are documented in [143]. For
the presented analysis using
√
s = 13 TeV data as well as for its exploration study [9], the uncertain
prescriptions are adapted to properly describe
√
s = 13 TeV data and simulation as described in [144,
145]. Since the missing transverse energy is calculated from the jet measurements, changes in the jet










In order to account for the influence of modified jet energies in the context of τ-leptons, these changes
are applied before the jet–τ-lepton overlap removal step (cf. section 3.3.6) This way, ambiguities between
low-energy jets that pass baseline selection criteria after being subject to JES variations and τ-leptons are
removed.
The presented analysis considers four individual nuisance parameters in its combined fit model to
account for the JES uncertainty. Three of these parameters represent combined parameters, being
comprised of many more different parameters that account for individual contributions to the total JES
uncertainty such as the aforementioned pile-up effect. The fourth NP is assigned to account for the η
interpolation between well-measured jets and jets that are more difficult to access due to their η-position
in the detector. The jet energy scale uncertainty is implemented as a comparison of individual up-
and downward variations with respect to the nominal sample, being available as event-by-event input
considering the smallest correlations.
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Jet energy resolution In addition to JES-based uncertainties on the transfer from detected signal to
measured energy value, the finite energy resolution of the ATLAS detector poses a source of systematic
uncertainty. Since the resolution of a measurement can only be obtained if the real value is known, MC
simulations of such measurements are necessary. Due to the limited precision of the GEANT4 model
of the ATLAS detector in these simulations and other aspects such as the hadronic shower shape, the
jet energy resolution (JER) is also only known to finite precision. This limited knowledge of the JER
hence introduces an uncertainty on the uncertainty of a jet energy measurement. The arising systematic
uncertainty accounting for this effect is determined by smearing every jet energy by a factor drawn
from a Gaussian distribution with mean one and standard deviation according to the JER measurement
depending on pT- and η-values of the jet. Just like the JES uncertainties, these modified jet energies due
to variations of the JER are applied before the jet–τ-lepton overlap removal and also considered in a
re-calculation of the missing transverse energy (cf. eq. (7.1)).
As for the JES uncertainties, the underlying in situ studies for quantification of the JER uncertainty
have been performed using the
√
s = 7 TeV ATLAS dataset, being presented in more detail in [143].
Extensive studies of the changed conditions of the
√
s = 13 TeV period of data taking with respect to
the in situ studies are documented in [144], allowing again for a transfer to be applied in [9] and the
presented analysis. The JER is considered with one designated nuisance parameter and implemented as a
one-sided event-by-event comparison.
Flavour tagging The identification of jets as being produced by heavy-flavour quarks, is used to
separate the top quark from the W + jets components in the background spectrum of the control regions
of this analysis. As a consequence, the influence of systematic uncertainties due to flavour tagging effects
needs to be studied. Considered aspects are the efficiencies and mis-tag rates for b- and c-quarks as well as
a general uncertainty for the tagging of light quark jets. A total of five nuisance parameters, implemented
as up- and downward variations influencing every event individually is added to the combined fit. Details
on the estimation technique of the systematic variations can be found in [150].
Jet vertex tagging The JVT likelihood for the suppression of pile-up influence on the jet reconstruc-
tion (cf. section 3.3.1) introduces a source of systematic uncertainty that is addressed individually in this
analysis. Based on variations of the fragmentation model in different studied generators and additional
smaller effects of other origin, [149] provides weight-based up- and downward variations that are covered
by an additional nuisance parameter in the fit, accounting for uncertainties in the efficiency of the JVT
procedure.
Tau energy scale As for jets, the energy of reconstructed τ-leptons is subject to uncertainties due to
the energy scale they are calibrated at. Systematic variations of the tau energy scale (TES) are obtained
by varying different parameters in the simulation, for example the description of the detector and its
material or the underlying event and hadronic shower model of the τ-lepton decay. An additional in
situ variation is obtained by comparing measurements of the visible mass of reconstructed τ-leptons
in data to TES-varied simulation results. Just as for the changes in the jet energy measurements due
to JES variations, changes of τ-lepton contributions to the calculation of the missing transverse energy
are propagated according to eq. (7.1). Extensive details on studies of the TES systematic uncertainty
in
√
s = 13 TeV ATLAS data and simulation can be found in [159, 161]. The effects considered for
obtaining the TES variation are addressed by three nuisance parameters in the combined fit that are
considered in this analysis for the TES systematic uncertainty. Each of them is implemented as an
event-by-event up- and downward variation.
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τ-lepton identification and reconstruction The complex reconstruction approach of hadronically
decaying τ-leptons also poses a source of systematic uncertainty, which are summarised as τ-lepton
identification uncertainties. They depend on a multitude of different parameters such as the event and
τ-lepton kinematics, the number of tracks and pixel hits that are associated to the hadronic τ-lepton decay,
or the used identification algorithm. The contributions studied in the context of this analysis are due to
three sources, each accounted for by dedicated nuisance parameters in the combined fit, implemented
as event-based up- and downward re-weighting: an uncertainty on the identification scaling factor (cf.
section 3.3.4) is propagated from the fit of said factor and the uncertainty of that fit. The reconstruction
algorithm introduces uncertainties due to various effects, including pile-up, the detector material, and
threshold effects, all of which are assessed by varying input parameters in the simulation. For high-
energy τ-leptons, the systematic uncertainties due to identification and reconstruction uncertainties are
studied separately, doubling the number of fitted nuisance parameters to four. A third component is
introduced by the overlap removal procedure applied between τ-leptons and electrons (cf. section 3.3.6).
Variations of the aforementioned parameters also influence the kinematic properties of τ-leptons that
are used to remove overlap with electrons. Variations of electron parameters in the simulation also
affect the procedure. Both of these effects are addressed by an individual nuisance parameter each. A
detailed overview including a breakdown of the individual sub-components of the different uncertainty
contributions is provided in [159, 161].
While all of these effects are only studied for true τ-leptons, the assessment of jets being mis-identified
as τ-leptons is addressed by the dedicated separation of the control region space for fake and true
τ-leptons. Most deviations of the simulation from data are covered by application of the obtained
normalisation-factors. The uncertainties on the latter are also obtained in the combined fit and hence
include systematic uncertainties on the fake τ-lepton modelling. In the data-driven estimate of the
multi-jet background, no evaluation of systematic uncertainties on any τ-lepton property is necessary
since τ-leptons in this background contribution are directly obtained from data.
Missing transverse energy The calculation of the missing transverse momentum and its magnitude
is a complex endeavour as it depends on the reconstruction of every other reconstructed physics objects.
The effects of the τ-lepton and jet reconstruction have already been discussed, being the main sources
of variations of EmissT . Contributions from light leptons energy uncertainties are considered in the same
fashion but found to be negligible for this analysis. In addition to the contributions from reconstructed
physics objects, the influence of so-called soft terms and its uncertainty is studied and evaluated. The
soft-term contribution to EmissT is composed of objects below the reconstruction thresholds and calorimeter
depositions which are not assigned to any reconstructed object. Two nuisance parameters are assigned
to energy scale variations of this soft term. An additional third NP accounts for an uncertainty on the
resolution of the soft-term measurement like the JER contribution does for the energy resolution of
jet measurements. Detailed studies on the measurement of EmissT and its systematic uncertainties are
provided in [163].
Light lepton reconstruction and identification As for jets and τ-leptons, effects on the reconstruc-
tion and identification of electrons and muons are investigated for ATLAS analyses and documented in
[156, 229], respectivbely. They include the energy and momentum calibration as well as corrections
for the efficiency of reconstruction, identification and isolation. They are considered in the fit of the
signal and backgrounds in this analysis by means of three dedicated nuisance parameters for electrons
and twelve for muons but found to be of negligible influence.
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Pile-Up The weight-based re-weighting procedure correcting for differences in the pile-up descriptions
between data and simulation (cf. section 4.4.1) is subject to a designated systematic uncertainty. The
distribution of the average number of interactions per bunch-crossing 〈µ〉 in the simulation is varied and
the resulting changes in the pile-up weight are applied on an event-by-event basis, giving the systematic
variation. The range of the variation is determined by studying the correlation in data and simulation
between 〈µ〉 and the number of primary vertices nPV [189].
Luminosity The measurement of the integrated luminosity recorded by ATLAS is also subject to un-
certainties. A detailed description of the measurement procedure and the determination of its uncertainty
are documented in [129], quoting a total uncertainty of 2.1% for the combined
√
s = 13 TeV dataset of
2015 and 2016. This uncertainty, however, affects only the prediction of the diboson background and the
signal yields since their normalisation is estimated solely from the simulation and not via a fit to data.
Trigger For the EmissT -based trigger used in this analysis, no dedicated treatment of systematic uncer-
tainties is necessary. Requirements on the leading jet transverse momentum and EmissT make it 100%
efficient without being pre-scaled (cf. section 3.2.4 and appendix C). In MC simulations, its performance
is emulated as outlined ibid. with the same plateau requirements being applied.
7.3 Theory uncertainties
In addition to limited knowledge or performance of the experimental environment, effects that are
introduced by the simulation before the detector interaction pose sources of systematic uncertainties.
They are referred to as theory uncertainties, introduced separately for background and signal samples in
the following paragraphs.
7.3.1 Background uncertainties
Since the background to the search performed in this analysis arises from well-understood Standard
Model processes, it can be estimated to a higher degree of precision than the signal models. Moreover,
the different contributions to the background spectrum are not simulated using the same generator and
configuration, giving rise to a dedicated and detailed description of the theory uncertainties on the
background samples.
PDF and αs In proton–proton collisions the parton distribution function (PDF) of the proton plays an
important role in predicting the expected physics. In addition to the uncertainties on the measurement of
the proton PDF, systematic variations are introduced due to various competing fits of different models
to the observed data in said measurement. Furthermore, the extrapolation from the phase-space of the
PDF measurements to the kinematic regimes in which this analysis is performed is covered. Additional
influence on the proton PDF due to variations in the strong coupling constant αs is also evaluated.
For MC samples generated using Sherpa 2.2.1 or 2.2.2, the NNPDF3.nnlo PDF set is used. It contains a
nominal PDF set and 100 PDF variations as well as two variations of αs corresponding to αs(mZ) = 0.117
and αs = 0.119. The PDF uncertainty arising from the available variations is computed as the RMS of







(Ni − N0)2 (7.2)
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In this notation, Ni and N0 correspond to the number of events for PDF variation i and for the nominal
PDF set, respectively. The additional uncertainty due to the variation of αs is computed as (Nαs=0.119 −
Nαs=0.117/2). The uncorrelated sum of the two contributions is considered as the total PDF uncertainty
that is added to the combined fit as weight-based up- and downward variations, evaluated for every
sample in every region of phase-space individually. Since the same PDF set is used for all samples, the
PDF uncertainty is fully correlated and one common NP is assigned for all background contributions in
all regions. In the case of V + jets samples where the necessary input is only available in Sherpa 2.2.1
but not in Sherpa 2.2.0, the variation is computed using Sherpa 2.2.1 samples and applied to (2.2.1 +
2.2.0)/2. For VV samples, the input is available in Sherpa 2.2.1 and 2.2.2, but not in Sherpa 2.1. Since
the contribution of the 2.1 samples is only at the percent-level in most regions of phase-space, reaching
16% for the 2τ high-mass SR where MC statistics are scarce, the uncertainty is evaluated using Sherpa
2.2.1 and 2.2.2, and is applied also to 2.1. This approach is conservative but still better motivated than
an overall estimation as performed in the exploration study [9]. Since for the PowhegBox+Pythia6-
generated tt¯ samples, the required input is not available, the necessary calculations are performed using
PowhegBox+Pythia8 samples with the same NNPDF3.0nnlo PDF set. Due to its negligible influence
across all regions of phase-space, no PDF uncertainty is considered for single-top samples.
Renormalisation- and factorisation-scales In addition to uncertainties arising from the used PDF
and value of αs, changes in the renormalisation- and factorisation-scales influence the background
prediction. In the same fashion as for the approach outlined for the PDF uncertainty, variations of the
scale parameters µR and µF are provided already by the generators used. The available setups vary both
scales up and down by a factor of two, giving a total of eight possible combinations of which six are used




2µR, 2µF) are not evaluated due to too large log (µR/µF) contributions to the
cross-section. A total scale uncertainty is computed as the average between the two combinations that
give the largest and smallest deviations from the nominal prediction, implemented as weight-based up-
and downward variations. Due to its process-dependence, the scale uncertainty is evaluated individually
for every sample in every region of phase-space and considered with a designated NP for every sample in
the combined fit. The same considerations regarding the exchange or mixing of different generators and
the negligible influence of single-top samples as for the PDF uncertainty also apply here. Uncertainties
due to CKKW matching scales and re-summation for V + jets samples are found to be negligible [8].
Additional t t¯ generator uncertainties For the tt¯ contribution of the background spectrum, additional
effects of varying the input to the used MC generator are studied, evaluated, and accounted for by means
of systematic uncertainties. The influence of the hard scattering model is assessed by comparing
tt¯ samples of different matrix element calculators but the same showering and hadronisation tool,
here, MG5_aMC@NLO+Herwig++ is compared to PowhegBox+Herwig++. As neither of the two
comparison generators is the nominal one used for this analysis and both are subject strong statistical
limitations, a different approach of estimating the influence of the systematic variation is pursued. In
a first step, the correct normalisation of both comparison samples is obtained by performing the full
background-only fit with the exchanged tt¯ samples. Due to the conservation of the overall normalisation
of in CRs, this fit already covers the influence of the exchange samples in the CRs. Based on the
normalised comparison samples, the relative difference between them is studied in the regular VRs
and SRs of a looser selection due to statistical limitations, cf. appendix E. The obtained results are
implemented as symmetrised up- and downward variations and one NP in the fit, applied in the VRs and
SRs. Since these variations are obtained without any closure, this uncertainty is subject to an a priori
constraint by means of a symmetrical Gaussian distribution.
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Also the influence of exchanging the underlying parton shower and hadronisation models is evaluated
by means of a generator comparison. By comparing the nominal PowhegBox+Pythia6 setup to a tt¯
sample generated with PowhegBox+Herwig++, differences can be studied directly and can be used as
variations to derive systematic uncertainties from. As for the matrix element uncertainty, the systematic
uncertainty due to changes in the parton shower and hadronisation model is implemented by means of
symmetrised up- and downward variations and one NP in the combined fit. Finally, the modelling of
initial state radiation (ISR) is studied by a comparison of the nominal sample to tt¯ samples with varied
Powheg-Box parameters that control the transverse momentum of the first additional parton emission
beyond the Born configuration [189]. For this ISR uncertainty, designated up- and downward varied
samples provide the variations, addressed by one NP in the fit.
Single-top and t t¯ +V uncertainties In principle, the same considerations as for the aforementioned
tt¯ uncertainties also hold for the single-top and tt¯ + V samples that are used in this analysis. However,
supported by tables A.1 to A.11 in appendix A.3 , their influence can be classified as minor. Instead
of separating the uncertainties on the theoretical components of the single-top and tt¯ contributions into
sub-contributions from the PDF model, variations in αs, the renormalisation and factorisation scale, the
matrix element calculation, the parton showering and hadronisation model, and the ISR modelling, one
inclusive uncertainty on the production cross-section of the combined contributions from single-top and
tt¯ processes is assigned to the corresponding samples as a symmetrised weight-based variation with
one NP in the combined fit. In accordance with the latest results, the total cross-section uncertainty is
assigned to be 10%, obtained from calculations as described in section 4.2.
W(τν) + jets alternative generator comparison Together with tt¯ events, the background arising
from W(τν) + jets production poses the most important and abundant component of the Standard Model
background in this analysis. In order to cover dependencies of the prediction on the generator used
(Sherpa), a comparison to an alternative generator (MG5_aMC@NLO+Pythia8) is performed. The
W(τν) + jets MG5_aMC@NLO+Pythia8 sample is used as a direct comparison sample to the nominal
Sherpa sample and their deviation is treated as a symmetric variation, considered by means of one
designated NP in the fit.
7.3.2 Signal uncertainties
The afore introduced experimental uncertainties also apply to the signal samples. The respective theory
uncertainties, however, are addressed in a more exclusive way. While for the Standard Model processes,
cross-section measurements allow for constraints and the estimation of uncertainties, the SUSY signal
production cross-section is predicted entirely from theory, rendering its total uncertainty an important
quantity. The calculation of SUSY cross-sections is performed depending on the production process,
at NLO level for electroweak and mixed processes, and with NLO+NLL accuracy for production via
the strong force (cf. section 4.3). Sources of systematic uncertainty contributing to these calculations
comprise the choice of parameters in the generation process, the chosen PDF set and the knowledge
about the strong coupling constant αs. Variations of these parameters are evaluated by re-computation of
the cross-section with different values, similarly to the individual evaluations considered for the Standard
Model processes. The resulting cross-section values form an envelope whose median is taken as the
nominal value and whose minimum and maximum are symmetrised to yield the total uncertainty as
described in [215] [15]. This total uncertainty on the signal cross-section hence absorbs all effects which
are studied separately for the backgrounds. Typically, its influence is depicted as contour lines indicating
the ±1σ cross-section variation in plots across the model parameter-space. This way of illustration allows
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7.4 Uncertainties on external corrections
for a disentanglement of the effect of unavoidable systematic uncertainties from external sources and the
ones from the definition of the signal models.
In contrast to the background samples, the signal samples used in this analysis are simulated using the
AFII fast calorimeter simulation [230] for the modelling of shower shapes in the calorimeters and the
corresponding determination of energy depositions (cf. chapter 4). The deviations of this approximation
from the full GEANT4 simulation is studied ibid.. For the major sources of experimental systematic
uncertainties as described in section 7.2, additional nuisance parameters accounting for AFII-induced
deviations are introduced to the fit. They address jet-based uncertainties inclusively and put a special
focus on τ-lepton, treating TES variations, the τ-lepton–electron overlap removal procedure as well as
reconstruction and identification effects individually. In total, five additional nuisance parameters are
introduced to the fit to account for potential deviations due to this simplified simulation setup. Each of
these uncertainties is implemented as a weight-based up- and downward variation with a designated NP.
7.4 Uncertainties on external corrections
While most of the aforementioned systematic uncertainties, their underlying variations and constraints
are provided by either theory groups having predicted parameters or ATLAS in-situ measurements and
estimations, this analysis also considers sources of systematic uncertainty which are unique to it and
which require dedicated estimation techniques.
W + jets HT-corrections The discrepancies in the distribution of HT in the W kinematic and true-
τ CRs discussed in section 6.1 are attributed to inaccurate modelling of electroweak processes in the
generator used. This limitation of the predictive power is accounted for by the introduction of an additional
systematic uncertainty. The weights computed as bin-specific correction-factors (cf. appendix D) are
used as input variations to a symmetrised uncertainty applied to the W(τν) + jets sample, considered with
one designated NP in the combined fit.
Uncertainties on the data-driven multi-jet estimate The contribution from multi-jet events play
a special role in the determination of the Standard Model background spectrum to this analysis. Due
to its estimation in a data-driven way and not based on MC simulations, none of the aforementioned
uncertainties, neither those of experimental nor theory origin, apply to it. Although the input to the
multi-jet estimation is recorded data and hence a priori not subject to systematic uncertainties of any
kind, the applied jet smearing technique introduces different sources of systematic uncertainty. While the
influence of limited seed statistics and multiple smearing of single events is considered in the statistical
uncertainty of the background (cf. section 6.2), variations in the shape of the used response functions
and bin-by-bin migration and correlation effects are not evaluated in dedicated ways – detailed studies,
particularly on the latter, can be found in [227]. Instead, one inclusive overall uncertainty is estimated
and used as a symmetric up- and downward weight-based variation, considered with one dedicated NP in
the combined fit. Since the modelling of the missing transverse momentum is crucial for the presented
analysis and it is particularly affected by the jet smearing technique, the EmissT distribution in the multijet
CR is used to estimate the overall systematic uncertainty on the multi-jet prediction. The largest deviation
of the predicted background from data in fig. 6.4(f) is observed in second-to-last bin, motivating a 40%
uncertainty on the multi-jet estimation before the combined fit.
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Figure 7.1: Correlation (covariance) matrix of the most dominant nuisance parameters in the combined background-
only fit, considering all systematic uncertainties. The x- and y-axes give the nuisance parameters. In the colour-code
of the z-axis, white corresponds to two NPs being uncorrelated while red (cyan) indicates (anti-)correlation. The
overlaid numbers give the exact value of the correlation. In addition to the NPs introduced for systematic
uncertainties in chapter 7, the normalisation-factors of the Standard Model backgrounds (cf. section 6.3) are
considered as are further nuisance parameters accounting for insufficient MC statistics.
In section 6.2, a slight overestimation of the multi-jet background due to tt¯ events entering the seed
selection is observed and discussed. The effect is studied by exposing the nominal MC tt¯ sample to the
same jet smearing procedure and evaluated by fitting the smeared sample as a subtraction sample in the
Multijet CR with a designated nuisance parameter.
7.5 Systematic uncertainties after the fits
Adding all the introduced systematic variations to the combined fit provides not only the results already
presented in section 6.3 and extended by those in appendix A, but also insight into the structure of the set
of systematic uncertainties. This section summarises the picture of systematic uncertainties of both the
full background-only fit in the CRs as well as the fits including signal contributions.
Systematic uncertainties in the background-only fit The fit of the Standard Model backgrounds
in the nine control regions as described in section 6.3, taking into account all the experimental and
theory-based systematic uncertainties introduced in sections 7.2 and 7.3.1, paints a detailed picture of the
behaviour of the systematic uncertainties. The total post-fit background composition of the different CRs,
VRs and SRs is summarised in tables A.1 to A.11 of appendix A.3. An overview of the influence of the
underlying sources of systematic uncertainty for selected regions of phase-space is provided in table 7.1.
For the other regions, tables A.12 to A.14 of appendix A.4 provide the respective results.
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Uncertainty of CR W True-τ W Fake-τ Top True-τ Top Fake-τ





±177.13 ±21.26 ±144.79 ±28.79
Total background systematic ±232.35 [0.74%] ±21.09 [4.67%] ±148.02 [0.71%] ±28.26 [3.41%]
Background estimation ±7136.85 [22.7%] ±50.80 [11.2%] ±4322.88 [20.6%] ±134.26 [16.2%]
Jet reconstruction ±5504.58 [17.5%] ±32.26 [7.1%] ±1861.41 [8.9%] ±58.59 [7.1%]
Electroweak theory ±4254.28 [13.6%] ±18.57 [4.1%] ±405.23 [1.9%] ±4.42 [0.53%]
Tau identification ±2009.28 [6.4%] ±5.55 [1.2%] ±1344.69 [6.4%] ±23.85 [2.9%]
Flavour tagging ±820.63 [2.6%] ±16.90 [3.7%] ±734.59 [3.5%] ±23.15 [2.8%]
Tau energy measurement ±579.14 [1.8%] ±0.41 [0.09%] ±416.26 [2.0%] ±2.20 [0.27%]
Top quark theory ±406.81 [1.3%] ±14.62 [3.2%] ±3531.68 [16.8%] ±110.33 [13.3%]
PDF variations ±305.14 [0.97%] ±5.83 [1.3%] ±167.51 [0.80%] ±5.61 [0.68%]
Diboson theory ±182.23 [0.58%] ±5.82 [1.3%] ±38.12 [0.18%] ±0.88 [0.11%]
EmissT reconstruction ±135.66 [0.43%] ±3.70 [0.82%] ±161.21 [0.77%] ±8.35 [1.0%]
Pile-up ±63.38 [0.20%] ±7.74 [1.7%] ±232.89 [1.1%] ±11.34 [1.4%]
Electron reconstruction ±17.55 [0.06%] ±0.43 [0.09%] ±12.07 [0.06%] ±0.78 [0.09%]
Multi-jet estimation ±9.81 [0.03%] ±0.07 [0.02%] ±118.30 [0.56%] ±5.91 [0.71%]
Muon reconstruction ±0.84 [0.00%] ±4.09 [0.91%] ±1.14 [0.01%] ±6.85 [0.83%]
MC statistics ±0.00 [0.00%] ±12.16 [2.7%] ±0.00 [0.00%] ±14.07 [1.7%]
Uncertainty of 1τ medium-mass VR mτT HT E
miss
T
Total background expectation 716.03 1981.56 1588.74
Total statistical (
√
Nexp.) ±26.76 ±44.51 ±39.86
Total background systematic ±113.29 [15.82%] ±438.63 [22.14%] ±441.33 [27.78%]
Top quark theory ±126.31 [17.6%] ±231.23 [11.7%] ±98.08 [6.2%]
Background estimation ±94.89 [13.3%] ±362.05 [18.3%] ±340.94 [21.5%]
Tau energy measurement ±41.74 [5.8%] ±16.18 [0.82%] ±64.61 [4.1%]
Jet reconstruction ±41.53 [5.8%] ±183.94 [9.3%] ±103.06 [6.5%]
Electroweak theory ±38.84 [5.4%] ±493.37 [24.9%] ±578.72 [36.4%]
Tau identification ±23.30 [3.3%] ±123.86 [6.3%] ±100.02 [6.3%]
MC statistics ±19.45 [2.7%] ±12.99 [0.66%] ±13.70 [0.86%]
PDF variations ±8.71 [1.2%] ±28.48 [1.4%] ±24.90 [1.6%]
Diboson theory ±6.76 [0.94%] ±17.40 [0.88%] ±10.97 [0.69%]
EmissT reconstruction ±5.03 [0.70%] ±8.29 [0.42%] ±6.94 [0.44%]
Multi-jet estimation ±3.81 [0.53%] ±17.33 [0.87%] ±3.09 [0.19%]
Flavour tagging ±2.49 [0.35%] ±7.07 [0.36%] ±5.71 [0.36%]
Electron reconstruction ±1.71 [0.24%] ±1.11 [0.06%] ±0.50 [0.03%]
Pile-up ±0.86 [0.12%] ±20.57 [1.0%] ±16.47 [1.0%]
Muon reconstruction ±0.84 [0.12%] ±0.64 [0.03%] ±0.25 [0.02%]
Uncertainty of SR 2τ GMSB 2τ high-mass 2τ compressed 1τ medium-mass 1τ compressed





±1.19 ±1.53 ±2.32 ±3.99 ±17.88
Total background systematic ±0.53 [37.63%] ±0.70 [29.75%] ±1.90 [35.39%] ±2.95 [18.56%] ±31.90 [9.98%]
Electroweak theory ±0.29 [20.7%] ±0.36 [15.4%] ±0.40 [7.4%] ±0.80 [5.0%] ±21.71 [6.8%]
MC statistics ±0.29 [20.6%] ±0.19 [8.2%] ±0.51 [9.5%] ±0.90 [5.7%] ±5.64 [1.8%]
Top quark theory ±0.20 [14.3%] ±0.42 [17.7%] ±1.67 [31.2%] ±1.67 [10.5%] ±17.77 [5.6%]
Background estimation ±0.18 [12.7%] ±0.31 [13.3%] ±0.70 [13.1%] ±1.66 [10.5%] ±36.72 [11.5%]
PDF variations ±0.14 [9.8%] ±0.10 [4.1%] ±0.11 [2.0%] ±2.11 [13.3%] ±6.06 [1.9%]
Tau identification ±0.12 [8.7%] ±0.23 [9.9%] ±0.29 [5.4%] ±0.52 [3.3%] ±4.85 [1.5%]
Jet reconstruction ±0.07 [5.1%] ±0.21 [8.9%] ±0.82 [15.2%] ±1.09 [6.9%] ±23.28 [7.3%]
Pile-up ±0.04 [2.5%] ±0.05 [2.0%] ±0.07 [1.3%] ±0.13 [0.83%] ±3.23 [1.0%]
Multi-jet estimation ±0.03 [2.0%] ±0.02 [1.00%] ±0.04 [0.72%] ±0.47 [2.9%] ±3.96 [1.2%]
Tau energy measurement ±0.02 [1.7%] ±0.15 [6.2%] ±0.20 [3.7%] ±0.46 [2.9%] ±0.24 [0.07%]
EmissT reconstruction ±0.01 [0.84%] ±0.03 [1.5%] ±0.19 [3.5%] ±0.03 [0.22%] ±2.99 [0.94%]
Flavour tagging ±0.01 [0.67%] ±0.02 [0.70%] ±0.07 [1.3%] ±0.07 [0.43%] ±1.26 [0.39%]
Electron reconstruction ±0.00 [0.04%] ±0.00 [0.11%] ±0.01 [0.22%] ±0.04 [0.23%] ±0.45 [0.14%]
Muon reconstruction ±0.00 [0.04%] ±0.00 [0.12%] ±0.01 [0.18%] ±0.03 [0.19%] ±0.36 [0.11%]
Diboson theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Table 7.1: Breakdown of the dominant systematic uncertainties on background estimates in selected CRs, VRs, and
SRs in the background-only fit. It is to be noted that the individual nuisance parameters can be correlated, and
do not necessarily add up quadratically to the total background uncertainty. The percentages show the size of the
uncertainty relative to the total expected background. Uncertainties on the present signals are not given here.
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The uncertainty spectrum of the control regions is dominated by the uncertainties on the fitted
background normalisation-factors with sub-dominant contributions from jet reconstruction uncertainties.
In the Top CRs, the additional uncertainties on the theory modelling are of compatible order, while the
multi-jet estimation uncertainty introduced by the jet smearing technique is prominent in the respective
CR. Noteworthy is the minor influence of τ-lepton-related uncertainties, an evolution that is visible
through [9, 12, 13] and which can be attributed to the advanced way of estimating contributions from real
and fake τ-leptons as well as non-τ-lepton related event aspects separately.
Due to the requirement of the fit to conserve the overall normalisation of all CRs, the expected effect
of strong correlations leading to compensations is visible for all CRs is visible. From the complete
correlation matrix depicted in fig. 7.1, it is possible to infer the exact contexts. While the fit finds the
nuisance parameters of the systematic uncertainties to be as uncorrelated as they were a priori, strong
correlations of the systematic uncertainty NPs and the background normalisation-factors are found.
The fit hence compensates changes of the background yields due to systematic uncertainties by the
normalisation-factors, conserving the total normalisation of the CRs as designed. Quantitatively, this
feature is reflected in the total systematic uncertainties in the CRs being substantially smaller than the
quadratic sum of all individual uncertainties. In fact, the total systematic uncertainty deviates only little
from the statistical uncertainty here, painting a coherent picture of the fit setup.
The less exclusively designed validation regions, on the other hand, present a different picture. Since
they are not used in the fit to constrain the background spectrum, the results are extrapolations from
the CRs and not subject to a conservation of the overall normalisation. The correlations between the
nuisance parameters found in the CRs are hence propagated to the VRs. Due to the different background
compositions, this extrapolation can give rise to substantial deviations of the systematic uncertainty from
the statistical. While in the 2τ channel, the dominant sources of uncertainty are still the normalisation-
factors and the tt¯ theory uncertainties with sub-dominant contributions from the jet reconstruction, the
1τ channel VRs are now dominated by uncertainties arising from predictions of the electroweak theory
components.
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Figure 7.2: Pull-plot of the nuisance parameters (NPs) of the combined background-only fit, considering all
systematic uncertainties. The y-axis gives the list of nuisance parameters. Here, ω represents the normalisation-
factors of the Standard Model backgrounds as introduced in section 6.3. For NPs related to systematic uncertainties,
the lower black x-axis provides information on the constraint of the NP in the fit. A central value of 0 indicates
agreement between the fitted value of the NP and the predicted central value of constraint from external sources.
The length of the error bar with respect to unity—indicated by the yellow hatched area—indicates the agreement
between the spread of the fitted NP and the width of the external constraint. Smaller error bars point towards the fit
constraining the systematic uncertainty stronger than the prediction from theory or the experimental measurement.
For the normalisation-factors ω, the upper blue x-axis indicates their deviation from unity and their post-fit
uncertainty, rendering it a representation equivalent to table 6.4(b) and fig. 6.10(b).
Looking at a detailed breakdown of the individual components [189], this statement can be fur-
ther refined to attribute the influence to the generator comparison between the nominal Sherpa and
MG5_aMC@NLO+Herwig++ for the 1τ channels major background component W(τν) + jets.
The extrapolation of the background-only results to the SRs follows the same considerations as the
ones for the VRs and allows for further statements: the signal regions for which only little background is
predicted, are subject to uncertainties due to low MC statistics and uncertainties related to their major
background contributions, e.g. tt¯ theory uncertainties in the 2τ compressed SR. Here, another expected
feature of the fit becomes visible. While in 1τ SRs, the influence of uncertainties due to the reconstruction
of τ-leptons is small, it is larger in the 2τ channel. This effect can be explained by the similarity of the 1τ
regions to the majority of CRs due to the requirement of the presence of one τ-lepton. The 2τ channel,
on the other hand, is based on different signatures and is thus more susceptible to extrapolation effects.
In addition to the influence of the different uncertainties on the predictions in phase-space, the fit results
can be used to study the quality of the fit itself. Figure 7.2 provides an overview of the different nuisance
parameters after the fit. In addition to visualising the normalisation-factors and their uncertainties as in
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fig. 6.10(b) and table 6.4(b), the influence of the dominant systematic uncertainties and a comparison of
the nuisance parameter estimation is presented: for all considered NPs, the fit finds no deviation from
the constraints provided by external measurements or theory predictions, neither for the central values
nor for the NPs variation width. This observation supports the quality of the chosen fit setup: it is based
on sufficiently inclusive control regions that can access all necessary physics processes and has enough
freedom to cover any potential disagreements between observation and prediction easily.
Results of the exclusion fit The results in the signal regions presented in the last paragraph are
based on extrapolation of the background-only fit results from the CRs to the SRs – in the SRs, no fit
is performed, nor is any signal model considered in the fit. Performing an exclusion fit instead of a
background-only fit (cf. appendix G) enables statements under consideration of the signal samples and
the signal regions, taking uncertainties on the tested signal models into account.
For the five single-bin signal regions of both channels, table 7.2 provides an overview of the systematic
uncertainties on both, signal expectation and background prediction under consideration of the target
signal scenarios. In all presented cases, the largest contribution to the overall uncertainty is the prediction
of the signal cross-section. The signal-induced uncertainty due to the fast calorimeter simulation AFII
also becomes one of the most relevant contributions in all evaluated setups. As for the background-only
case, the quality of the fit is assessed by a visualisation of the fit results of the considered nuisance
parameters. As an example, fig. 7.3 shows such an evaluation for the GMSB benchmark scenario in the
2τ GMSB SR. As for the background-only fit, all nuisance parameters are fitted to the values predicted
by the external sources and only few are differently constrained. Since in an exclusion fit, the signal
regions serve as additional constraints of the background and signal model, a different result is expected:
a different measurement prefers a different fit result and gives different constraints. The picture of a
correctly working and trustworthy fitting procedure is thus still considered valid.
7.6 Conclusions
The last sections have presented the different sources of systematic uncertainty as well as their ways of
determination and implementation into this analysis. In addition to uncertainties due to experimental
or theory-related limitations, uncertainties that are specific to this analysis and which are estimated in
designated ways have been introduced. The behaviour of the used fitting procedures, the background-only
and the exclusion fit, under consideration of these systematic uncertainties has been studied and found to
be stable, allowing for reliable further evaluation of obtained results and their statistical interpretation.
For the background-only fit, the dominant sources of systematic uncertainty have been found to be the
prediction of the background normalisation and the additional top quark theory uncertainties. In general,
regions of phase-space which are easier to model and assess (e.g. Top/W true-τ or kinematic CRs) are
more well described than more challenging (e.g. Top/W fake-τ CRs) or less inclusive regions (VRs, SRs).
Considering the influence of the signal regions as additional constraints and the uncertainties on the
signal prediction, the exclusion fits show that the driving uncertainty arises from the signal cross-section
calculation and the simplified modelling used in the calorimeter simulation upon reconstruction of signal
events.
Potential improvements of this analysis by external sources lie once more [9, 13] with an improved
modelling of jets being mis-reconstructed as τ-leptons in the simulation and more precise predictions of
the signal cross-sections. Additional computing resources to allow for utilisation of the full calorimeter
simulation for the signal scenarios or an improvement of fast simulation also hold possible advancement.
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Single-bin SR 1τ compressed SR 1τ medium-mass SR
Evaluated m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV
signal scenario m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV






Total background systematic ±12.02 [20.28%] ±1.83 [28.45%] ±4.78 [28.38%]
Signal cross-section ±10.26 [17.3%] ±1.60 [24.9%] ±4.44 [26.4%]
Tau identification ±3.95 [6.7%] ±0.41 [6.4%] ±1.12 [6.6%]
AFII simulation ±3.48 [5.9%] ±0.48 [7.5%] ±1.13 [6.7%]
Jet reconstruction ±2.64 [4.5%] ±0.47 [7.3%] ±0.19 [1.1%]
Flavour tagging ±1.28 [2.2%] ±0.08 [1.2%] ±0.23 [1.4%]
MC statistics ±1.24 [2.1%] ±0.29 [4.6%] ±0.53 [3.1%]
EmissT reconstruction ±0.69 [1.2%] ±0.04 [0.63%] ±0.03 [0.18%]
Tau energy measurement ±0.53 [0.90%] ±0.21 [3.3%] ±0.39 [2.3%]
Pile-up ±0.47 [0.80%] ±0.18 [2.7%] ±0.27 [1.6%]
Electron reconstruction ±0.02 [0.03%] ±0.01 [0.09%] ±0.03 [0.15%]
Muon reconstruction ±0.02 [0.03%] ±0.01 [0.14%] ±0.02 [0.14%]
Multi-jet estimation ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Background estimation ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Diboson theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Top quark theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
PDF variations ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Electroweak theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Single-bin SR 2τ GMSB 2τ compressed 2τ high-mass
Evaluated Λ = 120 TeV m(g˜) = 1 065 GeV m(g˜) = 1 705 GeV
signal scenario tan β = 40 m(χ˜01) = 825 GeV m(χ˜
0
1) = 345 GeV






Total background systematic ±1.82 [31.74%] ±5.91 [29.27%] ±3.01 [32.98%]
Signal cross-section ±1.34 [23.4%] ±3.49 [17.3%] ±2.40 [26.4%]
Tau identification ±0.82 [14.3%] ±2.61 [13.0%] ±1.27 [13.9%]
AFII simulation ±0.77 [13.4%] ±2.38 [11.8%] ±1.19 [13.1%]
MC statustucs ±0.42 [7.3%] ±2.31 [11.4%] ±0.32 [3.5%]
Flavour tagging ±0.17 [3.0%] ±0.18 [0.91%] ±0.22 [2.5%]
Pile-up ±0.15 [2.6%] ±0.01 [0.03%] ±0.25 [2.8%]
Jet reconstruction ±0.13 [2.3%] ±1.98 [9.8%] ±0.12 [1.3%]
Electron reconstruction ±0.05 [0.84%] ±0.01 [0.03%] ±0.01 [0.11%]
Muon reconstruction ±0.05 [0.82%] ±0.00 [0.02%] ±0.01 [0.07%]
Tau energy measurement ±0.04 [0.77%] ±0.40 [2.0%] ±0.06 [0.67%]
EmissT reconstruction ±0.00 [0.00%] ±0.81 [4.0%] ±0.07 [0.79%]
Multi-jet estimation ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Background estimation ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Diboson theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Top quark theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
PDF variations ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Electroweak theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Table 7.2: Breakdown of the dominant systematic uncertainties on background and signal estimates in the single-bin
SRs. It is to be noted that the individual nuisance parameters can be correlated, and do not necessarily add up
quadratically to the total background uncertainty. The percentages show the size of the uncertainty relative to the
total expected background.
139
Chapter 7 Systematic Uncertainties – Parametrising the Ignorance
α
1− 0.5− 0 0.5 1
Tau-Electron OR, AFII
Tau-Electron ORT
Tau Reco., high pTau Reco., AFII
Tau Reco.
T







































MET Reso., S.T., perp.




 ee→Scale variation, Z
ντ→Scale variation, W
νµ→Scale variation, W
ν e→Scale variation, W
tScale variation, t
Scale variation, VV

















µ )ττMC stats., Scale var., Z(
)ννMC stats., Scale var., Z(
)ντMC stats., Scale var., W(
MC stats., Scale var., VV
µ / γ
0 0.5 1 1.5 2
Figure 7.3: Pull-plot of the nuisance parameters (NPs) of the combined fit of the GMSB signal and background
model, considering all systematic uncertainties. For illustration purposes, the GMSB benchmark scenario (Λ =
120 TeV, tan β = 40) is used the tested signal model in the 2τ GMSB signal region. The y-axis gives the list
of nuisance parameters. Here, ω represents the normalisation-factors of the Standard Model backgrounds as
introduced in section 6.3. For NPs related to systematic uncertainties, the lower black x-axis provides information
on the constrain of the NP in the fit. A central value of 0 indicates agreement between the fitted value of the NP
and the predicted central value of constraint from external sources. The length of the error bar with respect to
unity—indicated by the yellow hatched area—indicates the agreement between the spread of the fitted NP and the
width of the external constraint. Smaller error bars point towards the fit constraining the systematic uncertainty
stronger than the prediction from theory or the experimental measurement. For the normalisation factors ω, the
upper blue x-axis indicates their deviation from unity and their post-fit uncertainty, rendering it a representation
equivalent to table 6.4(b) and fig. 6.10(b).
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CHAPTER 8
Results and Interpretation – Evaluating the Loot
Having introduced the estimation and validation of Standard Model background processes in chapter 6
and the spectrum of systematic uncertainties as well as their effects on the analysis in chapter 7, the
scene is set to study and evaluate the results from the strategy introduced in chapter 5. This chapter first
presents the general results of the combined background-only fit in the signal regions by unblinding
the observed data in the SRs and studying their kinematic distributions. Subsequently, the findings are
made subject to a detailed quantitative evaluation. The statistical measures of interest are introduced and
utilised for statements about the general potential of this analysis to find physics beyond the Standard
Model. Furthermore, the compatibility of the SUSY models searched for in the light of the predicted
Standard Model processes and given the observed data is studied. The results of different exclusion
fit configurations are presented and discussed, concluding with an outlook towards future scenarios of
interest and analysis prospects.
8.1 Event kinematics in the unblinded signal regions
The full control established over the background spectrum in the control and validation regions allows for
a detailed look into the signal regions. The overall composition of the signal and background spectrum
in the SRs as presented in tables 5.4, 5.8, 5.9 and A.9 can be scrutinised by a look at the distributions
of the final discriminating variables. Now that the background estimation can be considered reliable, a
comparison of the predicted background and expected signal distributions to the observed data is also
possible. For the 1τ channel, fig. 8.1 provides examples of the distributions of discriminating variables.
In each shown distribution, the cut on the displayed variable is not applied but indicated by an arrow,
allowing for statements about the overall modelling and extrapolation.
In the 1τ compressed signal region in fig. 8.1(a), the predicted background and data both below and
above the final cut agree well. The upward fluctuation of the background for 100 GeV ≤ mτT ≤ 200 GeV
has been studied in detail [8, 189] and found to be attributed to single multi-jet events that arise from the
same seed event and come with high weights. The deviation is hence artificial but can be safely neglected
due to the overall compatibility of data and the background prediction within the total uncertainty. Due to
the excellent agreement even towards higher values of mτT, no excess of data over the predicted Standard
Model spectrum can be claimed.
The 1τ medium-mass SR is subject to stronger fluctuations, both below and above the final cut. For
high values of HT, a small excess of data is visible in fig. 8.1(b) that is, however, still in agreement with
the background due to its large uncertainties and the chosen binning.
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Figure 8.1: Kinematic distributions for extended SR selections of the 1τ channel after the fit [8]: (a) mτT in
the compressed SR without the mτT > 80 GeV requirement and (b) HT in the medium-mass SR without the
HT > 1 000 GeV requirement. The contribution labeled as other includes multi-jet events and the V + jets processes
not explicitly listed in the legend. The last bin of each distribution includes overflow events. The total uncertainty in
the background prediction is shown as a shaded band. Red arrows in the Data/SM ratio indicate bins where the entry
is outside the plotted range. A red arrow in the Data/SM ratio indicates a bin where the entry is outside the plotted
range. The signal region is indicated by the black arrow. Signal predictions are overlaid for several benchmark
models. For the simplified model, LM, MM and HM refer to low, medium and high mass splitting scenarios, with
mg˜ (mχ˜01 ) set to 1 065 GeV (825 GeV), 1 625 GeV (905 GeV) and 1 705 GeV (345 GeV), respectively. The GMSB
benchmark scenario corresponds to Λ = 120 TeV and tan β = 40.
Already from these distributions of kinematic variables, qualitative statements about the discovery
potential of these two SRs are possible. Since the final fit setup is treating both 1τ signal regions as
single-bin SRs, the overall yields are fitted and not the bin-wise accessible shape of a distribution. As
a consequence, the small excess towards higher HT-values in the medium-mass SR will be countered
by the lower-HT bins where no data is observed to give a good overall agreement between data and the
predicted Standard Model background. Here, the design of a Multibin SR could have provided additional
statistical power. In the compressed SR, the background prediction already agrees well in the majority of
bins. No discovery potential in any 1τ SR is hence expected.
Results in the four SRs of the 2τ channel are provided in fig. 8.2. In the compressed SR, qualitatively
good compatibility of the Standard Model prediction and data can be observed. The strongly correlated
high-mass and GMSB SRs exhibit a comparable behaviour in their HT-distributions as depicted in
figs. 8.2(b) and 8.2(d). Good agreement between data and the background spectrum is observed before
application of the final cut on HT while at higher values, a small excess of data is visible. In contrast to
the 1τ medium-mass SR, this preference of data towards higher values of HT is not easily absorbed by the
uncertainties but rather poses a genuine small excess that needs to be evaluated further. The 2τ multibin
SR, originally designed to provide sensitivity towards signal scenarios that the compressed and high-mass
SRs would address individually, is depicted in its final representation in fig. 8.2(c). Here, small deviations
of the background prediction from data are observed in all bins, each of them still being in agreement
within the found uncertainties. Considering the aforementioned small excess in the HT-distributions
of the high-mass and GMSB SRs, the HT-based variation of the multibin SR may have exhibited an
increased sensitivity. Such a result-driven design choice, however, is considered biased and shows the
exact motivation why the development process is performed blindly, solely based on the expected results.
The intrinsic strength of the multibin SR, on the other hand, is not accessible from these figures but lies
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8.1 Event kinematics in the unblinded signal regions























































































































































Figure 8.2: Kinematic distributions for extended SR selections of the 2τ channel after the fit [8]: (a) msumT
in the compressed SR without the msumT > 1 600 GeV requirement, (b) HT in the high-mass SR without the




T in the multibin SR, and (d) HT in the GMSB SR without the
HT > 1 900 GeV requirement. The contribution labeled as other includes multi-jet events and the V + jets processes
not explicitly listed in the legend. The last bin of each distribution includes overflow events. The total uncertainty
in the background prediction is shown as a shaded band. Red arrows in the Data/SM ratio indicate bins where the
entry is outside the plotted range. The signal region is indicated by the black arrow. Signal predictions are overlaid
for several benchmark models. For the simplified model, LM, MM and HM refer to low, medium and high mass
splitting scenarios, with mg˜ (mχ˜01 ) set to 1 065 GeV (825 GeV), 1 625 GeV (905 GeV) and 1 705 GeV (345 GeV),
respectively. The GMSB benchmark scenario corresponds to Λ = 120 TeV and tan β = 40.
with its sensitivity to more models than only the four displayed benchmark scenarios. Details of this
evaluation are presented in the forthcoming section. Additional information on the modelling of the other
discriminating variables that are used in the signal region definitions are compiled in figs. A.14 and A.15
of appendix A.2.
Since five of the total of six signal regions are going to be evaluated as single-bin SRs, the agreement of
the overall background prediction with the observed data in each region is a major subject of interest. A
helpful tool to visualise said compatibility is a pull-plot as introduced in fig. 6.13. For all single-bin SRs
as well as for the seven bins of the 2τ multibin SR, fig. 8.3 compiles the total background composition
and its agreement with data. The qualitative analysis in the kinematic distributions can now be enhanced
by a more detailed look at the total background and data yields in each SR. Both 1τ SRs exhibit a slight
143




















































































Figure 8.3: Number of observed events, nobs, and predicted background yields after the fit, npred, in the signal
regions of the 1τ and 2τ channels [8]. The background predictions are scaled using the normalisation-factors
derived in the control regions. The total uncertainty in the background predictions, σtot, is shown as a shaded band.
The error bars of the data points only represent the Poissonian statistical uncertainty of the measurement.
overestimation of the background. The deviation from the observation is, however, still well covered by
one standard deviation, the total uncertainty on the background prediction. While the 2τ compressed
SR is predicting the observation almost perfectly, the high-mass and GMSB SRs show a similar excess
of data over the background between one and two standard deviations of the prediction1. Due to their
similarity in phase-space (rather high requirements on the same two discriminating variables HT and
mτ1T +m
τ2
T ), these small excesses are expected to be highly correlated. The number of observed data events
and expected Standard Model background events for all single-bin SRs are summarised in table 8.1. In
the seven bins of the 2τ multibin SR, the first four bins are subject to comparably strong overestimations
of the background, all being, well covered by the total background uncertainty. The fifth and sixth
bin show an opposite behaviour. Due to the very low statistics in these two bins, the low background
prediction is, however, covered by the total uncertainty. The last bin does not contain any observed data
but predicts a few Standard Model events. Due to the used fitting approach of a binned likelihood, this is
still usable information (cf. appendix G).
Apart from the slight excess in the 2τ high-mass and GMSB signal regions, no deviations of the
background prediction from the measured data are observed. The chances of actually discovering signal
are hence negligibly small. The available results are, in turn, used to derive limits on either the different
models’ parameters, so-called model-dependent limits, or the number of potential signal events that are
still compatible with the expected (observed) results, based only on background and data, the so-called
model-independent limits. These results are presented and discussed in the forthcoming sections.
1 The cover page of this thesis depicts a two-dimensional visualisation of one of the events found in the 2τ high-mass and
GMSB SRs, obtained using the ATLANTIS reconstruction software [231], recorded on 2016-06-06 at 02:36:26 CEST in run
160155, luminosity block 519, having event number 10959.
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8.2 Statistical evaluation
Single-bin SR observed events fitted SM events
1τ compressed 286 319 ± 31.90
1τ medium-mass 12 15.90 ± 2.95
2τ compressed 5 5.36 ± 1.90
2τ high-mass 6 2.34 ± 0.70
2τ GMSB 4 1.41 ± 0.53
Table 8.1: Overview of the number of observed events in data and the number of expected SM background events
after the background-only fit in the single-bin SRs of both channels. The uncertainty given on the background
estimation is the total combination of statistical and systematic uncertainties.
8.2 Statistical evaluation
With fig. 8.3 not showing any significant excess of the observed data over the predicted Standard Model
spectrum, the initially searched for signal models are now evaluated with respect to constraints on their
defining parameters. Starting with model-dependent limits, for every signal scenario, an exclusion fit
as described in appendix G.3 is performed in every signal region. The results of such fits and their
applications are manifold.
CLS The confidence level of the signal hypothesis being true is expressed by utilising the CLS-
method [232]. The resulting value of CLS is derived separately for testing the nominal hypothesis of
signal-plus-background against the observed data, giving CLobs.S , and against the best
2 hypothesis of
signal and background, giving CLexp.S . Apart from just determining the confidence into an hypothesis,
the CLS values are used also in another context. CLS being a measure of confidence, it can serve as a
indicator of the performance of a signal regions being compared to each other. While mutually exclusive
regions of phase-space can safely be fitted simultaneously, the individual results of SRs that overlap in
phase-space can only be used one at a time. In the latter case, the results of the SR performing the best is
obtained considering the signal region with the better, i.e. lower, value of CLexp.S .
Cross-section limits After deciding for a level of confidence with which a tested signal hypothesis is
rejected—here, 95%—the fit can determine the value of the signal-strength µ with which the nominal
signal had to be scaled in order to be excluded at the set value of CLS. From this upper limit on the
signal-strength parameter, in turn, upper limits on the production cross-section of the evaluated signal
scenario can be derived: 〈σ〉95exp. = σprod. × µ95obs.. This result is of particular interest for model-building
and re-interpretation approaches of phenomenologists as further described in the forthcoming paragraphs.
Model-independent limits First, the Standard Model prediction and the observed data can be evalu-
ated with respect to the potential presence of any new physics model. By comparing the background
prediction to the observation, i.e. enforcing the absence of signal in the hypothesis test, statements about
the amount of possibly present additional physics scenarios can be made – without any need for design
or simulation of a particular model.
2 Here, the best hypothesis refers to the estimator that maximised the unconditional likelihood, cf. appendix G.
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Single-bin SR 〈σ〉95obs. in fb S 95obs. S 95exp. CLB p(s = 0) (Z)
1τ compressed SR 1.37 49.5 64.3+24.1−14.9 0.18 0.50 (0.0)
1τ medium-mass SR 0.21 7.7 10.0+4.3−2.7 0.24 0.50 (0.0)
2τ compressed SR 0.18 6.7 6.7+2.8−1.5 0.50 0.50 (0.0)
2τ high-mass SR 0.25 9.0 5.0+1.9−1.3 0.96 0.03 (1.83)
2τ GMSB SR 0.20 7.3 4.4+1.5−0.9 0.95 0.05 (1.68)
Table 8.2: Results of model-independent fits in the five single-bin signal region [8]. Left to right, the five columns
give: the 95% CL upper limits on the visible cross section (〈σ〉95obs.) and on the number of signal events (S 95obs.).
The third column (S 95exp.) shows the 95% CL upper limit on the number of signal events given the expected number
(and ±1σ excursions on the expectation) of background events. The last two columns indicate the CLB value, i.e.
the confidence level observed for the background-only hypothesis and the discovery p-value (p(s = 0)) as well as
its corresponding significance Z. Due to the underlying one-sided hypothesis test, the p-value is capped at 0.50 for
the case of an overestimation of the background.
2τ multbin SR 〈σ〉95obs. in fb S 95obs. S 95exp. CLB p(s = 0) (Z)
BinA 0.34 12.2 14.6+5.4−3.9 0.26 0.50 (0.0)
Bin B 0.25 9.1 11.3+4.6−2.8 0.19 0.50 (0.0)
Bin C 0.19 6.8 8.3+3.4−2.1 0.24 0.50 (0.0)
BinD 0.14 5.0 7.0+2.7−2.0 0.14 0.50 (0.0)
Bin E 0.22 7.8 5.0+2.0−1.4 0.90 0.09 (1.31)
Bin F 0.20 7.1 5.7+2.0−1.0 0.78 0.26 (0.63)
Bin G 0.09 3.2 3.6+1.4−0.6 0.02 0.50 (0.0)
Table 8.3: Results of model-independent fits in the seven bin of the 2τ Multibin signal region [8]. Left to right, the
five columns give: the 95% CL upper limits on the visible cross section (〈σ〉95obs.) and on the number of signal
events (S 95obs.). The third column (S
95
exp.) shows the 95% CL upper limit on the number of signal events given the
expected number (and ±1σ excursions on the expectation) of background events. The last two columns indicate
the CLB value, i.e. the confidence level observed for the background-only hypothesis and the discovery p-value
(p(s = 0)) as well as its corresponding significance Z. Due to the underlying one-sided hypothesis test, the p-value
is capped at 0.50 for the case of an overestimation of the background.
By means of such a model-independent fit3, cf. appendix G.4, multiple characteristic quantities can
be obtained, summarised in tables 8.2 and 8.3. Starting from the number of signal events which are
compatible with the background prediction given the expected (observed) data at 95% CL, S 95exp. (S
95
obs.),
the integrated luminosity available in this analysis is used to calculate an upper limit on the visible cross-
section of a potential model, 〈σ〉95obs.. These numbers already consider the limitations of the analysis in
terms of detector effects and selection efficiency. In addition, the confidence level of the background-only
hypothesis CLB as well as the corresponding p-value and significance Z are provided. Due to the fact
that the hypothesis test is performed using a one-sided profile-likelihood ratio and evaluated by means of
a one-sided normal distribution, the p-value of the background-only hypothesis is capped to 0.50 (and
the significance to 0.0) for the case of an overestimation of the background prediction.
3 The term model-independent is only insofar correct as no particular signal model is used in the fit. Since the signal regions




The visible excess of data events over the background prediction in the 2τ high-mass and GMSB signal
regions can now be exactly quantified to be of 1.83 and 1.68 standard-deviations, respectively. Upper
limits on the cross-sections vary from 0.18 fb in the 2τ compressed SR to 1.37 fb in the 1τ compressed
SR. These results can be understood upon consideration of e.g. fig. 8.3: the 2τ compressed SR exhibits
the lowest tension between the background prediction and the observation, hence being able to provide
the strongest limit on an additional event contribution such as a model of new physics. The 1τ compressed
SR, on the other hand, is the most inclusive of signal regions, rendering the inclusion of an additional
signal model more difficult and giving hence the weakest limit.
Calculation of model-dependent limits The model-independent limits calculated in the last para-
graph explicitly assumed the absence of any signal in the hypothesis tests to allow for quantitative
statements of the general presence of any signal model. Statements about the two signal models searched
for in the context of this thesis, the simplified model of gluino pair-production and the model of GMSB,
are possible upon consideration of the different simulated signal scenarios in designated exclusion fits.
In a first step, the CLS values, both for the expected and observed case, are computed from the
exclusion fit of every signal-plus-background scenario. Based on a chosen threshold of CLS ≤ 5% to
reject the hypothesis with the aforementioned 95% confidence, the decision of whether a particular
scenario is excluded or still allowed, is made. Since both models of interest are described by two
parameters, two-dimensional maps of the models’ parameter-spaces and the decision of the exclusion fit
can be drawn. Due to the finite number of parameters considered in the simulation of the signal models as
MC events, only a discrete map of entries would be possible4. In order to allow for statements across the
entire parameter-space, the gap between adjacent evaluated sets of parameters is closed via interpolation.
Assuming that the behaviour of the selection is not too different between two adjacent signal points, the
point of CLS = 0.05 is determined by a linear interpolation between the two actually evaluated signal
points. An illustrative example could be the following as shown in eq. (8.1): a certain signal point is
excluded due CLS ≤ 0.05, while its closest neighbour is not, having CLS > 0.05. Since the first point is
barely excluded, the actual exclusion boundary is expected to be closer to it than to the non-excluded
point.
CLS(m(g˜) = 600 GeV) = 0.04
CLS(m(g˜) = 700 GeV) = 0.10
⇒ m(g˜)(CLS = 0.05) = 617 GeV
(8.1)
This interpolation scheme allows for the derivation of continuous lines in the 2D parameter-plane that
indicate areas of exclusion. Such lines are referred to as exclusion contours. They are calculated for
both the expected and observed cases as well as their ±1σ-uncertainty cases. The picture of information
obtained from the evaluation of the fit results across an entire parameter-plane can be enhanced further
by overlaying the values of the obtained upper limits on the production cross-section at each simulated
point.
4 A set of model-defining parameters, for which a MC simulation is carried out, is referred to as a point in parameter-space or
signal point.
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8.2.1 Limits on the simplified model
Starting with the simplified model of gluino pair-production, results on the models specifically searched
for in this analysis can be obtained and evaluated. Tests of all of the 169 simulated signal scenarios
in separate exclusion fits in every signal region gives exclusion contour lines across the m(g˜)-m(χ˜01)
parameter-plane. Figures 8.4(a) to 8.4(e) provide these results for the five individual SRs. As to be
expected from the model-independent results, the observed limit in signal regions of the 1τ channel is
stronger than the corresponding expected ones due to the overestimation of the background. While the
good agreement between prediction and observation in the compressed SR of the 2τ channel results
in agreement between the expected and observed limit contour, the high-mass SR exhibits a weaker
observed limit due to its small excess in the observed data. In general, the observed limit contours follow
the shape of the expected ones, as partially already introduced in the context of figs. 5.11 and 5.13. Due
to the fact that the 2τ multibin SR is implemented as the simultaneous fit of its seven mutually exclusive
bins treated as separate signal regions, the position and shape of the observed limit relative to the expected
limit varies over the grid. This effect is explained by the same mechanisms as for the single-bin SRs
when considering the predicted background and observed data results (cf. fig. 8.3 or tables A.10 and A.11
in appendix A.3): bins with an overestimation of the predicted background shape the contours differently
than bins with an underestimation or high compatability. Already at this point the influence the increased
amount of data available with respect to the extrapolation study [9] is visible: all individual signal regions
are able to extend the earlier parameter limits in their respective target regions significantly.
The next step in unraveling the full potential of this analysis are combinations of the mutually exclusive
signal regions by means of fitting them simultaneously in the respective exclusion fits. An overview
of the different combinations of signal regions in the search for the simplified model is provided in
fig. 8.5. The combination of the two SRs of the 1τ channel gives the result depicted in fig. 8.6(a). Despite
the fact that the 1τ channel is mainly designed to target signal scenarios at lower gluino masses and
towards lower mass-splittings, it is on its own able to extend the limit of the exploration study [9] across
the entire parameter-plane. Figure 8.6(b) shows the combination of the two single-bin SRs of the 2τ
channel. Although tailored towards high gluino masses and smaller differences between m(g˜) and m(χ˜01),
the 2τ single-bin combination also extends the earlier limit across large parts of the parameter-plane
– only the signal scenarios with the smallest gluino masses are not covered. The combined sensitivity
of both regions is almost reached by the 2τ multibin SR alone, cf. fig. 8.4(e). Only for scenarios with
both heavy gluinos and LSPs, it is outperformed by the 2τ compressed SR. Its increased sensitivity in
particular regions of the parameter-plane, for example around m(g˜) = 1 800 GeV/m(χ˜01) = 900 GeV, can
be exploited by considering the best result at each point, chosen from the multibin SR results and the 2τ
single-bin combination, based on the value of CLexp.S as described in section 8.1. The resulting exclusion
contour in the parameter-plane is displayed in fig. 8.6(c). The obscure-looking distortions of the observed
limit contour below m(χ˜01) = 700 GeV arise from the procedure of combination. Due to the expected
limits of the multibin SR and the single-bin combination performing comparably while the observed
limits are substantially different in this part of parameter-space, smallest fluctuations in CLexp.S lead to
abrupt changes in the preferred signal region choice and hence the observed limit contour. This effect is
only an artefact of the interpolation approach applied between to simulated signal points and accounts for
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Figure 8.4: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production
in the single-bin SRs of the 1τ channel ((a), (b)) and the 2τ channel ((c) to (e)) [8]. The red solid line and the
blue dashed line correspond to the observed and median expected limits, respectively. The yellow band shows
the one-standard-deviation spread of the expected limits around the median. The effect of signal cross-section
uncertainties on the observed limits is shown as red dotted lines. The previous ATLAS result [9] obtained with
3.2 fb−1 of
√
s = 13 TeV data is shown as a grey filled area.
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Multibin






2𝜏 combination 2𝜏 (best-CLs)combination
Full combination
Figure 8.5: Flowchart visualising the signal region combinations performed in the search for the simplified model
of gluino pair-production. The five SRs are labelled in black, the differently coloured frames and labels illustrate
the various combinations and introduce the used nomenclature.
The combination efforts are continued by simultaneously fitting all combinations of mutually exclusive
signal regions, giving rise to the results this analysis initially aimed for by its improved signal region
design and background estimation approach with respect to [13, 219]. The combination of all four
single-bin SRs is supposed to compile all the individual strengths and sensitivities of the individual,
highly specified signal regions into one powerful result. Due to its comparable performance with respect
to the combination of the 2τ single-bin SRs, the 2τ multibin SR is also fitted simultaneously with the two
1τ signal regions. The results of both combinations are displayed in fig. 8.7.
Comparing to the combinations of the individual channels, which are indicated as green (1τ channel)
and magenta (2τ channel), the benefits of this setup of mutually exclusive signal regions and one mutual
background estimation becomes evident. For both fit setups, the combined expected limit contour is
clearly stronger than the individual channel expected limits. This effect arises from the simultaneous fit
and is a signature feature of this approach that becomes clearest upon a comparison with the results of
the earlier analysis [9]: ibid., no mutual background estimation is used and the combination of the two
channels is only possible by means of a choice of one signal region at each point in parameter-space,
based on the best CLexp.S . As a consequence, either the 1τ or the 2τ channel individual limits are chosen.
This effect is visualised in fig. 8.7(c) by the blue line of the combined expected limit exactly following
either the magenta or the green line of the individual channel limit contours. This approach prohibits the
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Figure 8.6: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production for
the combinations of SRs in the 1τ channel (a) and the 2τ channel (b), (c) [8]. The results of the best performing 2τ
setup at each point in parameter-space based on the value of CLexp.S , chosen between the single-bin combination
and the multibin SR are given in (c). The red solid line and the blue dashed line correspond to the observed and
median expected limits, respectively. The yellow band shows the one-standard-deviation spread of the expected
limits around the median. The effect of signal cross-section uncertainties on the observed limits is shown as red
dotted lines. The previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown as a grey filled
area.
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Figure 8.7: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production
for the combination of the compressed and medium-mass SRs of the 1τ channel with the compressed and the
high-mass SRs of the 2τ channel, (a), and the combination of the compressed and the medium-mass SRs of the 1τ
channel with the multibin SR of the 2τ channel, (b) [8]. The combination is realised by a simultaneous fit of the
individual, mutually exclusive SRs. The red solid line and the blue dashed line correspond to the observed and
median expected limits, respectively. The yellow band shows the one-standard-deviation spread of the expected
limits around the median. The effect of signal cross-section uncertainties on the observed limits is shown as red
dotted lines. The magenta and green dashed lines present the individual channel median expected limits as provided
by figs. 8.6(a) and 8.6(c) in appendix A.5. The previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV
data is shown as a grey filled area and depicted in detail in (c).
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8.2 Statistical evaluation
In the simultaneous fit of all SRs of both channels in this analysis, also the smallest piece of information
on the tested signal scenario can be exploited to decide whether a signal point is excluded or not. This
enormous benefit is reflected in the position of the combined expected limit relative to the individual
channel limits. The expected structure of the 2τ channel being stronger for high values of m(g˜) and
lower m(χ˜01) is visible, as is the driving contribution of the 1τ channel along the diagonale of masses for
the most compressed parts of the mass spectrum. At most points, however, the information from both
channels—each being unable to claim an exclusion on their own—is combined to be sufficient to extend
the exclusion significantly beyond the individual channel limit contours. An exception is the regime of
smallest mass-differences, close to the diagonale, where the 2τ channel is not sensitive at all and the
combined limit is purely driven by the 1τ channel.
The results show that this analysis is able to not only use the increased amount of available data
for pushing the individual signal channel limits by approximately 400 GeV in m(g˜) and approximately
200 GeV in m(χ˜01), but to extend the combined expected exclusion by another 100 GeV in m(g˜).
In a comparison of fig. 8.7(a) and fig. 8.7(b), the influence of the 2τ multibin SR becomes visible.
Although not as much of an increase as in the 2τ combination only, an improvement of the combined
expected limit is visible in the top right corner of the parameter-plane, for high values of m(g˜) and m(χ˜01).
While the improvement in binary choice of whether a tested signal point is excluded or not is small,
the confidence of the exclusions based on the 2τ multibin SR is higher. This effect is visualised in fig. 8.8.
The plot displaying the ratio of the CLexp.S values of the results shown in figs. 8.7(a) and 8.7(b) highlights
where the combination of signal regions including the 2τ multibin SR is stronger in red, its weaker
regions in the parameter-plane in cyan. The latter is particularly the case for the highest values of m(g˜)
and largest mass-splittings. Here, the 2τ high-mass SR is superior to the multibin SR due to its higher
level of general background suppression.
The benefit of the multi-bin approach becomes clearest when studying the obtained limits on the model
production cross-section. Strongly correlated to the improvement in the confidence of the hypothesis tests
via CLexp.S is the obtained value of the signal strength that is fitted to scale the nominal signal hypothesis
until it is excluded at 95% CL. Here, a similar improvement of the multi-bin approach with respect to
the single-bin setup is expected. Figures A.16 and A.17 in appendix A.5 show the limit contours in the
parameter-plane with the obtained upper limit values of the visible production cross-section at each point
for the different signal regions and the channel combinations. Already at this point, the 2τ multibin SR
provides stronger limits5 than any other individual signal region, particularly within the bounds of the
limit contour. This fact is of particular interest and importance. Since the four single-bin regions impose
stronger selection criteria and are optimised towards selection efficiencies of the selected benchmark
scenarios, it is possible for them to not be sensitive to signal scenarios their are not tailored towards.
This lack of sensitivity can result in inadequate statements about the signal scenarios being excluded:
a signal region not predicting enough events of a certain signal to be separated from the background
because it selects events too strictly, will exclude said signal with less confidence. The more inclusive
and less restrictive multi-bin approach, on the other hand, provides sensitivity and separation power also
to signal scenarios which are difficult to assess with using the single-bin approach and can thus provide
stronger exclusion statements. These enhanced exclusion capabilities of the multibin SR propagate on to
the combined fit setups, depicted in fig. 8.9: the combination comprising the 2τ multibin SR provides the
stronger upper limits on the visible production cross-section. Similarly to the illustration if the CLexp.S
improvement, fig. 8.10 illustrates this increase graphically. In certain areas of the parameter-plane, the
improvement reaches up to a factor of 3 − 4.
5 A stronger limit in the context of upper limits on the production cross-sections means that a lower value can be excluded at
the same CL.
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Figure 8.8: Ratio of CLexp.S values of the combination of the 1τ compressed and medium-mass SRs with the 2τ
compressed and high-mass SRs over the simultaneous fit of the 1τ compressed and medium-mass SRs with the 2τ
multibin SR evaluated over the parameter grid of the simplified model. The numbers written onto the parameter grid
give the exact ratio. Parameter points without such a printed value show insufficient quality of the underlying fit
and cannot be evaluated. Overlaid values that fall beyond the range of the z-axis are printed on a white background.
Assuming that the relative systematic uncertainties would not change, a similar improvement of the
limit, based solely on an increase in the available data, would require a factor of 9 − 16 more integrated
luminosity – a goal that is to be reached only by a significantly longer period of data-taking.
The differences between the single-bin and multi-bin results scrutinised so far motivate a final step
in the evaluation of the results in the search for the studied simplified model of gluino pair-production.
As outlined in section 8.1, the choice of the best-performing fit setup can be made for each signal point
separately, preferably based on the value of CLexp.S . The results of such a combination of the different
channel combination setups (cf. figs. 8.7(a) and 8.7(b)) gives fig. 8.11, the final set of exclusion limits on
the simplified model.
The exact composition of this final result can be inferred from fig. A.19 in appendix A.5. Here, the
overlaid labels give the final choice of the used fitting setup at each point, S referring to the pure single-bin
combination, M being the multi-bin based combination. As to be expected from the earlier remarks, the
multi-bin combination is preferred over large parts of the parameter-plane except for those where only
the 2τ compressed SR is sensitive. The inward fluctuation of the −1σ observed limit contour is a result
of the applied combination technique. At the affected region in the parameter-plane, a single signal point
prefers the single-bin combination while its vicinity is described best by the multi-bin combination. Since
the single-bin approach exhibits a weaker observed limit (cf. fig. A.18 in appendix A.5) in this region, the
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Figure 8.9: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production
for the combination of the compressed and medium-mass SRs of the 1τ channel with the compressed and the
high-mass SR of the 2τ channel, (a), and the combination of the compressed and the medium-mass SR of the 1τ
channel with the multibin SR of the 2τ channel, (b) [8]. The combination is achieved by a simultaneous fit of the
individual, mutually exclusive SRs. The red solid line and the blue dashed line correspond to the observed and
median expected limits, respectively. The yellow band shows the one-standard-deviation spread of the expected
limits around the median. The effect of signal cross-section uncertainties on the observed limits is shown as red
dotted lines. The magenta and green dashed lines present the individual channel median expected limits as provided
by figs. 8.6(a) and A.17(e). The previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown
as a grey filled area. The overlaid numbers give the excluded visible production cross-section at 95% CL, in pb.
 [GeV]g~m




































































Figure 8.10: Ratio of the upper limits on 〈σ〉95exp. for the simultaneous fit of the 1τ compressed and medium-mass
SRs and the 2τ compressed and high-mass SRs over the simultaneous fit of the 1τ compressed and medium-mass
SRs and the 2τ multibin SR evaluated over the parameter grid of the simplified model. The white areas at the
bottom left and right as well as the top center are, not evaluated due to insufficient quality of the underlying fit.
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Figure 8.11: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production [8].
At each point, the result of either the single-bin combination of both channels (cf. fig. 8.7(a)) or the combination
of the single-bin 1τ SRs with the 2τ Multibin SR (cf. fig. 8.7(b)) are chosen based on the value of CLexp.S . The
red solid line and the blue dashed line correspond to the observed and median expected limits, respectively. The
yellow band shows the one-standard-deviation spread of the expected limits around the median. The effect of signal
cross-section uncertainties on the observed limits is shown as red dotted lines. The magenta and green dashed lines
present the individual channel median expected limits as provided by figs. 8.6(a) and 8.6(c) in appendix A.5 The
inward fluctuation of the −1σ observed limit line originates from the method employed to perform the combination.
The previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown as a grey filled area.
8.2.2 Limits on the GMSB Model
Limits on the two free parameters of the studied GMSB model, Λ and tan β, are firstly set in the only
signal region that specifically addresses the expected GMSB signatures, the GMSB SR of the 2τ channel.
The results of the exclusion fit in the GMSB SR are depicted in fig. 8.12.
Already this single signal region is able to extend the expected upper limit by ≈ 20 TeV in Λ for all
values of tan β with respect to the earlier observed result, keeping a similar shape in tan β. The difference
of the presented GMSB SR with respect to its predecessor in [9], depicted as the grey filled area in
fig. 8.12, (mτ1T +m
τ2
T > 150 GeV, HT > 1 700 GeV) is small, rendering the increased amount of available
data driving contributor to the improvement of the limits. The weaker limit on Λ for lower values of tan β
arises from the lower number of expected τ-leptons in this Co-NLSP region, cf. section 2.2.2. Fewer
τ-leptons being produced by the signal model results in even fewer reconstructed ones, lowering the
efficiency of a 2τ-selection in this part of parameter-space.
Due to the sensitivity of this analysis to higher values of Λ with respect to [9, 13], not only gluino
production is relevant at a hadron collider such as LHC, but also the production of squarks starts to
contribute (cf. section 2.2.2). In fact, the production of squark pairs or a squark in association with a
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Figure 8.12: Exclusion contours at the 95% confidence level for the GMSB model in the 2τ GMSB SR [8]. The red
solid line and the blue dashed line correspond to the observed and median expected limits. The yellow band shows
the one-standard-deviation spread of the expected limits around the median. The effect of signal cross-section
uncertainties on the observed limits is shown as red dotted lines. The grey and orange dashed lines indicate the
masses of gluinos and mass-degenerate squarks, respectively. The previous ATLAS result [9] obtained with 3.2 fb−1
of
√
s = 13 TeV data is shown as a grey filled area.
fig. 8.13. In addition to the masses of gluinos which would be produced in the studied GMSB model, the
masses of the 10-fold degenerate squarks are indicated in fig. 8.12.
Although no other signal region is specifically designed to search for GMSB signals, the combination
of multiple different SRs in one combined fit has proven to be an effective measure to improve sensitivity
further (cf. section 8.2.1). First, a combination of the GMSB SR with the 2τ compressed SR into a
total 2τ result is performed. Moreover, a combination with the two 1τ SRs can be performed to gain
additional sensitivity to signatures with only one reconstructed τ-lepton. Simultaneous fits of all of these
configurations are possible due to the mutual exclusiveness of all involved SRs. The limit contours for
the individual signal channel combinations in the GMSB parameter-plane are depicted in fig. A.23, the
full combination of the 1τ channel and the 2τ channel signal regions is provided in fig. 8.14.
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Figure 8.13: Relative contributions of the different production process over the GMSB parameter grid in the
GMSB SR of the 2τ channel. g˜g˜ corresponds to gluino pair-production, q˜g˜ to squark–gluino production, q˜q˜ to
squark–squark production (including sbottom quarks), l˜l˜ to slepton pair-production (including third generation
sleptons and all sneutrinos), q˜ ¯˜q to squark–antisquark production (including sbottom quarks), elwk to gaugino
production (including charged and neutral ones, across all generations), 3rd gen. to stop quark production (including
antisquarks, across both generations), and mixed to gaugino-squark and gaugino-gluino production (including
antisquarks and sbottom quarks, across all generations).
While the 1τ combination shows the expected weaker limit with respect to the 2τ channel, the latter
result benefits from the additional information contributed by the compressed SR already. As for the
simplified model combination, the simultaneous fit of the four mutually exclusive SRs in fig. 8.14 gives
a result which is stronger than the individual channel results. Once more, the benefit of combining
different results on the signal model which individually would not allow for an exclusion statement is
clearly visible along the full available range of tan β. The original weakness of the 2τ GMSB SR at
low values of tan β due to fewer reconstructible τ-leptons in the Co-NLSP regime is partially mitigated
by the influence of the 1τ SRs and the compressed 2τ SR. For high Λ, the sensitivity is limited by the
production cross-section contribution from the strong interaction.
While the analysis is mainly sensitive to squark and gluino production, the total GMSB production
cross section for high Λ is dominated by electroweak production modes as depicted in fig. A.1 and
outlined in section 2.2.2. As a result, the current limits on the model parameters and corresponding
particle masses can be improved to Λ > 110 TeV for the full range of simulated values of 2 ≤ tan β ≤ 60.
Above the Co-NLSP regime of tan β > 30, the limit is even stronger: Λ > 120 GeV. These values
correspond to upper limits on the gluino (squark) mass of m(g˜) > 2 350 GeV (m(q˜) > 2 200 GeV) for
2 ≤ tan β ≤ 60 and m(g˜) > 2 600 GeV (m(q˜) > 2 300 GeV) for tan β > 30.
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Figure 8.14: Exclusion contours at the 95% confidence level for the GMSB model [8]. The red solid line and
the blue dashed line correspond to the observed and median expected limits, respectively, for the combination of
the 1τ and 2τ channels. The combination is realised by a simultaneous fit of the individual, mutually exclusive
SRs, the 1τ compressed and medium-mass SRs, and the 2τ compressed and GMSB SRs. The yellow band shows
the one-standard-deviation spread of the expected limits around the median. The effect of signal cross-section
uncertainties on the observed limits is shown as red dotted lines. The grey and orange dashed lines indicate the
masses of gluinos and mass-degenerate squarks, respectively. The magenta and green dashed lines present the
individual channel median expected limits as provided by figs. A.23(a) and A.23(b) in appendix A.5. The previous
ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown as a grey filled area.
8.3 Conclusions and outlook
The presented analysis has obtained a multitude of different results, all of which representing significant
improvements with respect to its predecessor of the early
√
s = 13 TeV ATLAS data-taking period [9].
The newly developed mutual background estimation allows for the simultaneous fit of multiple signal
regions across both signal channels and a more robust prediction of the Standard Model background.
Since no significant excess of observed data over the background prediction has been found, limits
have been set on the defining parameters of both studied signal models as well as the general, model-
independent, parameters of the evaluated signal regions. For both models, the upper limits on the
parameters have been significantly improved, giving stronger limits. The newly introduced multibin
signal region in the 2τ channel has been found to strongly improve both the confidence in the stated
exclusions as well as to provide stronger upper limits on the visible model production cross-sections. Its
increased versatility with respect to more exclusive single-bin signal regions can hence be considered
proven, rendering this approach most prosperous for future searches.
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Among aspects not considered in this analysis is a general issue of simplified models. The influence of
other model parameters such as, in the case of the simplified model of gluino pair-production, the masses
of the intermediate gauginos and tau sleptons/sneutrinos. Studies based only on two model parameters
with fixed values for other important ones rely on the assumption that changes of these other, so-called
hidden parameters neither influence the acceptance nor the selection efficiency of the analysis. Earlier
studies both for the
√
s = 8 TeV analysis [99] and the early
√
s = 13 TeV exploration analysis [233],
however, have shown a non-negligible influence of such hidden parameters. A possible solution are maps
of the acceptance and efficiency for variations of these parameters to account for otherwise neglected
effects and to hence provide better results.
The latter is also of particular interest to designers of new models of SUSY or beyond standard model
physics in general. A common approach to find areas of phase-space into which new models could still fit,
are re-interpretations of existent analysis results. They are usually performed by extrapolating published
results to not yet studied scenarios and a subsequent evaluation of the predicted findings. Two frequently
used toolkits for such re-interpretations are SmodelS [234] and CheckMATE [235, 236]. While SmodelS
uses upper limit results on the production cross-sections and maps of the acceptance and efficiency to
extrapolate existent results to new regions of phase-space, CheckMATE requires different inputs. Here,
overviews of the total yields in the signal regions as well as the statistical and systematical uncertainties
are used, while yields at the different stages of selection for each SR are used for validation. The
additionally required maps of acceptance and efficiency for the analysis presented here are provided in
figs. A.20 to A.22 and A.24 to A.26 of appendix A.5, while the yields of the signal benchmark scenarios




The well established and understood Standard Model of particle physics is a successful theory of the
fundamental building blocks of matter and their interactions. Despite its predictive power and the high
precision it has been tested to, the Standard Model is far from being the ultimate theory of the microcosm
of elementary particles. A multitude of different measurements as well as theoretical considerations
rather indicate that it is the low-energy approximation of some higher-order model. Supersymmetry
(SUSY) is one of the best motivated and highly sought theories the Standard Model could be imbedded
into. The ATLAS experiment at the Large Hadron Collider poses a unique experimental environment to
search for new particles predicted by SUSY. Squarks and gluinos are the strongly interacting partners
particles of quarks and gluons, and they are expected to be produced at the highest rate amongst the
new particles. A search for squarks and gluinos using their promising decay signatures involving
hadronically decaying τ-leptons and missing transverse momentum based on 36.1 fb−1 of data recorded
in
√
s = 13 TeV proton–proton collisions has been presented. Two representations of SUSY are searched
for, one model assuming a specific gauge mediated symmetric breaking mechanism, the other being a
simplified model of gluino pair-production. The search is carried out in six regions of phase-space, five
of which use a well-established approach of result extraction based only on the total number of expected
SUSY and predicted Standard Model events in single signal regions. The sixth signal region exploits
the large amount of available data to base the result extraction on an approach novel in the search for
these signatures. The differences in the spectra of a discriminating variable between the expected SUSY
signal and the predicted Standard Model background is used to search for deviations from the Standard
Model prediction. This approach provides comparably strong mass limits but at much higher confidence
levels, which directly translates into stronger upper limits on production cross-sections of the studied
signal models. Equally powerful results from other extraction approaches would require substantially
more data. A sophisticated estimation technique is developed to assess the Standard Model processes
entering the analysis across all signal regions simultaneously. This mutual background estimation allows
for a simultaneous result extraction in multiple signal regions. It thus enhances the predictive power of
the analysis substantially. For all signal regions, the normalisations of the MC-simulated background
from electroweak processes and the data-driven estimation of the multi-jet background are estimated in
one common set of control regions. This procedure corrects for various shortcomings of the background
modelling, particularly the simulation of quark and gluon jets being misidentified as τ-leptons.
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Model e, µ, τ, γ Jets EmissT













































q˜q˜, q˜→qχ˜01 0 2-6 jets Yes 36.1 m(χ˜01)<100GeV 1712.023321.55q˜ [2×, 8× Degen.] 0.9
mono-jet 1-3 jets Yes 36.1 m(q˜)-m(χ˜01)=5GeV 1711.033010.71q˜ [1×, 8× Degen.] 0.43
g˜g˜, g˜→qq¯χ˜01 0 2-6 jets Yes 36.1 m(χ˜01)<200GeV 1712.023322.0g˜
m(χ˜01)=900GeV 1712.023320.95-1.6g˜ Forbidden
g˜g˜, g˜→qq¯(ℓℓ)χ˜01 3 e, µ 4 jets - 36.1 m(χ˜01)<800GeV 1706.037311.85g˜
ee, µµ 2 jets Yes 36.1 m(g˜)-m(χ˜01 )=50GeV 1805.113811.2g˜
g˜g˜, g˜→qqWZχ˜01 0 7-11 jets Yes 36.1 m(χ˜01) <400GeV 1708.027941.8g˜
3 e, µ 4 jets - 36.1 m(g˜)-m(χ˜01)=200GeV 1706.037310.98g˜
g˜g˜, g˜→tt¯χ˜01 0-1 e, µ 3 b Yes 36.1 m(χ˜01)<200GeV 1711.019012.0g˜
3 e, µ 4 jets - 36.1 m(g˜)-m(χ˜01)=300GeV 1706.037311.25g˜
b˜1b˜1, b˜1→bχ˜01/tχ˜±1 Multiple 36.1 m(χ˜01)=300GeV, BR(bχ˜01)=1 1708.09266, 1711.033010.9b˜1 Forbidden




1 )=0.5 1708.092660.58-0.82b˜1 Forbidden




1 )=1 1706.037310.7b˜1 Forbidden
b˜1b˜1, t˜1 t˜1, M2 = 2 × M1 Multiple 36.1 m(χ˜01)=60GeV 1709.04183, 1711.11520, 1708.032470.7t˜1
Multiple 36.1 m(χ˜01)=200GeV 1709.04183, 1711.11520, 1708.032470.9t˜1 Forbidden
t˜1 t˜1, t˜1→Wbχ˜01 or tχ˜01 0-2 e, µ 0-2 jets/1-2 b Yes 36.1 m(χ˜01)=1GeV 1506.08616, 1709.04183, 1711.115201.0t˜1






1)=5GeV, t˜1 ≈ t˜L 1709.04183, 1711.115200.4-0.9t˜1




1)=5GeV, t˜1 ≈ t˜L 1709.04183, 1711.115200.6-0.8t˜1 Forbidden




1)=5GeV, t˜1 ≈ t˜L 1709.04183, 1711.115200.48-0.84t˜1




0 mono-jet Yes 36.1 m(t˜1,c˜)-m(χ˜
0
1)=5GeV 1711.033010.43t˜1
t˜2 t˜2, t˜2→t˜1 + h 1-2 e, µ 4 b Yes 36.1 m(χ˜01)=0GeV, m(t˜1)-m(χ˜01)= 180 GeV 1706.039860.32-0.88t˜2
χ˜±1 χ˜
0







ee, µµ ≥ 1 Yes 36.1 m(χ˜±1 )-m(χ˜01)=10 GeV 1712.081190.17χ˜±1 /χ˜02
χ˜±1 χ˜
0













1→τ˜ν(τν˜), χ˜02→τ˜τ(νν˜) 2 τ - Yes 36.1 m(χ˜01)=0, m(τ˜, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) 1708.078750.76χ˜±1 /χ˜02
m(χ˜±1 )-m(χ˜
0









ℓ˜L,R ℓ˜L,R, ℓ˜→ℓχ˜01 2 e, µ 0 Yes 36.1 m(χ˜01)=0 1803.027620.5ℓ˜
2 e, µ ≥ 1 Yes 36.1 m(ℓ˜)-m(χ˜01 )=5 GeV 1712.081190.18ℓ˜
H˜H˜, H˜→hG˜/ZG˜ 0 ≥ 3b Yes 36.1 BR(χ˜01 → hG˜)=1 1806.040300.29-0.88H˜ 0.13-0.23
4 e, µ 0 Yes 36.1 BR(χ˜01 → ZG˜)=1 1804.036020.3H˜
Direct χ˜+1 χ˜
−
1 prod., long-lived χ˜
±




Stable g˜ R-hadron SMP - - 3.2 1606.051291.6g˜
Metastable g˜ R-hadron, g˜→qqχ˜01 Multiple 32.8 m(χ˜01)=100 GeV 1710.04901, 1604.045202.4g˜ [τ( g˜) =100 ns, 0.2 ns] 1.6
GMSB, χ˜01→γG˜, long-lived χ˜01 2 γ - Yes 20.3 1<τ(χ˜01)<3 ns, SPS8 model 1409.5542χ˜01 0.44
g˜g˜, χ˜01→eeν/eµν/µµν displ. ee/eµ/µµ - - 20.3 6 <cτ(χ˜01)< 1000 mm, m(χ˜01)=1 TeV 1504.05162g˜ 1.3





2 → WW/Zℓℓℓℓνν 4 e, µ 0 Yes 36.1 m(χ˜01)=100 GeV 1804.036021.33χ˜±1 /χ˜02 [λi33 , 0, λ12k , 0] 0.82
g˜g˜, g˜→qqχ˜01, χ˜01 → qqq 0 4-5 large-R jets - 36.1 Large λ′′112 1804.035681.9g˜ [m(χ˜01)=200 GeV, 1100 GeV] 1.3




g˜g˜, g˜→ tbs / g˜→tt¯χ˜01, χ˜01 → tbs Multiple 36.1 m(χ˜01)=200 GeV, bino-like ATLAS-CONF-2018-0032.1g˜ [λ′′323=1, 1e-2] 1.8
t˜t˜, t˜→tχ˜01, χ˜01 → tbs Multiple 36.1 m(χ˜01)=200 GeV, bino-like ATLAS-CONF-2018-0031.05g˜ [λ′′323=2e-4, 1e-2] 0.55
t˜1 t˜1, t˜1→bs 0 2 jets + 2 b - 36.7 1710.071710.61t˜1 [qq, bs] 0.42
t˜1 t˜1, t˜1→bℓ 2 e, µ 2 b - 36.1 BR(t˜1→be/bµ)>20% 1710.055440.4-1.45t˜1
Mass scale [TeV]10−1 1
√
s = 7, 8 TeV
√
s = 13 TeV
ATLAS SUSY Searches* - 95% CL Lower Limits
July 2018
ATLAS Preliminary√
s = 7, 8, 13 TeV
*Only a selection of the available mass limits on new states or
phenomena is shown. Many of the limits are based on
simplified models, c.f. refs. for the assumptions made.
Figure 9.1: Comparison of the reaches of limits in ATLAS searches for SUSY to date [237]. The results on the
simplified model of gluino pair-production obtained in this analysis are upper limits of m(g˜) > 2 000 GeV for low
values of m(χ˜01) and m(g˜) > 1 400 GeV for values of m(χ˜
0
1) around 1 000 GeV. Results on comparable models are
depicted in the top box of Inclusive Searches.
The compatibility of the corrected background prediction with the observed data in the signal regions
is found to be high – no significant hints towards the presence of any signal can be claimed. The lack of
excess of the observation over the background prediction is cast into upper limits on the excluded number
of events of any possible model of new physics in all signal regions. These fiducial limits range from 3.2
to 49.5 events at a confidence level of 95% and are valid for in respective signal regions for the studied
integrated luminosity of 36.1 fb−1. Statements about the realisations of the SUSY models searched
for are based on upper limits on the free model parameters at 95% confidence level. In the simplified
model of gluino pair-production, gluino masses up to 2 000 GeV can be excluded for low values of the
mass of lightest neutralino, the LSP. Around gluino masses of 1 400 GeV, LSP masses up 1 000 GeV
can be excluded. For the model of GMSB, values of the supersymmetry-breaking scale Λ are excluded
below 110 TeV for all values of tan β in the range 2 ≤ tan β ≤ 60, and below 120 TeV for tan β > 30.
These values can be translated into upper limits on the gluino (squark) mass of m(g˜) > 2 350 GeV
(m(q˜) > 2 200 GeV) and m(g˜) > 2 600 GeV (m(q˜) > 2 400 GeV), respectively. These numbers render the
presented analysis competitive to the strongest limits on SUSY published by the ATLAS collaboration to
date (cf. fig. 9.1). The results obtained in the search for the simplified model of gluino pair-production
are of particular interest to phenomenologists and other model builders. They can be used to design more
promising models which are specifically tailored to the remaining parameter-space of SUSY.
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Certain shortcomings of the presented analysis limit its predictive power and hold room for future
improvement. The fact that the 2τ multibin SR is not mutually exclusive with respect to the compressed
SR of the 2τ prohibits their simultaneous fit and hence restricts mutual benefits. Furthermore, the design
of a multi-bin SR for the 1τ channel is a promising prospect. The large increase in the confidence level
with which exclusions are made due to the influence of the 2τ multibin SR strongly motivates the design
of multi-bin signal regions also for the 1τ channel. A combination of the two is expected to yield even
more powerful results without the expense of longer periods of data-taking. A prosperous yet challenging
aspect of optimisation lies with the fitting procedure in general. Instead of obtaining the background
normalisation in discrete control regions and applying it in discrete signal regions, the simultaneous fit
of all Standard Model backgrounds and signals in a large number of bins of multiple discriminating
variables would address several issues at once. Limitations in statistics due to the discrete nature of the
individual regions of phase-space as well as effects originating from the extrapolation between control
and signal regions would be reduced if not avoided. Moreover, the influence of systematic uncertainties
could be studied in a less constrained way if the auxiliary measurements made to constrain them would
be part of the global fit of the analysis itself. The generally necessary deep understanding of the Standard
Model simulations as well as of the complex fit setup pose make this endeavour challenging.
Although the branching fraction of leptonic decays of the τ-lepton is smaller than the hadronic one,
the inclusion of signal channels based on leptonic τ-lepton decays as in the corresponding
√
s = 8 TeV
analysis [13] holds additional sensitivity. However, the necessary efforts of a background estimation
mutual to all signal channels would be substantially more complicated due to the muon-based background
estimation of jets being misidentified as τ-leptons presented here. First exploration studies have already
been performed [217, 218].
The casting of results to input for new models of SUSY or new physics in general is not the only
way to perform a reinterpretation of the obtained results. The designed signal regions exhibit strong
exclusion capabilities as expressed by the model-independent limits. Using the full analysis setup to
study different signal models is hence a manifest idea. While for the
√
s = 8 TeV dataset of ATLAS and
the corresponding analysis [13] such a re-interpretation has already been performed successfully, e.g.
providing exclusions on the pMSSM model in general [219], similar efforts are planned for the available√
s = 13 TeV dataset. A first step is the analysis of the full available
√
s = 13 TeV dataset, including
data taken in 2017 and 20181. Here, certain of the aforementioned optimisation steps can already be
included. In addition to a re-interpretation in the context of different models of SUSY, entirely different
models of physics beyond the Standard Model can be studied using the presented analysis – e.g. models
of leptoquarks [238]. First exploration studies of a search for leptoquark signals in the context of the
presented analysis have been performed successfully [239]. While no discovery of squarks or gluinos
can be claimed, the search has still been successful. Insight into the analysis design and result extraction
procedures, as well as into the studied physics processes has been gained and represents a promising
starting point for future developments in the search for SUSY and beyond.
1 To date, the total recorded
√
s = 13 TeV dataset of ATLAS comprises 136 fb−1. The recorded dataset used in the presented
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This appendix presents additional information in the form of tables and figures to enhance the compre-
hension of the main document.



















0.06 0.06 0.06 0.06 0.05 0.04 0.03 0.03 0.02
0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00
0.09 0.16 0.23 0.33 0.43 0.52 0.60 0.67 0.71
0.09 0.07 0.06 0.04 0.03 0.02 0.01 0.01 0.00
0.03 0.05 0.07 0.10 0.12 0.15 0.17 0.19 0.20
0.33 0.33 0.31 0.28 0.23 0.18 0.13 0.08 0.05
0.35 0.29 0.23 0.18 0.13 0.08 0.05 0.03 0.01
0.05 0.04 0.02 0.02 0.01 0.01 0.00 0.00 0.00
 / TeVΛ














Figure A.1: Relative contributions of the different production process over the GMSB parameter grid for an inclusive
phase-space. g˜g˜ corresponds to gluino pair-production, q˜g˜ to squark–gluino production, q˜q˜ to squark–squark
production (including sbottom quarks), l˜l˜ to slepton pair-production (including third generation sleptons and all
sneutrinos), q˜ ¯˜q to squark–antisquark production (including sbottom quarks), elwk to gaugino production (including
charged and neutral ones, across all generations), 3rd gen. to stop quark production (including antisquarks, across
both generations), and mixed to gaugino-squark and gaugino-gluino production (including antisquarks and sbottom
quarks, across all generations).
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Figure A.2: Kinematic distributions of characteristic variables in the Top true-τ CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets processes not
explicitly listed in the legend.
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Figure A.3: Kinematic distributions of characteristic variables in the W true-τ CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets processes not
explicitly listed in the legend.
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Figure A.4: Kinematic distributions of characteristic variables in the Top fake-τ CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V+Jets processes
not explicitly listed in the legend.
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Figure A.5: Kinematic distributions of characteristic variables in the W fake-τ CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V+Jets processes
not explicitly listed in the legend.
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Figure A.6: Kinematic distributions of characteristic variables in the Top kinematic CR. The results shown are
obtained after fitting the normalisation of the background in the control regions. The last bin of each distribution
contains the overflow events. The uncertainties displayed consider only statistical limitations in the background
modelling, illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding
entry falls outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets
processes not explicitly listed in the legend.
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Figure A.7: Kinematic distributions of characteristic variables in the W kinematic CR. The results shown are
obtained after fitting the normalisation of the background in the control regions. The last bin of each distribution
contains the overflow events. The uncertainties displayed consider only statistical limitations in the background
modelling, illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V+Jets
processes not explicitly listed in the legend.
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Figure A.8: Kinematic distributions of characteristic variables in the Z(ττ)+ jets CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. The contribution labelled as other includes multi-jet events and V+Jets processes
not explicitly listed in the legend.
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Figure A.9: Kinematic distributions of characteristic variables in the Z(νν)+ jets CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets processes not
explicitly listed in the legend.
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Figure A.10: Kinematic distributions of characteristic variables in the Multi-jet CR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes V+Jets processes not explicitly listed in the
legend.
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Figure A.11: Kinematic distributions of characteristic variables in the 2τ Top VR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets processes not
explicitly listed in the legend.
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Figure A.12: Kinematic distributions of characteristic variables in the 2τ W VR. The results shown are obtained
after fitting the normalisation of the background in the control regions. The last bin of each distribution contains
the overflow events. The uncertainties displayed consider only statistical limitations in the background modelling,
illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding entry falls
outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets processes not
explicitly listed in the legend.
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Figure A.13: Kinematic distributions of characteristic variables in the 2τ Z → ττ VR. The results shown are
obtained after fitting the normalisation of the background in the control regions. The last bin of each distribution
contains the overflow events. The uncertainties displayed consider only statistical limitations in the background
modelling, illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where the corresponding
entry falls outside the plotted range. The contribution labelled as other includes multi-jet events and V+Jets
processes not explicitly listed in the legend.
193
Appendix A Additional Information












































































































Figure A.14: Kinematic distributions for extended SR selections of the 1τ channel after the fit: (a) EmissT in
the compressed SR without the EmissT > 400 GeV requirement, (b) HT in the medium-mass SR without the
EmissT > 400 GeV requirement and (c) m
τ
T in the medium-mass SR without the m
τ
T > 250 GeV requirement [8]. The
contribution labeled as other includes multi-jet events and the V + jets processes not explicitly listed in the legend.
The last bin of each distribution includes overflow events. The total uncertainty in the background prediction is
shown as a shaded band. The signal region is indicated by the black arrow. Signal predictions are overlaid for
several benchmark models. For the simplified model, LM, MM and HM refer to low, medium and high mass
splitting scenarios, with mg˜ (mχ˜01 ) set to 1 065 GeV (825 GeV), 1 625 GeV (905 GeV) and 1 705 GeV (345 GeV),
respectively. The GMSB benchmark model corresponds to Λ = 120 TeV and tan β = 40.
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Figure A.15: Kinematic distributions for extended SR selections of the 2τ channel after the fit: (a) mττT2 in the
compressed SR without the mττT2 > 70 GeV requirement, (b) HT in the compressed SR without the HT < 1 100 GeV
requirement, (c) mτ1T +m
τ2









in the GMSB SR without the mτ1T +m
τ2
T > 350 GeV requirement. The contribution labeled as other includes
multi-jet events and the V + jets processes not explicitly listed in the legend. The last bin of each distribution
includes overflow events. The statistical (total) uncertainty in the background prediction is shown as a shaded
band. Red arrows in the Data/SM ratio indicate bins where the entry is outside the plotted range. The signal
region is indicated by the black arrow. Signal predictions are overlaid for several benchmark models. For the
simplified model, LM, MM and HM refer to low, medium and high mass splitting scenarios, with mg˜ (mχ˜01 ) set
to 1 065 GeV (825 GeV), 1 625 GeV (905 GeV) and 1 705 GeV (345 GeV), respectively. The GMSB benchmark
model corresponds to Λ = 120 TeV and tan β = 40.
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A.3 Yield tables
CR W true-τ W fake-τ Top true-τ Top fake-τ
Observed events 31374 452 20964 829
Fitted SM events 31374.01 ± 232.35 451.97 ± 21.09 20963.73 ± 148.02 829.06 ± 28.26
Fitted Z(ττ) + jets events 1429.71 ± 229.42 12.40 ± 2.75 281.47 ± 57.54 28.24 ± 5.65
Fitted Z(νν) + jets events 563.46 ± 122.14 0.00 ± 0.00 110.51 ± 25.69 0.00 ± 0.00
Fitted VV events 1063.84 ± 247.15 52.61 ± 7.49 205.71 ± 52.21 8.12 ± 2.01
Fitted Z(``) + jets events 20.84 ± 4.18 4.48 ± 1.61 2.13 ± 0.52 2.49 ± 1.06
Fitted W(µν) + jets events 246.56 ± 48.85 226.49 ± 30.35 26.69 ± 7.47 41.62 ± 9.78
Fitted W(eν) + jets events 387.27 ± 67.38 0.00 ± 0.00 60.85 ± 15.41 0.00 ± 0.00
Fitted W(τν) + jets events 24847.16 ± 768.24 40.75 ± 14.59 3400.48 ± 639.71 6.81 ± 2.16
Fitted tt¯ events 2494.06 ± 527.34 105.0 ± 19.8 15626.97 ± 720.35 693.2 ± 33.4
Fitted single-top + tt¯ + V events 297.3 ± 89.9 10.2 ± 2.5 1149.3 ± 293.8 47.9 ± 10.7
Fitted Multi-jet events 23.45 ± 2.97 0.00 ± 0.00 99.49 ± 12.60 0.76 ± 0.10
MC exp. SM events 31366.10 ± 7468.80 451.63 ± 47.78 21001.50 ± 4419.91 828.00 ± 133.01
MC exp. Z(ττ) + jets events 1427.20 ± 371.05 12.38 ± 2.56 281.06 ± 69.74 28.20 ± 5.45
MC exp. Z(νν) + jets events 575.03 ± 117.21 0.00 ± 0.00 112.81 ± 22.10 0.00 ± 0.00
MC exp. VV events 1063.53 ± 251.60 52.61 ± 7.56 205.73 ± 52.79 8.12 ± 2.02
MC exp. Z(``) + jets events 21.27 ± 3.99 4.57 ± 1.60 2.18 ± 0.49 2.55 ± 0.99
MC exp. W(µν) + jets events 246.40 ± 55.30 226.36 ± 26.66 26.68 ± 6.82 41.61 ± 8.26
MC exp. W(eν) + jets events 387.01 ± 64.75 0.00 ± 0.00 60.85 ± 12.87 0.00 ± 0.00
MC exp. W(τν) + jets events 24824.97 ± 6640.54 40.72 ± 16.19 3398.81 ± 810.43 6.81 ± 1.95
MC exp. top quarks events 2795.35 ± 667.97 114.98 ± 22.21 16805.82 ± 4049.53 739.89 ± 127.86
data-driven exp. Multi-jet events 25.35 ± 10.14 0.00 ± 0.00 107.55 ± 43.02 0.83 ± 0.33
Table A.1: Yields of the expected backgrounds from the SM in the Top and W true-τ and fake-τ CRs. Expectation is
given both with and without the normalisation-factors computed in the combined fit applied. The given uncertainties
are statistical plus systematic. Only the subsamples contributing in the respective region are considered. For the
MC exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
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CR W kinematic Top kinematic
Observed events 62264 43785
Fitted SM events 62264.17 ± 375.50 43784.64 ± 216.90
Fitted Z(ττ) + jets events 581.31 ± 118.75 117.98 ± 29.37
Fitted Z(νν) + jets events 1.87 ± 1.03 0.38 ± 0.14
Fitted VV events 2178.57 ± 358.92 405.68 ± 81.86
Fitted Z(``) + jets events 788.25 ± 185.99 115.66 ± 28.49
Fitted W(`ν) + jets events 46040.05 ± 1651.65 6246.45 ± 1080.48
Fitted W(τν) + jets events 6797.56 ± 1244.18 1013.29 ± 217.58
Fitted tt¯ events 5233.21 ± 1121.04 33100.1 ± 1304.5
Fitted single-top + tt¯ + V events 598.8 ± 168.5 2541.6 ± 557.6
Fitted Multi-jet events 43.78 ± 5.55 243.53 ± 30.85
MC exp. SM events 62250.51 ± 12081.69 43935.20 ± 7656.08
MC exp. Z(ττ) + jets events 580.31 ± 110.56 117.80 ± 25.82
MC exp.Z(νν) + jets events 1.90 ± 1.08 0.38 ± 0.14
MC exp. VV events 2178.07 ± 365.65 405.72 ± 82.73
MC exp. Z(``) + jets events 804.55 ± 194.56 118.09 ± 28.87
MC exp. W(`ν) + jets events 45995.61 ± 9732.99 6242.67 ± 1256.47
MC exp. W(τν) + jets events 6790.31 ± 1805.38 1012.67 ± 220.03
MC exp. top quarks events 5852.44 ± 1204.62 35774.61 ± 7013.07
data-driven exp. Multi-jet events 47.33 ± 18.93 263.27 ± 105.31
Table A.2: Yields of the expected backgrounds from the SM in the Top and W kinematic CRs. Expectation is given
both with and without the normalisation-factors computed in the combined fit applied. The given uncertainties are
statistical plus systematic. Only the subsamples contributing in the respective region are considered. For the MC
exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
CR Z(νν) multi-jet
Observed events 3011 408
Fitted SM events 3010.97 ± 53.66 407.65 ± 20.47
Fitted Z(νν) + jets events 1191.75 ± 200.86 8.48 ± 1.60
Fitted VV events 170.27 ± 24.79 5.28 ± 1.24
Fitted W(τν) + jets events 677.70 ± 198.90 19.28 ± 7.12
Fitted other V + jets events 641.80 ± 94.36 14.24 ± 6.29
Fitted tt¯ events 279.44 ± 50.34 79.3 ± 24.7
Fitted single-top + tt¯ + V events 24.77 ± 6.40 9.77 ± 2.00
Fitted Multi-jet events 25.24 ± 3.20 271.28 ± 34.36
MC exp. SM events 3036.20 ± 403.31 429.70 ± 120.05
MC exp. Z(νν) + jets events 1216.47 ± 129.44 8.66 ± 0.96
MC exp. VV events 170.25 ± 25.04 5.28 ± 1.26
MC exp. W(τν) + jets events 677.16 ± 266.49 19.28 ± 8.01
MC exp. other V + jets events 641.64 ± 84.06 14.24 ± 5.19
MC exp. top quarks events 303.39 ± 52.08 88.97 ± 22.74
data-driven exp. Multi-jet events 27.29 ± 10.91 293.27 ± 117.31
Table A.3: Yields of the expected backgrounds from the SM in the Z(νν) and multi-jet CRs. Expectation is given
both with and without the normalisation-factors computed in the combined fit applied. The given uncertainties are
statistical plus systematic. Only the subsamples contributing in the respective region are considered. For the MC
exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
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CR Z(ττ)
Observed events 293
Fitted SM events 293.00 ± 16.81
Fitted Z(ττ) + jets events 239.40 ± 18.11
Fitted Z(νν) + jets events 0.02 ± 0.01
Fitted VV events 15.98 ± 3.41
Fitted W(τν) + jets events 0.62 ± 0.57
Fitted other V + jets events 24.94 ± 4.93
Fitted tt¯ events 11.4 ± 3.7
Fitted single-top + tt¯ + V events 0.62 ± 0.20
Fitted Multi-jet events 0.00 ± 0.00
MC exp. SM events 292.54 ± 64.10
MC exp. Z(ττ) + jets events 239.01 ± 57.70
MC exp. Z(νν) + jets events 0.02 ± 0.00
MC exp. VV events 15.97 ± 3.46
MC exp. W(τν) + jets events 0.62 ± 0.58
MC exp. other V + jets events 24.93 ± 4.06
MC exp. top quarks events 11.99 ± 4.99
data-driven exp. Multi-jet events 0.00 ± 0.00
Table A.4: Yields of the expected backgrounds from the SM in the Z(ττ) CR. Expectation is given both with and
without the normalisation-factors computed in the combined fit applied. The given uncertainties are statistical plus
systematic. Only the subsamples contributing in the respective region are considered. For the MC exp. yields,
contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
2τ VR W Top Z(ττ)
Observed events 206 229 120
Fitted SM events 195.50 ± 19.70 263.47 ± 84.62 110.30 ± 23.91
Fitted Z(ττ) + jets events 15.86 ± 6.25 1.36 ± 0.44 59.45 ± 7.05
Fitted Z(νν) + jets events 7.89 ± 2.05 1.59 ± 0.40 0.01+0.02−0.01
Fitted VV events 23.70 ± 4.65 2.05 ± 0.80 8.42 ± 2.10
Fitted W(τν) + jets events 98.76 ± 14.63 12.24 ± 3.10 10.02 ± 6.01
Fitted other V + jets events 5.62 ± 2.01 1.00 ± 0.39 0.15 ± 0.07
Fitted tt¯ events 40.77 ± 11.07 231.630 ± 85.007 29.45 ± 21.21
Fitted single-top + tt¯ + V events 2.7 ± 0.9 13.07 ± 3.15 2.6 ± 0.8
Fitted Multi-jet events 0.19 ± 0.02 0.55 ± 0.07 0.19 ± 0.02
MC exp. SM events 195.40 ± 34.90 262.67 ± 103.37 110.10 ± 30.14
MC exp. Z(ττ) + jets events 15.82 ± 7.19 1.35 ± 0.60 59.34 ± 13.41
MC exp. Z(νν) + jets events 8.06 ± 1.29 1.63 ± 0.34 0.01+0.02−0.01
MC exp. VV events 23.70 ± 4.70 2.05 ± 0.81 8.42 ± 2.13
MC exp. W(τν) + jets events 98.70 ± 20.82 12.24 ± 2.35 10.01 ± 7.70
MC exp. other V + jets events 5.62 ± 1.11 1.00 ± 0.36 0.15 ± 0.06
MC exp. top quarks events 43.29 ± 15.24 243.81 ± 102.69 31.96 ± 21.06
data-driven exp. Multi-jet events 0.20 ± 0.08 0.60 ± 0.24 0.21 ± 0.08
Table A.5: Yields of the expected backgrounds from the SM in the VRs of the 2τ channel. Expectation is given both
with and without the scalings computed in the combined fit applied. Uncertainties are statistical plus systematics.
Only the subsamples contributing in the respective region are considered. For the MC exp. yields, contributions
from single-top, tt¯ + V and tt¯ events are combined into one entry.
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1τ VR medium-mass mτT medium-mass HT medium-mass E
miss
T
Observed events 680 1871 1662
Fitted SM events 716.03 ± 113.29 1981.56 ± 438.63 1588.74 ± 441.33
Fitted Z(νν) + jets events 87.10 ± 16.90 6.76 ± 1.86 11.18 ± 2.03
Fitted VV events 46.17 ± 7.94 109.17 ± 21.25 92.42 ± 14.27
Fitted W(τν) + jets events 125.42 ± 28.86 992.89 ± 390.18 1173.02 ± 437.05
Fitted other V + jets events 71.51 ± 11.22 126.73 ± 17.49 40.27 ± 7.14
Fitted tt¯ events 365.50 ± 104.00 672.6 ± 217.8 256.32 ± 49.32
Fitted single-top + tt¯ + V events 17.4 ± 3.9 57.77 ± 14.00 14.3 ± 3.8
Fitted Multi-jet events 2.91 ± 0.37 15.57 ± 1.97 1.43 ± 0.18
MC exp. SM events 717.84 ± 149.55 1983.06 ± 595.94 1588.52 ± 613.21
MC exp. Z(νν) + jets events 88.90 ± 6.42 6.90 ± 1.67 11.42 ± 1.62
MC exp. VV events 46.16 ± 8.00 109.15 ± 21.50 92.41 ± 14.44
MC exp. W(τν) + jets events 125.32 ± 42.12 992.01 ± 507.24 1171.94 ± 594.00
MC exp. other V + jets events 71.48 ± 9.67 126.55 ± 19.00 40.23 ± 8.70
MC exp. top quarks events 382.83 ± 133.94 731.62 ± 252.10 270.97 ± 104.30
data-driven exp. Multi-jet events 3.15 ± 1.26 16.83 ± 6.73 1.54 ± 0.62
Table A.6: Yields of the expected backgrounds from the SM in the VRs of the medium-mass SR of the 1τ channel.
Expectation is given both with and without the scalings computed in the combined fit applied. Uncertainties are
statistical plus systematics. Only the subsamples contributing in the respective region are considered. For the MC
exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
1τ VR compressed EmissT compressed m
τ
T
Observed events 1396 8982
Fitted SM events 1305.68 ± 295.80 9184.14 ± 764.42
Fitted Z(νν) + jets events 25.69 ± 4.86 1946.17 ± 338.97
Fitted VV events 59.38 ± 8.01 338.08 ± 46.26
Fitted W(τν) + jets events 903.33 ± 286.23 1508.09 ± 241.28
Fitted other V + jets events 52.36 ± 7.23 1390.03 ± 193.91
Fitted tt¯ events 250.3 ± 84.6 3510.6 ± 759.5
Fitted single-top + tt¯ + V events 12.1 ± 2.8 235.4 ± 47.5
Fitted Multi-jet events 2.59 ± 0.33 255.85 ± 32.41
MC exp. SM events 1306.08 ± 424.11 9236.88 ± 1333.55
MC exp. Z(νν) + jets events 26.22 ± 3.12 1986.55 ± 211.08
MC exp. VV events 59.37 ± 8.09 338.05 ± 46.76
MC exp. W(τν) + jets events 902.54 ± 397.67 1507.06 ± 427.16
MC exp. other V + jets events 52.39 ± 6.90 1389.66 ± 173.98
MC exp. top quarks events 262.75 ± 115.06 3738.98 ± 936.23
data-driven exp. Multi-jet events 2.80 ± 1.12 276.59 ± 110.63
Table A.7: Yields of the expected backgrounds from the SM in the VRs of the compressed SR of the 1τ channel.
Expectation is given both with and without the scalings computed in the combined fit applied. Uncertainties are
statistical plus systematics. Only the subsamples contributing in the respective region are considered. For the MC
exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
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1τ SR medium-mass compressed
Observed events 12 286
Fitted SM events 15.90 ± 2.95 319.74 ± 31.90
Fitted Z(νν) + jets events 2.20 ± 0.50 110.16 ± 23.64
Fitted VV events 2.95 ± 0.57 28.18 ± 4.54
Fitted W(τν) + jets events 2.15 ± 1.69 50.54 ± 17.79
Fitted other V + jets events 1.67 ± 0.38 44.85 ± 9.56
Fitted tt¯ events 5.11 ± 1.00 69.8 ± 12.5
Fitted single-top + tt¯ + V events 0.67 ± 0.16 7.0 ± 1.4
Fitted Multi-jet events 1.14 ± 0.14 9.22 ± 1.17
MC exp. SM events 16.03 ± 3.40 322.57 ± 42.15
MC exp. Z(νν) + jets events 2.24 ± 0.34 112.45 ± 14.70
MC exp. VV events 2.95 ± 0.57 28.18 ± 4.56
MC exp. W(τν) + jets events 2.15 ± 1.70 50.51 ± 21.47
MC exp. other V + jets events 1.67 ± 0.38 44.83 ± 8.01
MC exp. topquarks events 5.78 ± 1.96 76.64 ± 20.85
data-driven exp. Multi-jet events 1.24 ± 0.49 9.96 ± 3.99
Table A.8: Yields of the expected backgrounds from the SM in the SRs of the 1τ channel. Expectation is given both
with and without the scalings computed in the combined fit applied. Uncertainties are statistical plus systematics.
Only the subsamples contributing in the respective region are considered. For the MC exp. yields, contributions
from single-top, tt¯ + V and tt¯ events are combined into one entry.
2τ SR GMSB high-mass compressed
Observed events 4 6 5
Fitted SM events 1.41 ± 0.53 2.34 ± 0.70 5.36 ± 1.90
Fitted Z(ττ) + jets events 0.28 ± 0.10 0.32 ± 0.11 0.03 ± 0.01
Fitted Z(νν) + jets events 0.01 ± 0.01 0.09 ± 0.03 0.67 ± 0.35
Fitted VV events 0.29 ± 0.08 0.56 ± 0.15 1.06 ± 0.25





Fitted other V + jets events 0.00+0.00−0.00 0.02 ± 0.01 0.29 ± 0.08
Fitted tt¯ events 0.31 ± 0.15 0.82 ± 0.18 2.4 ± 0.7
Fitted single-top + tt¯ + V events 0.09 ± 0.04 0.17 ± 0.07 0.47 ± 0.14
Fitted Multi-jet events 0.06 ± 0.01 0.01 ± 0.00 0.02 ± 0.00
MC exp. SM events 1.42 ± 0.51 2.34 ± 0.70 5.36 ± 2.04
MC exp. Z(ττ) + jets events 0.28 ± 0.09 0.32 ± 0.10 0.03 ± 0.01
MC exp. Z(νν) + jets events 0.01 ± 0.01 0.09 ± 0.02 0.69 ± 0.36
MC exp. VV events 0.29 ± 0.08 0.56 ± 0.15 1.06 ± 0.25
MC exp. W(τν) + jets events 0.37 ± 0.32 0.36+0.37−0.36 0.40+0.42−0.40
MC exp. other V + jets events 0.00+0.00−0.00 0.02 ± 0.01 0.29 ± 0.05
MC exp. top quarks events 0.39 ± 0.23 0.98 ± 0.48 2.86 ± 1.82
data-driven exp. Multi-jet events 0.07 ± 0.03 0.01 ± 0.01 0.03 ± 0.01
Table A.9: Yields of the expected backgrounds from the SM in the normalisation-fit SRs of the 2τ channel.
Expectation is given both with and without the scalings computed in the combined fit applied. Uncertainties are
statistical plus systematics. Only the subsamples contributing in the respective region are considered. For the MC
exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
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2τ multibin SR BinA Bin B Bin C BinD
Observed events 21 14 7 4
Fitted SM events 27.13 ± 6.44 19.51 ± 3.97 10.44 ± 2.88 7.51 ± 1.61
Fitted Z(ττ) + jets events 1.62 ± 0.40 0.92 ± 0.28 0.51 ± 0.14 0.55 ± 0.21
Fitted Z(νν) + jets events 0.20 ± 0.07 0.19 ± 0.06 0.07 ± 0.04 0.09 ± 0.04
Fitted V events 2.80 ± 0.62 1.51 ± 0.39 0.62 ± 0.22 1.53 ± 0.37
Fitted W(τν) + jets events 6.22 ± 3.91 4.09 ± 1.79 1.46 ± 0.79 0.76 ± 0.70
Fitted other V + jets events 0.15 ± 0.09 0.30 ± 0.12 0.11 ± 0.05 0.07 ± 0.05
Fitted tt¯ events 14.8 ± 3.5 11.8 ± 2.6 6.98 ± 2.18 4.2 ± 0.7
Fitted single-top + tt¯ + V events 1.4 ± 0.4 0.84 ± 0.25 0.66 ± 0.27 0.32 ± 0.13
Fitted Multi-jet events 0.11 ± 0.01 0.12 ± 0.02 0.07 ± 0.01 0.01 ± 0.00
MC exp. SM events 27.07 ± 6.33 19.47 ± 5.06 10.42 ± 3.66 7.49 ± 2.05
MC exp. Z(ττ) + jets events 1.62 ± 0.39 0.91 ± 0.26 0.51 ± 0.17 0.55 ± 0.22
MC exp. Z(νν) + jets events 0.20 ± 0.06 0.19 ± 0.05 0.08 ± 0.04 0.10 ± 0.05
MC exp. VV events 2.80 ± 0.62 1.51 ± 0.40 0.62 ± 0.22 1.53 ± 0.37
MC exp. W(τν) + jets events 6.22 ± 2.95 4.09 ± 1.55 1.46 ± 0.57 0.75+0.82−0.75
MC exp. other V + jets events 0.15 ± 0.08 0.30 ± 0.10 0.11 ± 0.05 0.07 ± 0.04
MC exp. top quarks events 15.96 ± 4.60 12.33 ± 4.37 7.57 ± 3.38 4.49 ± 1.48
data-driven exp. Multi-jet events 0.12 ± 0.05 0.13 ± 0.05 0.07 ± 0.03 0.01 ± 0.00
Table A.10: Yields of the expected backgrounds from the SM in the first four bins of the multibin SR of the
2τ channel. Expectation is given both with and without the scalings computed in the combined fit applied.
Uncertainties are statistical plus systematics. Only the subsamples contributing in the respective region are
considered. For the MC exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
2τ multibin SR Bin E Bin F Bin G
Observed events 5 3 0
Fitted SM events 2.47 ± 0.80 1.63 ± 1.60 1.26 ± 0.52
Fitted Z(ττ) + jets events 0.26+0.30−0.26 0.12 ± 0.09 0.07+0.10−0.07
Fitted Z(νν) + jets events 0.00+0.00−0.00 0.00
+0.01
−0.00 0.08 ± 0.03
Fitted VV events 0.60 ± 0.22 0.24 ± 0.11 0.37 ± 0.11





Fitted other V + jets events 0.00+0.00−0.00 0.01 ± 0.01 0.01+0.10−0.01
Fitted tt¯ events 1.2 ± 0.5 0.88+1.5−0.88 0.4+0.5−0.4
Fitted single-top + tt¯ + V events 0.17 ± 0.07 0.015 ± 0.011 0.16 ± 0.11
Fitted Multi-jet events 0.02 ± 0.00 0.00 ± 0.00 0.01 ± 0.00
MC exp. SM events 2.47 ± 1.02 1.63+1.67−1.63 1.26 ± 0.57
MC exp. Z(ττ) + jets events 0.26+0.30−0.26 0.12 ± 0.10 0.07+0.10−0.07
MC exp. Z(νν) + jets events 0.00+0.00−0.00 0.00
+0.01
−0.00 0.08 ± 0.02
MC exp. VV events 0.60 ± 0.22 0.24 ± 0.11 0.37 ± 0.11





MC exp. other V + jets events 0.00 ± 0.00 0.01 ± 0.01 0.01+0.04−0.01
MC exp. top quarks events 1.29 ± 0.79 0.90+1.57−0.90 0.57 ± 0.51
data-driven exp. Multi-jet events 0.03 ± 0.01 0.00 ± 0.00 0.01 ± 0.00
Table A.11: Yields of the expected backgrounds from the SM in the last three bins of the multibin SR of the
2τ channel. Expectation is given both with and without the scalings computed in the combined fit applied.
Uncertainties are statistical plus systematics. Only the subsamples contributing in the respective region are
considered. For the MC exp. yields, contributions from single-top, tt¯ + V and tt¯ events are combined into one entry.
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A.4 Additional information on systematic uncertainties
Uncertainty of CR Z(νν) Z(ττ) multi-jet






Total background systematic ±53.66 [1.78%] ±16.81 [5.74%] ±20.47 [5.02%]
Background estimation ±389.36 [12.9%] ±64.71 [22.1%] ±111.87 [27.4%]
Jet reconstruction ±262.64 [8.7%] ±31.62 [10.8%] ±8.84 [2.2%]
Electroweak theory ±262.21 [8.7%] ±32.92 [11.2%] ±7.10 [1.7%]
Flavour tagging ±67.34 [2.2%] ±5.66 [1.9%] ±0.86 [0.21%]
EmissT reconstruction ±66.78 [2.2%] ±4.28 [1.5%] ±4.89 [1.2%]
Pile-up ±65.43 [2.2%] ±2.80 [0.96%] ±0.05 [0.01%]
MC statistics ±50.53 [1.7%] ±8.58 [2.9%] ±4.02 [0.99%]
Tau identification ±31.72 [1.1%] ±36.52 [12.5%] ±3.81 [0.93%]
PDF variations ±27.45 [0.91%] ±3.11 [1.1%] ±1.98 [0.49%]
Top quark theory ±26.15 [0.87%] ±4.45 [1.5%] ±8.88 [2.2%]
Diboson theory ±21.37 [0.71%] ±1.61 [0.55%] ±0.76 [0.19%]
Multi-jet estimation ±9.70 [0.32%] ±0.00 [0.00%] ±105.81 [26.0%]
Electron reconstruction ±5.81 [0.19%] ±0.03 [0.01%] ±0.21 [0.05%]
Tau energy measurement ±5.48 [0.18%] ±21.61 [7.4%] ±1.43 [0.35%]
Muon reconstruction ±3.46 [0.11%] ±0.04 [0.01%] ±0.19 [0.05%]
Uncertainty of CR W Kinematic Top Kinematic






Total background systematic ±375.50 [0.60%] ±216.90 [0.50%]
Background estimation ±11470.37 [18.4%] ±7467.38 [17.1%]
Jet reconstruction ±10789.50 [17.3%] ±4016.83 [9.2%]
Electroweak theory ±4332.18 [7.0%] ±485.07 [1.1%]
Flavour tagging ±1600.30 [2.6%] ±1436.47 [3.3%]
Top quark theory ±665.51 [1.1%] ±6058.74 [13.8%]
Muon reconstruction ±544.22 [0.87%] ±367.51 [0.84%]
PDF variations ±457.87 [0.74%] ±310.32 [0.71%]
EmissT reconstruction ±380.30 [0.61%] ±426.68 [0.97%]
Diboson theory ±228.52 [0.37%] ±46.39 [0.11%]
Pile-up ±183.74 [0.30%] ±148.86 [0.34%]
Multi-jet estimation ±18.97 [0.03%] ±380.99 [0.87%]
Electron reconstruction ±3.43 [0.01%] ±12.49 [0.03%]
Tau energy measurement ±0.88 [0.00%] ±2.85 [0.01%]
Tau identification ±0.00 [0.00%] ±0.00 [0.00%]
MC statistics ±0.00 [0.00%] ±0.00 [0.00%]
Table A.12: Breakdown of the dominant systematic uncertainties on background estimates in the CRs. It is to be
noted that the individual uncertainties can be correlated, and do not necessarily add up quadratically to the total
background uncertainty. The percentages show the size of the uncertainty relative to the total expected background.
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Uncertainty of 1τ compressed VR EmissT m
τ
T




Total background systematic ±295.80 [22.65%] ±764.42 [8.32%]
Electroweak theory ±385.57 [29.5%] ±385.15 [4.2%]
Background estimation ±270.01 [20.7%] ±1070.44 [11.7%]
Top quark theory ±109.91 [8.4%] ±852.94 [9.3%]
Jet reconstruction ±90.90 [7.0%] ±863.12 [9.4%]
Tau identification ±85.89 [6.6%] ±173.99 [1.9%]
PDF variations ±19.20 [1.5%] ±69.14 [0.75%]
MC statistics ±13.39 [1.0%] ±73.24 [0.80%]
Pile-up ±11.31 [0.87%] ±117.19 [1.3%]
Diboson theory ±5.67 [0.43%] ±39.53 [0.43%]
EmissT reconstruction ±5.63 [0.43%] ±182.03 [2.0%]
Multi-jet estimation ±4.01 [0.31%] ±108.12 [1.2%]
Flavour tagging ±3.00 [0.23%] ±12.00 [0.13%]
Tau energy ±2.17 [0.17%] ±39.47 [0.43%]
Electron reconstruction ±0.46 [0.04%] ±17.83 [0.19%]
Muon reconstruction ±0.34 [0.03%] ±8.25 [0.09%]
Uncertainty of 2τ VR W Top Z
Total background expectation 195.50 263.47 110.30
Total statistical (
√
Nexp.) ±13.98 ±16.23 ±10.50
Total background systematic ±19.70 [10.08%] ±84.62 [32.12%] ±23.91 [21.68%]
Background estimation ±31.54 [16.1%] ±57.71 [21.9%] ±20.44 [18.5%]
Jet reconstruction ±18.82 [9.6%] ±20.12 [7.6%] ±13.90 [12.6%]
Electroweak theory ±16.62 [8.5%] ±1.20 [0.45%] ±9.07 [8.2%]
Tau identification ±14.65 [7.5%] ±23.61 [9.0%] ±12.52 [11.4%]
Top quark theory ±12.06 [6.2%] ±97.30 [36.9%] ±20.52 [18.6%]
MC statistics ±8.60 [4.4%] ±7.96 [3.0%] ±2.20 [2.0%]
EmissT reconstruction ±7.06 [3.6%] ±7.02 [2.7%] ±1.25 [1.1%]
Flavour tagging ±6.66 [3.4%] ±6.75 [2.6%] ±0.59 [0.53%]
TauEnergy ±3.60 [1.8%] ±4.38 [1.7%] ±5.20 [4.7%]
Diboson theory ±3.35 [1.7%] ±0.36 [0.14%] ±1.37 [1.2%]
PDF variations ±2.53 [1.3%] ±1.80 [0.68%] ±1.50 [1.4%]
Pile-up ±0.64 [0.33%] ±0.51 [0.19%] ±2.20 [2.0%]
Electron reconstruction ±0.41 [0.21%] ±0.62 [0.23%] ±0.04 [0.03%]
Muon reconstruction ±0.40 [0.20%] ±0.29 [0.11%] ±0.03 [0.03%]
Multi-jet estimation ±0.08 [0.04%] ±2.04 [0.77%] ±0.49 [0.45%]
Table A.13: Breakdown of the dominant systematic uncertainties on background estimates in the VRs. It is to be
noted that the individual nuisance parameters can be correlated, and do not necessarily add up quadratically to
the total background uncertainty. The percentages show the size of the uncertainty relative to the total expected
background.
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Uncertainty of 2τ multibin SR BinA Bin B Bin C BinD





±5.21 ±4.42 ±3.23 ±2.74
Total background systematic ±6.44 [23.75%] ±3.97 [20.36%] ±2.88 [27.57%] ±1.61 [21.43%]
Background estimation ±4.31 [15.9%] ±3.20 [16.4%] ±1.85 [17.7%] ±1.16 [15.5%]
Jet reconstruction ±3.39 [12.5%] ±1.78 [9.1%] ±1.71 [16.4%] ±0.94 [12.5%]
Top quark theory ±2.97 [10.9%] ±3.61 [18.5%] ±2.74 [26.3%] ±1.07 [14.3%]
Electroweak theory ±2.66 [9.8%] ±0.88 [4.5%] ±0.50 [4.7%] ±0.77 [10.3%]
Tau identification ±2.25 [8.3%] ±1.60 [8.2%] ±0.87 [8.3%] ±0.69 [9.1%]
MC statistics ±1.40 [5.2%] ±1.22 [6.3%] ±0.90 [8.6%] ±0.73 [9.7%]
Pile-up ±0.92 [3.4%] ±0.44 [2.3%] ±0.11 [1.0%] ±0.24 [3.2%]
EmissT reconstruction ±0.48 [1.8%] ±0.07 [0.34%] ±0.18 [1.8%] ±0.29 [3.8%]
PDF variations ±0.45 [1.7%] ±1.33 [6.8%] ±0.26 [2.5%] ±0.21 [2.8%]
Multi-jet estimation ±0.35 [1.3%] ±0.26 [1.3%] ±0.16 [1.6%] ±0.06 [0.84%]
Tau energy measurement ±0.25 [0.93%] ±0.47 [2.4%] ±0.15 [1.4%] ±0.14 [1.8%]
Electron reconstruction ±0.04 [0.14%] ±0.05 [0.24%] ±0.01 [0.11%] ±0.02 [0.28%]
Flavour tagging ±0.03 [0.11%] ±0.12 [0.61%] ±0.09 [0.88%] ±0.04 [0.59%]
Muon reconstruction ±0.03 [0.09%] ±0.01 [0.05%] ±0.01 [0.12%] ±0.00 [0.05%]
Diboson theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Uncertainty of 2τ Multbin SR Bin E Bin F Bin G






Total background systematic ±0.80 [32.52%] ±1.60 [98.42%] ±0.52 [41.13%]
Top quark theory ±0.68 [27.5%] ±0.74 [45.7%] ±0.45 [35.3%]
Jet reconstruction ±0.41 [16.4%] ±0.29 [17.6%] ±0.13 [10.0%]
Background estimation ±0.38 [15.4%] ±0.30 [18.6%] ±0.15 [11.8%]
MC statistics ±0.33 [13.3%] ±0.61 [37.4%] ±0.22 [17.6%]
EmissT reconstruction ±0.30 [12.1%] ±0.95 [58.5%] ±0.11 [8.4%]
Electroweak theory ±0.30 [12.0%] ±0.36 [22.4%] ±0.15 [11.9%]
Tau identification ±0.26 [10.3%] ±0.18 [10.8%] ±0.10 [7.7%]
Multi-jet estimation ±0.08 [3.1%] ±0.01 [0.37%] ±0.01 [0.53%]
Tau energy measurement ±0.06 [2.5%] ±0.72 [44.2%] ±0.07 [5.4%]
PDF variations ±0.06 [2.5%] ±0.05 [3.1%] ±0.05 [4.3%]
Flavour tagging ±0.06 [2.4%] ±0.04 [2.4%] ±0.01 [0.89%]
Pile-up ±0.03 [1.2%] ±0.33 [20.3%] ±0.05 [4.4%]
Electron reconstruction ±0.00 [0.09%] ±0.00 [0.10%] ±0.00 [0.16%]
Muon reconstruction ±0.00 [0.05%] ±0.00 [0.07%] ±0.00 [0.06%]
Diboson theory ±0.00 [0.00%] ±0.00 [0.00%] ±0.00 [0.00%]
Table A.14: Breakdown of the dominant systematic uncertainties on background estimates in the SRs in the
background-only fit. It is to be noted that the individual nuisance parameters can be correlated, and do not
necessarily add up quadratically to the total background uncertainty. The percentages show the size of the
uncertainty relative to the total expected background. Uncertainties on the present signals are not given here.
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Figure A.16: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production in
the 1τ channel[8]. (a) and (b) show the results in the compressed and medium-mass SR, respectively, while (c)
show the results of the combination of the two, i.e. their simultaneous fit. The red solid line and the blue dashed
line correspond to the observed and median expected limits, respectively. The yellow band shows the one-standard-
deviation spread of the expected limits around the median. The effect of signal cross-section uncertainties on the
observed limits is shown as red dotted lines. The previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV
data is shown as a grey filled area. The overlaid numbers give 〈σ〉95obs. in pb.
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Figure A.17: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production
in the 2τ channel [8]. (a) and (b) show the results in the compressed and high-mass SR, respectively, while (c)
presents the results of the combination of the two, i.e. their simultaneous fit. (d) illustrates the exclusion obtained
in the 2τ Multibin SR, (e) the results of the best performing setup at each point in parameter-space based on
the value of CLexp.S , chosen between the single-bin combination and the multibin SR. The red solid line and the
blue dashed line correspond to the observed and median expected limits, respectively. The yellow band shows
the one-standard-deviation spread of the expected limits around the median. The effect of signal cross-section
uncertainties on the observed limits is shown as red dotted lines. The fluctuation of the observed limit line originate
from the method employed to perform the combination. The previous ATLAS result [9] obtained with 3.2 fb−1 of√
s = 13 TeV data is shown as a grey filled area. The overlaid numbers give 〈σ〉95obs. in pb.
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Figure A.18: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production [8].
At each point, the result of either the single-bin combination of both channels (cf. fig. 8.9(a)) or the combination
of the single-bin 1τ SRs with the 2τ Multibin SR (cf. fig. 8.9(b)) are chosen based on the value of CLexp.S . The
red solid line and the blue dashed line correspond to the observed and median expected limits, respectively. The
yellow band shows the one-standard-deviation spread of the expected limits around the median. The effect of signal
cross-section uncertainties on the observed limits is shown as red dotted lines. The magenta and green dashed lines
present the individual channel median expected limits as provided by figs. 8.6(a) and 8.6(c). The inward fluctuation
of the −1σ observed limit line originates from the method employed to perform the combination. The previous
ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown as a grey filled area. The overlaid numbers
give 〈σ〉95obs. in pb.
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Figure A.19: Exclusion contours at the 95% confidence level for the simplified model of gluino pair-production [8].
At each point, the result of either the single-bin combination of both channels (cf. fig. 8.7(a)) or the combination
of the single-bin 1τ SRs with the 2τ Multibin SR (cf. fig. 8.7(b)) are chosen based on the value of CLexp.S . The
red solid line and the blue dashed line correspond to the observed and median expected limits, respectively. The
yellow band shows the one-standard-deviation spread of the expected limits around the median. The effect of signal
cross-section uncertainties on the observed limits is shown as red dotted lines. The magenta and green dashed
lines present the individual channel median expected limits as provided by figs. 8.6(a) and 8.6(c). The inward
fluctuation of the −1σ observed limit line originates from the method employed to perform the combination. The
previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown as a grey filled area. The overlaid
labels indicate which of the two underlying sets of combined signal regions is chosen at each point. S referencing
scenarios where the single-bin combination performs the best, M representing areas of parameter-space where the
combination with the Multibin SR performs the best.
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(d) 1τ Medium-Mass SR, efficiency
Figure A.20: Maps of acceptance ((a), (c)) and efficiency ((b), (d)) of the simplified model for the Compressed and
Medium-Mass signal regions of the 1τ channel. The acceptance is calculated by application of the analysis cuts to
truth-level objects. The efficiency includes reconstruction and identification efficiencies [8].
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(d) 2τ High-Mass SR, efficiency
Figure A.21: Maps of acceptance ((a), (c)) and efficiency ((b), (d)) of the simplified model for the Compressed and
High-Mass signal regions of the 2τ channel. The acceptance is calculated by application of the analysis cuts to
truth-level objects. The efficiency includes reconstruction and identification efficiencies [8].
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(d) 2τ GMSB SR, efficiency
Figure A.22: Maps of acceptance ((a), (c)) and efficiency ((b), (d)) of the simplified model for the Multibin and
GMSB signal regions of the 2τ channel. The acceptance is calculated by application of the analysis cuts to
truth-level objects. The efficiency includes reconstruction and identification efficiencies [8].
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Figure A.23: Exclusion contours at the 95% confidence level for the GMSB model [8]. The red solid line and the
blue dashed line correspond to the observed and median expected limits, respectively. (a) shows the results for the
simultaneous fit of the 1τ Compressed and Medium-Mass SRs. (b) depicts the limits obtained in the simultaneous
fit of the 2τ GMSB SR with the 2τ Compressed SR. The yellow band shows the one-standard-deviation spread of
the expected limits around the median. The effect of signal cross-section uncertainties on the observed limits is
shown as red dotted lines. The grey and orange dashed lines indicate the masses of gluinos and mass-degenerate
squarks, respectively. The previous ATLAS result [9] obtained with 3.2 fb−1 of
√
s = 13 TeV data is shown as a
grey filled area.
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(d) 1τ Medium-Mass SR, efficiency
Figure A.24: Maps of acceptance ((a), (c)) and efficiency ((b), (d)) of the GMSB Model for the Compressed and
Medium-Mass signal regions of the 1τ channel. The acceptance is calculated by application of the analysis cuts to
truth-level objects. The efficiency includes reconstruction and identification efficiencies [8].
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(d) 2τ High-Mass SR, efficiency
Figure A.25: Maps of acceptance ((a), (c)) and efficiency ((b), (d)) of the GMSB Model for the Compressed and
High-Mass signal regions of the 2τ channel. The acceptance is calculated by application of the analysis cuts to
truth-level objects. The efficiency includes reconstruction and identification efficiencies [8].
214












 6.4  6.4  5.9  5.0
 4.4  3.4  2.3
 5.7  5.5  5.1  4.5  4.8
 4.4  4.5  4.8
 5.4  5.0
 4.7  4.6  4.5  4.2  4.3
 9.8  8.1  6.8  5.7  5.2  4.8
 4.7  4.2  5.0
10.1  8.9  7.8  6.8  6.1  5.9  5.5
12.0 10.8  9.2  8.6  7.6  7.5
 7.1
14.1 13.5 12.1 10.7  8.2  7.2  6.8  6.2
11.7 10.3  9.1  7.7  6.8  6.1  5.8
12.5



























37.0 36.7 40.4 42.0 36.0 41.2 42.0
35.9 36.5 37.7 42.0 31.6 31.8 38.7 31.3
38.9 41.4 36.7 31.3 34.5 38.4 35.1
35.1 35.4 36.2 34.1 35.8 33.3 37.6 35.9 36.6
32.8 34.2 35.5 36.0 33.5 37.1 33.0
35.8 33.3 33.3 35.9 36.4 33.9 38.5
42.8 38.4 36.2 39.1 38.2 37.9 37.0 38.0
38.4 42.6 40.0 39.7 41.0 39.8 41.6
47.0






















 1.9  3.3  3.5  3.3  2.9  2.0
 1.1
 1.8  2.5  2.8  2.5
 2.2  1.6  1.1  0.8
 2.9  2.9
 2.4  2.0  1.4  1.0  0.7
 3.2  3.8  3.7  3.2  2.8
 2.1  1.5  1.0  0.8
 5.5  5.0  4.3  3.0
 2.1  1.3  0.9
 6.5  6.5  5.2
 4.1  3.1  2.0  1.4
 4.8  6.4  6.6  6.5
 4.2  3.0  2.0  1.4
 6.5  6.3  5.6
 4.2  3.1  2.1  1.3
 4.5























35.7 40.6 42.3 45.5 36.3 39.9 33.4
40.9 37.3 43.2 44.0 31.2 31.3 34.8 23.6
39.5 45.5 36.9 27.4 42.7 31.4 32.1
38.0 39.5 39.8 35.3 34.7 34.5 37.4 32.0 36.0
35.4 32.3 33.2 35.1 28.8 35.2 30.7
37.1 33.0 33.3 37.5 34.6 29.2 32.0
47.7 39.6 38.3 39.0 38.5 33.6 38.7 31.4
42.4 44.7 39.6 38.8 37.9 31.8 34.5
57.8












(d) 2τ GMSB SR, efficiency
Figure A.26: Maps of acceptance ((a), (c)) and efficiency ((b), (d)) of the GMSB Model for the Multibin and GMSB
signal regions of the 2τ channel. The acceptance is calculated by application of the analysis cuts to truth-level
objects. The efficiency includes reconstruction and identification efficiencies [8].
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1τ compressed SR g˜g˜ simplified model GMSB model
m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV Λ = 120 TeV
m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV tan β = 40
Subject of selection weighted unweighted weighted unweighted weighted unweighted weighted unweighted
Total events 7473.62 25356.90 254.50 20000.0 165.16 20000.0 356.27 25000.0
Leading particle jet pT > 85 GeV 5894.74 20000.0 254.50 20000.0 165.16 20000.0 356.27 25000.0
Data processing selection 2358.07 7508.0 131.51 9650.0 85.09 9653.0 163.86 10457.0
Event cleaning 2215.11 7087.0 124.18 9133.0 79.95 9097.0 155.56 9961.0
Trigger 1529.84 4835.0 109.0 7992.0 73.79 8392.0 130.13 8240.0
Multi-jet rejection 819.09 2503.0 90.32 6596.0 66.18 7535.0 81.5 4996.0
Taus 611.32 1862.0 63.93 4674.0 46.84 5398.0 50.07 3132.0
EmissT > 400 GeV 78.29 232.0 3.47 259.0 2.32 271.0 3.12 190.0
mτT > 80 GeV 59.26 175.0 2.78 210.0 1.93 226.0 2.48 149.0
1τ medium-mass SR g˜g˜ simplified model GMSB model
m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV Λ = 120 TeV
m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV tan β = 40
Subject of selection weighted unweighted weighted unweighted weighted unweighted weighted unweighted
Total events 7473.62 25356.90 254.50 20000.0 165.16 20000.0 356.27 25000.0
Leading particle jet pT > 85 GeV 5894.74 20000.0 254.50 20000.0 165.16 20000.0 356.27 25000.0
Data processing selection 2358.07 7508.0 131.51 9650.0 85.09 9653.0 163.86 10457.0
Event cleaning 2215.11 7087.0 124.18 9133.0 79.95 9097.0 155.56 9961.0
Trigger 1529.84 4835.0 109.0 7992.0 73.79 8392.0 130.13 8240.0
Multi-jet rejection 819.09 2503.0 90.32 6596.0 66.18 7535.0 81.5 4996.0
Taus 611.32 1862.0 63.93 4674.0 46.84 5398.0 50.07 3132.0
EmissT > 400 GeV 53.73 155.0 17.34 1216.0 24.2 2736.0 16.25 942.0
mτT > 250 GeV 19.32 52.0 12.5 865.0 17.81 1999.0 9.4 546.0
HT > 1 000 GeV 8.54 22.0 6.44 446.0 16.86 1898.0 6.31 349.0
Table A.15: Cutflow tables of the 1τ compressed SR (top) and the 1τ medium-mass SR (bottom) for the four signal
benchmark scenarios [8]. For each scenario, the number of events before (unweighted) and after application of
all correction factors (weighted) is provided. The unweighted number of total events represents the number of
generated events, while the weighted number of total events is derived from the inclusive production cross section
of the respective sample and the integrated luminosity used in this analysis. In the case of the lowest gluino mass
scenario of the Simplified Model (m(g˜) = 1 065 GeV), these initial numbers are corrected for the efficiency of a
truth-level filter that requires the event to have a pT > 85 GeV jet. The data processing selection step requires the
presence of a loose tau candidate with pT > 15 GeV and at least one of a selection of single-electron, single-muon,
tau, jet and EmissT based triggers to be activated.
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A.5 Additional results plots and tables
2τ compressed SR g˜g˜ simplified model GMSB model
m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV Λ = 120 TeV
m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV tan β = 40
Subject of selection weighted unweighted weighted unweighted weighted unweighted weighted unweighted
Total events 7473.62 25356.90 254.50 20000.0 165.16 20000.0 356.27 25000.0
Leading particle jet pT > 85 GeV 5894.74 20000.0 254.50 20000.0 165.16 20000.0 356.27 25000.0
Data processing selection 2358.07 7508.0 131.51 9650.0 85.09 9653.0 163.86 10457.0
Event cleaning 2215.11 7087.0 124.18 9133.0 79.95 9097.0 155.56 9961.0
Trigger 1529.84 4835.0 109.0 7992.0 73.79 8392.0 130.13 8240.0
Multi-jet rejection 819.09 2503.0 90.32 6596.0 66.18 7535.0 81.5 4996.0
Taus 142.44 428.0 20.64 1489.0 15.18 1645.0 25.5 1485.0
mττT2 > 70 GeV 34.87 113.0 8.62 621.0 6.96 738.0 9.94 565.0
HT > 1 100 GeV 32.49 105.0 6.14 440.0 0.43 49.0 6.41 384.0
msumT > 1 600 GeV 20.17 62.0 5.33 385.0 0.41 47.0 3.52 214.0
2τ high-mass SR g˜g˜ simplified model GMSB model
m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV Λ = 120 TeV
m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV tan β = 40
Subject of selection weighted unweighted weighted unweighted weighted unweighted weighted unweighted
Total events 7473.62 25356.90 254.50 20000.0 165.16 20000.0 356.27 25000.0
Leading particle jet pT > 85 GeV 5894.74 20000.0 254.50 20000.0 165.16 20000.0 356.27 25000.0
Data processing selection 2358.07 7508.0 131.51 9650.0 85.09 9653.0 163.86 10457.0
Event cleaning 2215.11 7087.0 124.18 9133.0 79.95 9097.0 155.56 9961.0
Trigger 1529.84 4835.0 109.0 7992.0 73.79 8392.0 130.13 8240.0
Multi-jet rejection 819.09 2503.0 90.32 6596.0 66.18 7535.0 81.5 4996.0
Taus 142.44 428.0 20.64 1489.0 15.18 1645.0 25.5 1485.0
mτ1T +m
τ2
T > 350 GeV 25.23 79.0 10.94 780.0 9.7 1026.0 14.49 823.0
HT > 1 100 GeV 4.35 13.0 3.56 258.0 9.12 962.0 6.18 327.0
Table A.16: Cutflow table of the 2τ compressed SR (top) and the 2τ high-mass SR (bottom) for the four signal
benchmark scenarios [8]. For each scenario, the number of events before (unweighted) and after application of
all correction factors (weighted) is provided. The unweighted number of total events represents the number of
generated events, while the weighted number of total events is derived from the inclusive production cross section
of the respective sample and the integrated luminosity used in this analysis. In the case of the lowest gluino mass
scenario of the Simplified Model (m(g˜) = 1 065 GeV), these initial numbers are corrected for the efficiency of a
truth-level filter that requires the event to have a pT > 85 GeV jet. The data processing selection step requires the
presence of a loose tau candidate with pT > 15 GeV and at least one of a selection of single-electron, single-muon,
tau, jet and EmissT based triggers to be activated.
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2τ multibin SR g˜g˜ simplified model GMSB model
m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV Λ = 120 TeV
m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV tan β = 40
Subject of selection weighted unweighted weighted unweighted weighted unweighted weighted unweighted
Total events 7473.62 25356.90 254.50 20000.0 165.16 20000.0 356.27 25000.0
Leading particle jet pT > 85 GeV 5894.74 20000.0 254.50 20000.0 165.16 20000.0 356.27 25000.0
Data processing selection 2358.07 7508.0 131.51 9650.0 85.09 9653.0 163.86 10457.0
Event cleaning 2215.11 7087.0 124.18 9133.0 79.95 9097.0 155.56 9961.0
Trigger 1529.84 4835.0 109.0 7992.0 73.79 8392.0 130.13 8240.0
Multi-jet rejection 819.09 2503.0 90.32 6596.0 66.18 7535.0 81.5 4996.0
Taus 142.44 428.0 20.64 1489.0 15.18 1645.0 25.5 1485.0
njet > 2 97.4 290.0 15.13 1079.0 11.26 1206.0 17.62 986.0
mτ1T +m
τ2
T > 150 GeV 86.51 259.0 14.67 1044.0 11.05 1181.0 16.96 950.0
HT > 800 GeV 27.82 88.0 11.41 802.0 10.99 1175.0 11.11 604.0
2τ GMSB SR g˜g˜ simplified model GMSB model
m(g˜) = 1 065 GeV m(g˜) = 1 265 GeV m(g˜) = 1 705 GeV Λ = 120 TeV
m(χ˜01) = 825 GeV m(χ˜
0
1) = 905 GeV m(χ˜
0
1) = 345 GeV tan β = 40
Subject of selection weighted unweighted weighted unweighted weighted unweighted weighted unweighted
Total events 7473.62 25356.90 254.50 20000.0 165.16 20000.0 356.27 25000.0
Leading particle jet pT > 85 GeV 5894.74 20000.0 254.50 20000.0 165.16 20000.0 356.27 25000.0
Data processing selection 2358.07 7508.0 131.51 9650.0 85.09 9653.0 163.86 10457.0
Event cleaning 2215.11 7087.0 124.18 9133.0 79.95 9097.0 155.56 9961.0
Trigger 1529.84 4835.0 109.0 7992.0 73.79 8392.0 130.13 8240.0
Multi-jet rejection 819.09 2503.0 90.32 6596.0 66.18 7535.0 81.5 4996.0
Taus 142.44 428.0 20.64 1489.0 15.18 1645.0 25.5 1485.0
mτ1T +m
τ2
T > 150 GeV 87.83 262.0 14.71 1047.0 11.05 1181.0 19.15 1092.0
HT > 800 GeV 0.98 1.0 0.58 39.0 2.75 301.0 5.71 279.0
Table A.17: Cutflow table of the 2τ multibin SR (top) and the 2τ GMSB SR (bottom) for the four signal benchmark
scenarios [8]. For each scenario, the number of events before (unweighted) and after application of all correction
factors (weighted) is provided. The unweighted number of total events represents the number of generated events,
while the weighted number of total events is derived from the inclusive production cross section of the respective
sample and the integrated luminosity used in this analysis. In the case of the lowest gluino mass scenario of the
Simplified Model (m(g˜) = 1 065 GeV), these initial numbers are corrected for the efficiency of a truth-level filter
that requires the event to have a pT > 85 GeV jet. The data processing selection step requires the presence of a
loose tau candidate with pT > 15 GeV and at least one of a selection of single-electron, single-muon, tau, jet and




In studies where the occurrence of a rare signal in data, which is pre-dominantly background, is
to be evaluated, different definitions of significance provide measures of how well the background-
only hypothesis is separable from the hypothesis of the presence of signal and background. The two
hypotheses are, in general, separable from each other, depending on the total signal and the uncertainty
of the background. The easiest and least sophisticated way to determine a signal significance is the
ratio of S/
√
B with S and B denoting the total yields of signal and background, respectively. Under
the assumption that no systematic uncertainties influence the measurement,
√
B represents the total
uncertainty—i.e. the uncertainty of a regular counting experiment—of the background. The more signal
there is and the lower the uncertainty on the background estimation, the better the two hypotheses can
be tested against each other. Taking statistical fluctuations of the signal prediction into account, this
measure can be extended to S/
√
S + B. This approach is also valid for scenarios where no background
at all is expected and hence the signal discovery can only be claimed if statistical fluctuations of the
signal are incompatible with zero. Based on the hypothesis testing approach pursued in this analysis
(cf. appendix G), a measure of significance that is directly deduced from the used test statistic can be














This so-called Asimov significance for discovery considers the total yields and the statistical uncer-
tainties of the signal and background predictions. More importantly, this approach provides a measure
of significance that is to be expected when using the exact result extraction approach that this analysis
pursues. It is hence better suited than a generic measure such as S/
√
S + B. Equation (B.1) can be refined
further by introducing a term that takes an estimation of a systematic uncertainty on the background
into account. Although at the development stage of an analysis this estimation is difficult due to lacking
studies of sources of systematic uncertainties, even a rough estimation gives a more realistic result than




(S + B) · log  (S + B) · (S + (∆B)2)
















Appendix B Asimov Significance
In this notation ∆B denotes the total background uncertainty. In the case of this analysis, it is formed by
the uncorrelated combination of the statistical uncertainty and an additional systematic uncertainty of 30%
as expressed in eq. (B.3). A scan of the modified Asimov significance for discovery zA can now be used
to find cut-values on distributions of signal and background that maximise the discovery potential of an
analysis. The distribution of a variable of interest is scanned by imposing sequentially incremented cuts
and the calculation of zA based on the number of events surviving said cut. For the SR defining kinematic
variables of both channels, the distributions at Pre-selection level and the corresponding significance
scans are depicted in figs. B.1 to B.4. The significance of a lower cut on the variable depicted in the
upper row, i.e. selecting only events that exhibit a higher value in that variable, can be inferred directly
from the significance plot in the lower row. The significance value of a certain bin corresponds to a lower
cut in the underlying kinematic distribution.






















































































































Figure B.1: The upper row shows kinematic distributions after the pre-selection in the 1τ channel. The results
shown are obtained after fitting the normalisation of the background in the control regions. The last bin of each
distribution contains the overflow events. The uncertainties displayed consider only statistical limitations in the
background modelling, illustrated by the shaded bands. The contribution labelled as "other" includes multi-jet
events and V+Jets processes not explicitly listed in the legend. The dashed lines represent the four signal model
benchmark scenarios used in the design process of the analysis. The bottom row shows the corresponding scans
of the modified Asimov significance zA with an additional systematic background uncertainty of 30% taken into
account.
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Figure B.2: The upper row shows kinematic distributions after the pre-selection in the 1τ channel. The results
shown are obtained after fitting the normalisation of the background in the control regions. The last bin of each
distribution contains the overflow events. The uncertainties displayed consider only statistical limitations in the
background modelling, illustrated by the shaded bands. The contribution labelled as "other" includes multi-jet
events and V+Jets processes not explicitly listed in the legend. The dashed lines represent the four signal model
benchmark scenarios used in the design process of the analysis. The bottom row shows the corresponding scans
of the modified Asimov significance zA with an additional systematic background uncertainty of 30% taken into
account.
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Figure B.3: The upper row shows kinematic distributions after the pre-selection in the 2τ channel. The results
shown are obtained after fitting the normalisation of the background in the control regions. The last bin of each
distribution contains the overflow events. The uncertainties displayed consider only statistical limitations in the
background modelling, illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where
the corresponding entry falls outside the plotted range. The contribution labelled as "other" includes multi-jet
events and V+Jets processes not explicitly listed in the legend. The dashed lines represent the four signal model
benchmark scenarios used in the design process of the analysis. The bottom row shows the corresponding scans
of the modified Asimov significance zA with an additional systematic background uncertainty of 30% taken into
account.
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Figure B.4: The upper row shows kinematic distributions after the pre-selection in the 2τ channel. The results
shown are obtained after fitting the normalisation of the background in the control regions. The last bin of each
distribution contains the overflow events. The uncertainties displayed consider only statistical limitations in the
background modelling, illustrated by the shaded bands. Red arrows in the Data/SM ratio indicate bins where
the corresponding entry falls outside the plotted range. The contribution labelled as "other" includes multi-jet
events and V+Jets processes not explicitly listed in the legend. The dashed lines represent the four signal model
benchmark scenarios used in the design process of the analysis. The bottom row shows the corresponding scans






This appendix summarises the studies performed to determine and optimise the trigger setup used to
select recorded events for analysis as documented in [189]. It is closely based on ibid..
C.0.1 Trigger strategy
As outlined in section 5.5, triggers based on missing transverse momentum, jets, τ-leptons, or a com-
bination of those, are potential trigger candidates for the presented analysis. In its earlier version [9],
the missing transverse energy trigger HLT_XE70 has been chosen as baseline trigger, for both 1τ and 2τ
channels. It requires EmissT > 50 GeV at Level-1 and E
miss
T > 70 GeV at the HLT level. This trigger is the
lowest-threshold non-prescaled EmissT -trigger for the whole 2015 data-taking period. Triggers based on
τ-lepton + EmissT signatures for the 1τ channel, di-tau or di-tau + E
miss
T signatures for the 2τ channel, offer
the possibility to cut looser on offline EmissT , at the expense of harder cuts on the offline τ-lepton pT. For
signal models with compressed sparticle mass spectra, where soft τ-leptons are expected, triggers based
on τ-leptons are not appropriate. But in regions of phase-space where the EmissT -trigger strategy would
not be optimal, τ-lepton-based triggers could have been an interesting alternative. Investigations were
made about the use of a 2τ trigger in the 2τ channel in 2015, and no significant gain was found [189,
224].
Due to its overall good performance across the probed SUSY parameter-space, the EmissT -trigger is
also used in the this analysis. The HLT trigger threshold has been raised during the data taking period to
cope with the non-linear increase in rates at higher instantaneous luminosity. The non-prescaled triggers
are HLT_XE70_mht for 2015, then HLT_XE90_mht_L1XE50, then HLT_XE100_mht_L1XE50 and finally
HLT_XE110_mht_L1XE50. The mht suffix indicates that EmissT is built using HLT jets, unlike HLT_XE70
which is computed directly from cells above noise threshold. Performance studies have shown a slightly
better performance of HLT_XE70_mht over HLT_XE70.
C.0.2 Trigger efficiency measurement
The trigger efficiency measurement is carried out in two steps. First, the efficiency of HLT triggers is
measured using a bootstrapping method. Utilising periods of data-taking when more than one of the
target EmissT -triggers were non-prescaled, it is possible to find the efficiency by a direct comparison.
Since all non-prescaled EmissT -triggers used in 2016 have the same L1 part, L1_XE50, the bootstrapping
method cannot access the L1 efficiency. Instead, orthogonal non-prescaled triggers based on single-muon
signatures are utilised to determine the efficiency of L1_XE50. A basic selection of events that triggered
either HLT_mu50 or HLT_mu26_ivarmedium and contain at least one loose τ-lepton is performed and
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Figure C.1: Efficiency of the L1_XE50 trigger (L1-only) measured in data (a) and in simulation (b). In the
simulation, all Standard Model backgrounds in the are included except the multi-jet contribution [189].
compared to the events passing both a single-muon trigger and L1_XE50. It is also possible to use
this method to determine the full efficiency of the trigger, but the bootstrapping method provides more
statistics for the HLT trigger efficiency.
For the trigger efficiency studies, the SUSY3 derivation (cf. section 3.2.5) is used. The selection is
identical to the pre-selection described in section 5.6 except for the trigger plateau cuts and the medium
ID τ-lepton. Instead, one loose τ-lepton with pT > 20 GeV is required. For studies involving single-muon
triggers, an additional muon with pT > 30 GeV is required.
Triggers based on EmissT do not use p
µ
T when calculating E
miss
T . Introducing any muon requirements
would thus lead to a bias in the resulting EmissT . To address this, a new variable E
miss
T − pµT is introduced
by excluding muons from the offline EmissT calculation. E
miss
T − pµT of events containing muons is then
directly comparable to EmissT of events with a veto on muons.
Similar to the [9, 224], the possibility of a cut on the pj1T to improve the E
miss
T cut-off is investigated.
For that purpose, the efficiency of L1_XE50 is binned in EmissT − pµT and pj1T as depicted in fig. C.1. The
efficiency is determined by comparing the number of events that fire one of the single-muon triggers and
L1_XE50 to the number of events that fire one of the single-muon triggers. A cut on pj1T > 120 GeV is
chosen. Figure C.2(a) depicts the efficiency of L1_XE50 as a function of EmissT − pµT with the cut on pj1T .
The analysis intends to use a single plateau region for all the different EmissT -triggers, so the efficiency
of HLT_XE110_mht_L1XE50 is of importance. Both xe110 and xe100 triggers were run non-prescaled
during runs 302736-304009 which allows for a straightforward use of the bootstrapping method. A veto
on muons is applied to make the selection orthogonal to events used for the determination of L1-trigger
efficiencies. Figure C.3 shows the efficiency of the HLT_XE110_mht trigger in bins of EmissT − pµT and pj1T .
As a cross-check, the HLT trigger efficiency is also calculated using orthogonal single-muon triggers.
The HLT trigger efficiency as a function of EmissT − pµT with the cut on pj1T > 120 GeV applied is depicted
in fig. C.2(b).
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Figure C.2: Efficiency of the L1_XE50 trigger (L1-only) (a) and the HLT_XE110_mht trigger (HLT-only) (b) as a
function of EmissT − µpT with the p
j1
T > 120 GeV cut applied. In the simulation, all Standard Model backgrounds are












Comparing HLT_xe110_mht_L1XE50 to HLT_xe100_mht_L1XE50
MET [GeV]
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Figure C.3: Efficiency of the HLT_XE110_mht trigger (HLT-only) measured in data (a) and in simulation (b). In
the simulation, all Standard Model backgrounds are included except the multi-jet contribution [189].
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Figure C.4: Efficiency of the HLT_XE110_mht_L1_XE50 trigger with the pj1T > 120 GeV cut applied. In the
simulation, all Standard Model backgrounds in the are included except the multi-jet contribution [189].
Since the selections for L1 and HLT are orthogonal, they can be trivially combined to the total trigger
efficiency. Figure C.4 illustrates the total trigger efficiency from the combination of the bootstrapping
and the muon-trigger methods as well as the efficiency determined from the muon-trigger methods
completely. Data and simulation agree well for both methods in the plateau region. As a consequence,




W + jets HT-correction
A discrepancy between data and the predicted background in the HT-distributions in the W kinematic
and true-τ CRs can be inferred from figs. A.3(a) and A.7(a). In both distributions, the predicted spectrum
appears harder than the observed data. This mismatch can be corrected for by bin-specific scaling-factors.
Based on HT, they are derived in the W kinematic CR as the ratio of the H
jets
T distributions of the
background-subtracted data and the W + jets MC prediction. Here, all backgrounds are initially scaled
using the background-only fit normalisation factors. The HjetsT -variable is the scalar sum of the transverse
momenta of all jets. It does not include the light lepton or tau pT. This variable is preferred over the
regular HT definition in order to allow the re-weighting to be applicable to all leptonic W + jets decays.
The binning of the HjetsT distribution used for the fit is chosen such that 100 events with all other weights
applied are found in each bin. The results of this correction are depicted in fig. D.1. By design, the
re-weighting enforces agreement between observed data and predicted MC in the HT distribution of the
W kinematic CR. However, it also corrects for minor disagreement in, for example, the njet distribution
of the W kinematic CR. Its general influence is considered as an additional systematic uncertainty,
parametrised by means of a designated nuisance parameter in the combined fit.
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Figure D.1: Kinematic distributions of characteristic variables in the W Kinematic CR. The results shown are
obtained after fitting the normalisation of the background in the control regions. The last bin of each distribution
contains the overflow events. The uncertainties displayed consider only statistical limitations in the background
modelling, illustrated by the shaded bands. The contribution labelled as "other" includes multi-jet events and
V+Jets processes not explicitly listed in the legend. The black hatch-pattern illustrates contributions with fake
τ-leptons. Here, the W + jets contributions are re-weighted by a fit of the unweighted—yet post-fit—distribution to
the observed data distribution.
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APPENDIX E
t t¯ matrix element uncertainty
The systematic uncertainty introduced to the analysis by the description of the matrix element in the gener-
ation of tt¯-events is evaluated by comparing two MC generators with different matrix element calculators,
which use the same parton showering and hadronisation description: Powheg and MG5_aMC@NLO
both using Herwig++ for the parton showering and hadronisation are compared to each other. Since
neither of them is the nominal generator used in this analysis for predictions of the tt¯ background, they
cannot be compared directly in the simultaneous fit. Due to their substantially different statistical power,
first their proper normalisation is ensured by performing the full background-only fit with the comparison
samples substituting the nominal one. Based on these results, the relative difference between the post-fit
yields of those generators in the signal and validation regions are computed and applied as weight-based
systematic uncertainties to the nominal generator PowhegBox+Pythia6. Here, the yield difference is
normalised to the yield of PowhegBox+Herwig++ due to the fact that the nominal generator is also using
Powheg-Box for the matrix element calculation.
As can be inferred from this line of argumentation, the predictive power and reliability of this estimation
of the systematic uncertainty is heavily relying on the stability of the two alternate generators. In fact,
this poses a challenge for the signal regions designed and used in this analysis. Since both samples used
for comparison here contain fewer events than the nominal sample, their predictions of yields can only
be trusted if enough (un-weighted) events are present in the regions of interest. Too few events modelling
the final prediction cannot be trusted due to their high statistical uncertainty.
The latter is the case in most of the signal regions of this analysis as summarised in table E.1. While the
nominal generator PowhegBox+Pythia6 has sufficient statistics in the nominal SRs, the two comparison
generators exhibit low event yields in all SRs but the 1τ Compressed SR and the 2τ Multibin SR.
The resulting systematic uncertainties on the tt¯ matrix element calculation in a complete background-
only fit based on the numbers provided in table E.1 are summarised in the third column of table E.2.
While in the 2τ high-mass SR the relative uncertainty is huge, in the 2τ compressed and GMSB SRs no
uncertainty could be calculated at all. The huge uncertainty in the 1τ medium-mass SR is hence at least
questionable to dubious.
In order to obtain sensible and reliable values, different approaches of estimating this systematic
uncertainty are developed. Since similar problems already occurred in [9], the approach of less restrictive
SR-like regions to estimate the uncertainties is pursued. A baseline selection is kept1 from which cuts
on the SR-defining variables are sequentially tightened until their descriptive power is too low to make
a reliable estimate. From before the point of unreliability, the largest relative deviation between the
1 All event quality and trigger-related criteria as well as cuts to suppress multi-jet events are applied, depending on the channel
of interest, either one or two medium-ID τ-leptons are required in addition.
231
Appendix E tt¯ matrix element uncertainty
comparison generators and the nominal generator is taken as weight-based input to the combined fit for
each region separately. SR-specific details on this estimation technique are described in the subsequent
paragraphs.
The final results of this approach are summarised in table E.2. For each problematic SR, the outcome
of the estimation process and the result in the full combined fit are provided. The latter can be compared
to the results of a full combined fit that uses the direct comparison based on insufficient statistics in
the signal regions. In the 2τ high-mass SR, the uncertainty drops from 153% to 17% while in the 1τ
medium-mass SR it decreases from 50% to 7%. The estimation in the 2τ compressed SR as well as
the 2τ GMSB SR is available now while before the re-assessment, the contribution was too small to be
displayed or not calculable at all. Similar statements hold for the individual bins of the 2τ Multibin SR.
Generator
Region PowhegBox+Pythia6 PowhegBox+Herwig++ MG5_aMC@NLO+Herwig++
2τ high-mass SR 73 14 3
2τ Compressed SR 96 29 1
2τ multibin SR 1868 449 47
2τ GMSB SR 34 9 0
1τ compressed SR 8450 944 89
2τ medium-mass SR 683 84 13
Table E.1: Overview of the un-weighted pre-fit event yields for all three generators related to the evaluation of
the systematic uncertainty on tt¯ matrix element calculation: PowhegBox+Pythia6 being the nominal generator
used everywhere else across the analysis, PowhegBox+Herwig++ and MG5_aMC@NLO+Herwig++ being the
two generators to be compared to each other to obtain an uncertainty on the modelling of the tt¯ matrix element
calculation.
injected pre-fit nominal post-fit improved post-fit
Region TOPGEN uncertainty TOPGEN uncertainty TOPGEN uncertainty
2τ high-mass SR 50% 153% 17%
2τ compressed SR 40% 0% 26%
2τ GMSB SR 50% 0% 11%
1τ medium-mass SR 20% 50% 7%
Table E.2: Improvement of the relative systematic uncertainty on the matrix element calculation in the generation
of tt¯ events (TOPGEN) using input weights that are obtained in separate regions of phase-space with a looser
selection to ensure enough statistics for a more reliable estimation. The second column gives the injected weights
that are obtained in the separate estimation-regions. The final values of the TOPGEN uncertainty resulting from full
background-only fits comprising all systematic uncertainties are depicted for two scenarios. The results in column
three are obtained in the nominal SRs, column four gives the results when using the injected pre-fit uncertainties of
column two.
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2τ high-mass SR As can be inferred from table E.1, the un-weighted event counts of the two
comparison generators are low and not sufficient to provide a reliable estimate of the uncertainty. As





performed. Figure E.1 illustrates the results: for both generators, figs. E.1(a) and E.1(c) show the relative
difference of the yield surviving an imposed cut (y-axes) plotted against the cut value (x-axes). The
errors depicted represent the statistical uncertainties propagated to the displayed ratio. Figures E.1(b)
and E.1(c) show the relative statistical uncertainties (statistical uncertainty normalised to bin content) of
the un weighted events, hence representing the amount of statistical uncertainty being left when imposing
a given cut. Based on those four plots, conclusions regarding a more robust estimation of the statistical





MG5_aMC@NLO+Herwig++ starts to run out of raw events and is dominated by few high-weight
events resulting in huge statistical uncertainties rendering any statement beyond these cut values virtually
useless. Since this is where the signal of interest begins, estimating the systematic uncertainty below
these values where there are still enough events left becomes an obvious choice. PowhegBox+Herwig++,
on the other hand, also loses statistical power with increasing cut strength but still remains reliable,
i.e. enough un-weighted events survive to make a reliable prediction. Given these poor statistics for
MG5_aMC@NLO+Herwig++, the following (conservative) choice is made in estimating the systematic
uncertainty of the tt¯ generator matrix element modelling (TOPGEN) in the 2τ High-Mass signal region:
The largest deviation of MG5_aMC@NLO+Herwig++ from the nominal generator PowhegBox+Pythia6
that can be observed in regimes with acceptable statistics is approximately 50%. This number is visible
in the distribution of HT at around 750 GeV. This number is taken as a relative uncertainty and injected
into the combined fit as a weight-based variation for all tt¯ samples in the 2τ high-mass signal region of
this analysis.
2τ compressed SR In the same fashion, the systematic uncertainty of the tt¯ matrix element calculation
in the 2τ compressed SR is estimated in a region with looser cuts than the nominal signal region.
The discriminating variables defining the region are msumT and m
ττ
T2. Scanning those two variables
with the aforementioned preselection and the upper cut of HT < 1 100 GeV gives the results depicted
in fig. E.2. Since the scan of mττT2 shows the stronger deviations of MG5_aMC@NLO+Herwig++
(PowhegBox+Herwig++ being comparable to the 2τ high-mass SR), the uncertainty is extracted from
this plot to be set to 60% for all tt¯ samples as a weight-based variation in the combined fit.
2τ Multibin SR In contrast to the 2τ high-mass and compressed signal regions, the un-weighted event
yields of the two comparison generators are not too low to be used for a useful estimate of the systematic
uncertainty. However, since HistFitter considers the Multibin SR bins (7 when using mτ1T +m
τ2
T for the
fit to be performed in), as individual signal regions each of which constraining background and signal
in the combined fit, the uncertainties for each bin can become large. Given this fact and the nature
of the individual bins being mutually exclusive, the only feasible approach is one mutual estimate of
the uncertainty for all bins simultaneously. Since the baseline selection of this region being defined by
moderate cuts on mτ1T +m
τ2
T and HT allows for such an estimate, cf. table E.1, the relative difference of
MG5_aMC@NLO+Herwig++ and PowhegBox+Herwig++ weighted post-fit yields normalised to the
yield of PowhegBox+Herwig++ is considered as the (symmetrical), weight-based uncertainty in the
combined fit. Given the properly scaled post-fit yields of the two generators, this gives eq. (E.1). The
final value of the relative difference is set to be 20% for all bins of the mτ1T +m
τ2
T distribution of the 2τ
Multibin signal region.
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Appendix E tt¯ matrix element uncertainty
HT Cut / GeV
























(a) HT-scan, relative deviations






(b) HT-scan, relative stat. uncertainty
SumMT Cut / GeV


























T -scan, relative deviations







T -scan, relative stat. uncertainty




T after a baseline selection and requiring the
presence of two τ-leptons. (a) and (c) show the weighted post-fit event yield differences of the two comparison
generators normalised to the yield of the nominal generator. The x-axes show the cut values which are applied at
each stage of the scan. (b) and (d) show the un-weighted post-fit relative statistical uncertainties at each cut stage.
The statistical uncertainty at each point is normalised to the event yield at that point. All displayed error bars are
obtained from propagated statistical uncertainties.
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SumMTTauJet Cut / GeV
























(a) msumT -scan, relative deviations





(b) msumT -scan, relative stat. uncertainty
MT2 Cut / GeV


























(c) mττT2-scan, relative deviations





(d) mττT2-scan, relative stat. uncertainty
Figure E.2: Scans of the region-defining variables msumT and m
ττ
T2 after a baseline selection and requiring the presence
of two τ-leptons. (a) and (c) show the weighted post-fit event yield differences of the two comparison generators
normalised to the yield of the nominal generator. The x-axes show the cut values which are applied at each stage of
the scan. (b) and (d) show the un-weighted post-fit relative statistical uncertainties at each cut stage. The statistical
uncertainty at each point is normalised to the event yield at that point. All displayed error bars are obtained from
propagated statistical uncertainties.
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Appendix E tt¯ matrix element uncertainty
∆Up,Down =






1τ medium-mass SR Since the number of un-weighted events of MG5_aMC@NLO+Herwig++
in the 1τ Medium-Mass signal region is also low, the same procedure as for the two single-bin signal





largest relative deviation to the nominal generator in a less restrictive region (the regular pre-selection
and a requirement of one medium-ID τ-lepton is imposed) is taken as the relative difference used as a
weight-based variation in the combined fit. The corresponding scans of the variables are depicted in
figure fig. E.3. Taken from the mτT distribution, the final value of relative deviation is chosen to be 20%.
1τ compressed SR In contrast to the aforementioned signal regions, statistics of all considered gener-
ators are high enough to rely on the prediction of the tt¯ matrix element uncertainty in the 1τ compressed
signal region. Here, the relative difference between the two generators MG5_aMC@NLO+Herwig++
and PowhegBox+Herwig++ (normalised to PowhegBox+Herwig++) in the nominal region is considered
as the weight-based uncertainty that is injected as a weight-based variation into the combined fit.
2τ GMSB SR Finally, in the same way as for the 2τ high-mass SR, the uncertainty in the GMSB SR of




T are scrutinised. Judging from fig. E.4,
the HT distribution suggests an uncertainty of 50% as for the 2τ HM SR.
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(a) HT-scan, relative deviations




(b) HT-scan, relative stat. uncertainty
 Cut / GeVτTm























(c) mτT-scan, relative deviations





(d) mτT-scan, relative stat. uncertainty
MET Cut / GeV






















(e) EmissT -scan, relative deviations





(f) EmissT -scan, relative stat. uncertainty




T after a baseline selection and requiring the
presence of two taus. (a), (c) and (e) show the weighted post-fit event yield differences of the two comparison
generators normalised to the yield of the nominal generator. The x-axes show the cut values which are applied at
each stage of the scan. (b), (d) and (f) show the un-weighted post-fit relative statistical uncertainties at each cut
stage. The statistical uncertainty at each point is normalised to the event yield at that point. All displayed error bars
are obtained from propagated statistical uncertainties.
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Appendix E tt¯ matrix element uncertainty
HT Cut / GeV

























(a) HT-scan, relative deviations






(b) HT-scan, relative stat. uncertainty
SumMT Cut / GeV


























T -scan, relative deviations







T -scan, relative stat. uncertainty




T after a baseline selection and requiring the
presence of two taus. (a) and (c) show the weighted post-fit event yield differences of the two comparison generators
normalised to the yield of the nominal generator. The x-axes show the cut values which are applied at each stage of
the scan. (b) and (d) show the un-weighted post-fit relative statistical uncertainties at each cut stage. The statistical




Used MC & Data samples
This appendix provides a detailed list of the data and MC samples used in this analysis.
ID Name Generator σ[pb] k-factor filter eff.
410011 singletop_tchan_lept_top PowhegPythia 43.74 1.01 1.00
410011 singletop_tchan_lept_top PowhegPythia 43.74 1.01 1.00
410012 singletop_tchan_lept_antitop PowhegPythia 25.78 1.02 1.00
410013 Wt_inclusive_top PowhegPythia 34.01 1.05 1.00
410014 Wt_inclusive_antitop PowhegPythia 33.99 1.05 1.00
407018 Wt_inclusive_top_HT500 PowhegPythia 34.01 1.05 0.09
407019 Wt_inclusive_top_MET200 PowhegPythia 34.01 1.05 0.01
407020 Wt_inclusive_tbar_HT500 PowhegPythia 33.99 1.05 0.09
407021 Wt_inclusive_tbar_MET200 PowhegPythia 33.99 1.05 0.01
410025 SingleTopSchan_noAllHad_top PowhegPythia 2.05 1.00 1.00
410026 SingleTopSchan_noAllHad_antitop PowhegPythia 1.26 1.02 1.00
410560 tZ_4fl_tchan_noAllHad MadGraphPythia8 0.24 1.00 1.00
410017 singletop_tchan_lept_top PowhegPythia 40.34 1.09 1.00
410018 singletop_tchan_lept_top PowhegPythia 44.38 0.99 1.00
410019 singletop_tchan_lept_antitop PowhegPythia 23.75 1.11 1.00
410020 singletop_tchan_lept_antitop PowhegPythia 26.39 1.00 1.00
410062 Wt_DS_inclusive_top PowhegPythia 32.38 1.05 1.00
410063 Wt_DS_inclusive_antitop PowhegPythia 32.36 1.05 1.00
410099 Wt_inclusive_top PowhegPythia 34.92 1.03 1.00
410100 Wt_inclusive_top PowhegPythia 33.41 1.07 1.00
410101 Wt_inclusive_antitop PowhegPythia 34.89 1.03 1.00
410102 Wt_inclusive_antitop PowhegPythia 33.39 1.07 1.00
410107 SingleTopSchan_lept_top PowhegPythia 2.08 0.99 1.00
410108 SingleTopSchan_lept_top PowhegPythia 2.03 1.01 1.00
410109 SingleTopSchan_lept_antitop PowhegPythia 1.28 1.01 1.00
410110 SingleTopSchan_lept_antitop PowhegPythia 1.25 1.03 1.00
Table F.1: List of used single-t samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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Appendix F Used MC & Data samples
ID Name Generator σ[pb] k-factor filter eff.
407200 ttbarNp012p_MET0to200_HT0to500 MGPy8 435.44 1.87 0.49
407201 ttbarNp012p_MET0to200_HT500to700 MGPy8 436.63 1.87 0.03
407202 ttbarNp012p_MET0to200_HT700to1000 MGPy8 436.48 1.87 0.01
407203 ttbarNp012p_MET200p_HT0to1000 MGPy8 436.48 1.87 0.01
407204 ttbarNp012p_HT1000p MGPy8 436.58 1.87 0.00
410249 NNPDF30NNLO_ttbar_AllHadronic_MEPS_NLO Sherpa 330.54 1.15 1.00
410250 NNPDF30NNLO_ttbar_SingleLeptonP_MEPS_NLO Sherpa 158.76 1.00 1.00
410251 NNPDF30NNLO_ttbar_SingleLeptonM_MEPS_NLO Sherpa 158.97 1.00 1.00
410252 NNPDF30NNLO_ttbar_dilepton_MEPS_NLO Sherpa 76.28 1.15 1.00
410501 ttbar_hdamp258p75_nonallhad PowhegPythia8 730.17 1.14 0.54
410502 ttbar_hdamp258p75_allhad PowhegPythia8 249.81 1.14 1.00
410503 ttbar_hdamp258p75_dil PowhegPythia8 76.93 1.14 1.00
410525 tt_hdamp258p75_nonallhad PowhegHerwig7 730.15 1.14 0.54
410526 tt_hdamp258p75_allhad PowhegHerwig7 249.81 1.14 1.00
410527 tt_hdamp258p75_dilep PowhegHerwig7 76.93 1.14 1.00
407009 ttbarHT6c_1k_hdamp172p5_nonAH PowhegPythia 696.22 1.19 0.02
407010 ttbarHT1k_1k5_hdamp172p5_nonAH PowhegPythia 696.23 1.19 0.00
407011 ttbarHT1k5_hdamp172p5_nonAH PowhegPythia 696.23 1.19 0.00
407012 ttbarMET200_hdamp172p5_nonAH PowhegPythia 696.22 1.19 0.01
407322 ttbarMET300_hdamp172p5_nonAH PowhegPythia 696.21 1.19 0.00
407323 ttbarMET400_hdamp172p5_nonAH PowhegPythia 696.23 1.19 0.00
407030 P2012radHiC6L1_ttbarHT1k_1k5_hdamp345_down_nonAH PhPy 783.84 1.06 0.00
407031 P2012radHiC6L1_ttbarHT1k5_hdamp345_down_nonAH PhPy 783.85 1.06 0.00
407032 P2012radHiC6L1_ttbarMET200_hdamp345_down_nonAH PhPy 783.83 1.06 0.01
407033 P2012radLoC6L1_ttbarHT6c_1k_hdamp172_up_nonAH PhPy 611.11 1.36 0.02
407034 P2012radLoC6L1_ttbarHT1k_1k5_hdamp172_up_nonAH PhPy 611.11 1.36 0.00
407035 P2012radLoC6L1_ttbarHT1k5_hdamp172_up_nonAH PhPy 611.12 1.36 0.00
407036 P2012radLoC6L1_ttbarMET200_hdamp172_up_nonAH PhPy 611.10 1.36 0.01
407037 UE5C6L1_ttbarHT6c_1k_hdamp172p5_nonAH PhHpp 696.33 1.19 0.02
407038 UE5C6L1_ttbarHT1k_1k5_hdamp172p5_nonAH PhHpp 696.33 1.19 0.00
407039 UE5C6L1_ttbarHT1k5_hdamp172p5_nonAH PhHpp 696.34 1.19 0.00
407040 UE5C6L1_ttbarMET200_hdamp172p5_nonAH PhHpp 696.32 1.19 0.01
341177 CTEQ6L1_CT10ME_ttH125_dil aMcAtNloHerwigpp 0.51 1.00 1.00
341270 CTEQ6L1_CT10ME_ttH125_semilep aMcAtNloHerwigpp 0.51 1.00 0.44
341271 CTEQ6L1_CT10ME_ttH125_allhad aMcAtNloHerwigpp 0.51 1.00 0.46
410066 ttW_Np0 MadGraphPythia8 0.18 1.32 1.00
410067 ttW_Np1 MadGraphPythia8 0.14 1.32 1.00
410068 ttW_Np2 MadGraphPythia8 0.14 1.32 1.00
410073 ttZnnqq_Np0 MadGraphPythia8 0.17 1.47 1.00
410074 ttZnnqq_Np1 MadGraphPythia8 0.17 1.47 1.00
410075 ttZnnqq_Np2 MadGraphPythia8 0.17 1.47 1.00
410081 ttbarWW MadGraphPythia8 0.01 1.22 1.00
410111 ttee_Np0 MadGraphPythia8 0.01 1.51 1.00
410112 ttee_Np1 MadGraphPythia8 0.01 1.51 1.00
410113 ttmumu_Np0 MadGraphPythia8 0.01 1.51 1.00
410114 ttmumu_Np1 MadGraphPythia8 0.01 1.51 1.00
410115 tttautau_Np0 MadGraphPythia8 0.01 1.51 1.00
410116 tttautau_Np1 MadGraphPythia8 0.01 1.51 1.00
410156 A14N23LO_ttZnunu aMcAtNloPythia8 0.15 1.11 1.00
410157 A14N23LO_ttZqq aMcAtNloPythia8 0.53 1.11 1.00
410142 ttll_mll5 Sherpa 0.11 1.09 1.00
410143 ttZnnqq Sherpa 0.69 1.10 1.00
410144 ttW Sherpa 0.58 1.04 1.00
410000 ttbar_hdamp172p5_nonallhad PowhegPythia 831.76 1.00 0.54
410001 ttbar_hdamp345_down_nonallhad PowhegPythia 831.76 1.00 0.54
410002 ttbar_hdamp172_up_nonallhad PowhegPythia 831.76 1.00 0.54
410003 nonallhad aMcAtNloHerwigpp 831.76 1.00 0.54
410004 ttbar_hdamp172p5_nonallhad PowhegHerwigpp 831.76 1.00 0.54
410007 ttbar_hdamp172p5_allhad PowhegPythia 695.99 1.20 0.46
Table F.2: List of used tt¯ samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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ID Name Generator σ[pb] k-factor filter eff.
363331 Wtaunu_Pt0_70_CVetoBVeto Sherpa 20 026.00 0.97 0.81
363332 Wtaunu_Pt0_70_CFilterBVeto Sherpa 20 024.00 0.97 0.14
363333 Wtaunu_Pt0_70_BFilter Sherpa 20 021.00 0.97 0.05
363334 Wtaunu_Pt70_140_CVetoBVeto Sherpa 589.71 0.97 0.66
363335 Wtaunu_Pt70_140_CFilterBVeto Sherpa 589.95 0.97 0.25
363336 Wtaunu_Pt70_140_BFilter Sherpa 590.25 0.97 0.09
363337 Wtaunu_Pt140_280_CVetoBVeto Sherpa 84.26 0.97 0.62
363338 Wtaunu_Pt140_280_CFilterBVeto Sherpa 84.22 0.97 0.28
363339 Wtaunu_Pt140_280_BFilter Sherpa 84.18 0.97 0.11
363340 Wtaunu_Pt280_500_CVetoBVeto Sherpa 6.10 0.97 0.59
363341 Wtaunu_Pt280_500_CFilterBVeto Sherpa 6.07 0.97 0.29
363342 Wtaunu_Pt280_500_BFilter Sherpa 6.08 0.97 0.13
363343 Wtaunu_Pt500_700_CVetoBVeto Sherpa 0.38 0.97 0.57
363344 Wtaunu_Pt500_700_CFilterBVeto Sherpa 0.38 0.97 0.29
363345 Wtaunu_Pt500_700_BFilter Sherpa 0.38 0.97 0.14
363346 Wtaunu_Pt700_1000_CVetoBVeto Sherpa 0.07 0.97 0.57
363347 Wtaunu_Pt700_1000_CFilterBVeto Sherpa 0.07 0.97 0.29
363348 Wtaunu_Pt700_1000_BFilter Sherpa 0.07 0.97 0.15
363349 Wtaunu_Pt1000_2000_CVetoBVeto Sherpa 0.01 0.97 0.58
363350 Wtaunu_Pt1000_2000_CFilterBVeto Sherpa 0.01 0.97 0.29
363351 Wtaunu_Pt1000_2000_BFilter Sherpa 0.01 0.97 0.16
363352 Wtaunu_Pt2000_E_CMS_CVetoBVeto Sherpa 2.62 × 10−5 0.97 0.56
363353 Wtaunu_Pt2000_E_CMS_CFilterBVeto Sherpa 2.81 × 10−5 0.97 0.27
363354 Wtaunu_Pt2000_E_CMS_BFilter Sherpa 2.94 × 10−5 0.97 0.17
364186 NNPDF30NNLO_Wtaunu_MAXHTPTV0_70_BFilter Sherpa 19 148.00 0.97 0.05
364189 NNPDF30NNLO_Wtaunu_MAXHTPTV70_140_BFilter Sherpa 945.71 0.97 0.10
364192 NNPDF30NNLO_Wtaunu_MAXHTPTV140_280_BFilter Sherpa 339.35 0.97 0.11
364195 NNPDF30NNLO_Wtaunu_MAXHTPTV280_500_BFilter Sherpa 71.95 0.97 0.14
364196 NNPDF30NNLO_Wtaunu_MAXHTPTV500_1000 Sherpa 15.05 0.97 1.00
364197 NNPDF30NNLO_Wtaunu_MAXHTPTV1000_E_CMS Sherpa 1.23 0.97 1.00
364185 NNPDF30NNLO_Wtaunu_MAXHTPTV0_70_CFilterBVeto Sherpa 19 149.00 0.97 0.13
364188 NNPDF30NNLO_Wtaunu_MAXHTPTV70_140_CFilterBVeto Sherpa 946.23 0.97 0.24
364191 NNPDF30NNLO_Wtaunu_MAXHTPTV140_280_CFilterBVeto Sherpa 339.66 0.97 0.28
364194 NNPDF30NNLO_Wtaunu_MAXHTPTV280_500_CFilterBVeto Sherpa 71.99 0.97 0.32
364184 NNPDF30NNLO_Wtaunu_MAXHTPTV0_70_CVetoBVeto Sherpa 19 155.00 0.97 0.82
364187 NNPDF30NNLO_Wtaunu_MAXHTPTV70_140_CVetoBVeto Sherpa 945.02 0.97 0.68
364190 NNPDF30NNLO_Wtaunu_MAXHTPTV140_280_CVetoBVeto Sherpa 339.78 0.97 0.60
364193 NNPDF30NNLO_Wtaunu_MAXHTPTV280_500_CVetoBVeto Sherpa 72.09 0.97 0.55
361530 Wtaunu_Np0 MadGraphPythia8 13 935.00 1.20 1.00
361531 Wtaunu_Np1 MadGraphPythia8 1 892.10 1.20 1.00
361532 Wtaunu_Np2 MadGraphPythia8 642.23 1.20 1.00
361533 Wtaunu_Np3 MadGraphPythia8 179.16 1.20 1.00
361534 Wtaunu_Np4 MadGraphPythia8 71.07 1.20 1.00
363648 Wtaunu_Ht0_70_CVetoBVeto MGPy8 16 702.00 1.12 0.84
363649 Wtaunu_Ht0_70_CFilterBVeto MGPy8 16 702.00 1.12 0.14
363650 Wtaunu_Ht0_70_BFilter MGPy8 16 701.00 1.12 0.02
363651 Wtaunu_Ht70_140_CVetoBVeto MGPy8 755.08 1.12 0.71
363652 Wtaunu_Ht70_140_CFilterBVeto MGPy8 755.24 1.12 0.24
363653 Wtaunu_Ht70_140_BFilter MGPy8 755.14 1.12 0.05
363654 Wtaunu_Ht140_280_CVetoBVeto MGPy8 315.27 1.12 0.67
363655 Wtaunu_Ht140_280_CFilterBVeto MGPy8 315.97 1.12 0.27
363656 Wtaunu_Ht140_280_BFilter MGPy8 315.63 1.12 0.07
363657 Wtaunu_Ht280_500_CVetoBVeto MGPy8 72.22 1.12 0.62
363658 Wtaunu_Ht280_500_CFilterBVeto MGPy8 72.24 1.12 0.29
363659 Wtaunu_Ht280_500_BFilter MGPy8 72.21 1.12 0.10
363660 Wtaunu_Ht500_700_CVetoBVeto MGPy8 11.44 1.12 0.59
363661 Wtaunu_Ht500_700_CFilterBVeto MGPy8 11.46 1.12 0.30
363662 Wtaunu_Ht500_700_BFilter MGPy8 11.46 1.12 0.12
363663 Wtaunu_Ht700_1000_CVetoBVeto MGPy8 4.03 1.12 0.57
363664 Wtaunu_Ht700_1000_CFilterBVeto MGPy8 4.03 1.12 0.30
363665 Wtaunu_Ht700_1000_BFilter MGPy8 4.03 1.12 0.13
363666 Wtaunu_Ht1000_2000_CVetoBVeto MGPy8 1.33 1.12 0.55
363667 Wtaunu_Ht1000_2000_CFilterBVeto MGPy8 1.32 1.12 0.31
363668 Wtaunu_Ht1000_2000_BFilter MGPy8 1.32 1.12 0.14
363671 Wtaunu_Ht2000_E_CMS_BFilter MGPy8 0.04 1.12 0.17
Table F.3: List of used W(τν)+ jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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ID Name Generator σ[pb] k-factor filter eff.
363436 Wmunu_Pt0_70_CVetoBVeto Sherpa 20 013.00 0.97 0.81
363437 Wmunu_Pt0_70_CFilterBVeto Sherpa 20 028.00 0.97 0.14
363438 Wmunu_Pt0_70_BFilter Sherpa 20 022.00 0.97 0.05
363439 Wmunu_Pt70_140_CVetoBVeto Sherpa 590.67 0.97 0.66
363440 Wmunu_Pt70_140_CFilterBVeto Sherpa 590.51 0.97 0.25
363441 Wmunu_Pt70_140_BFilter Sherpa 589.90 0.97 0.09
363442 Wmunu_Pt140_280_CVetoBVeto Sherpa 84.16 0.97 0.62
363443 Wmunu_Pt140_280_CFilterBVeto Sherpa 84.19 0.97 0.28
363444 Wmunu_Pt140_280_BFilter Sherpa 84.10 0.97 0.10
363445 Wmunu_Pt280_500_CVetoBVeto Sherpa 6.08 0.97 0.59
363446 Wmunu_Pt280_500_CFilterBVeto Sherpa 6.08 0.97 0.29
363447 Wmunu_Pt280_500_BFilter Sherpa 6.07 0.97 0.14
363448 Wmunu_Pt500_700_CVetoBVeto Sherpa 0.38 0.97 0.57
363449 Wmunu_Pt500_700_CFilterBVeto Sherpa 0.38 0.97 0.29
363450 Wmunu_Pt500_700_BFilter Sherpa 0.38 0.97 0.14
363451 Wmunu_Pt700_1000_CVetoBVeto Sherpa 0.07 0.97 0.57
363452 Wmunu_Pt700_1000_CFilterBVeto Sherpa 0.07 0.97 0.29
363453 Wmunu_Pt700_1000_BFilter Sherpa 0.07 0.97 0.15
363454 Wmunu_Pt1000_2000_CVetoBVeto Sherpa 0.01 0.97 0.58
363455 Wmunu_Pt1000_2000_CFilterBVeto Sherpa 0.01 0.97 0.31
363456 Wmunu_Pt1000_2000_BFilter Sherpa 0.01 0.97 0.15
363457 Wmunu_Pt2000_E_CMS_CVetoBVeto Sherpa 2.77 × 10−5 0.97 0.60
363458 Wmunu_Pt2000_E_CMS_CFilterBVeto Sherpa 2.85 × 10−5 0.97 0.32
363459 Wmunu_Pt2000_E_CMS_BFilter Sherpa 2.70 × 10−5 0.97 0.21
364158 NNPDF30NNLO_Wmunu_MAXHTPTV0_70_BFilter Sherpa 19 138.00 0.97 0.04
364161 NNPDF30NNLO_Wmunu_MAXHTPTV70_140_BFilter Sherpa 944.14 0.97 0.08
364164 NNPDF30NNLO_Wmunu_MAXHTPTV140_280_BFilter Sherpa 339.64 0.97 0.11
364167 NNPDF30NNLO_Wmunu_MAXHTPTV280_500_BFilter Sherpa 72.06 0.97 0.13
364168 NNPDF30NNLO_Wmunu_MAXHTPTV500_1000 Sherpa 15.01 0.97 1.00
364169 NNPDF30NNLO_Wmunu_MAXHTPTV1000_E_CMS Sherpa 1.23 0.97 1.00
364157 NNPDF30NNLO_Wmunu_MAXHTPTV0_70_CFilterBVeto Sherpa 19 142.00 0.97 0.13
364160 NNPDF30NNLO_Wmunu_MAXHTPTV70_140_CFilterBVeto Sherpa 945.44 0.97 0.24
364163 NNPDF30NNLO_Wmunu_MAXHTPTV140_280_CFilterBVeto Sherpa 339.77 0.97 0.29
364166 NNPDF30NNLO_Wmunu_MAXHTPTV280_500_CFilterBVeto Sherpa 72.10 0.97 0.32
364156 NNPDF30NNLO_Wmunu_MAXHTPTV0_70_CVetoBVeto Sherpa 19 149.00 0.97 0.82
364159 NNPDF30NNLO_Wmunu_MAXHTPTV70_140_CVetoBVeto Sherpa 945.52 0.97 0.67
364162 NNPDF30NNLO_Wmunu_MAXHTPTV140_280_CVetoBVeto Sherpa 339.70 0.97 0.60
364165 NNPDF30NNLO_Wmunu_MAXHTPTV280_500_CVetoBVeto Sherpa 72.08 0.97 0.55
Table F.4: List of used W(µν)+ jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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ID Name Generator σ[pb] k-factor filter eff.
363460 Wenu_Pt0_70_CVetoBVeto Sherpa 20 038.00 0.97 0.81
363461 Wenu_Pt0_70_CFilterBVeto Sherpa 20 023.00 0.97 0.14
363462 Wenu_Pt0_70_BFilter Sherpa 20 022.00 0.97 0.05
363463 Wenu_Pt70_140_CVetoBVeto Sherpa 590.25 0.97 0.66
363464 Wenu_Pt70_140_CFilterBVeto Sherpa 590.09 0.97 0.25
363465 Wenu_Pt70_140_BFilter Sherpa 589.58 0.97 0.09
363466 Wenu_Pt140_280_CVetoBVeto Sherpa 84.19 0.97 0.62
363467 Wenu_Pt140_280_CFilterBVeto Sherpa 84.16 0.97 0.28
363468 Wenu_Pt140_280_BFilter Sherpa 84.14 0.97 0.11
363469 Wenu_Pt280_500_CVetoBVeto Sherpa 6.09 0.97 0.59
363470 Wenu_Pt280_500_CFilterBVeto Sherpa 6.09 0.97 0.29
363471 Wenu_Pt280_500_BFilter Sherpa 6.08 0.97 0.13
363472 Wenu_Pt500_700_CVetoBVeto Sherpa 0.38 0.97 0.57
363473 Wenu_Pt500_700_CFilterBVeto Sherpa 0.38 0.97 0.29
363474 Wenu_Pt500_700_BFilter Sherpa 0.38 0.97 0.14
363475 Wenu_Pt700_1000_CVetoBVeto Sherpa 0.07 0.97 0.56
363476 Wenu_Pt700_1000_CFilterBVeto Sherpa 0.07 0.97 0.29
363477 Wenu_Pt700_1000_BFilter Sherpa 0.07 0.97 0.15
363478 Wenu_Pt1000_2000_CVetoBVeto Sherpa 0.01 0.97 0.55
363479 Wenu_Pt1000_2000_CFilterBVeto Sherpa 0.01 0.97 0.29
363480 Wenu_Pt1000_2000_BFilter Sherpa 0.01 0.97 0.16
363481 Wenu_Pt2000_E_CMS_CVetoBVeto Sherpa 2.88 × 10−5 0.97 0.49
363482 Wenu_Pt2000_E_CMS_CFilterBVeto Sherpa 2.72 × 10−5 0.97 0.32
363483 Wenu_Pt2000_E_CMS_BFilter Sherpa 2.83 × 10−5 0.97 0.18
364172 NNPDF30NNLO_Wenu_MAXHTPTV0_70_BFilter Sherpa 19 138.00 0.97 0.04
364175 NNPDF30NNLO_Wenu_MAXHTPTV70_140_BFilter Sherpa 945.57 0.97 0.10
364178 NNPDF30NNLO_Wenu_MAXHTPTV140_280_BFilter Sherpa 339.70 0.97 0.11
364181 NNPDF30NNLO_Wenu_MAXHTPTV280_500_BFilter Sherpa 72.09 0.97 0.14
364182 NNPDF30NNLO_Wenu_MAXHTPTV500_1000 Sherpa 15.05 0.97 1.00
364183 NNPDF30NNLO_Wenu_MAXHTPTV1000_E_CMS Sherpa 1.23 0.97 1.00
364171 NNPDF30NNLO_Wenu_MAXHTPTV0_70_CFilterBVeto Sherpa 19 145.00 0.97 0.13
364174 NNPDF30NNLO_Wenu_MAXHTPTV70_140_CFilterBVeto Sherpa 945.74 0.97 0.24
364177 NNPDF30NNLO_Wenu_MAXHTPTV140_280_CFilterBVeto Sherpa 339.88 0.97 0.29
364180 NNPDF30NNLO_Wenu_MAXHTPTV280_500_CFilterBVeto Sherpa 72.11 0.97 0.32
364170 NNPDF30NNLO_Wenu_MAXHTPTV0_70_CVetoBVeto Sherpa 19 153.00 0.97 0.82
364173 NNPDF30NNLO_Wenu_MAXHTPTV70_140_CVetoBVeto Sherpa 944.98 0.97 0.67
364176 NNPDF30NNLO_Wenu_MAXHTPTV140_280_CVetoBVeto Sherpa 339.67 0.97 0.60
364179 NNPDF30NNLO_Wenu_MAXHTPTV280_500_CVetoBVeto Sherpa 72.07 0.97 0.55
Table F.5: List of used W(eν)+ jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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Appendix F Used MC & Data samples
ID Name Generator σ[pb] k-factor filter eff.
363102 Ztautau_Pt70_140_CVetoBVeto Sherpa 71.69 0.98 0.67
363103 Ztautau_Pt70_140_CFilterBVeto Sherpa 71.69 0.98 0.20
363104 Ztautau_Pt70_140_BFilter Sherpa 71.72 0.98 0.13
363105 Ztautau_Pt140_280_CVetoBVeto Sherpa 11.03 0.98 0.63
363106 Ztautau_Pt140_280_CFilterBVeto Sherpa 11.07 0.98 0.22
363107 Ztautau_Pt140_280_BFilter Sherpa 11.07 0.98 0.15
363108 Ztautau_Pt280_500_CVetoBVeto Sherpa 0.83 0.98 0.60
363109 Ztautau_Pt280_500_CFilterBVeto Sherpa 0.83 0.98 0.25
363110 Ztautau_Pt280_500_BFilter Sherpa 0.83 0.98 0.14
363111 Ztautau_Pt500_700_CVetoBVeto Sherpa 0.05 0.98 0.59
363112 Ztautau_Pt500_700_CFilterBVeto Sherpa 0.05 0.98 0.26
363113 Ztautau_Pt500_700_BFilter Sherpa 0.05 0.98 0.16
363114 Ztautau_Pt700_1000_CVetoBVeto Sherpa 0.01 0.98 0.58
363115 Ztautau_Pt700_1000_CFilterBVeto Sherpa 0.01 0.98 0.26
363116 Ztautau_Pt700_1000_BFilter Sherpa 0.01 0.98 0.16
363117 Ztautau_Pt1000_2000_CVetoBVeto Sherpa 0.00 0.98 0.57
363118 Ztautau_Pt1000_2000_CFilterBVeto Sherpa 0.00 0.98 0.27
363119 Ztautau_Pt1000_2000_BFilter Sherpa 0.00 0.98 0.16
363120 Ztautau_Pt2000_E_CMS_CVetoBVeto Sherpa 4.75 × 10−6 0.98 0.57
363121 Ztautau_Pt2000_E_CMS_CFilterBVeto Sherpa 4.54 × 10−6 0.98 0.31
363122 Ztautau_Pt2000_E_CMS_BFilter Sherpa 4.69 × 10−6 0.98 0.19
363361 Ztautau_Pt0_70_CVetoBVeto Sherpa 2 076.50 0.98 0.81
363362 Ztautau_Pt0_70_CFilterBVeto Sherpa 2 078.40 0.98 0.12
363363 Ztautau_Pt0_70_BFilter Sherpa 2 079.00 0.98 0.07
364130 NNPDF30NNLO_Ztautau_MAXHTPTV0_70_BFilter Sherpa 1 982.10 0.98 0.07
364133 NNPDF30NNLO_Ztautau_MAXHTPTV70_140_BFilter Sherpa 110.66 0.98 0.11
364136 NNPDF30NNLO_Ztautau_MAXHTPTV140_280_BFilter Sherpa 40.74 0.98 0.16
364139 NNPDF30NNLO_Ztautau_MAXHTPTV280_500_BFilter Sherpa 8.68 0.98 0.18
364140 NNPDF30NNLO_Ztautau_MAXHTPTV500_1000 Sherpa 1.81 0.98 1.00
364141 NNPDF30NNLO_Ztautau_MAXHTPTV1000_E_CMS Sherpa 0.15 0.98 1.00
364129 NNPDF30NNLO_Ztautau_MAXHTPTV0_70_CFilterBVeto Sherpa 1 981.70 0.98 0.11
364132 NNPDF30NNLO_Ztautau_MAXHTPTV70_140_CFilterBVeto Sherpa 110.56 0.98 0.19
364135 NNPDF30NNLO_Ztautau_MAXHTPTV140_280_CFilterBVeto Sherpa 40.72 0.98 0.23
364138 NNPDF30NNLO_Ztautau_MAXHTPTV280_500_CFilterBVeto Sherpa 8.68 0.98 0.26
364128 NNPDF30NNLO_Ztautau_MAXHTPTV0_70_CVetoBVeto Sherpa 1 981.70 0.98 0.83
364131 NNPDF30NNLO_Ztautau_MAXHTPTV70_140_CVetoBVeto Sherpa 110.61 0.98 0.69
364134 NNPDF30NNLO_Ztautau_MAXHTPTV140_280_CVetoBVeto Sherpa 40.77 0.98 0.62
364137 NNPDF30NNLO_Ztautau_MAXHTPTV280_500_CVetoBVeto Sherpa 8.66 0.98 0.56
364210 NN30NNLO_Ztt_Mll10_40_MAXHTPTV0_70_BVeto Sherpa 2 415.30 0.98 0.97
364211 NN30NNLO_Ztt_Mll10_40_MAXHTPTV0_70_BFilter Sherpa 2 414.30 0.98 0.03
364212 NN30NNLO_Ztt_Mll10_40_MAXHTPTV70_280_BVeto Sherpa 50.41 0.98 0.89
364213 NN30NNLO_Ztt_Mll10_40_MAXHTPTV70_280_BFilter Sherpa 50.47 0.98 0.11
364214 NN30NNLO_Ztt_Mll10_40_MAXHTPTV280_E_CMS_BVeto Sherpa 3.28 0.98 0.85
364215 NN30NNLO_Ztt_Mll10_40_MAXHTPTV280_E_CMS_BFilter Sherpa 3.28 0.98 0.16
361510 Ztautau_Np0 MadGraphPythia8 1 398.80 1.23 1.00
361511 Ztautau_Np1 MadGraphPythia8 211.44 1.23 1.00
361512 Ztautau_Np2 MadGraphPythia8 67.20 1.23 1.00
361513 Ztautau_Np3 MadGraphPythia8 18.61 1.23 1.00
361514 Ztautau_Np4 MadGraphPythia8 7.26 1.23 1.00
Table F.6: List of used Z(ττ) + jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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ID Name Generator σ[pb] k-factor filter eff.
363364 Zmumu_Pt0_70_CVetoBVeto Sherpa 2 077.90 0.98 0.81
363365 Zmumu_Pt0_70_CFilterBVeto Sherpa 2 077.30 0.98 0.12
363366 Zmumu_Pt0_70_BFilter Sherpa 2 077.80 0.98 0.07
363367 Zmumu_Pt70_140_CVetoBVeto Sherpa 71.96 0.98 0.67
363368 Zmumu_Pt70_140_CFilterBVeto Sherpa 71.58 0.98 0.20
363369 Zmumu_Pt70_140_BFilter Sherpa 71.63 0.98 0.13
363370 Zmumu_Pt140_280_CVetoBVeto Sherpa 11.10 0.98 0.63
363371 Zmumu_Pt140_280_CFilterBVeto Sherpa 11.07 0.98 0.23
363372 Zmumu_Pt140_280_BFilter Sherpa 11.06 0.98 0.15
363373 Zmumu_Pt280_500_CVetoBVeto Sherpa 0.83 0.98 0.60
363374 Zmumu_Pt280_500_CFilterBVeto Sherpa 0.83 0.98 0.24
363375 Zmumu_Pt280_500_BFilter Sherpa 0.83 0.98 0.16
363376 Zmumu_Pt500_700_CVetoBVeto Sherpa 0.05 0.98 0.59
363377 Zmumu_Pt500_700_CFilterBVeto Sherpa 0.05 0.98 0.27
363378 Zmumu_Pt500_700_BFilter Sherpa 0.05 0.98 0.17
363379 Zmumu_Pt700_1000_CVetoBVeto Sherpa 0.01 0.98 0.58
363380 Zmumu_Pt700_1000_CFilterBVeto Sherpa 0.01 0.98 0.26
363381 Zmumu_Pt700_1000_BFilter Sherpa 0.01 0.98 0.16
363382 Zmumu_Pt1000_2000_CVetoBVeto Sherpa 0.00 0.98 0.57
363383 Zmumu_Pt1000_2000_CFilterBVeto Sherpa 0.00 0.98 0.28
363384 Zmumu_Pt1000_2000_BFilter Sherpa 0.00 0.98 0.16
363385 Zmumu_Pt2000_E_CMS_CVetoBVeto Sherpa 4.96 × 10−6 0.98 0.61
363386 Zmumu_Pt2000_E_CMS_CFilterBVeto Sherpa 5.03 × 10−6 0.98 0.28
363387 Zmumu_Pt2000_E_CMS_BFilter Sherpa 4.78 × 10−6 0.98 0.17
364102 NNPDF30NNLO_Zmumu_MAXHTPTV0_70_BFilter Sherpa 1 981.50 0.98 0.07
364105 NNPDF30NNLO_Zmumu_MAXHTPTV70_140_BFilter Sherpa 108.98 0.98 0.12
364108 NNPDF30NNLO_Zmumu_MAXHTPTV140_280_BFilter Sherpa 39.89 0.98 0.16
364111 NNPDF30NNLO_Zmumu_MAXHTPTV280_500_BFilter Sherpa 8.53 0.98 0.18
364112 NNPDF30NNLO_Zmumu_MAXHTPTV500_1000 Sherpa 1.79 0.98 1.00
364113 NNPDF30NNLO_Zmumu_MAXHTPTV1000_E_CMS Sherpa 0.15 0.98 1.00
364101 NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CFilterBVeto Sherpa 1 982.10 0.98 0.11
364104 NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CFilterBVeto Sherpa 108.81 0.98 0.20
364107 NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CFilterBVeto Sherpa 39.86 0.98 0.24
364110 NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CFilterBVeto Sherpa 8.53 0.98 0.27
364100 NNPDF30NNLO_Zmumu_MAXHTPTV0_70_CVetoBVeto Sherpa 1 982.40 0.98 0.82
364103 NNPDF30NNLO_Zmumu_MAXHTPTV70_140_CVetoBVeto Sherpa 109.13 0.98 0.69
364106 NNPDF30NNLO_Zmumu_MAXHTPTV140_280_CVetoBVeto Sherpa 39.87 0.98 0.60
364109 NNPDF30NNLO_Zmumu_MAXHTPTV280_500_CVetoBVeto Sherpa 8.53 0.98 0.56
364198 NN30NNLO_Zmm_Mll10_40_MAXHTPTV0_70_BVeto Sherpa 2 414.30 0.98 0.97
364199 NN30NNLO_Zmm_Mll10_40_MAXHTPTV0_70_BFilter Sherpa 2 414.40 0.98 0.03
364200 NN30NNLO_Zmm_Mll10_40_MAXHTPTV70_280_BVeto Sherpa 50.33 0.98 0.89
364201 NN30NNLO_Zmm_Mll10_40_MAXHTPTV70_280_BFilter Sherpa 50.27 0.98 0.11
364202 NN30NNLO_Zmm_Mll10_40_MAXHTPTV280_E_CMS_BVeto Sherpa 3.24 0.98 0.85
364203 NN30NNLO_Zmm_Mll10_40_MAXHTPTV280_E_CMS_BFilter Sherpa 3.28 0.98 0.16
Table F.7: List of used Z(µµ)+ jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
245
Appendix F Used MC & Data samples
ID Name Generator σ[pb] k-factor filter eff.
363388 Zee_Pt0_70_CVetoBVeto Sherpa 2 076.40 0.98 0.81
363389 Zee_Pt0_70_CFilterBVeto Sherpa 2 079.10 0.98 0.12
363390 Zee_Pt0_70_BFilter Sherpa 2 075.80 0.98 0.07
363391 Zee_Pt70_140_CVetoBVeto Sherpa 71.68 0.98 0.67
363392 Zee_Pt70_140_CFilterBVeto Sherpa 71.66 0.98 0.20
363393 Zee_Pt70_140_BFilter Sherpa 71.74 0.98 0.13
363394 Zee_Pt140_280_CVetoBVeto Sherpa 11.04 0.98 0.63
363395 Zee_Pt140_280_CFilterBVeto Sherpa 11.05 0.98 0.23
363396 Zee_Pt140_280_BFilter Sherpa 11.08 0.98 0.15
363397 Zee_Pt280_500_CVetoBVeto Sherpa 0.83 0.98 0.60
363398 Zee_Pt280_500_CFilterBVeto Sherpa 0.83 0.98 0.25
363399 Zee_Pt280_500_BFilter Sherpa 0.83 0.98 0.16
363400 Zee_Pt500_700_CVetoBVeto Sherpa 0.05 0.98 0.59
363401 Zee_Pt500_700_CFilterBVeto Sherpa 0.05 0.98 0.25
363402 Zee_Pt500_700_BFilter Sherpa 0.05 0.98 0.16
363403 Zee_Pt700_1000_CVetoBVeto Sherpa 0.01 0.98 0.58
363404 Zee_Pt700_1000_CFilterBVeto Sherpa 0.01 0.98 0.26
363405 Zee_Pt700_1000_BFilter Sherpa 0.01 0.98 0.16
363406 Zee_Pt1000_2000_CVetoBVeto Sherpa 0.00 0.98 0.59
363407 Zee_Pt1000_2000_CFilterBVeto Sherpa 0.00 0.98 0.27
363408 Zee_Pt1000_2000_BFilter Sherpa 0.00 0.98 0.16
363409 Zee_Pt2000_E_CMS_CVetoBVeto Sherpa 4.90 × 10−6 0.98 0.58
363410 Zee_Pt2000_E_CMS_CFilterBVeto Sherpa 4.70 × 10−6 0.98 0.53
363411 Zee_Pt2000_E_CMS_BFilter Sherpa 4.80 × 10−6 0.98 0.17
364116 NNPDF30NNLO_Zee_MAXHTPTV0_70_BFilter Sherpa 1 982.10 0.98 0.07
364119 NNPDF30NNLO_Zee_MAXHTPTV70_140_BFilter Sherpa 110.50 0.98 0.12
364122 NNPDF30NNLO_Zee_MAXHTPTV140_280_BFilter Sherpa 40.67 0.98 0.15
364125 NNPDF30NNLO_Zee_MAXHTPTV280_500_BFilter Sherpa 8.68 0.98 0.18
364126 NNPDF30NNLO_Zee_MAXHTPTV500_1000 Sherpa 1.81 0.98 1.00
364127 NNPDF30NNLO_Zee_MAXHTPTV1000_E_CMS Sherpa 0.15 0.98 1.00
364115 NNPDF30NNLO_Zee_MAXHTPTV0_70_CFilterBVeto Sherpa 1 981.50 0.98 0.11
364118 NNPDF30NNLO_Zee_MAXHTPTV70_140_CFilterBVeto Sherpa 110.50 0.98 0.19
364121 NNPDF30NNLO_Zee_MAXHTPTV140_280_CFilterBVeto Sherpa 40.67 0.98 0.23
364124 NNPDF30NNLO_Zee_MAXHTPTV280_500_CFilterBVeto Sherpa 8.67 0.98 0.27
364114 NNPDF30NNLO_Zee_MAXHTPTV0_70_CVetoBVeto Sherpa 1 981.60 0.98 0.82
364117 NNPDF30NNLO_Zee_MAXHTPTV70_140_CVetoBVeto Sherpa 110.65 0.98 0.69
364120 NNPDF30NNLO_Zee_MAXHTPTV140_280_CVetoBVeto Sherpa 40.68 0.98 0.62
364123 NNPDF30NNLO_Zee_MAXHTPTV280_500_CVetoBVeto Sherpa 8.67 0.98 0.57
364204 NN30NNLO_Zee_Mll10_40_MAXHTPTV0_70_BVeto Sherpa 2 415.30 0.98 0.97
364205 NN30NNLO_Zee_Mll10_40_MAXHTPTV0_70_BFilter Sherpa 2 415.50 0.98 0.03
364206 NN30NNLO_Zee_Mll10_40_MAXHTPTV70_280_BVeto Sherpa 50.33 0.98 0.89
364207 NN30NNLO_Zee_Mll10_40_MAXHTPTV70_280_BFilter Sherpa 50.48 0.98 0.11
364208 NN30NNLO_Zee_Mll10_40_MAXHTPTV280_E_CMS_BVeto Sherpa 3.25 0.98 0.85
364209 NN30NNLO_Zee_Mll10_40_MAXHTPTV280_E_CMS_BFilter Sherpa 3.25 0.98 0.15
Table F.8: List of used Z(ee) + jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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ID Name Generator σ[pb] k-factor filter eff.
363412 Znunu_Pt0_70_CVetoBVeto Sherpa 11 224.00 0.97 0.81
363413 Znunu_Pt0_70_CFilterBVeto Sherpa 11 229.00 0.97 0.12
363414 Znunu_Pt0_70_BFilter Sherpa 11 228.00 0.97 0.07
363415 Znunu_Pt70_140_CVetoBVeto Sherpa 403.31 0.97 0.67
363416 Znunu_Pt70_140_CFilterBVeto Sherpa 403.62 0.97 0.20
363417 Znunu_Pt70_140_BFilter Sherpa 403.74 0.97 0.13
363418 Znunu_Pt140_280_CVetoBVeto Sherpa 62.13 0.97 0.63
363419 Znunu_Pt140_280_CFilterBVeto Sherpa 62.13 0.97 0.22
363420 Znunu_Pt140_280_BFilter Sherpa 62.24 0.97 0.15
363421 Znunu_Pt280_500_CVetoBVeto Sherpa 4.63 0.97 0.60
363422 Znunu_Pt280_500_CFilterBVeto Sherpa 4.62 0.97 0.24
363423 Znunu_Pt280_500_BFilter Sherpa 4.62 0.97 0.16
363424 Znunu_Pt500_700_CVetoBVeto Sherpa 0.29 0.97 0.58
363425 Znunu_Pt500_700_CFilterBVeto Sherpa 0.29 0.97 0.26
363426 Znunu_Pt500_700_BFilter Sherpa 0.29 0.97 0.16
363427 Znunu_Pt700_1000_CVetoBVeto Sherpa 0.05 0.97 0.59
363428 Znunu_Pt700_1000_CFilterBVeto Sherpa 0.05 0.97 0.27
363429 Znunu_Pt700_1000_BFilter Sherpa 0.05 0.97 0.16
363430 Znunu_Pt1000_2000_CVetoBVeto Sherpa 0.01 0.97 0.58
363431 Znunu_Pt1000_2000_CFilterBVeto Sherpa 0.01 0.97 0.27
363432 Znunu_Pt1000_2000_BFilter Sherpa 0.01 0.97 0.18
363433 Znunu_Pt2000_E_CMS_CVetoBVeto Sherpa 2.45 × 10−5 0.97 0.57
363434 Znunu_Pt2000_E_CMS_CFilterBVeto Sherpa 2.49 × 10−5 0.97 0.27
363435 Znunu_Pt2000_E_CMS_BFilter Sherpa 2.44 × 10−5 0.97 0.54
364144 NNPDF30NNLO_Znunu_MAXHTPTV0_70_BFilter Sherpa 10 705.00 0.97 0.07
364147 NNPDF30NNLO_Znunu_MAXHTPTV70_140_BFilter Sherpa 607.97 0.97 0.12
364150 NNPDF30NNLO_Znunu_MAXHTPTV140_280_BFilter Sherpa 222.38 0.97 0.16
364153 NNPDF30NNLO_Znunu_MAXHTPTV280_500_BFilter Sherpa 47.42 0.97 0.18
364154 NNPDF30NNLO_Znunu_MAXHTPTV500_1000 Sherpa 9.91 0.97 1.00
364155 NNPDF30NNLO_Znunu_MAXHTPTV1000_E_CMS Sherpa 0.82 0.97 1.00
364143 NNPDF30NNLO_Znunu_MAXHTPTV0_70_CFilterBVeto Sherpa 10 705.00 0.97 0.11
364146 NNPDF30NNLO_Znunu_MAXHTPTV70_140_CFilterBVeto Sherpa 607.59 0.97 0.19
364149 NNPDF30NNLO_Znunu_MAXHTPTV140_280_CFilterBVeto Sherpa 222.31 0.97 0.23
364152 NNPDF30NNLO_Znunu_MAXHTPTV280_500_CFilterBVeto Sherpa 47.40 0.97 0.26
364142 NNPDF30NNLO_Znunu_MAXHTPTV0_70_CVetoBVeto Sherpa 10 706.00 0.97 0.82
364145 NNPDF30NNLO_Znunu_MAXHTPTV70_140_CVetoBVeto Sherpa 607.65 0.97 0.69
364148 NNPDF30NNLO_Znunu_MAXHTPTV140_280_CVetoBVeto Sherpa 222.33 0.97 0.62
364151 NNPDF30NNLO_Znunu_MAXHTPTV280_500_CVetoBVeto Sherpa 47.42 0.97 0.56
361515 Znunu_Np0 MadGraphPythia8 7 521.20 1.23 1.00
361516 Znunu_Np1 MadGraphPythia8 1 199.90 1.23 1.00
361517 Znunu_Np2 MadGraphPythia8 387.10 1.23 1.00
361518 Znunu_Np3 MadGraphPythia8 110.08 1.23 1.00
361519 Znunu_Np4 MadGraphPythia8 43.47 1.23 1.00
Table F.9: List of used Z(νν) + jets samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
ID Name Generator σ[pb] k-factor filter eff.
361069 llvvjj_ss_EW4 Sherpa 0.03 1.00 1.00
361070 llvvjj_ss_EW6 Sherpa 0.04 1.00 1.00
361071 lllvjj_EW6 Sherpa 0.04 1.00 1.00
361072 lllljj_EW6 Sherpa 0.01 1.00 1.00
361073 ggllll Sherpa 0.02 1.55 1.00
361077 ggllvv Sherpa 0.85 0.91 1.00
363491 NNPDF30NNLO_lllv Sherpa 4.59 1.00 1.00
363492 NNPDF30NNLO_llvv Sherpa 12.47 1.00 1.00
363493 NNPDF30NNLO_lvvv Sherpa 3.23 1.00 1.00
363494 NNPDF30NNLO_vvvv Sherpa 0.60 1.00 1.00
363355 NNPDF30NNLO_ZqqZvv Sherpa 15.56 1.00 0.28
363356 NNPDF30NNLO_ZqqZll Sherpa 15.56 1.00 0.14
363357 NNPDF30NNLO_WqqZvv Sherpa 6.80 1.00 1.00
363358 NNPDF30NNLO_WqqZll Sherpa 3.43 1.00 1.00
363359 NNPDF30NNLO_WpqqWmlv Sherpa 24.71 1.00 1.00
363360 NNPDF30NNLO_WplvWmqq Sherpa 24.73 1.00 1.00
363489 NNPDF30NNLO_WlvZqq Sherpa 11.42 1.00 1.00
364250 NNPDF30NNLO_llll Sherpa 1.25 1.00 1.00
407311 NNPDF30NNLO_6l0v_EW6 Sherpa 0.00 1.00 1.00
407312 NNPDF30NNLO_5l1v_EW6 Sherpa 0.00 1.00 1.00
407313 NNPDF30NNLO_4l2v_EW6 Sherpa 0.00 1.00 1.00
407314 NNPDF30NNLO_3l3v_EW6 Sherpa 0.02 1.00 1.00
Table F.10: List of used VV samples, their corresponding dataset ID, the used event generator, the production
cross-section σ, the k-factor, and the filter efficiency.
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Appendix F Used MC & Data samples
ID m(g˜) [GeV] m(χ˜01) [GeV] σ[pb] filtereff.
373200 985 345 0.36 1.00
373201 665 345 4.86 1.00
373202 985 185 0.36 1.00
373203 665 185 4.86 1.00
373204 797 772 1.53 0.46
373205 717 692 3.03 0.45
373206 1865 825 0.00 1.00
373207 1705 825 0.00 1.00
373208 1545 825 0.01 1.00
373209 1385 825 0.03 1.00
373210 1225 825 0.07 1.00
373211 1065 825 0.21 0.79
373212 905 825 0.65 0.49
373213 1945 745 0.00 1.00
373214 1785 745 0.00 1.00
373215 1625 745 0.01 1.00
373216 1465 745 0.02 1.00
373217 1305 745 0.04 1.00
373218 1145 745 0.12 1.00
373219 985 745 0.36 0.79
373220 825 745 1.22 0.49
373221 1865 665 0.00 1.00
373222 1705 665 0.00 1.00
373223 1545 665 0.01 1.00
373224 1385 665 0.03 1.00
373225 1225 665 0.07 1.00
373226 1065 665 0.21 1.00
373227 905 665 0.65 0.79
373228 1945 585 0.00 1.00
373229 1785 585 0.00 1.00
373230 1625 585 0.01 1.00
373231 1465 585 0.02 1.00
373232 1305 585 0.04 1.00
373233 1865 505 0.00 1.00
373234 1705 505 0.00 1.00
373235 1545 505 0.01 1.00
373236 1385 505 0.03 1.00
373237 1945 425 0.00 1.00
373238 1785 425 0.00 1.00
373239 1625 425 0.01 1.00
373240 1465 425 0.02 1.00
373241 1305 425 0.04 1.00
373242 1865 345 0.00 1.00
ID m(g˜) [GeV] m(χ˜01) [GeV] σ[pb] filtereff.
373243 1705 345 0.00 1.00
373244 1545 345 0.01 1.00
373245 1385 345 0.03 1.00
373246 1945 265 0.00 1.00
373247 1785 265 0.00 1.00
373248 1625 265 0.01 1.00
373249 1465 265 0.02 1.00
373250 1865 185 0.00 1.00
373251 1705 185 0.00 1.00
373252 1545 185 0.01 1.00
373253 1385 185 0.03 1.00
373254 1945 105 0.00 1.00
373255 1785 105 0.00 1.00
373256 1625 105 0.01 1.00
373257 1465 105 0.02 1.00
373258 825 105 1.22 1.00
373259 1145 105 0.12 1.00
373260 1305 105 0.04 1.00
373261 825 265 1.22 1.00
373262 1145 265 0.12 1.00
373263 1305 265 0.04 1.00
373264 825 425 1.22 1.00
373265 1145 425 0.12 1.00
373266 905 505 0.65 1.00
373267 1065 505 0.21 1.00
373268 1225 505 0.07 1.00
373269 985 585 0.36 1.00
373270 1145 585 0.12 1.00
373271 505 105 25.90 1.00
373272 505 265 25.90 0.75
373273 505 425 25.90 0.42
373274 585 505 10.75 0.44
373275 745 505 2.37 0.78
373276 665 585 4.86 0.46
373277 825 585 1.22 0.78
373278 745 665 2.37 0.47
373279 477 452 36.07 0.38
373280 557 532 14.50 0.41
373281 637 612 6.36 0.43
373282 1117 1092 0.15 0.50
373283 1037 1012 0.25 0.49
373284 957 932 0.44 0.48
373285 877 852 0.81 0.47
Table F.11: List of used simplified model signal samples, their corresponding dataset ID, the production cross-
section σ, and the filter efficiency. The k-factor for all signal samples is 1.0.
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ID m(g˜) [GeV] m(χ˜01) [GeV] σ[pb] filtereff.
373286 1945 1065 0.00 1.00
373287 1785 1065 0.00 1.00
373288 1625 1065 0.01 1.00
373289 1465 1065 0.02 1.00
373290 1305 1065 0.04 0.79
373291 1145 1065 0.12 0.51
373292 1865 985 0.00 1.00
373293 1705 985 0.00 1.00
373294 1545 985 0.01 1.00
373295 1385 985 0.03 1.00
373296 1225 985 0.07 0.78
373297 1065 985 0.21 0.50
373298 1945 905 0.00 1.00
373299 1785 905 0.00 1.00
373400 1625 905 0.01 1.00
373401 1465 905 0.02 1.00
373402 1305 905 0.04 1.00
373403 1145 905 0.12 0.79
373404 985 905 0.36 0.50
393951 1277 1252 0.05 0.50
393952 1197 1172 0.09 0.50
393953 2345 1305 0.00 1.00
393954 2185 1305 0.00 1.00
393955 2025 1305 0.00 1.00
393956 1865 1305 0.00 1.00
393957 1705 1305 0.00 1.00
393958 1545 1305 0.01 0.79
393959 1385 1305 0.03 0.51
393960 2425 1225 0.00 1.00
393961 2265 1225 0.00 1.00
393962 2105 1225 0.00 1.00
393963 1945 1225 0.00 1.00
393964 1785 1225 0.00 1.00
393965 1625 1225 0.01 1.00
393966 1465 1225 0.02 0.78
393967 1305 1225 0.04 0.51
393968 2345 1145 0.00 1.00
393969 2185 1145 0.00 1.00
393970 2025 1145 0.00 1.00
393971 1865 1145 0.00 1.00
ID m(g˜) [GeV] m(χ˜01) [GeV] σ[pb] filtereff.
393972 1705 1145 0.00 1.00
393973 1545 1145 0.01 1.00
393974 1385 1145 0.03 0.79
393975 1225 1145 0.07 0.51
393976 2425 1065 0.00 1.00
393977 2265 1065 0.00 1.00
393978 2105 1065 0.00 1.00
393979 2345 985 0.00 1.00
393980 2185 985 0.00 1.00
393981 2025 985 0.00 1.00
393982 2425 905 0.00 1.00
393983 2265 905 0.00 1.00
393984 2105 905 0.00 1.00
393985 2345 825 0.00 1.00
393986 2185 825 0.00 1.00
393987 2025 825 0.00 1.00
393988 2425 745 0.00 1.00
393989 2265 745 0.00 1.00
393990 2105 745 0.00 1.00
393991 2345 665 0.00 1.00
393992 2185 665 0.00 1.00
393993 2025 665 0.00 1.00
393994 2425 585 0.00 1.00
393995 2265 585 0.00 1.00
393996 2105 585 0.00 1.00
393997 2345 505 0.00 1.00
393998 2185 505 0.00 1.00
393999 2025 505 0.00 1.00
394000 2425 425 0.00 1.00
394001 2265 425 0.00 1.00
394002 2105 425 0.00 1.00
394003 2345 345 0.00 1.00
394004 2185 345 0.00 1.00
394005 2025 345 0.00 1.00
394006 2425 265 0.00 1.00
394007 2265 265 0.00 1.00
394008 2105 265 0.00 1.00
394009 2345 185 0.00 1.00
394010 2185 185 0.00 1.00
394011 2025 185 0.00 1.00
394012 2425 105 0.00 1.00
394013 2265 105 0.00 1.00
394014 2105 105 0.00 1.00
Table F.12: List of used simplified model signal samples, their corresponding dataset ID, the production cross-
section σ, and the filter efficiency. The k-factor for all signal samples is 1.0.
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ID Λ [TeV] tan β σ[pb]
372820 70 5 0.20
372821 70 15 0.20
372822 70 40 0.21
372823 80 5 0.09
372824 80 15 0.09
372825 80 40 0.10
372826 90 2 0.04
372827 90 5 0.04
372828 90 10 0.05
372829 90 15 0.05
372830 90 20 0.05
372831 90 30 0.05
372832 90 40 0.05
372833 90 50 0.05
372834 90 60 0.06
372835 100 2 0.02
372836 100 5 0.02
372837 100 10 0.03
372838 100 15 0.03
372839 100 20 0.03
372840 100 30 0.03
372841 100 40 0.03
372842 100 50 0.03
372843 100 60 0.03
372844 110 2 0.01
372845 110 5 0.01
372846 110 10 0.01
372847 110 15 0.01
372848 110 20 0.02
372849 110 30 0.02
372850 110 40 0.02
372851 110 50 0.02
372852 110 60 0.02
372853 120 2 0.01
372854 120 5 0.01
372855 120 10 0.01
ID Lambda [TeV] tan β σ[pb]
372856 120 15 0.01
372857 120 20 0.01
372858 120 30 0.01
372859 120 40 0.01
372860 120 50 0.01
372861 120 60 0.01
372862 70 2 0.18
372863 70 57 0.24
372864 130 2 0.00
372865 130 5 0.01
372866 130 10 0.01
372867 130 15 0.01
372868 130 20 0.01
372869 130 30 0.01
372870 130 40 0.01
372871 130 50 0.01
372872 130 60 0.01
372873 140 2 0.00
372874 140 5 0.00
372875 140 10 0.00
372876 140 15 0.00
372877 140 20 0.00
372878 140 30 0.00
372879 140 40 0.00
372880 140 50 0.00
372881 140 60 0.01
372882 150 2 0.00
372883 150 5 0.00
372884 150 10 0.00
372885 150 15 0.00
372886 150 20 0.00
372887 150 30 0.00
372888 150 40 0.00
372889 150 50 0.00
372890 150 60 0.00
Table F.13: List of used GMSB model signal samples, their corresponding dataset ID, the production cross-section




The evaluation of the results of a search for new physics beyond the Standard Model requires certain
statistical tools that are introduced here. Furthermore, the different approaches of interpretation of
analysis results and the underlying procedures are outlined and discussed. The notation used in this
chapter is adopted from [240].
G.1 The profile likelihood method
One method to claim the discovery of a model or to exclude it to a certain degree is based on a frequentist
significance test [99]. It utilises a ratio of likelihoods as a test statistic as suggested by the Neyman-
Pearson lemma [241]. In general, the signal and background models used in this test are described by
parameters such as the model cross-sections and additional nuisance parameters (NPs). While the former
are a priori known, for example given by the used physics generator, the latter have to be determined by a
fit to data. In order for this approach to work, the model is assumed to be sufficiently flexibel such that
for a particular set of parameters it can be regarded as true. Additional systematic uncertainties can be
taken into account by introducing additional nuisance parameters to the fit.
As a starting point, the measurement of an observable x is considered. For each event, the result of the
measurement is written into a histogram n = (n1, n2, . . . , nN) with N bins. The expectation value for the
i-th bin of n can be written as








fb(x; θb)dx . (G.3)
Here, si (bi) denote the mean number of entries in the i-th bin of the predicted signal (background),
while µ represents the signal strength. Hence µ = 0 corresponds to the background-only hypothesis with
no signal present while µ = 1 marks the nominal signal contribution as it is predicted. The individual
signal and background contributions to each bin are, in turn, related to the total amount of signal (stot.)
and background (btot.). The probability for an event to end up in a particular bin i when measuring the
observable x is given by the probability density functions (PDF) fs(x; θs) and fb(x; θb).
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They are specific to each observable and depend on the nuisance parameters θ that describe the
different predictions. While stot. is fixed to the value predicted by the nominal signal model, btot is
a nuisance parameter itself that can be merged into one variable denoting a vector of all nuisance
parameters θ = (θs, θb, btot.). The fact that btot. is obtained in the fit is reflected in the floating background
normalisation that is already introduced in sections 5.3 and 6.3. For the fit to describe the observed data
properly, it is necessary to constrain the set of nuisance parameters as well as possible. One way of
obtaining such constraints is to perform additional measurements, aside from the one of x. As an example
of such measurements, signal-free control regions that are mutually exclusive with respect to the region
in which x is measured (here, an SR), can be used. Similar to eq. (G.1), a histogram of an observable
measured in a CR m = (m1,m2, . . . ,mM) can be described by the expectation value of its bins
E[mi] = ui(θ) (G.4)
with ui denoting a calculable quantity depending on the set of nuisance parameters θ. In the presented
analysis, ui corresponds to the total background in each CR, constraining hence btot. in the SR. In principle
also possible is the construction of such measurements to constrain shape parameters of the signal and
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(G.5)
The likelihood L(µ, θ) for a measurement carried out that way can then look like eq. (G.5). The first
term is a Poissonian distribution taking into account the bin-by-bin statistics of the studied observable x
in the SR of interest. This term is unique for every measurement. In the presented analysis, it would be
single Poissonian contributions for the normalisation fit SRs of both signal channels (i.e. N = 1) and the
product of the seven bin contributions for the Multibin SR of the 2τ channel (i.e. N = 7). The second
contribution is a bin-by-bin Poissonian distribution of the constraining measurement in an example CR.
In principle there can be multiple CR measurements and corresponding contributions to the likelihood.
Here, nine single contributions would account for the nine CRs of the analysis in which the background
normalisation is fitted (i.e. nine contributions with each M = 1). The last term in eq. (G.5) represents the
contribution from an example systematic uncertainty. For each of them, a designated nuisance parameter
θ is introduced. This NP is constrained by external measurements, reflected in a constrain function such
as a Gaussian. An example of such a contribution is the Jet Energy Resolution (JER) uncertainty in the
presented analysis. Measurements of the performance of the ATLAS detector determine its spread σθ
around a mean value µθ and find its Gaussian distributed. For all systematic uncertainties considered,
such contributions are present in the likelihood. For several, external measurements can provide the
required constraints, for others, it is given by theory or has to be estimated individually. In most cases,
Gaussian constrain functions are appropriate. However, certain systematic uncertainties may require the
usage of different functions, such as a log-normal distribution. The latter can, for example, occur when
the possibility of a negative value of θ should be excluded by design.
By maximising this likelihood, the optimal set of parameters µ and θ can be found, corresponding to a
simultaneous fit of all involved parameters.
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In order to test a hypothesised value of µ, the frequentist approach of hypothesis testing is pursued. This
technique follows the frequentist paradigm of approaching the truth by performing as many repetitions of
the measurement as possible. Since the measurement itself—in this case a huge number of experiments,
i.e. recorded particle collisions—is not repeatable, so-called toy experiments are carried out.
The repetition of analysing a similar set of recorded data is emulated by substituting the measured
data in the hypothesis to be tested with a number of events randomly drawn from the pool of possible
predictions of the signal and background models. This pool is limited by the fluctuations introduced by
the uncertainties of the various NPs considered.




L(µˆ, θˆ|d) . (G.6)
The likelihood in the numerator is maximised for θ = ˆˆθ, testing the hypothesised value of µ given the
data d. In a computational implementation, µ is fixed to the desired valued. While d is either given by the
observation or randomly generated in the case of a toy experiment, θ is varied systematically until the
maximum of the likelihood is found at the value
hathatθ. The numerator hence represents the best representation of the tested hypothesis given the
data. The denominator is given by the maximum of the unconditional likelihood. Here, the parameters
µ and θ are both varied given the data d until the likelihood value is maximal at the values µˆ and
θˆ. The data against which the prediction is optimised is again given either by the observation or the
randomly generated for one of the toy experiments. The denominator hence represents the best matching
unconditional hypothesis given the data.
For the ratio λ(µ), the condition 0 ≤ λ ≤ 1 holds, rendering higher values of lambda an indicator for
good agreement of data and the hypothesised value of µ. As a consequence of this behaviour, a test
statistic as the basis of frequentist test can be defined via eq. (G.7). Higher values of tµ then correspond
to worse agreement between the two hypotheses.
tµ = −2 ln λ(µ) (G.7)
The profile characteristics of this approach stems from the fact that the distribution of the ratio of
likelihoods or the difference of their logarithms—referred to as ∆(NLL)—can be used to directly extract
the standard deviation of the estimated parameter of interest. An example distribution of such a likelihood
profile is depicted in fig. G.1.
The resulting values of −2∆(NLL) for testing the hypothesis of the combined model of (µs + b) against
the nominal combined model of (s + b) are plotted against the hypothesised value of µ. In a well-working
fit environment, the expected shape of the distribution is a symmetric parabola with its minimum being the
best-fitting value of µ giving −2∆(NLL) = 0. Deviations of the shape of the parabola such as asymmetries
or offsets of the minimum can point towards problems in the fitting procedure or underlying models.
From the profile of the curve, the ±1σ (±2σ) variations of the parameter of interest can be directly
extracted as the intersections with −2∆(NLL) = 1 (−2∆(NLL) = 4), giving rise to the nomenclature of
the approach. In an analogue way, the behaviour and uncertainty of the NPs of systematic uncertainties
can be studied. For the simple example, the outcome is as expected by the design: a parabola-shaped
profile is visible, exhibiting a minimum at µ = 1 with −2∆(NLL)(µ = 1) = 0.
A quantification of the disagreement between two hypotheses tested against each other can be obtained
by means of a so-called p-value as defined in eq. (G.8).
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Figure G.1: Example illustration of the likelihood profile of a simple exclusion fit. In a single-bin fit with 100
background and 50 signal events, the expected combined signal and background model is considered to be the
nominal one. For different tested values of the signal strength parameter µ the value of the difference between
the two logarithmic likelihoods −2∆(NLL) is displayed. The µ-values of the resulting profile at −2∆(NLL) = 1





In this notation, tµ,obs. is the value of the test statistic observed in data or the median of the corresponding
toy experiment distribution of the test statistic (referred to as tµ,exp.). In the latter case, the median is the
best justified estimator due to the absence of any knowledge constraining the hypothesis tested against
further – predicting more or fewer events is hence equally probable. When the p-value is calculated
using tµ,obs. arising from the actual observed data, the derived quantities are referred to as being observed.
When the median of a toy experiment-based test statistic is used, the affix expected is used since the
underlying pseudo-data arises from smearing of the predicted outcome and is not related to the actual
observation. f (tµ|µ) denotes the PDF of tµ under the assumption of the tested signal strength value µ.
This context is visualised in fig. G.2(a). By comparison to a standard normal distribution, any p-value can
be translated into the significance of the hypothesis test Z as illustrated in fig. G.2(b), typically given in
multiples of the standard deviation. Since regardless of the way of interpreting the obtained results, any
signal hypothesis is only considered to contribute with an overall non-negative event yield (i.e. µ ≥ 0),
every hypothesis test performed in this analysis is one-sided. As a consequence, the p-value and its
derivations stem from one-sided distributions.
A common criterion to decide to reject a tested hypothesis is an obtained p-value of p < 0.05. This
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(a) p-value extraction from example test statistic















(b) significance extraction from p-value
Figure G.2: Graphical illustration of properties of the p-value. (a) depicts how the p-value is obtained from a
performed hypothesis test given the observed value of the test statistic tµ,obs. and the PDF of the test statistic of the
tested hypothesis f (tµ|µ) according to eq. (G.8). (b) illustrates the relation between the p-value and the significance
Z via its fraction of the integral of a standard normal distribution ϕ(x). For the interpretations performed out in this
analysis, only one-sided hypothesis tests are carried out.
boundary corresponds to a probability of less than 5% to observe data that describes the tested hypothesis
properly or worse. Such an exclusion is typically referred to as being at a so-called confidence level (CL)
of 95%.
G.2 The discovery fit
When searching for new physics beyond the Standard Model, the ultimate goal is to claim the discovery
of a new model. In order to do so with adequate confidence, the probability of having accidentally
observed anything but the desired model needs to be sufficiently small. As introduced in appendix G.1
and visualised in fig. G.2, the p-value is a measure of confidence that comes with the pursued profile
likelihood approach. The translation of the p-value into multiples of the standard deviation of a standard
normal distribution gives the typical measure of discovery significance, e.g. Z ≥ 5σ corresponding to an
approximate probability of a false-positive result of 1/3, 500, 000. Following this procedure, any model
can be tested for its compatibility with measured data and its probability to exist can be quantified by
means of a discovery significance.
Using the afore introduced method of a profile likelihood, the discovery significance of a proposed
signal model can be determined by what is referred to as a discovery fit. In such a setup the probability
of the hypothesis of only the background describing the data being true is evaluated. This is achieved
by comparing the background-only hypotheses given the two cases of only the background and the
combination of signal and background describing the observed data.
As a first step, the test statistic distribution for the background-only hypothesis describing background-
like pseudo-data is calculated based on the likelihood ratio given in eq. (G.9). For sake of comprehension
in this illustrative description, a simple model is assumed. The total number of background and signal
events, btot. and stot., is set to large enough values to provide results convenient for interpretation, while
the only systematic uncertainty considered is a normal-distributed NP with a width of 20%. No CRs
to constrain the background are taken into account. If not given explicitly, no binning of the SR is
considered but only the total event yields are fitted and evaluated.
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λ(µ = 0) =
L(µ = 0, ˆˆθ|d = b)
L(µˆ, θˆ|d = b) (G.9)
λ(µ = 0, d = d(µtest)) =
L(µ = 0, ˆˆθ|d = µtest · s + b)
L(µˆ, θˆ|d = µtest · s + b)
(G.10)
The following steps are repeated for every toy experiment:
1. From the Gaussian distribution constraining the NP that is assigned to the background (µGauss,NP =
1.0, σGauss,NP = 0.2) a value of the NP θ is drawn.
2. The value of the expected data is calculated by drawing a random value from a Poissonian
distribution with the smeared pseudo-data being the expectation value:




This point represents the repetition of the actual measurement within its statistical and systematic
uncertainties under the assumption, the observed data is described by the background-only model.
3. The conditional likelihood L(µ = 0, ˆˆθ|d = θ · btot.) and the unconditional likelihood L(µˆ, θˆ|d =
θ · btot.), based on the same pseudo-data d, are separately maximised. As mentioned afore, the
resulting ratio λ(µ = 0) gives an estimate of how likely the background-only hypothesis describes
the pseudo-data.
4. The value of the test statistic tµ=0 is calculated. The fact that no negative overall signal contributions
are allowed is a characteristic of the interpretations in this analysis and is reflected in this calculation
by capping the test statistic to zero for negative values of µˆ:
tµ=0 =
−2 ln λ(µ = 0), µˆ ≥ 0,0, µˆ < 0. (G.12)
Example distributions of tµ=0 for different scenarios are depicted in fig. G.3.
Repeating steps 1-4 with d = µtest · s + b (cf. eq. (G.10)) gives the corresponding distribution of the
test statistic arising from a test of the background-only hypothesis describing the combined signal and
background model1. Again, example distributions are depicted in fig. G.3.
The median value of the resulting distribution of tµ=0 is calculated, providing tµ,exp.. When calculating
observed quantities, no toy experiments are needed for the test of the combined signal and background
model. Since in a discovery fit, the observed data is considered to arise from said combined model, it is
sufficient to calculate the one value of tµ=0 = tµ,obs. that stems from the likelihoods where d is the actually
observed data.
By integrating over the normalised test statistic distribution of the background-only case from tµ=0 =
tµ,exp. onwards, the p-value p
exp.
0 is obtained. The confidence level of the background-only hypothesis
CLB, in turn, is related to it via p
exp.
0 = 1 − CLexp.B . The values of the corresponding observed quantities
are obtained in the same way.
1 The signal is expected to be accessible already at its nominal cross-section, setting µtest = 1 without loss of generality.
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Signal + Background, Median
 = 0.66exp.BCL
(a) nbins = 1, nsig. = 10, nbkg. = 100













Signal + Background, Median
 = 0.97exp.BCL
(b) nbins = 1, nsig. = 50, nbkg. = 100













Signal + Background, Median
 = 0.99exp.BCL
(c) nbins = 6, nsig. = 10, nbkg. = 100


















(d) Signal and Background distribution
Figure G.3: Illustration of a discovery fit. Figures (a) to (c) show the test statistic distributions obtained for different
configurations, each time using 10,000 toy experiments. The blue histogram represents the combined hypothesis
of signal and background, the red histogram the background-only hypothesis. The red hatched area shows the
integral of the background-only test statistic distribution beyond the median of the combined signal and background
test statistic marked as the black line. The integral extending below the median line is due to the finite binning
and not part of the calculation of the given value of CLexp.B . Figure (d) shows the underlying model of signal and
background for the case of a fit with multiple bins such as (c).
257
Appendix G Fitting procedure
Figure G.3 illustrates the expected behaviour of different models of signal and background. In the case
of a fit in a single bin (i.e. a normalisation-fit) where ten signal events are to be studied for a discovery
over 100 background events, the expected outcome of CLexp.B = 66% is found (cf. fig. G.3(a)). The ten
signal events correspond to the statistical uncertainty of the 100 background events, hence (in a one-sided
hypothesis test) the background-only hypothesis is expected to be one standard-deviation away from
full confidence. This simplest of examples thus serves as a successful sanity-check of the approach.
Increasing the number of signal events to 50 increases the confidence in the background-only hypothesis
as expected: it is less likely for the background to fluctuate up by 50% to be in agreement with the
combined hypothesis of signal and background (cf. fig. G.3(b)). Finally the case of using a binned
distribution to perform the fit in is studied (i.e. a multi-bin fit). Given the different shapes in distributions
of an arbitrary observable, signal and background are separable from each other (cf. fig. G.3(d)). The
increased discrimination power is expressed in a higher value of CLexp.B for this fit setup with respect to
the single-bin approach and the same underlying signal and background statistics. It is less likely for
multiple bins of the background distribution to fluctuate upwards and mimic the combined signal and
background model.
This increased sensitivity to the separation of signal from background in a quantitative approach such
as the presented profile likelihood ratio test is one of the most striking arguments to pursue analyses in
more than one bin, fostering the point of the multi-bin approach developed and studied in this analysis.
G.3 The exclusion fit
In the case of not being able to claim the discovery of a new model, it is possible to quantify to which
degree it can be excluded. The underlying approach of the exclusion fit is similar to the the procedure of
the discovery fit, testing not the background-only hypothesis but the hypothesis of the combined model
of signal and background. A hypothesised value µ = µtest is now tested, modifying eqs. (G.9) and (G.10)
to eqs. (G.13) and (G.14).
λ(µ = µtest) =
L(µ = µtest, ˆˆθ|d = b)
L(µˆ, θˆ|d = b) (G.13)
λ(µ = µtest, d = d(µtest)) =
L(µ = µtest, ˆˆθ|d = µtest · s + b)




−2 ln λ(µ = 0), µˆ < 0,
−2 ln λ(µ = µtest), 0 ≤ µˆ ≤ µtest,
0, µˆ > µtest
(G.15)
The test statistic distributions are obtained accordingly, summarised in eq. (G.15), resulting in an
inverted picture for the tested background-only and combined signal and background hypotheses as
illustrated in fig. G.4. In contrast to the background-only fit, the test statistic is modified to protect
against two effects: if an the background prediction is overestimated, the unconditional estimator of
the signal strength would become negative. For such cases, the value of the test statistic arising from
the corresponding background-only fit is considered. In the case of the signal model predicting too
few events, it is not desired to exclude the model – only models with a prediction too strong to be
compatible with the observation (expectation) are to be excluded. By means of integrating the the
normalised test statistic distribution of the combined signal and background model from the median of
the background-only distribution texp.µtest , the exclusion p-value is obtained. It is equal to the confidence
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= CLobs.S+B is calculated using the value of
the test statistic using the actually observed data.
By means of this procedure, it is possible to exclude the combined hypothesis of signal and background
as indicated by the subscript of CLS+B. In principle more desired is information on the signal model as a
stand-alone hypothesis on its own. Such information becomes accessible when using the CLS-technique
as explained in detail in [232]. As a result, a measure for the confidence in the signal hypothesis is





The used value of CLB is either calculated from the actual test statistic value of the observed data
(observed case, cf. appendix G.2) or CLexp.B = 0.5. The latter equality originates from the fact that test
statistic distributions for the background-only and the combined signal and background hypotheses are
the same for µ = µtest as can be inferred from eqs. (G.13) and (G.14).
Results of exclusion fits for different scenarios are depicted in fig. G.4. Similar as for the single-bin
case of the discovery fit with 100 background and ten signal events relativ to the case of 50 signal events,
the confidence in the tested hypothesis changes as expected: When more signal events are tested against
the same amount of background, the confidence in the signal hypothesis decreases. The absence of more
signal is easier to claim than the absence of signal that is with the background uncertainty. Adding more
information to the fit by performing it again in bins of a discriminating distribution (cf. fig. G.3(d)),
even the weaker of the two signal scenarios can be excluded (CLexp.S < 0.05). This point strengthens the
motivation for using multi-bin fits when performing analyses searching for a rare signal once more.
With CLS introduced as the desired measure of confidence, it is possible to not only test and possibly
exclude nominal signal hypotheses, but to estimate values of µ = µ′ at which a studied signal signature
would be excluded. This, in turn, allows for statements about the production cross-sections of the studied
scenarios.
By varying the values of µtest that are used in the exclusion fit, a value µtest = µ
′ is found that satisfies
CLS(µ
′) = 5%. The signal strength obtained this way is just not compatible with the expected (observed)
results and allows for the calculation of an upper bound on the production cross-section of the studied
signal scenario: σ95 = σprod. × µ′. In the presented example, the variation of µ is performed using
an implementation of the Newton-Raphson [242] method with a tolerance of 10% to achieve quick
convergence in the search for µ′. The results are summarised in fig. G.5. By incrementing µ until the
transition from a not-excluded to an excluded value is found, a starting interval for the Newton-Raphson
method is obtained. Further exclusion fits of values of µ performed until µ′ = 4.42 is found.
A final use-case for the results of an exclusion fit are contours in the signal model parameter-space that
indicate the CL = 95% exclusion on combinations of the parameters that describe the model searched
for, cf. sections 8.2.1 and 8.2.2. For every available signal scenario, i.e. set of parameters available for
analysis, an exclusion fit with the nominal signal hypothesis is carried out. Signal scenarios exhibiting
CLS > 0.05 are excluded while parameter combinations with CLS < 0.05 are considered to be possible
realisations that cannot be excluded (yet). Since the amount of studied parameter sets is finite and
hence discrete, the exclusion contour is extrapolated between excluded and not-yet excluded points in
parameter-space in order to be as smooth as possible. The actual point in parameter-space which would
be excluded if it were subject to the analysis is obtained by a linear interpolation between adjacent points
between which the CL = 95% exclusion would lie. The same procedure is carried out for the signal
hypotheses with production cross-sections varied up and down by one standard deviation, giving rise to
the uncertainty bands depicted in typical exclusion maps.
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(a) nbins = 1, nsig. = 10, nbkg. = 100















(b) nbins = 1, nsig. = 50, nbkg. = 100
















(c) nbins = 6, nsig. = 10, nbkg. = 100
Figure G.4: Illustration of an exclusion fit. Figures (a) to (c) show the test statistic distributions obtained for
different configurations, each time using 10,000 toy experiments. The blue histogram represents the combined
hypothesis of signal and background, the red histogram the background-only hypothesis. The blue hatched area
shows the integral of the combined signal and background test statistic distribution beyond the median of the
background-only test statistic marked as the black line. The integral extending below the median line is due to the
finite binning and not part of the calculation of the given value of CLexp.S .
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(a) µ = 2



















(b) µ = 3



















(c) µ = 4

















(d) µ = 5

















(e) µ = 4.42 = µ′
Figure G.5: Illustration of a scan of µ to find µ = µ′ with CLexp.S (µ
′) = 0.05 ± 0.005. The tested signal strength
is incremented until an excluded value is found (d). Within the interval of the excluded value of µ and the last
not-excluded value (c), a Newton-Raphson method is applied to find µ′ with a tolerance of 10% (e).
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G.4 Special cases
The model-independent fit is a special variation of the exclusion fit (assuming s = 1 signal event)
scanning the signal strength parameter to find its value that gives CLS = 5%. The regular exclusion fit as
described in appendix G.3 can set limits on any model for which a simulation of the physics is available.
By evaluating the agreement between the predicted background and the observed data, a statement about
the potential presence of any model ist possible – this procedure is referred to as a model-independent fit.
If the agreement between background and data is good, not much signal of any kind can be present. If
there is more data than background and the agreement is hence bad, chances of a potential signal are
higher. Finally, more background than data allows for no statement about signal models but lowers the
confidence in the background hypothesis due to effects such as mis-modelling.
Practically, the model-independent fit works in the very same way as the scan of µ to find µ′, substituting
the actual signal model for a single signal event. This makes µ′ equivalent to the number of arbitrary
signal events that are compatible with the predicted background given the observed data at a confidence
level of 95%. In the typical nomenclature of analyses as the one presented here, this found value of µ′
would be referred to as S 95obs. or S
95
exp., respectively. This upper limit on the event yield can be transformed
in an upper limit of the production cross-section 〈σvis.〉95obs., referred to as visible cross-section. Finally, it
is common to quote the corresponding values of CLB of the observed data and the discovery p-value
p0 and significance Z. The latter numbers are obtained by performing a discovery fit with the afore
obtained µ′ as the signal hypothesis. Typically, p0 > 0.5 is truncated to p0 = 0.5 and the corresponding
significance to Z = 0.0 since the underlying hypothesis test is one-sided. Hence a p > 0.5 would neither
make any sense to quote nor to transform into a value of Z.
The background-only fit is a tool frequently mentioned in this analysis, its outcome is the basis of
many statements and feeds into various diagrams and calculations. Its purpose is to fit the normalisation
of the backgrounds in the signal-free and mutually exclusive CRs, giving rise to its name. Its results
can be applied in VRs to study the quality of the prediction or in SRs to investigate the background
spectrum expected upon result extraction. Its implementation can be viewed as a fit like the one given in
eq. (G.5), substituting the contribution of the combined model of signal and background for one of the
background NPs. Contributions from systematic uncertainties remain considered as before. The result of
this fit provides the normalisation-factors ω as introduced in section 6.3 along with their uncertainties
and further information regarding correlations between parameters and on the influence of systematic
uncertainties as described in section 7.5.
G.5 Approximations
In most cases of the fitting scenarios described in this chapter, a large number of toy experiments needs
to be performed to obtain the distribution of the test statistic from which the quantities of interest are
then deduced. While in the case of expected quantities two such distributions need to be available, for
observed values it is still one. Not having to calculate the median of a distribution saves computational
efforts in the latter case.
However, performing O(100, 000) toy experiments for each available signal scenario, in each toy exper-
iment performing another O(10, 000− 100, 000) calls of a minimisation algorithm is still computationally
extensive. As proven in [240], it is possible to approximate both distributions of test statistic that are in
general needed by single calculated values or known analytical functions.
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It can be shown that the likelihood ratio for a tested value µ given data that is distributed according to
a signal strength parameter µ′′ is distributed in a Gaussian fashion, yielding
− 2 ln λ(µ) = (µ − µ
′′)2
σ2
+ O(1/√N) . (G.17)
For a sufficiently large number of events to base the fit on, the correction term can be neglected,
allowing for a pure Gaussian description of the likelihood ratio.
As a consequence, the test statistic distribution which represents the hypothesis that is tested (i.e. the
background-only model in the case of a discovery fit and the combined signal and background model in
the case of an exclusion fit) can be approximated by a non-central χ2 distribution χ2(x, ndf,Λ) with the
number of degrees of freedom ndf = 1 and the de-centrality parameter Λ.
The test statistic distribution which represents the hypothesis that is supposed to describe the observed
data (i.e. the combined signal and background model in the case of a discovery fit and the background-
only model in the case of an exclusion fit), on the other hand, cannot be approximated in such an
analytical way. However, since only its median value is of actual interest, an estimation of said value
is already sufficient. It can, in fact, be estimated by calculating value of the test statistic based on the
likelihood ratio which arises from using the nominal, non-smeared model of background and signal:
d = b (d = s + b), without any values of µ or nuisance parameters θ.
Reversing the approach, a dataset that is regarded as true is assumed to be existent and referred to as
the Asimov dataset, giving this approximation its name – the "Asimov approximation.
Further details on the validity of these approximations, the determination of Λ and other necessary
parameters can be found in [240].
A comparison of these approximations in the context of the illustrative setups presented so far is
provided in fig. G.6. In both cases, the approximations model the toy-based results well, particularly the
estimation of the median of the background-only test statistic distribution. While a slight discrepancy
between the χ2 approximation and the test statistic distribution of the combined signal and background
hypothesis is visible, the shape of the distribution is still described well. The difference in the final value
of CLexp.S can be attributed to the slightly different normalisations due to the first bin of the test statistic
distribution. Here, the toy experiment approach gives a higher value than the approximation, driving a
difference in the value of the normalised integrals.
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(ndf = 1) approx.2Χ
Sig. + Bkg.,





 = 0.05, Bkgexp.S, AsimovCL
(a) nbins = 1, nsig. = 50, nbkg. = 100










(ndf = 1) approx.2Χ
Sig. + Bkg.,





 = 0.03, Bkgexp.S, AsimovCL
(b) nbins = 1, nsig. = 500, nbkg. = 1000
Figure G.6: Illustration of the approximations made to avoid the simulation of toy experiments in an exclusion
fit. (a) depicts the example of a single-bin fit with 100 background and 50 signal events, (a) depicts the same
setup with 1000 background events and 500 signal events. For both cases, 100,000 toy experiments are performed
to obtain the test statistic distributions. The median of the background-only test statistic is approximated by the
value of the test statistic arising from a fit with the nominal, unsmeared background hypothesis being used as data.
The test statistic distribution of the combined signal and background hypothesis is approximated by a non-central
χ2-distribution with one degree of freedom. The de-centrality value is set to λ = 0 since the signal strength in data
is set to be the hypothesised nominal signal strength. The numbers given in the figures provide the results of both
the toy-based approach and the approximation.
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