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Summary
Primary goal of this thesis work is to develop and implement microscopic
modeling strategies able to describe semiconductor-based nanomaterials and
nanodevices, overcoming both the intrinsic limits of the semiclassical trans-
port theory and the huge computational costs of non Markovian approaches.
The progressive reduction of modern optoelectronic devices space-scales,
triggered by the evolution on semiconductor heterostructures at the nanoscale,
heavily exploits the principles of band-gap engineering, achieved by confin-
ing charge carriers in spatial regions comparable to their de Broglie wave-
lengths. This, together with the decrease of the typical time-scales involved,
pushes device miniaturization toward limits where the application of the
traditional Boltzmann transport theory becomes questionable, and a com-
parison with more rigorous quantum transport approaches is imperative. In
spite of the quantum-mechanical nature of electron and photon dynamics in
the core region of typical solid-state nanodevices the overall behavior of such
quantum systems is often governed by a highly non-trivial interplay between
phase coherence and dissipation/dephasing. To this aim, the crucial step
is to adopt a quantum mechanical description of the carrier subsystem;
this can be performed at different levels, ranging from phenomenological
dissipation/decoherence models to quantum-kinetic treatments. However,
due to their high computational cost, non-Markovian Green’ s-function as
well as density-matrix approaches like quantum Monte Carlo techniques or
quantum-kinetics are currently unsuitable for the design and optimization of
new-generation nanodevices. On the other end, the Wigner-function tech-
nique is a widely used approach which, in principle, is well suited to describe
an interplay between coherence and dissipation: in fact it can be regarded
both as a phase space formulation of the electronic density matrix, and a
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quantum equivalent of the classical distribution function. The evolution of
this quasi-distribution function is governed by the Wigner-equation, which
is usually solved by applying local spatial boundary conditions. However,
such a scheme has recently showed some intrinsic limits.
Part I provides a brief introduction on the theoretical tools needed for
modeling the interplay between dissipation and decoherence. In particular,
based on either the conventional or the recently proposed [1] Markov Ap-
proximations, two different descriptions for the scattering-induced dynamics
of the many-body density matrix are given; however, it will be shown that
only the novel Markov limit provides a Lindblad dynamics.
In part II we introduce one of the most-known approaches used to model
charge transport in semiconductor nanodevices, the Wigner-function. In
particular, we present a detailed analysis of the strengths and limits of the U
boundary condition scheme applied to the Wigner Transport Equation. As
already stressed and recently showed [2], such a scheme may provide highly
unphysical solutions such as negative stationary spatial charge densities. In
part II we analyze both the reasons for these unphysical features –pointing
out the needing of different and purely quantum approaches– and the limits
in which they should not appear, thus justifying why these problems had not
been encountered in the numerous quantum-transport simulations based on
this procedure.
Based on the novel Markov approximation previously recalled, in part
III we present a novel single-particle simulation strategy able to describe
the interplay between coherence and dissipation/dephasing. In Chap. 12
we show how this model is, contrary to the one obtainable from the con-
ventional Markov approximation, able to guarantee the positivity of the
evolution; in addition, as shown in Chap. 13 its semiclassical limit provides
the local Boltzmann collision term. However, as shown in Chap. 14 in the
low-density limit, the more the system goes deep into the quantum regime,
the more this model provides a scattering-induced charge-density variation
(unaffordable through semiclassical treatments). This genuine quantum
effect may be predicted also by other simplified treatments of the dissipa-
tion/decoherence like e.g. the Relaxation Time Approximation: the latter
however turns out to be totally nonlocal and unable to recover the Boltz-
mann results in the semiclassical limit. As shown in Chap. 15, these quan-
tum scattering-induced effects produce a speedup of the diffusion and, in
iv
superlattice structures, a suppression of the coherent oscillations.
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Part I
Fundamentals of Nanodevice
modeling

Chapter 1
Introduction
In the late 1959, Richard Feynman held a lecture titled “There’s Plenty of
Room at the Bottom” [3], a seminal paper which is often considered as the
inspirational beginning of the nanotechnologies, a term which was intro-
duced almost fifteen years later by Norio Taniguchi [4]. Nano-technologies
are defined as those fields of science concerning devices whose size range
from 1 to 100 nanometers; the topics included in this definition range from
molecular-manipulation to nanomedicine and nanobiology, passing obvi-
ously through the study of electronic devices, which is the subject of this
thesis.
In 1948, at the Bell Telephon Laboratories, John Bardeen and Walter
H. Brattain obtained the first transistor [5]; few months later, their-group
chief William B. Shockley suggested that the (useful) emitter current could
flow through the bulk rather then over the surface, opening the way for
the bipolar-junction diode [6]; for this achievement they all won the Nobel
prize in Physics in 1956. However, it took few years for the realization
of commercial transistor, as the first transistors showed a leakage current
between emitter and collector and stopped working above 70/80 Celsius
degree. These issues were solved by going from the Germanium to the Sili-
cium [7], the latter having a wider energy-gap than the former: finally, in
1954 Teal [8] astonished the audience of the IRE conference by presenting
the first practical realization of a Silicium-based transistor working at high
temperature. Since then, the sizes of the transistors have been shrinking
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by following the well-known Moore’s Law [9], e.g. by doubling-up the num-
ber of transistors per square-centimeter every 24 months. As the sizes of
the transistor decrease, semiclassical physics may no longer applicable [10]
– during an interview September 18, 2007, Gordon Moore himself stated
“another decade, a decade and a half I think we will hit something fairly
fundamental”. In fact, reducing the distance between source and drain (the
analogous of emitter and collector in modern Field Effect Transistor like,
e.g., the MOSFET) a spontaneous current occurs due to quantum tunneling
effect, a somehow similar problem to that of leakage current: if the latter
issue has been solved using the Silicium, the possible ways of handling the
former one range from leaving the electronic degrees of freedom, as in mod-
ern spintronics approaches, to using it as an ally as in Tunnel Field Effect
Transistor [11]. In either cases, Quantum Mechanics has to be taken into
account.
In parallel, nanotechnologies had a tremendous impact in the LASER
science. The first lasers, obtained in 1962 by Robert Hall at the General
Electrics Laboratories [12], were based on a GaAs p-n homojunction – devel-
oping a theoretical idea originated by John von Neumann in 1953 [13]. The
first breakthrough in the laser technology was the advent of heterostruc-
tures, e.g. materials made-up of layers of different compositions stuck to-
gether by a perfect matching of the respective lattices at the interfaces
(called “ideal” heterojunction): in 1964, Alferov [14] and Kroemer [15] in-
dependently formulated the concept of double heterostructures lasers, for
which they won the Nobel prize in Physics in 2000. The heterostructures
employed in the early ’60s were still, however, in the micrometric scale,
with the light emission being concentrated entirely in the middle layer. It is
with the seminal paper by Leo Esaki and Raphael Tsu that the superlattices
made their debut: these are periodic structures of different-in-composition
layers with thickness of few nanometers. In the superlattices a crucial role
is, once-again, played by the tunnel effect, which the same Esaki showed [16]
in the tunnel diodes (also called Esaki-diode) and for which he won the No-
bel Prize in Physics in 19731. The tunnel effect allows for the (in principle)
1In his Nobel lecture [17], which is mainly dedicated to the tunnel effect in Semicon-
ductors, Esaki opens the section dedicated to superlattices with the sentence “The natural
4
infinite periodicity of superlattices, given by an alternation of barriers and
wells (see below): thanks to Quantum Mechanics laws, as the formers may
be “tunneled”, the so-called quantum wells may show discretized states.
Due to the different underlying physical mechanisms, Alferov himself in his
Nobel lecture [18] distinguishes between classical (e.g. micrometric) het-
erostructures and heterostructures quantum wells. Finally, the concept of
stimulated emission in superlattices, set forth by Kazarinov and Suris in the
early ’70s [19], found a real implementation thanks to Capasso et cowork-
ers [20] in 1994: this is the birth of Quantum Cascade Lasers, operating in
the mid-IR range.
Although this section was intended as an overview over the topic of
electronic nanodevices, it may be viewed as an introduction to my thesis,
as many of the concepts, models and devices here discussed has been an-
alyzed in my thesis work. By studying the interplay between decoherence
and dissipation we explored that regime in which additional genuine quan-
tum phenomena arise beyond a genuine Boltzmann-like (e.g., semiclassical)
description. In part III we show, by employing a positive-definite model,
some of these peculiar quantum effects like the speedup of the semiclassical
diffusion of an electronic spatial distribution or the suppression of the co-
herent oscillatory motion between adjacent quantum wells in superlattices.
We will make a large use of the envelope function formalism, which is based
on the concept of confinement over spatial scales which are neither as big as
to be considered classical (e.g., micrometric in the meaning of Alferov) nor
as small as to be of the order of the (quantum-threshold of the) De Broglie
length. We will face semiclassical models, like the U-boundary condition
scheme applied to the Wigner function formalism, which, despite their suc-
cess in describing electronic devices, may provide unphysical results when
approaching the quantum regime, as shown in part II. Finally, the search for
a proper description of spatially open systems will be one of the leitmotiv
of this thesis work.
extension of double barriers will be to construct a series of tunnel junctions by a periodic
variation of alloy composition”
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1.1 Quantum Confinement and Envelope Func-
tion Formalism
The spectrum of a semiconductor shows the typical band structure, where
the gap between the (top of the full) valence and the (bottom of the empty)
conduction is called bandgap. In a heterostructure, two (or more) semicon-
ducting materials with different band gaps are joint together, thus produc-
ing abrupt modification of the band profile; depending on the shape of the
misalignment, one talks about
(i) type I or stradling materials, if both the top of the valence band and
the bottom of the conduction one in the smallest gap material fall in
the gap of the larger one;
(ii) type II or staggered alignment, if either the top of the valence or the
bottom of the conduction of one material falls within the band gap of
the other;
(iii) type III or broken-gap alignment, it the band gaps do not overlap at
all.
The different materials involved in the interface or heterojunction should
have perfect lattice matching; typical superlattices are AlGaAs/GaAs or
AlGaN/GaN, where in example AlGaAs stands for every alloy AlxGa1−xAs
(as an example, in his Nobel lecture [17] Esaki described a x = 0.75 alloy).
Nowadays technologies permit the creation of layers so thin as to allow a
mechanical manipulation which, by straining one of the materials involved
in the heterostructure, permits to overcome the lattice-matching problem:
these materials are called strained layers.
The dimensionality of a nanostructure D is defined as the number of
interface-free directions (0 ≤ D ≤ 3): low-dimensional structures are called
quantum-wells (D = 2), wires (D = 1) and dots (D = 0). In this work
we will focus on type-I heterostructures and carrier degrees of freedom.
The energetic difference between the bottom of the conduction bands of
the materials involved in the heterojunction gives rise to a potential along
the direction(s) orthogonal to the interfaces, where the largest bandgap
material behaves like a barrier. Depending on the height of the barrier and
6
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on the spatial widths of both barriers and wells, the carrier wave function
may be confined in the smallest gap material or communicate with the next
smallest-bandgap-material layer thanks to tunnel-effect as in superlattices.
The eigenfunctions of the whole system are usually assumed to be given by
the product of the bulk wave-functions times the so-called envelope-function
ψ(r), which fulfills the Schrödinger Equation
(
− ~
2
2m∗∇
2
r + V (r)
)
ψ(r) = ψ(r) , (1.1)
where a parabolic band has been considered and V (r) is a potential term
induced by the bands misalignment. The states |α〉 whose associated wave
function ψα(r) = 〈r|α〉 fulfills Eq. (1.1) are hence eigenstates of the single-
particle Hamiltonian
Hˆsp =
∑
α
αcˆ
†
αcˆα , (1.2)
where cˆ†α and cˆα are the usual fermionic creation and annihilation operators.
1.2 Overview of the principals scattering mecha-
nisms
The Bloch theorem is defined on static periodic lattices; however, ions are
not static neither from a semiclassical point of view (at finite temperatures
they should vibrate) nor from a quantum one (they must fulfill the Heisen-
berg uncertainty principle) [21]. As a consequence, one must consider the
ionic vibrations which, going from classical to quantum mechanics, give
raise to the phonons. We will consider both acoustic and optical phonons
in the long-wavelength (e.g., small wave vector) limit, where the frequency
ωq of the acoustic and optical phonons may be considered respectively as
linear and constant in the wave-vector q. The phonons contribute to the
global Hamiltonian Hˆ both via a free-phonon Hamiltonian Hˆph, which is
typically in the form
Hˆph =
∑
q
~ωqbˆ†qbˆq , (1.3)
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where bˆ†q and bˆq denote the creation and annihilation operators of a phononic
state with wave-vector q and energy ~ωq, and via2 a carrier-phonon Hamil-
tonian Hˆcph in the form
Hˆcph =
∑
α,α′,q
(
gq+αα′ cˆ
†
αcˆα′ bˆ
†
q + g
q−
α′αcˆ
†
αcˆα′ bˆq
)
. (1.4)
The coefficients gq+αα′ must fulfill
gq±αα′ = g
q∓∗
αα′ (1.5)
in order for Hˆcph to be Hermitian and can always be written as the product
gq±αα′ = g
q±Fqαα′ , (1.6)
where Fqαα′ evaluates the overlapping of the eigenfunctions ψα(r) = 〈r |α〉
and ψ∗α′(r),
Fqαα′ =
∫
drψα(r)ψ∗α′(r)eıq·r , (1.7)
while gq±, which strongly depends on the nature of phonon and material,
may be naively interpreted as the phonon-induced variation δEkν of the
static-lattice electronic dispersion Ekν . In particular, the variation δEkν
may be induced by
(i) spatial (e.g. volume or bond-length) variations, such as
δEkν ∝ akν δV
V
(1.8)
for acoustic phonons (V is the volume of the primitive cell and δV its
variation) or
δEkν ∝ Dkν δa0
a0
(1.9)
for optical phonons, where a0 is the distance of the two atoms in
the center of the cell and δa0 their relative displacement; akν and
Dkν are respectively the so-called acoustic volume and optical-phonon
deformation potentials;
2Any interaction involving more then one phonon will not be considered in this work.
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(ii) an Electric field variation δE generated by piezo-electric effect (for
acoustic phonon) or by relative displacement of the electrical charges
within the cell for optical phonons; the carrier-Optical phonon scat-
tering is also called Frölich interaction
The piezoelectric effect is stronger in more-ionic wurtzite semiconductors
such as ZnO or CSe [22], which however will not be considered in this thesis
work, while the effects of acoustic phonons in GaAs have been considered
in [23]. In polar semiconductors (like, e.g., the Gallium-nitride (GaN))
at room temperatures the dominant scattering mechanism is the Frölich
interaction: as a consequence, in Chaps. 14 and 15, where a detailed study
of phonon-induced nonlocality and diffusion speedup in GaN at T = 300 K
is presented, the LO-optical phonons only are considered.
The carrier-carrier mechanism is governed by the Coulomb Hamiltonian
Hˆcc
Hˆcc = 12
∑
α,α′,α,α′
gαα′αα′ cˆ
†
αcˆ
†
α′ cˆα′ cˆα , (1.10)
where the coefficients are proportional to the matrix element induced by
the Coulomb potential V cc(r),
gαα′αα′ ∝
∫
drdr′ψα(r)ψα′(r′)V cc(r− r′)ψ∗α(r)ψ∗α′(r′) . (1.11)
Others scattering mechanisms, like e.g. carrier-impurity, carrier-photon
or carrier-plasmon interactions, will not be discussed in this thesis.
1.3 Semiclassical Descriptions
In the 19th century, Ludwig Boltzmann [24] introduced the probability
distribution function f(r,p) in order to describe a classical gas made of
N particles with position r and momentum p; extending this concept to
the case of an electron gas in a crystal, where p = ~k and k is the wave
vector, the resulting Boltzmann Equation for parabolic bands is[
∂
∂t
+ ~k
m∗
∇r − 1~ (∇rV (r))∇k
]
f(r,k, t) = ∂f(r,k, t)
∂t
∣∣∣∣
scat
, (1.12)
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where the distribution is normalized by the number of particles N
1
(2pi)3
∫
dkdrf(r,k) = N ; (1.13)
the r.h.s. of Eq. (1.12) provides the scattering-induced dynamics of f(r,k, t)
and, assuming instantaneous and local interactions, is given by
∂f(r,k, t)
∂t
∣∣∣∣
scat
= ~3
∫
dk′(P (k,k′)f(r,k′)− P (k′,k)f(r,k)) , (1.14)
where P (k,k′) are the so-called scattering rates and provide the probability
per unit time that an electron goes from a state labelled by k′ to one with k.
The integral in Eq. (1.14) is called Boltzmann collision term, which shows
the typical in- versus out-scattering contributions. Since the electrons fulfill
the Pauli exclusion principle, at high carrier concentration Eq. (1.14) must
be replaced by
∂f(r,k, t)
∂t
∣∣∣∣
scat
= ~3
∫
dk′[(1− f(r,k))P (k,k′)f(r,k′)
− (1− f(r,k′))P (k′,k)f(r,k)] .
(1.15)
The spatial charge density is given by
n(r) = 1(2pi)3
∫
dkf(r,k) , (1.16)
and its scattering-induced time variation coming from Eq. (1.14) is null, in
fact
∂n(r)
∂t
∣∣∣∣
scat
= 1(2pi)3
∫
dk ∂f(r,k, t)
∂t
∣∣∣∣
scat
= ~
3
(2pi)3
∫
dkdk′[P (k,k′)f(r,k′)− P (k′,k)f(r,k)] = 0,
(1.17)
where the last equality comes trivially after exchanging the dummy variables
k,k′ in the out term. Since the same null result for charge density variation
would have been obtained at high carrier densities (e.g., using Eq. (1.15)),
the scattering-induced dynamics provided by the Boltzmann Equation (see
Eqs. (1.14) and (1.15)) is said to be local in space.
10
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When applied to Quantum Mechanics, the scattering-induced term of
the Boltzmann Equation may be interpreted, through the scattering rates
P (k,k′), as the study (of the effects) of transition from states |k′〉 to |k〉;
this concept may be generalized to transitions between states |φa〉, with
a = 1, · · · , N ′, belonging to a N ′-dimensional Hilbert space H′. If a system
has a probability fa of being in the state |φa〉 then, a somehow discretized
and space-independent generalization of Eqs. (1.14) and (1.15) is given by
∂fa
∂t
∣∣∣∣
scat
=
N ′∑
a′=1
(Paa′fa′ − Pa′afa) (1.18)
and
∂fa
∂t
∣∣∣∣
scat
=
N ′∑
a′=1
((1− fa)Paa′fa′ − (1− fa′)Pa′afa) (1.19)
respectively, where Paa′ furnishes the probability per unit time of a transi-
tion from state |φa′〉 to |φa〉. The Equation (1.18), which is usually stated
in term of (diagonal) density-matrix operator (which will be introduced in
Chap. 2), is also called Pauli-Master Equation.
11
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Chapter 2
The density-matrix
formalism
A statistical mixture of generic (pure) quantum-states1 |φi〉, with i = 1, · · · , N ,
where N is the dimensionality of the underlying Hilbert space of the system
HS , is usually described by the density-matrix operator ρˆ,
ρˆ =
N∑
i,j=1
ρij |φi〉 〈φj | , (2.1)
from which it follows that, if states |φi〉 are orthonormalized,
〈φi |φj〉 = δij , (2.2)
then
ρij = 〈φi| ρˆ |φj〉 . (2.3)
The diagonal elements fi = ρii are the so-called populations, e.g. the aver-
age occupation number of states |φi〉, while the off-diagonal terms express
the correlation between different states in the mixture. The expectation
value of a generic operator Aˆ in the mixed-state described by ρˆ is given by〈
Aˆ
〉
= Tr
{
Aˆρˆ
}
=
∑
i,j
Aijρji , (2.4)
1Unless differently specified, the states are in general composed by many electrons and
many quasiparticles.
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where
Aij = 〈φi| Aˆ |φj〉 . (2.5)
2.1 The Liouville-von Neumann Equation
In the Schrödinger picture, given the (generic) Hamiltonian Hˆ, the states
|φi〉 ∈ HS fulfill the equation
ı~
∂ |φi〉
∂t
= Hˆ |φi〉 , (2.6)
hence the time evolution of the density-matrix operator defined in Eq. (2.1)
is given by
ı~
∂ρˆ
∂t
=ı~
∑
ij
ρij
[(
∂ |φi〉
∂t
)
〈φj |+ |φi〉
(
∂ 〈φj |
∂t
)]
=
[
Hˆ, ρˆ
]
:
(2.7)
this is the well-known Liouville-von Neumann Equation. Although in prin-
ciple very simple, the equation of motion in (2.7) is complicated by the fact
that the total Hamiltonian Hˆ is given by the sum
Hˆ = Hˆ◦ + Hˆ ′ , (2.8)
where the first term Hˆ◦ is a free Hamiltonian of the form
Hˆ◦ = Hˆc + Hˆph , (2.9)
where Hˆc and Hˆph are respectively the single-particle and free-phonon
Hamiltonian of Eq. (1.2) and (1.3), and of an additional term Hˆ ′ describ-
ing some scattering-mechanisms, i.e. the carrier-phonon or carrier-carrier
Hamiltonian of Eqs. (1.4) and (1.10) . This suggests to rewrite the density-
matrix operator ρˆ at generic time t in Eq. (2.1) in the interaction-picture
as ρˆi(t),
ρˆi = Uˆ◦†(t− t0)ρˆUˆ◦(t− t0) , (2.10)
where t0 is the initial time of the evolution, t0 ≤ t, and the operator Uˆ◦(t−
t0) fulfills
ı~
∂Uˆ◦(t− t0)
∂t
= Hˆ◦Uˆ◦(t− t0) : (2.11)
14
2.2 – The Markov Approximation
since Hˆ◦ is often time-independent, the solution of Eq. (2.11) (given the
boundary condition Uˆ◦(t0, t0) = Iˆ, where Iˆ is the N -dimensional identity
operator) is
Uˆ◦(t− t0) = e− ı~ Hˆ◦(t−t0) . (2.12)
By left- and right-multiplying the Liouville-von Neumann Equation (2.7),
where Hˆ is given in Eq. (2.8), for respectively Uˆ◦† and Uˆ◦, one obtains the
equation of motion of ρˆi
ı
∂ρˆi
∂t
=
[
Hˆ′, ρˆi
]
, (2.13)
where
Hˆs ≡ Hˆ′(t) = 1
~
Uˆ◦†(t− t0)Hˆ ′Uˆ◦(t− t0) . (2.14)
The evaluation of the r.h.s of Eq. (2.13) is one the most difficult and impor-
tant tasks faced when modeling (nano-) electronic devices. In particular,
thanks to their numerical feasibility, the models based on the conventional
Markov approximation, briefly recalled in Sec. 2.2, are widely employed;
however, as will be explained in Chap. 12 by employing the single-particle
density matrix, they fail in guaranteeing the positivity of the evolution: for
this reason, a novel Markov approximation, recalled in Section (3.3), has
been introduced in [1], the latter being able to provide a complete-positive
(see Sec. 3.1) dynamics.
Usually the operator Equation (2.13) is expressed in terms of the eigen-
basis |λi〉 with eigenvalues ◦i of Hˆ◦; typically, the matrix elements of H′
are much smaller then the corresponding difference of the free-energies,
|~ 〈φi| Hˆ′ |φj〉 |  |◦i − ◦j | : (2.15)
in these cases, the interacting Hamiltonians Hˆs may be considered as small
perturbations of the free Hamiltonian Hˆ◦.
2.2 The Markov Approximation
Since [25]
ρˆi(t) = ρˆi(t0)− ı
∑
s
∫ t
t0
[
Hˆs(t′), ρˆi(t′)
]
, (2.16)
15
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the dynamics in Eq. (2.13) may be rewritten as
∂ρˆi(t)
∂t
= −ı
[
Hˆ′(t), ρˆi(t0)
]
−
[
Hˆ′(t),
∫ t
t0
dt′
[
Hˆ′(t′), ρˆi(t′)
]]
. (2.17)
Assuming, as is usually possible for typical electronic nanodevices, the va-
lidity of Eq. (2.15), the time variation of ρˆi(t′) should be considered adia-
batically slow compared to that of Hˆ′(t′), hence the integral in Eq. (2.17)
may be rewritten as∫ t
t0
dt′
[
Hˆ′(t′), ρˆi(t′)
]
≈
[
Kˆ′(t), ρˆi(t)
]
, (2.18)
where [25]
Kˆ′(t) =
∫ t
t0
dt′Hˆ′(t′) : (2.19)
Equation (2.18) furnishes the so-called adiabatic or Markov approximation,
which, going back to the original Schrödinger picture, furnishes the closed
and local-in-time Equation of motion2
∂ρˆ
∂t
= − ı
~
[
Hˆ◦, ρˆ
]
+ Cˆ −
[
Hˆ′,
[
Kˆ′, ρˆ
]]
, (2.20)
with
Cˆ(t) = −ı
[
Hˆ′, e− ı~ Hˆ◦(t−t0)ρˆ(t0)e ı~ Hˆ◦(t−t0)
]
. (2.21)
Here as in the following, we write that the Equation of motion of the global
density matrix ρˆ in the form
∂ρˆ
∂t
= ∂ρˆ
∂t
∣∣∣∣
free
+ Cˆ + ∂ρˆ
∂t
∣∣∣∣
scat
, (2.22)
where
(i) ∂ρˆ∂t
∣∣∣
free
describes the free-like evolution dictated by the free Hamilto-
nian Hˆ◦ plus eventual energy renormalization contribution;
2From now on, unless contrary specified, when we write ρˆ we mean ρˆ ≡ ρˆ(t).
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(ii) Cˆ acts as a source term and describes the evolution induced by Uˆ◦ of
the initial quantum correlations: Cˆ is responsible for several quantum
mechanical phenomena like the ones coming from coherent phonons;
(iii) ∂ρˆ∂t
∣∣∣
scat
indicates the scattering-induced contribution to the dynamics
and for models neglecting memory effects is usually given by a super-
operator acting on ρˆ; in particular, for conventional Markov Approx-
imations it is given by
∂ρˆ
∂t
∣∣∣∣
scat
= −
[
Hˆ′,
[
Kˆ′, ρˆ
]]
. (2.23)
In this thesis work we will consider global density matrices describing sys-
tems without initial correlation ( Cˆ = 0), hence
∂ρˆ
∂t
= ∂ρˆ
∂t
∣∣∣∣
free
+ ∂ρˆ
∂t
∣∣∣∣
scat
. (2.24)
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Chapter 3
A Novel Lindblad
description for
dissipation/decoherence
3.1 The complete-positivity requirement
The Equation of motion (2.20) is, apart from the source term, the sum
of a single-commutator term plus a double-commutator contribution: in
the absence of any scattering mechanism, e.g. Hˆ ′ = 0, the system under-
goes a reversible unitary transformation induced by the single-commutator
term, thus preserving the trace and the positive character of our density-
matrix operator ρˆ. In contrast, the perturbation Hamiltonian Hˆ ′ within the
Markov limit previously introduced will induce an evolution which is not,
in general, reversible, as expected from a contribution which must provide
energy dissipation. As a consequence, the many-body scattering-induced
evolution is not, in general, unitary, hence additional requirements are nec-
essary in order to establish the validity of the dynamics. In particular, any
model able to properly describe the energetic exchanges should:
(i) preserve the hermiticity of ρˆ, otherwise there would be complex prob-
abilities of finding the system in a given state;
(ii) preserve the trace of ρˆ in spatially closed systems, otherwise there
would be particle exchange - up to now, we are not discussing the
19
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problem of spatially open systems, which will be treated later on;
(iii) preserve the positivity of ρˆ, otherwise there would be negative prob-
abilities of finding the system in a given state.
The condition (iii) is often replaced by the stronger
(iv) the model should be complete positive.
Given a density matrix operator ρˆ, which acts over the N dimensional
Hilbert space of the system Hs, the superoperator L ≡ L(ρˆ) which provides
the scattering-induced dynamics (for example, in the Markov Approxima-
tion, L(ρˆ) coincide with the r.h.s. of Eq. (2.23)) is said to be positive
iff [26], for every |ψ〉 ∈ Hs, one has
〈ψ|L(ρˆ)|ψ〉 ≥ 0 . (3.1)
We consider a second m-dimensional Hilbert space H′m, the identity and
generic operators, respectively Iˆm and Gˆ′m, acting on H′m„ and a superop-
erator L′m such that
L′m(ρˆ⊗ Iˆm) = L(ρˆ)⊗ Iˆm , L′m(IˆS ⊗ Gˆ′m) = IˆS ⊗ Gˆ′m , (3.2)
where IˆS is the identity operator acting on HS . If this second superoperator
L′m is positive (in the sense of Eq. (3.1) for every |ψ′〉 ∈ HS⊗H′m), then [27]
the former one L(ρˆ) is said to be m-positive; if L(ρˆ) is m-positive for ev-
ery positive integer m, then L(ρˆ) is completely positive. As we stressed,
the completely-positive requirement is stronger or (at least) as strong as
the positivity one; every unitary operator or element of a Quantum Dy-
namical Semigroup [28] is automatically complete-positive, the latter being
the reason for which complete-positivity has gained so much popularity. In
Sec. (3.2) we present the most general form (as usually found in litera-
ture) of Lindblad superoperator, while in Sec. (3.3) we present a recently
proposed [1] Markov approximation which provides a Lindblad (e.g., com-
pletely positive) dynamics.
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3.2 The Lindblad Superoperator
Every operator Aˆ acting on a N-dimensional Hilbert space HS and such
that tr[Aˆ†Aˆ]HS is finite may be written as
Aˆ =
N2∑
i=1
ciσˆi , (3.3)
where
ci = tr
[
σˆ†i Aˆ
]
HS
(3.4)
and the operators σˆi,with i = 1, · · · , N2, are operators acting on Hs and
fulfilling1,
tr
[
σˆ†i σˆj
]
HS
= δij ; (3.6)
the condition in Eq. (3.6) is analogous to say that operators σˆi are or-
thonormal according to the inner product defined as(
Bˆ, Cˆ
)
:= tr
[
Bˆ†Cˆ
]
HS
(3.7)
for every couple of operators Bˆ and Cˆ acting on HS . For a given Hilbert
space HS there are infinite possible sets of operators σˆi fulfilling Eq. (3.6);
a widely employed choice, which will be used here as well, is to set σˆN2 as
proportional to the identity operator2,
σˆN2 =
1√
N
IˆN×N . (3.9)
1The most direct example comes from matrix representation: if Aˆ is represented by
the N×N matrix A, the latter may be written as A =∑
i
ciσ
i, where σi are N2 different
N ×N matrix whose elements (σi)ab for a, b = 1, · · · , N are given by
(σi)ab = δi,(N−1)a+b (3.5)
e.g. by all possible different N2 matrices of dimension N with only one non-null element
equal to one.
2This assumption complicates the writing of the matrices σi representing σˆi, as they
must be (apart from σN2) traceless: as an example, when N = 2 a possible choice of
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The operators σˆi are typically used [26,28] in order to write two alternatives
and standard versions of completely-positive dynamics L(ρˆ) (see Sec. (3.1))
acting on a finite dimensional Hilbert space: the first one is the so-called
first standard form,
L(ρˆ) = − ı
~
[
Hˆ, ρˆ
]
+
N2−1∑
i,j=1
gij
(
σˆiρˆσˆ
†
j −
1
2
{
ρˆ, σˆ†j σˆi
})
, (3.10)
where Hˆ is an Hamiltonian typically given by the sum of the free Hamilto-
nian Hˆ◦ of Eq. (2.9) plus some energy-renormalization contributions (see
below) and the coefficients gij must be such that the matrix g with matrix
elements (g)ij := gij is positive. The matrix g may be diagonalized by
means of a unitary (N2 − 1)× (N2 − 1) matrix u,
γ = ugu† , with uu† = u†u = Iˆ(N2−1)×(N2−1) , (3.11)
with γ = diag(γ1, . . . , γN2−1); since g is positive, then γl ≥ 0 for every
l=1,· · · , N2 − 1. As a consequence, the dynamics in Eq. (3.10) may be
rewritten in the second standard version of completely-positive dynamics,
the so-called diagonal form, which is given by
L(ρˆ) = − ı
~
[
Hˆ, ρˆ
]
+
N2−1∑
l=1
γl
(
AˆlρˆAˆ
†
l −
1
2
{
ρˆ, Aˆ†l Aˆl
})
. (3.12)
where the operators Aˆl are defined by
Aˆl =
N2−1∑
m=1
σˆmu
∗
lm ; (3.13)
matrices σi fulfilling both Eq. (3.6) and (3.9) is given by
σ1 = 1√
2
(
1 0
0 −1
)
, σ2 = 1√
2
(
0 1
−1 −0
)
,
σ3 = 1√
2
(
0 1
1 0
)
, σ4 = 1√
2
(
1 0
0 1
)
.
(3.8)
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from the definition in Eq. (3.13), it comes that the operators Aˆl are or-
thonormal in the sense of Eqs. (3.6) and (3.7), in fact
(
Aˆl, Aˆl′
)
= tr
[
Aˆ†l Aˆl′
]
HS
=
N2−1∑
m,m′=1
ulmu
∗
l′m′tr
[
σˆ†mσˆm′
]
HS
=
N2−1∑
m=1
ulmu
∗
l′m ≡
(
uu†
)
ll′
= δll′ .
(3.14)
The two Eqs (3.10) and (3.12) are perfectly equivalent and have been found
independently [28] by V. Gorini, A. Kossakowski and E. C. G. Sudar-
shan [29] and G. Lindblad [27]. The Equation (3.12) is sometimes called
Lindblad equation and its second term (the one involving sum over orthonor-
mal operators) Lindblad superoperator.
3.2.1 Lindblad-like scattering-induced dynamics
In this thesis work, we will often employ scattering-induced superoperator
(see Eq. (2.22)) in the form
∂ρˆ
∂t
∣∣∣∣
scat
=
∑
s
AˆsρˆAˆs† − 12
{
ρˆ, Aˆs†Aˆs
}
, (3.15)
where the operators Aˆs and ρˆ will be different in nature (e.g. many-particle,
many-electron or single-electron) depending on the problem considered and
the sum will be over a scattering index s. In any case, the operators Aˆs
will be derived microscopically from the interacting Hamiltonians and are
hence not, in general, orthonormal in the sense of Eq. (3.6); however, using
Eq. (3.3), we may decompose every Aˆs on the basis of orthonormalized
trace-class operators {σˆi},
Aˆs =
N∑
i=1
csi σˆi : (3.16)
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inserting Eq. (3.16) into Eq. (3.15), the latter may be rewritten as
∂ρˆ
∂t
∣∣∣∣
scat
=
N−1∑
i,j=1
gij
(
σˆiρˆσˆ
†
j −
1
2
{
ρˆ, σˆ†j σˆi
})
+ 12N
∑
s
∑
i=1,N−1
Tr∗[Aˆs]HScsi [σˆi, ρˆ] + H.c. ,
(3.17)
where we made use (see Eqs. (3.9) and (3.4)) of the equalities σN2 = 1√N Iˆ,
cN2 = 1√NTr[Aˆ
s]HS and
gij =
∑
s
csi c
s∗
j . (3.18)
The matrix g with elements (g)ij = gij is positive: in fact for every vector
z = ∑N2−1l=1 zlel ∈ CN2−1, where {el, l = 1, · · · , N2 − 1} is an orthonormal
basis of CN2 , (e.g. e∗l em = δlm), one has
N2−1∑
i,j=1
gijziz
∗
j =
∑
s
N2−1∑
i=1
csi zi
N2−1∑
j=1
csjzj
∗ ≥ 0 . (3.19)
As a consequence, the scattering-induced dynamics in Eq. (3.15) is of the
Lindblad type in Eq. (3.17) (see also Eq. (3.12)), which is the sum of a
Lindblad superoperator (the term with two sums) plus some other terms
which, due to their commutative forms, may be absorbed in the free-like
term of Eq. (3.12).
3.3 An alternative Markov limit
In [1] a novel Markov limit has been proposed, the latter being able to
provide a scattering-induced dynamics of the global density matrix ρˆ in the
form
∂ρˆ
∂t
∣∣∣∣
scat
= Aˆ′ρˆAˆ′† − 12
{
ρˆ, Aˆ′†Aˆ′
}
, (3.20)
where the operators Aˆ′ are microscopically determined from the scattering
Hamiltonian Hˆ ′ as
Aˆ′ =
( 2
pit
2
) 1
4
∫
dt′Hˆ′(t′)e−
(
t′
t
)2
. (3.21)
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In the following we will restrict to two of the main interactions, the carrier-
phonon of Eq. (1.4) and the carrier-carrier mechanism in Eq. (1.10), which
thanks to Eq. (3.21) give raise to the operators
Aˆcph =
( 2
pit
2
) 1
4
∫ ∞
−∞
dt′Hˆcph(t′)e−
(
t′
t
)2
=
∑
αα′,q
(
Aq+αα′ cˆ
†
αcˆα′ bˆ
†
q +A
q−
αα′ cˆ
†
α′ cˆαbˆq
)
,
Aˆcc =
( 2
pit
2
) 1
4
∫ ∞
−∞
dt′Hˆcc(t′)e−
(
t′
t
)2
=12
∑
αα′αα′
Aααα′α′ cˆ
†
αcˆ
†
αcˆα′ cˆα′
≡12
∑
αα′αα′
Accααα′α′ cˆ†αcˆ†αcˆα′ cˆα′ ,
(3.22)
where
Aq±αα′ =
( 2
pit
2
) 1
4 1
~
gq±αα′
∫ ∞
−∞
dt′e−ı
α−α′±q
~ t
′
e
−
(
t′
t
)2
=
√
2pi
~
gq±αα′
( 1
2pi2
) 1
4
e
−
(
α−α′±q
2
)2
,
Aααα′α′ =
( 2
pit
2
) 1
4
gααα′α′
∫ ∞
−∞
dt′e−ı
α+α−α′−α′
~ t
′
e
−
(
t′
t
)2
=
√
2pi
~
gααα′α′
( 1
2pi2
) 1
4
e
−
(
α+α−α′−α′
2
)2
,
(3.23)
where gq±αα′ and gααα′α′ are the coefficients of the respective Hamiltonians
of Eqs. (1.4) and (1.10),  = ~
t
is a measure of the energy uncertainty in
the interaction process induced by the temporal coarse graining and, due
to the well-know fermionic algebra, the coefficients Accαα,α′α′ ,
Accαα,α′α′=
1
4
(
Aαα,α′α′−Aαα,α′α′−Aαα,α′α′+Aαα,α′α′
)
, (3.24)
denote the totally antisymmetric parts of the two-body coefficients Accαα,α′α′
in (3.23).
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Part II
The failure of the Wigner
function in describing
nanometric spatially open
systems

Chapter 4
Introduction
The aim of part II is to point out and explain the intrinsic limitations of
the conventional quantum-device modeling based on the Wigner-function
paradigm. In particular, we provide a definite answer to open questions
related to the application of the conventional spatial boundary-condition
scheme for the solution of the Wigner transport equation, explaining why
and when this scheme exhibits some intrinsic limitations which lead to to-
tally unphysical results, especially in the coherent-transport regime, like
e.g. negative spatial charge densities. In order to illustrate this aspect,
we shall mainly discuss a simple but physically relevant one-dimensional
system, namely a delta-like potential profile. Our detailed analysis will
show that (i) in the absence of energy dissipation (coherent limit) the solu-
tion of the Wigner equation (compatible with given boundary conditions)
is not unique, and (ii) also when decoherence/dissipation phenomena are
taken into account (via a relaxation-time approximation) and the solution
is unique, the latter is not necessarily a Wigner function, i.e., a Weyl-Wigner
transform of a single-particle density matrix.
A typical nanodevice [25] is a “localized system”, i.e., a portion of mate-
rial characterized by a well defined volume and by spatial boundaries acting
as electric contacts to external charge reservoirs, as sketched in Fig. 4.1.
Here, z denotes the transport direction, l is the longitudinal length of the
device, the electric contacts being located at z = −l/2 and z = +l/2. The
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modeling of a nanostructure device thus represents an intrinsically space-
dependent problem, so that a real-space quantum treatment accounting for
the presence of quite different spatial regions becomes mandatory. To this
purpose, the Wigner-function formalism [30,31] is a widely adopted frame-
work. Within this formalism, the statistical quantum state of the electronic
subsystem is fully described in terms of the Wigner function f(r,k), defined
over the conventional phase-space (r,k) as the Weyl-Wigner transform of
the single-particle density-matrix operator ρˆ [32], which is a single particle
operator (see Eq. (5.17)) obtainable from the global density matrix opera-
tor ρˆ by a procedure extensively described in Chap. 11.
z
l
right 
reservoir
left 
reservoir
quantum 
device
(left contact) (right contact)
z = +
l
2
z =   l
2
Figure 4.1. Schematic representation of a typical semiconductor-based
quantum device as an open system connected to two external charge
reservoirs. Here, the distance between the interfaces is l, and z is the
longitudinal transport direction.
Based on the Wigner-function formalism, various approaches for the
study of quantum-transport phenomena in semiconductor nanomaterials
and nanodevices have been proposed. [33–52] On the one end, starting from
the pioneering work by Frensley, [33] quantum-transport simulations based
on a direct numerical solution of the Wigner equation have been performed
via finite-difference approaches [36], by imposing on the Wigner function
the standard U boundary condition scheme (see Fig. 7.1 in Chap. 7). On
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the other end, a generalization to systems with open boundaries of the semi-
conductor Bloch equations has also been proposed. [53, 54] In addition to
these two alternative simulation strategies –both based on effective treat-
ments of relevant interaction mechanisms– Jacoboni and co-workers have
proposed a fully quantum-mechanical simulation scheme for the study of
electron-phonon interaction based on the “Wigner paths”; [55] this approach
is intrinsically able to overcome the standard approximations of conven-
tional quantum-transport models, namely the Markov approximation and
the completed-collision limit; [56] however, due to the huge amount of com-
putation required, its applicability is often limited to short time-scales and
extremely simplified situations.
Motivated by a few unphysical results [54] obtained via the general-
ized semiconductor Bloch equations mentioned above, a recent study [2]
has shown that the application of the conventional space boundary condi-
tion scheme to the Wigner transport equation may lead to partially nega-
tive charge probability densities, unambiguous proof of the failure of such
classical-like Wigner-function treatment.
As already stressed, the main goal of this part is a detailed analysis
of the strengths and limits of the Wigner function formalism. In order to
complete this task. we will follow the already published paper [57], from
which the numerical results here reported come.
Before moving on to the description it is useful to spend a few words
about the phase-space description of Quantum Mechanics. In Classical
Mechanics, a large ensemble of states, each one occupying a point in the
phase space, gives naturally rise to the definition of a probability distribu-
tion fcl(r,p) depending on the spatial- and momentum-vector coordinates
r and p - see Sec. 1.3 for an example. Given a generic function of position
and velocity A(r,p), its statistical average is given by
〈A〉cl =
∫
drdpA(r,p)fcl(r,p) . (4.1)
In contrast, in QuantumMechanics the expectation value of a generic single-
particle operator Bˆ is given by〈
Bˆ
〉
q
= Tr
[
Bˆρˆ
]
, (4.2)
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where ρˆ is the single-particle density matrix. In analogy to the classical
average (see Eq. (4.1)), a phase-space approach to Quantum Mechanics
would like to evaluate the quantum expectation value in Eq. (4.2) as an
integral over the phase space,〈
Bˆ
〉
q
=
∫
drdpB(r,p)fq(r,p) , (4.3)
where B(r,p) is a function associated to the quantum operator Bˆ and
fq(r,p) should be a quantum-mechanical analougous to the classical proba-
bility distribution fcl(r,p). However, a unique recipe for obtaining B(r,p)
and fq(r,p) does not exist, in fact several different approaches have been
proposed, most of them sharing few rules: one common feature is the non-
positive character of fq(r,p)1, from which the function fq(r,p) is defined
as a quasi-probability distribution. Apart from the Wigner function, some
popular quasi-probability distribution are the P representation, both in the
original [59,60] and generalized version [61]; we also cite the Husimi distri-
bution [62] which, however, is nonnegative and, as a consequence, does not
represent the probability of mutually exclusive states.
1In fact, a positive definite fq(r,p) would not be able to describe orthogonal states [58].
32
Chapter 5
The Wigner Function
formalism
In order to account for the space-dependent character of a quantum de-
vice, a widely employed strategy is the Wigner-function treatment of the
problem. [30] The Wigner function f(r,k) associated to a single-particle
density-matrix operator ρˆ (which will be defined in terms of the global
density matrix operator ρˆ in Chap 11) is defined as its Weyl-Wigner trans-
form [32]
f(r,k) =
∫
dr′e−ik·r′
〈
r+ r
′
2
∣∣∣∣ ρˆ ∣∣∣∣r− r′2
〉
= tr{Wˆ (r,k)ρˆ} , (5.1)
corresponding to the quantum-plus-statistical average of the Wigner oper-
ator [25]
Wˆ (r,k) =
∫
dr′
∣∣∣∣r− r′2
〉
e−ik·r
′
〈
r+ r
′
2
∣∣∣∣ . (5.2)
In particular, for a pure state |β〉 the Wigner function reduces to the ex-
pectation value of the Weyl-Wigner operator
fβ(r,k) = 〈β| Wˆ (r,k) |β〉 . (5.3)
The Weyl-Wigner transform in Eq. (5.1) relates the quantum-mechanical
operator ρˆ to its associated function f(r,k); the same mechanism could be
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applied to a generic operator Aˆ in order to establish a link between the
latter and a function defined over the phase-space,
Aˆ↔ A(r,k) , with A(r,k) = tr{Wˆ (r,k)Aˆ} , (5.4)
such that the expectation value of Aˆ can be rewritten according to the
Wigner picture as 〈
Aˆ
〉
= (2pi)−3
∫
drdkA(r,k)f(r,k) . (5.5)
Within such Wigner-function representation the average values of charge
and current densities at location r are given by
n(r) =
∫
dk
(2pi)3 f(r,k) (5.6)
and
J(r) =
∫
dk
(2pi)3 v(k) f(r,k) , (5.7)
where v(k) = ~k/m∗ is the velocity of a conduction electron with effective
mass m∗.
The time evolution for the Wigner function can be derived from the
equation of motion for the density-matrix operator: the latter will be ex-
tensively discussed in part III, but for the moment we may write it in the
following generic form valid in the low-density limit: [25]
dρˆ
dt
= 1
i~
[
Hˆsp, ρˆ
]
+ Γ (ρˆ) . (5.8)
Here, the first contribution on the r.h.s. describes the coherent dynam-
ics dictated by the non-interacting Hamiltonian Hˆsp of Eq. (1.2), in-
cluding energy renormalizations or elastic single-electron scattering pro-
cesses, while the second term is a linear superoperator Γ encoding the
energy-dissipative/decoherent scattering mechanisms that electrons expe-
rience within the host material.
In particular, by choosing as basis states |α〉 the eigenstates of Hˆsp,
Hˆsp =
∑
α
|α〉α〈α| , (5.9)
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the density-matrix equation (5.8) may be rewrittem as
dρα1α2
dt
= α1 − α2
i~
ρα1α2 +
∑
α′1α
′
2
Γα1α2,α′1α′2ρα′1α′2 . (5.10)
Such set of coupled equations of motion for the density-matrix elements
ρα1α2 are usually referred to as the semiconductor Bloch equations. [25]
By applying the Weyl-Wigner transform (5.1), together with its inverse
ρˆ = 1(2pi)3
∫
dr
∫
dk Wˆ (r,k) f(r,k) , (5.11)
to the density-matrix equation (5.8), one obtains the equation of motion for
the Wigner function
∂f(r,k)
∂t
= ∂f(r,k)
∂t
∣∣∣∣
sp
+ ∂f(r,k)
∂t
∣∣∣∣
scat
(5.12)
with
∂f(r,k)
∂t
∣∣∣∣
sp
=
∫
dr′ dk′(r,k; r′,k′)f(r′,k′) (5.13)
and
∂f(r,k)
∂t
∣∣∣∣
scat
=
∫
dr′ dk′ Γ(r,k; r′,k′)f(r′,k′) , (5.14)
where
(r,k; r′,k′) = − i(2pi)3~ tr
{
Wˆ (r,k)
[
Hˆsp, Wˆ (r′,k′)
]}
(5.15)
and
Γ(r,k; r′,k′) = 1(2pi)3 tr
{
Wˆ (r,k) Γ
(
Wˆ (r′,k′)
)}
(5.16)
are the single-particle and the scattering superoperators written in the (r,k)
Wigner picture, respectively.
Given the states |α〉, the single-particle density-matrix operator can be
expressed in terms of entries ρα1α2 as
ρˆ =
∑
α1α2
|α1〉ρα1α2〈α2| , (5.17)
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whereas the Wigner function in (5.1) can be written as
f(r,k) =
∑
α1α2
Wα2α1(r,k)ρα1α2 (5.18)
with
Wα2α1(r,k) =
∫
dr′ψα1
(
r+ r
′
2
)
e−ik·r
′
ψ∗α2
(
r− r
′
2
)
. (5.19)
We emphasize that in general the Wigner equation (5.12) is non-local
in both r and in k. As a consequence, the conventional boundary-condition
scheme adopted to solve the semiclassical Boltzmann equation cannot be
applied. [25] However, in order to simplify the problem, the rigorous ex-
pressions of the single-particle and scattering superoperators in Eqs. (5.13)
and (5.14) are often replaced by effective/phenomenological models. In
particular, as we shall discuss in detail in Sec. 6.1, within the conventional
effective-mass and envelope-function approximations, the single-particle su-
peroperator (5.13) turns out to be local. Furthermore, adopting a general-
ized relaxation-time approximation (see also Chap. 8), the fully quantum-
mechanical scattering superoperator (5.14) is replaced by the local form [30]
∂f(r,k)
∂t
∣∣∣∣
scat
= − f(r,k)− f
◦(r,k)
τ
, (5.20)
describing the effect of dissipation/decoherence (induced by the host mate-
rial) toward the equilibrium Wigner function f◦(r,k) in terms of a relax-
ation time τ .
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Chapter 6
The Coherent Wigner
Equation
In order to investigate the intrinsic limitations of the boundary-condition
scheme pointed out above, we shall first focus on a fully coherent sys-
tem/device, where energy-dissipation/decoherence processes occur over timescales
that are much longer than the typical timescales induced by Hˆsp. In this
regime, the density-matrix equation (5.8) reduces to the Liouville-von Neu-
mann equation
dρˆ
dt
= 1
i~
[
Hˆsp, ρˆ
]
. (6.1)
6.1 The Wigner transport equation
For the purpose of the present thesis work, it is enough to consider a one-
dimensional system (r,k→ z, k) described by the envelope-function Hamil-
tonian [25] (see also Sec. 1.1)
Hˆsp = K(kˆ) + V (zˆ) , (6.2)
where zˆ and kˆ denote, respectively, the quantum-mechanical operators
associated to the electronic coordinate (z) and to the electronic momen-
tum/wavevector (k); generalizations to a fully three-dimensional problem
are straightforward. According to the usual prescription of the envelope-
function theory, the function K in Eq. (6.2) describes the bulk electronic
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band, while V describes the nanostructure potential profile. The Hamilto-
nian (6.2) leads Eq. (6.1) to acquire the form
dρˆ
dt
= dρˆ
dt
∣∣∣∣
K
+ dρˆ
dt
∣∣∣∣
V
, (6.3)
with
dρˆ
dt
∣∣∣∣
K
= 1
i~
[
K(kˆ), ρˆ
]
(6.4)
and
dρˆ
dt
∣∣∣∣
V
= 1
i~
[
V (zˆ), ρˆ
]
. (6.5)
Applying the Weyl-Wigner transform to the density-matrix equation (6.3),
one gets the (one-dimensional version of the) single-particle contribution
∂f(z,k)
∂t
∣∣∣
sp
in Eq. (5.13) of Wigner-function equation for f(z, k) as a sum of
a free-evolution (also named drift) term and a potential-induced one,
∂f(z, k)
∂t
∣∣∣∣
sp
= ∂f(z, k)
∂t
∣∣∣∣
K
+ ∂f(z, k)
∂t
∣∣∣∣
V
. (6.6)
In doing that, the Wigner function (5.1) can be expressed in two different
and equivalent ways, corresponding to the momentum (k) and coordinate
(z) representations, respectively. By setting α = k as well as α = z in
Eq. (5.18) one obtains
f(z, k) =
∫
dk′eizk
′
ρ
(
k + k
′
2 , k −
k′
2
)
(6.7)
=
∫
dz′e−ikz
′
ρ
(
z + z
′
2 , z −
z′
2
)
. (6.8)
These two expressions turn out to be both useful because the kinetic and
potential contributions (6.4) and (6.5) are diagonal in the momentum (k)
and coordinate (z) representations, respectively, i.e.
dρ(k1, k2)
dt
∣∣∣∣
K
= K(k1)−K(k2)
i~
ρ(k1, k2) (6.9)
and
dρ(z1, z2)
dt
∣∣∣∣
V
= V (z1)− V (z2)
i~
ρ(z1, z2) . (6.10)
38
6.1 – The Wigner transport equation
(i) By applying the Weyl-Wigner transform (6.7), as well as its inverse
(given by Eq. (5.11) written in the k-representation),
ρ
(
k + k
′
2 , k −
k′
2
)
=
∫
dz
e−ik′z
2pi f(z, k) , (6.11)
to the kinetic contribution (6.9), one gets
∂f(z, k)
∂t
∣∣∣∣
K
= −
∫
dz′K(z − z′, k)f(z′, k) (6.12)
with
K(z′′, k)= i
~
∫
dk′
eiz
′′k′
2pi
[
K
(
k + k
′
2
)
−K
(
k − k
′
2
)]
. (6.13)
The kinetic operator in the Wigner picture, appearing on the r.h.s. of
Eq. (6.12), is always local in k and, in general, is non-local in z. In
particular, by adopting the usual effective-mass approximation,
K(k) = ~
2k2
2m∗ , (6.14)
the non-local kinetic operator (6.12) reduces to
∂f(z, k)
∂t
∣∣∣∣
K
= −v(k) ∂f(z, k)
∂z
, (6.15)
where v(k) = ~k/m∗ denotes the effective-mass carrier group velocity.
Notably, within the effective-mass approximation (6.14) the kinetic
contribution coincides with its semiclassical counterpart, i.e., it re-
duces to the standard diffusion term of the Boltzmann equation (see
also the three-dimensional Equation in (1.12)).
(ii) By applying the Weyl-Wigner transform (6.8), as well as its inverse
(given by Eq. (5.11) written in the z-representation),
ρ
(
z + z
′
2 , z −
z′
2
)
=
∫
dk
eiz
′k
2pi f(z, k) , (6.16)
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to the potential contribution in (6.10), one gets
∂f(z, k)
∂t
∣∣∣∣
V
= −
∫
dk′ V(z, k − k′)f(z, k′) (6.17)
with
V(z, k′′) = i
~
∫
dz′
e−ik′′z′
2pi
[
V
(
z + z
′
2
)
−V
(
z − z
′
2
)]
. (6.18)
In contrast with the kinetic one, the potential operator appearing on the
r.h.s. of Eq.(6.17) is always local in z and, in general, is non-local in k. For
the particular case of a quadratic potential
V (z) = 12az
2 + bz + c , (6.19)
corresponding to the classical force
F (z) = −dV (z)
dz
= −(az + b), (6.20)
the non-local potential operator (6.17) simply reduces to
∂f(z, k)
∂t
∣∣∣∣
V
= − F (z)
~
∂f(z, k)
∂k
. (6.21)
Thus, for the particular case of the quadratic potential profile (6.19), the
potential contribution coincides with its semiclassical counterpart, i.e., it re-
duces to the standard scattering-free term of the Boltzmann equation (see
also the three-dimensional Equation in (1.12) with null r.h.s.); it follows
that the non-local character of the generic potential superoperator in (6.17)
vanishes in the presence of a parabolic potential only.
The analysis performed so far has shown a strongly symmetric role be-
tween real-space (z) and momentum (k) coordinates; this is confirmed by
the fact that the corresponding equations of motion (each one written within
the related representation) display the very same mathematical structure
[see Eqs. (6.9) and (6.10)]. Moreover, for a physical system characterized
by an effective Hamiltonian quadratic in both the coordinate and the mo-
mentum, the equation of motion of the Wigner function coincides with its
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semiclassical (Boltzmann) counterpart, thus showing the intimate link be-
tween the Wigner function and the semiclassical distribution. This can also
be regarded as a formal proof of the fact that, for a particle subjected to a
quadratic potential, its classical and quantum equations of motion coincide,
a fundamental result originally pointed out by Richard P. Feynman via his
“path integral” formulation of quantum mechanics. [63]
For the microscopic modeling of semiconductor quantum devices, the
effective-mass approximation (6.14) is widely employed, and constitutes a
good starting point for the description of the bulk band structure. In con-
trast, for a generic optoelectronic device, the effective potential profile V (z)
is usually far from the quadratic form in (6.19). As a consequence, within
this approximation scheme the single-particle superoperator  in (5.13) is
always local in z, and the total (i.e., kinetic plus potential) equation of
motion for f(z, k) –obtained combining Eqs. (6.15) and (6.17)– contains a
non-local term in k induced by the potential profile:
∂f(z, k)
∂t
+ v(k) ∂f(z, k)
∂z
+
∫
dk′V(z, k − k′)f(z, k′) = 0 . (6.22)
Equation (6.22), also referred to as the Wigner transport equation, de-
scribes the time evolution of the one-dimensional Wigner function in the
absence of energy-dissipation/decoherence processes. In steady-state con-
ditions (∂f(z, k)/∂t = 0) it reduces to
v(k) ∂f(z, k)
∂z
= −
∫
dk′V(z, k − k′)f(z, k′) . (6.23)
In terms of the variable z the above equation is a first-order differential
equation. In this respect, it is thus similar to the (steady-state) semiclassical
Boltzmann equation [25] in the absence of scattering-interactions (see also
the three-dimensional Equation in (1.12) with a null r.h.s.)
v(k) ∂f(z, k)
∂z
= −F (z)
~
∂f(z, k)
∂k
. (6.24)
Based on this analogy, outlined in the pioneering work by Frensley, [33]
several quantum-transport problems have been treated by following a semi-
classical approach, i.e. by applying to the Wigner transport equation (6.23)
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the strategy commonly adopted for the Boltzmann Equation (6.24). Indeed
most of these studies [30] are based on a numerical solution of Eq. (6.23),
often supplemented by an additional relaxation-time term (see Chap. 8),
where one imposes on f(z, k) the U spatial boundary condition scheme de-
scribed in Chap. 7. The latter, depicted in Fig. 7.1, consists in requiring
that the inflowing Wigner function acquires some fixed values at the two
contacts z = ±l/2, and that these values are determined by the distribu-
tion of carriers incoming from the two reservoirs. Explicitly, the values
f(−l/2, k) are specified for carriers incoming from the left reservoir (k > 0)
and the values f(+l/2, k) are specified for electrons incoming from the right
reservoir (k < 0). In a compact notation, introducing zb(k) = sign(k) l/2
(where sign denotes the sign function), the Wigner transport equation (6.23)
is thus equipped with the k-dependent spatial boundary condition
f b(k) ≡ f(zb(k), k) . (6.25)
Within such boundary-condition paradigm, it is also possible to rewrite
the Wigner problem (6.23)-(6.25) in an equivalent integral form [2]
v(k) f(z, k) = v(k) f b(k)− (6.26)
−
∫ z
zb(k)
dz′
∫ +∞
−∞
dk′ V(z′, k − k′) f(z, k′) .
This integral equation is the starting point of the Neumann-series solution
employed in Ref. [2], i.e., a numerical treatment based on an iterative
expansion of the solution f(z, k) in powers of the potential superoperator
V.
We wish to point out that, in spite of the (classical versus quantum)
analogies mentioned above, an important difference emerges between the
Wigner equation (6.23) and the semiclassical Boltzmann equation (6.24).
While the latter is local in k, the former is not. Indeed, because of the
non-local character (in k) of the potential superoperator V appearing in
(6.23), the differential equation for one value of k is in fact coupled to the
differential equations for all other k values. The non-locality of V therefore
makes the Wigner problem intrinsically different from the Boltzmann one.
Indeed, as will be shown in Sec. 7.2 while the solution of the Boltzmann
equation (compatible with given boundary values) is always unique, the
same does not apply to the Wigner equation (see below).
42
6.2 – The Semiclassical Limit of the Coherent Wigner Equation
6.2 The Semiclassical Limit of the Coherent Wigner
Equation
The aim of this section is to provide the semiclassical limit of the coher-
ent (e.g., scattering-free) Wigner Equation (6.22). In order to complete
this task, we have to introduce the notion of Moyal brackets: given two
generic functions a(z, p), b(z, p), the Moyal brackets [64] of the two func-
tions {a(z, p), b(z, p)}M are defined as
{a(z, p), b(z, p)}M = sin
[
ı~
(
∂
∂z
∂
∂p′
− ∂
∂z′
∂
∂p
)]
a(z, p)b(z′, p′)
∣∣∣∣
z′=z,p′=p
.
(6.27)
Exploiting the latter definition, an alternative form for the potential con-
tribution ∂f(z,k)∂t
∣∣∣
V
in Eq. (6.22) for a parabolic band is
df (z, p)
dt
∣∣∣∣
V
= − 1
ı~
{f(z, p), V (z)}M , (6.28)
where V (z) is the spatial-representation of the operator V (zˆ) of Eq. (6.2)
and we wrote f(z, p) in terms of p = ~k rather then k in order to make
easier the comparisons with the Boltzmann Equation (see Eq. (1.12) with
null r.h.s.).
Before moving to the semiclassical limit, a few comments on Eq. (6.28)
are mandatory. As already stressed by Frensley [30], although Eq. (6.28)
and (6.17) are equivalent, the latter is preferred (especially) in simula-
tive experiments due to the fact that the former would need an infinite
expansion in ~. The Eq. (6.28) may be obtained exploiting the Groe-
newold relation [65], which relates the phase-space function (see Eq. (5.4))
F (z, p) = Tr[Wˆ (z, p)Fˆ ], where Fˆ is given by the product of two generic op-
erators Aˆ and Bˆ, with the functions A(z, p) = Tr[Wˆ (z, p)Aˆ] and B(z, p) =
Tr[Wˆ (z, p)Aˆ],
Fˆ = AˆBˆ ↔
F (z, p) = sin
[
ı~
(
∂
∂z
∂
∂p′
− ∂
∂z′
∂
∂p
)]
A(z, p)B(z′, p′)
∣∣∣∣
z′=z,p′=p
.
(6.29)
Applying Eq. (6.29) to the Liouvile-von Neumann Equation (6.1) for a
parabolic conduction band, the Eq. (6.28) comes trivially after noting that
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the functionsK(p) = Tr[Wˆ (z, p)K(pˆ)] and V (z) = Tr[Wˆ (z, p)V (zˆ)] coincide
with the (respectively) momentum and coordinate representation of the
operators in the r.h.s. of Eq. (6.2); the function Hsp(z, p) is given by the
sum Hsp(z, p) = K(p) + V (z).
In order to obtain the semiclassical limit of Eq. (6.27), we consider the
(formal) limit of ~→ 0, which gives
lim
~→0
df (z, p)
dt
∣∣∣∣
V
= −∂V
∂z
∂f(z, p)
∂p
, (6.30)
hence, recalling the diffusive term in Eq. (6.15), the scattering-free equation
of motion of the Wigner function in the Semiclassical limit is given by
lim
~→0
df (z, p)
dt
= df (z, p)
dt
∣∣∣∣
K
+ df (z, p)
dt
∣∣∣∣
V
= ∂f(z, p)
∂z
∂Hsp(z, p)
∂p
− ∂f(z, p)
∂p
∂Hsp(z, p)
∂z
≡ {f(z, p), Hsp(z, p)}P ,
(6.31)
where {a(z, p), b(z, p)}P indicates the Poisson brackets [66] of the functions
a(z, p) and b(z, p); as expected, the r.h.s. of Eq. (6.31) coincides with
the scattering-free Boltzmann Equation (see also the three-dimensional Eq.
(1.12)). Summarizing, the semiclassical limit of the coherent Wigner trans-
port equation provides the scattering-free semiclassical equation of motion.
As a final remark, we refer to Chap. (13) for the semiclassical limit
of the dissipation/decoherence contribution to the dynamics of the Wigner
function: as will be discussed there, for a particular choice of the quantum
scattering superoperator, the former reduces to the Boltzmann collision
term of Eq. (1.14).
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The Inflow or U-boundary
condition
The density-matrix formalism recalled so far as well as its Weyl-Wigner rep-
resentation apply to “extended systems”, i.e., systems extending over the
whole coordinate space. Indeed, given the state of the system at the initial
time t0, its time evolution is fully dictated by the density-matrix equa-
tion (5.8) or, equivalently, via the corresponding Wigner-function equation
(5.12) defined over the whole coordinate space r. However, such approach
cannot be straightforwardly applied to a nanostructured device, since the
latter is a “localized system”, i.e., a portion of material characterized by a
well defined volume and by spatial boundaries acting as electric contacts
to external charge reservoirs (see Fig. 4.1). It follows that, in addition to
the initial condition previously mentioned, one is forced to impose on the
Wigner-function equation (5.12) spatial boundary conditions as well.
The Wigner Transport Equation (6.22) presents a first order derivative
in the spatial coordinate; for this reason, starting from the pioneering work
by Frensley [33], a number of quantum-transport simulations have been
performed imposing the standard inflow boundary condition on the Wigner
Equation. When applied to one-dimensional problem, the inflow bound-
ary condition may be schematically pictured as in Fig. 7.1, where the left
and right vertical bold lines represent the contacts at z = ±l/2, while the
horizontal one figures the starting Wigner function in the whole space: as
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a consequence, this prescription is often called U boundary condition. Fi-
nally, when combined with finite-difference scheme, the inflowing boundary
conditions are also called upwind BC.
z
z =   l
2
z = +
l
2
U scheme
(k > 0) (k < 0)
re
se
rv
oir
re
se
rv
oir
device
Left contact Right contact
Figure 7.1. The conventional inflow or U boundary condition scheme
adopted in semiclassical device modeling, [25] for a one-dimensional prob-
lem. The value of the Wigner function f(z, k) is specified at the boundaries
zb(k) of the active region, i.e., f(−l/2, k > 0) and f(+l/2, k < 0) are fixed
by the incoming/inflowing carrier distribution function.
7.1 Physical vs. Mathematical solutions
While such boundary-condition scheme is fully compatible with the conven-
tional semiclassical transport theory (mainly due to the local character of
the Boltzmann equation), its application to a quantum-mechanical prob-
lem is in general not justified. In particular, two crucial issues need to be
investigated: i) does such classical-like boundary-condition scheme applied
to the Wigner-function equation (5.12) provide a physically acceptable so-
lution, i.e., a Weyl-Wigner transform of a single-particle density matrix ?
ii) is the uniqueness of such solution guaranteed?
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The aim of this section is to provide a definite answer to the first ques-
tion, while the second issue will be addressed in Sect. 7.2.
In order to gain more insight about physical versus unphysical solutions,
let us focus on the steady-state version of Eq. (5.12), namely∫
dr′ dk′L(r,k; r′,k′)f(r′,k′) = 0 (7.1)
with
L(r,k; r′,k′) = (r,k; r′,k′) + Γ(r,k; r′,k′) . (7.2)
Generally speaking, it is a matter of fact that the set of solutions of a
given differential equation is usually larger than the physically acceptable
ones. Indeed, in view of the linear character of Eq. (7.1), given two physical
solutions fa(r,k) and fb(r,k), the linear combination
f(r,k) = cafa(r,k) + cbfb(r,k) (7.3)
is also a mathematical solution of the same equation, leading to a spatial
carrier density [see Eq. (5.6)] of the form
n(r) = ca na(r) + cb nb(r) . (7.4)
In spite of the positive-definite character of the spatial charge densities na
and nb, an inappropriate choice of the coefficients ca and cb may give rise to
a partially negative charge distribution, which corresponds to an unphysical
solution. On the other end, the presence of given spatial boundary condi-
tions is expected to impose additional constraints on the two coefficients ca
and cb, thus reducing the set of available solutions.
In order to better understand the link among the system density matrix
ρˆ, the Wigner function f(r,k), and the corresponding boundary function
f b(k), let us examine in more detail the Weyl-Wigner transform in (5.1).
Because the density-matrix operator ρˆ is always Hermitian and positive-
definite, its spectral decomposition
ρˆ =
∑
β
pβ |β〉〈β| (7.5)
involves non-negative eigenvalues pβ ≥ 0. Inserting Eq.(7.5) into (5.1) and
employing the pure-state result (5.3), the Wigner function turns out to be
f(r,k) =
∑
β
pβ fβ(r,k) , pβ ≥ 0 (7.6)
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The above linear combination can be regarded as a statistical average (i.e.,
a mixed state) of the Wigner functions fβ(r,k) corresponding to the pure
states |β〉. As a consequence the spatial carrier density corresponding to
the Wigner function in (7.6) reads
n(r) =
∑
β
pβ nβ(r) (7.7)
and is always positive, being a linear combination of the positive-definite
functions nβ(r) ∝
∫
dkf(r,k) with positive-definite coefficients pβ. Such
physical result thus originates from the positive-definite character of the
density-matrix operator.
On the other end, in the conventional boundary-condition scheme (see
Fig. 7.1) employed for the simulation of quantum devices with open spatial
boundaries, one arbitrarily fixes the value of the Wigner function entering
the device from the spatial boundary rb. The crucial question is whether, for
any given (real and positive-definite) boundary function f b(k) ≡ f(rb,k),
any mathematical solution of Eq. (7.1) is also a physically acceptable one.
Let us consider a generic solution f(r,k) of our Wigner equation. Exploiting
the completeness relation of the Wigner operators, namely
(2pi)−3 tr
{
Wˆ (r,k) Wˆ †(r′,k′)
}
= δ(r− r′) δ(k− k′) , (7.8)
the (real) function f(r,k) defined on the phase space can always be written
as
f(r,k) = tr
{
Wˆ (r,k) Φˆ
}
(7.9)
where Φˆ is an Hermitian operator, defined as
Φˆ = (2pi)−3
∫∫
dr dk Wˆ (r,k) f(r,k) , (7.10)
whose spectral decomposition
Φˆ =
∑
β˜
eβ˜ |β˜〉〈β˜| (7.11)
involves pure states |β˜〉 and, due to hermiticity, real eigenvalues eβ˜. How-
ever, in contrast to the case of a density-matrix operator ρˆ [see Eq.(7.5)], the
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eigenvalues eβ˜ of Φˆ are not necessarily positive. Thus, the solution f(r,k)
in (7.9), which can be written as
f(r,k) =
∑
β˜
eβ˜ fβ˜(r,k) , (7.12)
(fβ˜(r,k) denoting the Wigner function of the pure state |β˜〉) is not neces-
sarily a mixed-state Wigner function of the form in (7.6), and therefore may
be unphysical. Indeed the corresponding spatial carrier density
n(r) =
∑
β˜
eβ˜ nβ˜(r) (7.13)
is not necessarily positive-definite due to the possible presence of negative
eigenvalues eβ˜.
This is the mathematical explanation of the unphysical results reported
in Ref. [2] as well as in Fig. 9.6. As we shall discuss in Secs. 7.2 and 9.2,
from a physical point of view the presence of such unphysical solutions is a
clear indication that the non-local character of the Liouville superoperator
in (7.2) does not allow one to arbitrarily choose/fix the boundary values
of the unknown Wigner function regardless of the specific device under
examination, since the Wigner function in r depends, in general, on the
value of the device potential profile in any other point r′.
To summarize, in view of the completeness property in (7.8), it is always
possible to identify a proper linear combination (7.12) of the pure-state
Wigner functions fulfilling the desired boundary values f b(k). However,
such linear combination does not necessarily correspond to a physically
acceptable solution (see also Sec. 9.2). Moreover, while the existence of
such mathematical solution is guaranteed, its uniqueness strongly depends
on the particular properties of the effective Liouville superoperator L in
(7.2); in particular, as discussed in the following section, in the coherent
limit the solution of Eq. (7.1) (compatible with given spatial boundaries) is
not unique.
7.2 Nonuniqueness of the solution
In order to show the non-uniqueness of the solution, we start by investi-
gating the general symmetry properties of the Wigner transport equation
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(6.23). A closer inspection of the Wigner potential in (6.18) reveals its
antisymmetric nature with respect to the momentum coordinate, i.e.,
V(z, k′′) = −V(z,−k′′) . (7.14)
As a consequence, both f(z, k) and f(z,−k) are solutions of the Wigner
equation (6.23). Such property reflects the time-reversal symmetry, i.e.,
it corresponds to the fact that for any given solution φ(z) of the time-
dependent Schrödinger equation, its complex conjugate φ∗(z) is also a solu-
tion; this is confirmed by recalling that, for a pure state |φ〉〈φ| corresponding
to a wavefunction φ(z), the related Wigner function (5.1) is simply given
by
f(z, k) =
∫
dz′ φ
(
z + z
′
2
)
e−ikz
′
φ∗
(
z − z
′
2
)
, (7.15)
and noticing that the replacement in (7.15) of the two wavefunctions with
their complex conjugates is equivalent to changing k in −k.
In addition to the antisymmetry (7.14) w.r.t. k, in the presence of a
spatially symmetric potential V (z) = V (−z), the Wigner potential (6.18)
turns out to be antisymmetric with respect to the spatial coordinate as well,
V(z, k′′) = −V(−z, k′′) , (7.16)
implying that, for a given solution f(z, k) of the Wigner equation (6.23),
also f(−z, k) is a solution of the same equation. Such property corresponds
to the fact that, in the presence of a symmetric potential, for any given
solution φ(z), the wavefunction φ∗(−z) is a solution as well.
For any finite and piece-wise-constant potential V (z), one can easily
define a set of doubly degenerate eigenstates called scattering states. [67] For
the sake of simplicity, let us assume that V (z → −∞) = V (z → +∞) = 0;
in this case, for any positive energy value  it is possible to define two
degenerate eigenstates, usually referred to as left and right scattering states,
corresponding, respectively, to a plane wave incoming from left (+) and right
(−), with unit amplitude and wavevector
k¯ = ±
√
2m∗
~
(7.17)
(a typical example will be discussed in Chap. 9). We shall thus label this
specific set of eigenfunctions of the effective Hamiltonian (6.2) via the con-
tinuous quantum number k¯ as φ(z, k¯). Recalling the pure-state prescription
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in (7.15), the Wigner function corresponding to the generic scattering state
is given by
f(z, k; k¯) =
∫
dz′φ
(
z+ z
′
2 , k¯
)
e−ikz
′
φ
∗
(
z− z
′
2 , k¯
)
. (7.18)
Taking into account that for any value k¯ the function f(z, k; k¯) is a
solution of the Wigner equation (6.23), and that the latter is linear and
homogeneous, it follows that any function
f(z, k) =
∫
dk¯ a(k¯) f(z, k; k¯) (7.19)
is itself a solution.
In order to verify if the function in (7.19) is a unique solution of the
Wigner equation (6.23) compatible with the given spatial boundary con-
dition in (6.25), we impose that the generic solution (7.19) on the spatial
boundary z = zb(k) assumes the required boundary value f b(k), i.e.,
f
(
zb(k), k
)
=
∫
dk¯ a(k¯) f
(
zb(k), k; k¯
)
= f b(k) . (7.20)
This can be regarded to as an infinite set of linear equations for the infinite
set of unknowns a(k¯): ∫
dk¯ La(k, k¯) a(k¯) = f b(k) (7.21)
with
La(k, k¯) = f
(
zb(k), k; k¯
)
. (7.22)
Assuming that the linear operator La is non-singular, there is always a
unique choice of the coefficients a(k¯) compatible with the desired boundary
conditions (6.25), and therefore a unique solution f(z, k) of the Wigner
equation (6.23).
Importantly, the above conclusion is based on the assumption that the
function f(z, k) in (7.19) is the most general solution of the Wigner equa-
tion; in what follows we shall show that this assumption is wrong. Indeed
in view of the time-reversal symmetry z, k → z,−k mentioned above, in
addition to the set of eigenvalue Wigner functions f(z, k; k¯) in (7.19), one
may consider a second (and linearly independent) set of solutions given by
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f(z,−k; k¯). This allows one to extend the set of possible solutions in (7.19)
as
f(z, k) =
∫
dk¯
(
a(k¯)f(z, k; k¯) + b(k¯)f(z,−k;−k¯)
)
, (7.23)
whose spatial charge density is given by
n(z) =
∫
dk¯
(
a(k¯)n(z, k¯) + b(k¯)n(z,−k¯)
)
(7.24)
with n(z, k¯) =
∣∣∣φ(z, k¯)∣∣∣2.
By imposing once again the boundary-value prescription (6.25) on the
new generic solution in (7.23) one gets∫
dk¯
(
La(k, k¯)a(k¯) + Lb(k, k¯)b(k¯)
)
= f b(k) (7.25)
with
Lb(k, k¯) = f
(
zb(k),−k;−k¯
)
. (7.26)
In Eq.(7.25) a second (infinite) set of unknown quantities b(k¯) appears, in
addition to the (infinite) set of unknown quantities a(k¯). It follows that,
differently from the linear problem in (7.21), the new global set of coeffi-
cients {a(k¯), b(k¯)} is not uniquely determined by the corresponding linear
set of equations in (7.25)1.
Among all possible choices of the coefficients, it is useful to consider the
particular class of solutions
b(k¯) = c a(k¯) (7.27)
parameterized by the real number c. In this case, the generic solution in
(7.23) reduces to
f(z, k) =
∫
dk¯ a(k¯) g(z, k; k¯) (7.28)
1This is due to the time-reversal symmetry, which, in turn, is intimately related to
the energetic double degeneracy of the scattering states. Indeed, the wave function of
any quantummechanical state with negative energy ( < 0) is always real, and the time-
reversal symmetry just mentioned plays no role; it follows that in the presence of localized
states only, e.g., parabolic potentials or quantum wells with infinite-height barriers, the
solution of the Wigner transport equation (6.23) is expected to be unique, in agreement
with the conclusions of the analysis presented in Ref. [68]
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with
g(z, k; k¯) = f(z, k; k¯) + cf(z,−k;−k¯) , (7.29)
and the corresponding linear problem in (7.25) reduces to∫
dk¯Lc(k, k¯)a(k¯) = f b(k) (7.30)
with
Lc(k, k¯) = La(k, k¯) + cLb(k, k¯) , (7.31)
thus providing –for any given value of the parameter c– a unique value of
the coefficients a(k¯) compatible with the desired boundary conditions.
Let us finally discuss the non-uniqueness of the solution in the presence
of a spatially symmetric potential: V (z) = V (−z). Indeed, in this case it
is possible to show that changing z in −z left-scattering states map into
right-scattering ones, and vice versa, i.e., φ(z, k¯) = φ(−z,−k¯). In terms of
the Wigner-function picture z, k, this symmetry property reduces to
f(z,−k;−k¯) = f(−z, k; k¯) . (7.32)
Employing this symmetry property, the generic solution (7.23) comes out
to be
f(z, k) =
∫
dk¯
(
a(k¯)f(z, k; k¯) + b(k¯)f(−z, k; k¯)
)
, (7.33)
and the spatial charge distribution in (7.24) reduces to
n(z) =
∫
dk¯
(
a(k¯)n(z, k¯) + b(k¯)n(−z, k¯)
)
. (7.34)
Also in the presence of a spatially symmetric potential, the above generic
solution compatible with given boundary conditions is definitely not unique;
it is then useful to consider the solution set in (7.27) for c = 1, i.e., b(k¯) =
a(k¯); in this particular case, combining the definition in (7.29) with the
symmetry property in (7.32), one gets
g(z, k; k¯) = f(z, k; k¯) + f(−z, k; k¯) , (7.35)
i.e., the functions g entering the linear combination (7.28) in this case are
always spatially symmetric, and are simply given by twice the symmetric
part of the scattering states f ; it follows that for the particular case/choice
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c = 1 the generic solution in (7.28) is always spatially symmetric, and the
same applies to the corresponding charge density in (7.34).
Recalling that in the presence of a spatially symmetric potential the
analytical and numerical results reported in Ref. [2] (based both on a sym-
metric finite-difference solution of Eq. (6.23) and on a Neumann-series ex-
pansion of Eq. (6.26) (see below)) correspond to spatially symmetric Wigner
functions only (f(z, k) = f(−z, k)), the natural conclusion is that, among
the infinite set of coefficients compatible with the given boundary condi-
tions, such treatments automatically provide/select the symmetric choice
c = 1 → b(k¯) = a(k¯). Moreover, since these treatments show a continuous
transition of the solution moving from a symmetric to a non-symmetric po-
tential, one is forced to conclude that also in the presence of non-symmetric
potentials the numerical approaches just mentioned are expected to pro-
vide/select again the particular solution b(k¯) = a(k¯) in (7.23), which in
general is spatially non-symmetric. The existence of an infinite set of de-
generate solutions, i.e., solutions compatible with the same boundary values,
allows also to explain the significant discrepancies between finite-difference
treatments based on different (spatially symmetric versus non-symmetric)
discretization schemes, already pointed out in Ref. [2]: a change in the
spatial discretization scheme may induce significant changes in the numer-
ical results, since, regardless of the actual grid size, it may select a new
solution (i.e., a different value of the parameter c in Eq. (7.27)) within the
degenerate subspace.
Let us finally discuss the non-uniqueness of the solution in terms of the
integral version of the Wigner equation (6.26). To this end, by adopting a
compact notation, the latter can be written as
Af = f b (7.36)
with
A f(z, k) .= f(z, k) + (7.37)
+
∫ z
zb(k)
dz′
∫ +∞
−∞
dk′
V(z′, k − k′)
v(k) f(z
′, k′)
The non-uniqueness of the solution previously shown tells us that theWigner
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superoperator A is necessarily not invertible, which implies that the well-
known Neumann series/expansion
f = A−1f b =
∞∑
n=0
(1−A)n f b (7.38)
in this case provides/selects just one of the infinite solutions; in particular,
as shown in Ref. [2], for a symmetric potential the result of the above Neu-
mann expansion is always symmetric, which corresponds to the particular
choice b(k¯) = a(k¯) previously discussed.
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Chapter 8
Dissipation and decoherence
In this section we shall discuss how to extend the coherent-limit treatment
considered so far in order to account for energy-dissipation as well as de-
coherence phenomena induced by non-elastic scattering processes. To this
purpose, the simplest model is the well-known relaxation-time approxima-
tion; [25] within the single-particle density-matrix formalism of Eq. (5.8),
the latter amounts to adopting a scattering superoperator
Γ (ρˆ) = − ρˆ− ρˆ
◦
τ
, (8.1)
where
ρˆ◦ =
( Ω
2pi
)3 ∫
dk |k〉f◦((k)− µ◦)〈k| (8.2)
is the equilibrium density-matrix operator (expressed via the corresponding
Fermi-Dirac distribution f◦) and τ denotes a phenomenological (or macro-
scopic) relaxation time, which can be regarded as a sort of effective or aver-
age coherence time, and is mainly determined by carrier-phonon as well as
carrier-carrier scattering. By applying to the scattering superoperator (8.1)
the Weyl-Wigner transform in (5.1), it is easy to obtain the relaxation-time
term
∂f(r,k)
∂t
∣∣∣∣
scat
= f(r,k)− f
◦(r,k)
τ
, (8.3)
where the equilibrium Wigner function coincides with the Fermi-Dirac dis-
tribution f◦, i.e., f◦(r,k) = f◦((k) − µ◦). The Eq. (8.1) is sometimes
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generalized replacing the parameter τ by a suitable operator τˆ in order
to account for possible space and/or momentum dependence of the relax-
ation time. However, such a seemingly straightforward generalization may
have nontrivial implications. Indeed, due to the nonlocal character of the
Weyl-Wigner transform, such a replacement in (8.1) gives rise to a nonlocal
contribution in (5.14), which is not simply given by the local term (5.20),
where the parameter τ is replaced by a space- and momentum-dependent
relaxation time τ(r,k). Furthermore, while a constant relaxation time en-
sures the positive-definite character of the single-particle density matrix,
and therefore of the corresponding Wigner function, such positive character
does not hold for an arbitrary τ(r,k). For these reasons, we shall consider
τ as space- and momentum-independent.
For the one-dimensional case considered above, the relaxation-time ap-
proximation implies the appearance of an additional contribution to the
steady-state Wigner equation (6.23), leading to the generalized Wigner
transport equation
v(k) ∂f(z, k)
∂z
= −
∫
dk′V(z, k − k′)f(z, k′)−
−f(z, k)− f
◦(z, k)
τ
, (8.4)
with f◦(z, k) ≡ f◦((k) − µ◦) denoting the equilibrium Fermi-Dirac distri-
bution induced by the host one-dimensional material.
Opposite to its coherent version in (6.23), the above transport equa-
tion does not exhibit the k → −k symmetry discussed in Sec. 7.2. From
a physical point of view, the inclusion of this relaxation term destroys the
time-reversal symmetry (k → −k) responsible for the non-uniqueness pre-
viously discussed; it follows that, regardless of the value of the relaxation
time τ , the solution of the generalized Wigner transport equation (8.4)
(compatible with given spatial boundary conditions) is always unique.
8.1 Scattering-induced current
In Sec. 1.3 and Eq. (1.17) we showed the local character of the scattering-
induced contribution of the Boltzmann semiclassical equation (1.14); con-
trary, in part III we will show that genuine quantum approaches based on
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the single-particle density matrix ρˆ show a scattering-induced nonlocality.
Since the Wigner Equation may be seen as a bridge between classical and
quantum world, we are here interested to show how nonlocality could raise
it up from the generic scattering contribution ∂f∂t
∣∣∣
scat
in Eq. (5.14). In
this section, we keep the discussion at a generic level, pointing out how it
is the non-local character in both r and k (independently of the shape of
the Γ(r,k; r′,k′)) of ∂f(r,k)∂t
∣∣∣
scat
defined in Eq. (5.14) , which provides a
scattering-induced spatial charge density variation, contrary to the semi-
classical scenario of Eq. (1.14). More detailed analysis of specific superop-
erators Γ will be presented later; in particular, in Chap. 13 we show that the
low-density linear superoperator Γ(ρˆ) of Eq. (11.43) (descending from the
global density matrix scattering-induced dynamics of Eq. (3.20)) provides
a scattering-induced charge-density variation which becomes local (only) in
the semiclassical limit ~→ 0. In order to make easier the comparisons with
the semiclassical Boltzmann Equation, throughout this whole Section we
rewrite the Wigner function as fW(r,p), e.g. in terms of p = ~k rather
then k.
In order to better elucidate the spatial nonlocality of theWigner-transport
theory, it is useful to recall the link between our Wigner function fW(r,p)
and the corresponding spatial carrier density n(r) (see Eq. (5.6))
n(r) = (2pi~)−3
∫
d3p fW(r,p) ; (8.5)
Combining the above result with the Wigner transport equation (5.12) and
employing the single-particle results in (5.13) and (5.14), the time evolution
of the spatial carrier density is again given by
∂n(r)
∂t
= ∂n(r)
∂t
∣∣∣∣
sp
+ ∂n(r)
∂t
∣∣∣∣
scat
(8.6)
with
∂n(r)
∂t
∣∣∣∣
sp
= −(2pi~)−3
∫
dr′dp′K(r− r′,p′)fW(r′,p′) (8.7)
and
∂n(r)
∂t
∣∣∣∣
scat
=(2pi~)−3
∫
dr′dpdp′Γ(r,p; r′,p′)fW(r′,p′) . (8.8)
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It is important to stress that, also within the present quantum-mechanical
treatment, the time evolution of the spatial carrier density in Eq. (14.2) can
be expressed via the usual charge continuity equation, i.e.,
∂n(r)
∂t
+∇ · J(r) = 0 . (8.9)
To this end, the carrier current density J(r) is defined as the average value
(see Eqs. (5.5) and (5.4)) of a corresponding quantum-mechanical operator
Jˆ(r) as
J(r) = (2pi~)−3
∫
dr′dp′JW(r; r′,p′)fW(r′,p′) , (8.10)
where
JW(r; r′,p′) = tr{Wˆ (r′,p′)Jˆ(r)} (8.11)
is the Weyl-Wigner transform of the current-density operator. Combining
Eqs. (14.2), (8.9), (8.7), and (8.8), after a straightforward calculation (not
reported here) one gets
JW(r; r′,p′) = JWsp(r; r′,p′) + JWscat(r; r′,p′) (8.12)
with
JWsp(r; r′,p′)=(2pi~)−3
∫
dr′′dp′′ e
p′′·(r′′−r)
i~
ip′′ K(r
′′ − r′,p′) (8.13)
and
JWscat(r; r′,p′) = −(2pi~)−3
∫
dr′′dpdp′′ e
p′′·(r′′−r)
i~
ip′′ Γ(r
′′,p; r′,p′) . (8.14)
It follows that the quantum-mechanical current density in (8.10) is the sum
of a single-particle and of a scattering contribution; it is worth stressing
that the presence of a scattering-induced current has been clearly pointed
out by Gebauer and Car in Ref. [69].
While for the particular case of a parabolic band the kinetic term of the
Wigner equation reduces to the diffusion term of the Boltzmann theory (see
below) and the single-particle current is simply given by
Jsp(r) = (2pi~)−3
∫
d3pv(p) fW(r,p) , (8.15)
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for non-parabolic bands the single-particle current density is always de-
scribed in terms of the spatially non-local superoperator in (8.13). [57,70,71]
As already stressed, the explicit form of the scattering-induced current-
density operator in (8.14) will depend strongly on the specific form of the
scattering superoperator Γ. In any case, we stress once again that, opposite
to the semiclassical scenario, within a fully quantum-mechanical description
such scattering-induced current is in general different from zero, which is
again a clear fingerprint of the non-local character of our scattering super-
operator.
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Chapter 9
The delta-like potential as a
toy model
As an analytically solvable model, let us consider the case of the delta-like
potential barrier
V (z) = Λ δ(z) , (9.1)
where Λ denotes the barrier-strength parameter. Within the effective-mass
approximation (see Eq. (6.14)) the delta-barrier Schrödinger equation (cor-
responding to the envelope-function Hamiltonian (6.2)) reads[
− ~
2
2m∗
∂2
∂z2
+ Λδ(z)
]
φ(z) =  φ(z) . (9.2)
As discussed above, the latter exhibits a continuous set of doubly-degenerate
scattering eigenstates φ(z, k¯) parameterized by the continuous quantum
number k¯ in (7.17) and describing (for any given energy  = ~2k¯2/2m∗)
injection from the left side (+) onto the barrier (left-scattering state) and
injection from the right side (−) onto the barrier (right-scattering state).
The explicit form of these scattering states corresponding to the delta-like
potential (9.1) can be written in a compact way as
φ(z, k¯) = 1√
Ω
{
eik¯z + r(k¯) e−ik¯z for k¯z < 0
t(k¯) eik¯z for k¯z > 0
, (9.3)
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Here
r(k¯) = − iλ(k¯)
1 + iλ(k¯)
, t(k¯) = 1
1 + iλ(k¯)
(9.4)
denote the reflection and transmission amplitudes, respectively,
λ(k¯) = m
∗Λ
~2|k¯| (9.5)
is a dimensionless barrier-strength parameter, and the prefactor 1/
√
Ω en-
sures the normalization of the above scattering states over the whole system
(device+reservoirs) length Ω1.
9.1 Analytical Evaluation of the Wigner function
The goal of this Appendix is twofold: on the one end, we shall discuss the
analytical derivation of the Wigner function corresponding to the delta-
like potential in (9.1); on the other end, we shall verify that such Wigner
function fulfills the corresponding Wigner equation.
We start by introducing the general prescription for the analytical eval-
uation of the one-dimensional pure-state Wigner function in (7.15). To this
end, we shall limit ourselves to quantum-mechanical states whose wavefunc-
tions have different analytical expressions on the left (L) and on the right
(R) of the space-coordinate origin (z = 0), i.e.,
φ(z) =
{
φL(z) for z < 0
φR(z) for z > 0
. (9.6)
This applies to any potential profile of the form
V (z) = Λδ(z) + V◦θ(z) , (9.7)
which includes, as particular cases, the delta-like potential in (9.1) as well
as the standard step-potential (not considered in this work).
In order to evaluate the explicit form of the Wigner function in (7.15),
the key step is to perform the integration over z′; to this end, for any given
1Just like for plane waves, one requires that
∫∞
−∞ |φ±(z)|2dz = 1 for Ω→∞.
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value z the arguments of the two wavefunctions may assume negative (left)
as well as positive (right) values according to the value of z′. In particular
one obtains
z′ < −2z → z + z
′
2 < 0
z′ > −2z → z + z
′
2 > 0
z′ > 2z → z − z
′
2 < 0
z′ < 2z → z − z
′
2 > 0 . (9.8)
According to the above set of inequalities, the integration domain in (7.15)
(−∞ < z′ < +∞) needs to be split into three different subdomains. More
specifically, for z > 0 we have
f(z, k) =
∫ +∞
−∞
dz′e−ikz
′
φ
(
z + z
′
2
)
φ∗
(
z − z
′
2
)
=
∫ −2z
−∞
dz′e−ikz
′
φL
(
z + z
′
2
)
φ∗R
(
z − z
′
2
)
+
∫ +2z
−2z
dz′e−ikz
′
φR
(
z + z
′
2
)
φ∗R
(
z − z
′
2
)
+
∫ +∞
+2z
dz′e−ikz
′
φR
(
z + z
′
2
)
φ∗L
(
z − z
′
2
)
,
(9.9)
while for z < 0 we have
f(z, k) =
∫ +∞
−∞
dz′e−ikz
′
φ
(
z + z
′
2
)
φ∗
(
z − z
′
2
)
=
∫ +2z
−∞
dz′e−ikz
′
φL
(
z + z
′
2
)
φ∗R
(
z − z
′
2
)
+
∫ −2z
+2z
dz′e−ikz
′
φL
(
z + z
′
2
)
φ∗L
(
z − z
′
2
)
+
∫ +∞
−2z
dz′e−ikz
′
φR
(
z + z
′
2
)
φ∗L
(
z − z
′
2
)
.
(9.10)
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Taking into account that for both cases (z > 0 and z < 0) the last integral
is exactly the complex conjugate of the first one, i.e.,∫ −2|z|
−∞
dz′e−ikz
′
φL
(
z + z
′
2
)
φ∗R
(
z − z
′
2
)
=
(∫ +∞
+2|z|
dz′e−ikz
′
φR
(
z + z
′
2
)
φ∗L
(
z − z
′
2
))∗
, (9.11)
and that ∫ ∞
2|z|
f(z′)dz′ =
∫ ∞
0
f(z′)dz′ −
∫ 2|z|
0
f(z′)dz′ , (9.12)
the two results in (9.9) and (9.10) can be combined as:
f(z, k) = 2<
(∫ ∞
0
dz′e−ikz
′
φR
(
z+ z
′
2
)
φ∗L
(
z− z
′
2
))
− 2<
(∫ 2|z|
0
dz′e−ikz
′
φR
(
z+ z
′
2
)
φ∗L
(
z− z
′
2
))
+ θ(z)
∫ 2|z|
−2|z|
dz′e−ikz
′
φR
(
z+ z
′
2
)
φ∗R
(
z− z
′
2
)
+ θ(−z)
∫ 2|z|
−2|z|
dz′e−ikz
′
φL
(
z+ z
′
2
)
φ∗L
(
z− z
′
2
)
.
(9.13)
We stress that the above prescription can be easily extended to any piece-
wise-constant potential, like, e.g., multi-step as well as multi-barrier profiles.
For the particular case of the delta-like potential profile (9.1), the explicit
form of the left (z < 0) and right (z > 0) part (φL and φR) of the electron
wavefunction is provided by the scattering states in (9.3). In particular,
by inserting into Eq. (9.13) the explicit form of the left scattering state
(i.e., k¯ > 0), after a lengthy but straightforward calculation one obtains the
Wigner function
f(z, k; k¯ > 0)=2piΩ
[
T (k¯)δ(k − k¯) + it(k¯)r∗(k¯)
(
sin(2k¯z)δ(k)− 2k¯ cos
(
2(k¯ − k)z)
2pik(k¯ − k)
)
−θ(−z)R(k¯)
pi
(
sin
(
2(k¯ − k)z)
k¯ − k +
sin
(
2(k¯ + k)z
)
k¯ + k
− 2 cos(2k¯z) sin(2kz)
k
)]
,
(9.14)
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where R(k¯) =
∣∣∣r(k¯)∣∣∣2 and T (k¯) = ∣∣∣t(k¯)∣∣∣2 are the usual reflection and trans-
mission coefficients. It is possible to show that the Wigner function corre-
sponding to the right scattering state (k¯ < 0) can simply be obtained from
the left-scattering one in (9.14) by replacing z with −z as well as k with −k:
f(z, k;−k¯) = f(−z,−k; k¯). To this aim, we observe that the application to
Eq. (7.15) of the Wigner-space transformation z, k → −z,−k is equivalent
to replacing φ(z) with φ∗(−z), the very same wavefunction transformation
linking left and right scattering states.
It is worth noticing that the scattering-state Wigner function (9.14) is
spatially non-symmetric, similarly to the charge density (n(z, k¯) =
∣∣∣φ(z, k¯)∣∣∣2)
corresponding to the generic scattering-state wavefunction in (9.3):
n(z, k¯)=n0
1+R(k¯)+ 2<
[
r(k¯)e−2ik¯z
]
fork¯z < 0
T (k¯) fork¯z > 0
. (9.15)
This asymmetry has a physically intuitive explanation: since a left/right
scattering state describes carrier injection from left/right, the presence of
the barrier causes a charge accumulation on the left/right of the barrier with
respect to the density of the carriers transmitted on the right/left. Here, as
well as throughout the whole part II, n◦ denotes the (space-independent)
charge density corresponding to the barrier-free case. For the case we are
presently considering –that is, one single scattering state as in Eq. (9.3)–
n0 is simply given by 1/Ω.
A lengthy but straightforward calculation, summarized in the Appendix,
allows one to verify that the Wigner function (9.14) is a solution of the
Wigner transport equation (6.23), where the Wigner potential V(z, k) in-
duced by the delta-like barrier (9.1) is now given by
V(z, k) = − 4Λ2pi~ sin (2kz) , (9.16)
as can be easily verified via its definition in Eq. (6.18).
As a final step, let us verify that the Wigner function (9.14) is a so-
lution of the corresponding Wigner equation. By inserting the potential
superoperator (9.16) corresponding to the delta-like barrier profile (9.1)
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into Eq.(6.23), the explicit form of the Wigner equation comes out to be
v(k) ∂f(z, k)
∂z
= 4Λ2pi~
∫
dk′ sin
(
2(k − k′)z) f(z, k′) . (9.17)
In order to verify that the Wigner function (9.14) is indeed a solution of the
above Wigner transport equation, let us now evaluate separately its kinetic
and potential terms. As far as the kinetic contribution is concerned, after
a tedious but straightforward calculation one gets
v(k) ∂f(z, k)
∂z
=− 4λ~κΩm∗ (1 + λ2) (sin (2(κ− k)z)
−θ(−z)λ (cos (2(κ+ k)z)− cos (2(κ− k)z))) .
(9.18)
Let us now come to the potential contribution in (9.17). By inserting the
explicit form of the scattering state Wigner function (9.14), again after a
tedious but straightforward calculation one gets
4Λ
2pi~
∫
dk′ sin(2(k− k′)z)f(z, k′)
=− 4ΛΩ~ (1 + λ2) (sin (2(κ− k)z)
−θ(−z)λ (cos (2(κ+ k)z)− cos (2(κ− k)z))) .
(9.19)
By inserting the explicit forms of the kinetic and potential terms in (9.18)
and (9.19) into the Wigner transport equation (9.17), we clearly see that
the left-state Wigner function (9.14) is indeed a solution of the Wigner
transport equation for λ = m∗Λ/~2k¯, the very same prescription in (9.5)
obtained via a direct solution of the Schrödinger equation.
9.2 Unphysical and non-unique solutions
As shown in Sec. 7.2, the analytical solution in (9.14) –compatible with its
boundary values f b(k) = f(zb(k), k; k¯ > 0)– is definitely not unique. Indeed,
adopting once again the compact notation introduced in Eqs. (7.17)-(7.18),
the generic solution is given by the set in (7.33), where in this case the
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coefficients a(k¯) and b(k¯) should fulfill the following set of linear equations:
f(zb(k), k; k¯◦) =
∫
dk¯a(k¯)f(zb(k), k; k¯)
+
∫
dk¯b(k¯)f(−zb(k), k; k¯) . (9.20)
As previously stressed, the choice of the coefficients –and thus of the solution
in (7.33)– is not unique, and can be parameterized according to Eq. (7.27).
The simplest choice, corresponding to c = 0, is
a(k¯) = δ(k¯ − k¯◦) , b(k¯) = 0 . (9.21)
By inserting such coefficient set into Eq. (7.33) one obtains f(z, k) = f(z, k; k¯◦),
i.e., the choice c = 0 corresponds to the scattering-state solution previ-
ously discussed. A second relevant choice, already discussed in Sec. 7.2, is
a(k¯) = b(k¯), corresponding to c = 1. In the presence of a symmetric po-
tential (V (z) = V (−z)), this choice always provides a spatially symmetric
solution, regardless of the profile of the boundary values.
The non-uniqueness of the solution is illustrated in Fig. 9.1, which shows
three carrier-density profiles corresponding to three different solutions of the
same Wigner problem, namely of the Wigner transport equation (6.23) ap-
plied to the delta-barrier potential (9.1) in the presence of the spatial bound-
ary conditions corresponding to the left-state Wigner function in (9.14). As
expected, for c = 0 (black solid curve) one obtains the left-state density in
(9.15), while for c = 1 (red dashed curve) one deals with a spatially sym-
metric density. Moreover, for the intermediate value c = 0.05 (blue dash-
dotted curve) we deal with an unphysical solution characterized by negative
carrier-density values. As already discussed in Sec. 7.1, the presence of such
unphysical solutions is not necessarily ascribed to the non-uniqueness dis-
cussed so far; indeed, also in the presence of energy dissipation –for which
the solution is always unique (see below)– one may easily obtain unphys-
ical solutions by imposing arbitrary boundary conditions according to the
conventional scheme of the semiclassical theory (see Fig. 9.6); this feature,
already pointed out in Ref. [2], appears to be the most severe limitation of
conventional Wigner-function treatments.
Since in the presence of symmetric potentials any spatially symmetric
discretization scheme (applied to the differential equation (6.23) as well as
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Figure 9.1. Non-uniqueness of the solution of the Wigner problem for
the case of the delta-like potential barrier in (9.1). Three different spatial
carrier-density profiles (see Eq. (7.34)) corresponding to the solution set in
(7.33): the left scattering-state solution in (9.15) corresponding to c = 0
(black solid curve), the spatially symmetric solution corresponding to c = 1
(red dashed curve), and an unphysical solution (i.e., non-positive-definite)
corresponding to c = 0.05 (blue dash-dotted curve) (see text). The device
parameters are l = 40nm,  = 100meV, and λ = 1.5, corresponding to a
transmission coefficient T ' 0.3.
to the Neumann-series expansion of Eq. (6.26)) returns spatially symmet-
ric Wigner functions only, [2] one is forced to conclude that, among the
infinite set of coefficients compatible with the given boundary conditions,
such treatments automatically provide/select the symmetric choice c = 1.
This implies that, by applying such numerical treatments to the case of the
delta-like potential (9.1) and using as boundary conditions the ones corre-
sponding to the left-state Wigner function (9.14), one is expected to obtain
the spatially-symmetric (c = 1) carrier density (red dashed curve) reported
in Fig. 9.1. In order to validate this conclusion, we have performed a nu-
merical solution of the integral version of the Wigner equation (6.26) via a
standard finite-difference technique. As expected, the result of our calcu-
lation (not reported here) is symmetric, and –apart from small deviations
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due to discretization as well as to phase-space cut-offs– it coincides with the
symmetric (c = 1) carrier density in Fig. 9.1.
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Figure 9.2. Spatial carrier density for the case of the delta-like potential
in (9.1). Comparison between the result obtained by an analytical approach
to the problem (dashed curve) and via a numerical solution of the general-
ized Wigner equation (8.4), (based on a standard phase-space discretization
scheme in terms of a 120× 120 uniform grid) for different values of the re-
laxation time τ (solid curves), in the presence of a room-temperature carrier
injection only from the left (µR → −∞) for the same device and simulation
parameters considered in Fig. 9.1 and for µL = 4kBT (see text).
In order to study the interplay between coherence and dissipation/decoherence,
we have investigated carrier transport through the delta-barrier potential
(9.1) in the presence of a quasiequilibrium thermal injection from the ex-
ternal reservoirs corresponding to the spatial boundaries
f
(
− l2 , k > 0
)
= f◦((k)− µL)
f
(
+ l2 , k < 0
)
= f◦((k)− µR) , (9.22)
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where µL and µR denote the chemical potentials of the left and right reser-
voirs, and f◦ the corresponding quasiequilibrium Fermi functions. In par-
ticular, we have considered the case of a room-temperature carrier injection
from the left reservoir only (µR → −∞).
While in the coherent limit (τ → ∞) such transport problem can be
treated analytically via the standard Landauer-Büttiker formalism, [67] a
numerical solution of the Wigner equation (8.4) has been performed for dif-
ferent values of the relaxation time τ . To this end we have chosen the same
device and simulation parameters considered in Fig. 9.1, and we have set
µL = 4kBT .
Figure 9.2 shows the obtained spatial carrier density. The dashed curve
represents the coherent-transport result provided by a standard scattering-
state calculation, and is therefore immune from the unphysical behaviors
of the Wigner treatment pointed out above; explicitly, the density is given
by the thermal average of the pure-state carrier density in (9.15). In this
coherent regime, one recovers the spatial density profile predicted by the
Landauer-Büttiker theory: [67] while on the right hand side of the barrier
the density is given by the fraction of the carriers injected from the left reser-
voir that is transmitted across the barrier, on the left hand side the density
accumulation is determined by the fraction of carriers reflected back to the
left reservoir. Notice that, with respect to the pure-state density profile in
Eq. (9.15) (corresponding to a monoenergetic injection), here the thermal
average leads to effective transmission and reflection coefficients; besides,
the oscillatory contribution in Eq. (9.15) averages out far from z = 0.
The solid curves in Fig. 9.2 correspond to three different values of the
relaxation time: τ = 500 ps, τ = 5 ps, and τ = 50 fs. These timescales
have to be compared to the average transit time, which is given by the ra-
tio between the device length and the dissipation-free carrier drift velocity,
and is of the order of 100 fs. Thus, for τ = 500ps the impact of energy
relaxation and decoherence is expected to be definitely negligible, and the
coherent limit previously considered should be recovered. However, the
charge density obtained via a numerical solution of the generalized Wigner
equation (8.4) turns out to be significantly different from the dashed-curve
one. Here, in spite of the presence of the potential barrier, all injected car-
riers are transmitted (see below), and no reflection takes place. In contrast,
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for smaller values of the relaxation time the impact of dissipation and de-
coherence becomes significant: a decrease of τ (see solid curves in Fig. 9.2)
leads to a progressive decrease of the current, as shown in Fig. 9.3 (solid
curve), which corresponds to an effective reflection of the injected carriers
back to the left reservoir, induced by the relaxation-time term in (8.4).
1 E - 3 0 . 0 1 0 . 1 1 1 0 1 0 0 1 0 0 00 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
 I/I 0
r e l a x a t i o n  t i m e  ( p s )
Figure 9.3. Charge current I as a function of the relaxation time τ (in
units of its potential- and dissipation-free value I◦) (solid curve) compared
to the coherent-limit (τ → ∞, dashed curve) current corresponding to the
analytical charge density predicted by the Landauer-Büttiker theory (see
dashed curve in Fig. 9.2) (see text).
The coherence-versus-dissipation scenario described so far is fully con-
firmed by the electronic-current analysis presented in Fig. 9.3: here, we
report the current I as a function of the relaxation time τ , in units of
its potential- and dissipation-free value I◦, (solid curve) compared to the
dissipation-free current predicted by the Landauer-Büttiker theory (dashed
curve) corresponding to the dashed-curve charge-density profile in Fig. 9.2.
As anticipated, in the coherent limit (τ →∞), while within the Landauer-
Büttiker formalism the presence of the potential barrier leads to a significant
attenuation of the current (I/I◦ ' 0.6, dashed curve), the dissipation-free
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current obtained via the Wigner equation (8.4) coincides with its potential-
free value I◦ (see below). For decreasing values of τ –corresponding to an
increased impact of energy-dissipation/decoherence processes– one observes
a progressive reduction of the current (see solid curve).
From the numerical analysis reported so far, one concludes that the con-
ventional Wigner-function treatment leads, in general, to an overestimation
of tunneling-like phenomena; such overestimation, particularly severe in the
coherent-transport limit, may be quantitatively mitigated by the presence
of non-elastic scattering processes. It is however important to point out
that, from a fundamental point of view, the conventional Wigner-function
treatment of coherent transport is intrinsically incompatible with well es-
tablished results of the Landauer-Büttiker formalism. [67]
9.3 Analytical Wigner-function boundary value vs
Fermi-Dirac distribution
Different features of the Wigner-function treatment may induce the anoma-
lous coherent-limit behavior reported in Figs. 9.2 and 9.3. The first issue
to be discussed is the validity of the thermal-injection boundary scheme
in (9.22). Indeed, as recently pointed out in Refs. [51, 72, 73], such a
semiclassical treatment/description of the boundary function f b(k) seems
to be not necessarily compatible with the quantum-mechanical nature of
a genuine Wigner function, as confirmed by the highly non-classical (i.e.,
non positive-definite) shape of the boundary conditions corresponding, e.g.,
to the scattering state solution (9.14). This is clearly shown in Fig. 9.4,
where we report the left (k > 0) and right (k < 0) quantum-mechanical
inflow boundary profile corresponding to the analytical Wigner function in
(9.14); as anticipated, opposite to the usual semiclassical treatment, here
the boundary function –corresponding to a left-scattering state of incoming
wavevector k¯ ' 4.2 nm−1– involves all k values and, more important, is not
positive-definite.
We emphasize that, thanks to the presence of external carrier reser-
voirs in thermal or quasi-thermal equilibrium, the Wigner function of the
quantum-device electron is expected to be far from a pure state. For this
reason, in order to better compare the rigorous shape of the inflowing
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Figure 9.4. The inflow boundary profile determined by the analyti-
cal Wigner function (9.14) for a delta-like potential barrier (9.1), namely
f(z = −l/2, k) for k > 0 (left panel), and f(z = +l/2, k) for k < 0 (right
panel). The Wigner function is plotted in units of 2pi/Ω, and the device
parameters are the same as in Fig. 9.1; in particular, the scattering-state
wavevector is k¯ ' 4.2 nm−1 (see text).
Wigner function with the usual Fermi-Dirac distribution of the semiclas-
sical theory (employed in the conventional Wigner-function modeling), let
us consider the Wigner function corresponding to a mixed state. To this
aim, a thermal average is performed as incoherent superposition of the den-
sity matrices |k¯〉〈k¯| corresponding to the left- and right-scattering states
in (9.3). In more explicit terms, this amounts to assume a density-matrix
operator of the form
ρˆ = Ω2pi
∫
dk¯ |k¯〉f◦(k¯)〈k¯| , (9.23)
where the function
f◦(k¯) =
{
f◦((k¯)− µL) for k¯ > 0
f◦((k¯)− µR) for k¯ < 0
(9.24)
encodes the carrier distribution of the left and right reservoirs according to
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the sign of k¯.
By applying to the mixed/thermal-state density matrix (9.23) the one-
dimensional version of the Weyl-Wigner transform in (5.1), the correspond-
ing Wigner function comes out to be
f(z, k) = Ω2pi
∫
dk¯ f(z, k; k¯) f◦(k¯) . (9.25)
In order to quantify the impact of the above thermal average (with re-
spect to the pure-state result in Fig. 9.4), we have evaluated the inflowing
part (k > 0) of the Wigner function (9.25) at z = −l/2 (left boundary)
for the same delta-like potential profile, assuming carrier injection from left
only (µR → −∞). Figure 9.5 shows a comparison between the left-contact
Wigner function in (9.25) (dashed curves) and the corresponding Fermi-
Dirac distribution (solid curves) at three different temperatures: T = 300K
(a), T = 30K (b), and T = 3K (c); for all three cases we have assumed a
chemical potential µL = 4kBT . As one can see, while at room temperature
[panel (a)] the two curves coincide over a large range of k values, for low
temperatures [panels (b) and (c)] the value of the Wigner function on the
left boundary significantly differs from the Fermi-Dirac distribution, unam-
biguous proof of the failure of a classical-like boundary condition treatment
in the low-temperature limit. It is worth stressing that such limitation was
already pointed out by Frensley in its original paper; [33] where he no-
ticed that for the case of a resonant-tunneling diode the Wigner-function
calculation resembles the experimental results at T = 300K, but at lower
temperatures it seriously underestimates the peak-to-valley ratio.
9.4 The anomalous behaviour of the coherent cur-
rent
From the boundary-condition analysis of Fig. 9.5 it follows that at room
temperature the classical-like injection model in (9.22) is definitely appro-
priate; this seems to suggest that the anomalous coherent-limit results re-
ported in Fig. 9.3 are the hallmark of a more general limitation of the whole
Wigner-function transport modeling. Indeed the electric current flowing
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through a generic quantum device, expressed in terms of the Wigner func-
tion f(z, k) as
I(z) ∝
∫ +∞
−∞
v(k)f(z, k)dk . (9.26)
fulfills the charge continuity equation23. Because in steady-state conditions
and in the absence of energy dissipation the current is z-independent [I(z) =
I◦], it can be computed at any space point. In particular by evaluating
Eq. (9.26) at the left boundary z = −l/2, and by splitting the integration
domain into negative and positive k values, one obtains
I◦ ∝
∫ 0
−∞
v(k)f
(
− l2 , k
)
dk +
∫ +∞
0
v(k)f
(
− l2 , k
)
dk . (9.31)
For the case of a symmetric potential, it is possible to show that the (unique)
solution of the generalized Wigner equation (8.4) in the coherent limit τ →
∞ is always spatially symmetric: f(z, k) = f(−z, k). Recalling that, at
2In order to show that in steady-state conditions the electric current in (9.26) is z-
independent, it is enough to show that its space derivative,
dI(z)
dz
∝
∫
dkv(k) ∂f(z, k)
∂z
, (9.27)
is always equal to zero. To this end, recalling that in steady state conditions [see
Eq. (6.23)]
v(k) ∂f(z, k)
∂z
= −
∫
dk′V(z, k − k′)f(z, k′) , (9.28)
the space derivative in (9.27) can also be expressed as:
dI(z)
dz
∝
∫
dk
∫
dk′V(z, k − k′)f(z, k′) . (9.29)
By setting k′′ = k − k′ and recalling the antisymmetric character of the potential super-
operator (V(z,−k′′) = −V(z, k′′)), we finally obtain
dI(z)
dz
∝
∫
dk′f(z, k′)
∫
dk′′V(z, k′′) = 0 . (9.30)
3Importantly, within the relaxation-time approximation [see Eq. (8.2)] the charge
continuity equation just recalled is not valid anymore, and the steady-state current (see
Fig. 9.3) is typically evaluated averaging I(z) over the device active region.
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z = −l/2 for k > 0 and at z = +l/2 for k < 0, the Wigner function
coincides with the inflow boundary function f b(k), and using the space
symmetry of the Wigner function (between −l/2 and +l/2), Eq. (9.31) can
simply be rewritten as:
I◦ ∝
∫ +∞
−∞
v(k)f b(k)dk . (9.32)
This equation indicates that for the case of a symmetric potential the
coherent-limit electric current is determined by the boundary values only,
and is fully independent of the shape of the device potential profile. In
particular, this leads to the unphysical result that the value of the current
turns out to be the same for a potential-free ballistic device as well as for
an infinitely high potential barrier.
9.5 Negative charge densities in the presence of
dissipation/decoherence
The coherence-versus-dissipation analysis presented so far may lead to con-
clude that, while in the coherent limit the Wigner-function modeling is
highly problematic, in the presence of a significant energy-dissipation dy-
namics the results are always physically acceptable. However, this is not
the case. Indeed, one can consider the following situation: (i) replace the
ideal delta-like barrier in (9.1) with a more realistic rectangular barrier with
finite width a and height V0, i.e.,
v(z) = v0 θ
(
a
2 − |z|
)
, (9.33)
and (ii) replace the thermal injection in (9.22) with a simple monoenergetic
carrier injection from left, i.e.,
f b(k) ∝ δ(k − k¯) . (9.34)
The resulting spatial carrier-density profiles corresponding to the coherent
limit (τ → ∞) (dashed curve) as well as to two different values of the re-
laxation time τ (solid curves) are reported in Fig. 9.6. As one can see,
while energy dissipation induces once again a spatial asymmetry (see also
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Fig. 9.2), in the presence of a monoenergetic injection [see Eq. (9.34)] all
three density profiles display negative-value regions. Thus unphysical fea-
tures also appear in the presence of a strong energy-dissipation dynamics.
This result is qualitatively similar to the one reported in [2] for the case
of a cosine-like potential, thus confirming the physical limitations of the
conventional Wigner-function modeling.
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Figure 9.5. Case of the delta-like potential barrier in (9.1). The value
of the thermally averaged Wigner function in (9.25) at the left boundary
is plotted as a function of the wave vector k (dashed curves) and is
compared to the semiclassical assumption of a Fermi-Dirac distribution
(solid curves), for three different temperature values: T = 300K (a),
T = 30K (b), and T = 3K (c). Here, the device parameters are the
same as in Fig. 9.1, and for all three cases we have assumed a chemical
potential µL = 4kBT (see text).
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Figure 9.6. Spatial carrier density n (in units of its barrier-free value
n0) corresponding to the rectangular-barrier profile in (9.33) (device length
l = 40nm, barrier width a = 10nm, and barrier height V0 = 150meV) in the
presence of a monoenergetic injection from the left ( = 50meV). Here the
coherent-limit (τ → ∞) density profile (dashed curve) is compared to the
results corresponding to two different values of the relaxation time: τ = 5ps
and τ = 50 fs (solid curves) (see text).
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Chapter 10
Summary and conclusions
In part II we have, following the published paper [57], pointed out and ex-
plained some intrinsic limitations of the conventional quantum-device mod-
eling strategy based on the well-known Wigner-function formalism. More
specifically, we have provided a definite answer to a few open questions
related to the application of the conventional space-boundary condition
scheme to the Wigner transport equation. By combining analytical and
numerical results, our investigation has shown that (i) in the coherent limit
the solution of the Wigner equation (compatible with given boundary con-
ditions) is not unique, and (ii) when decoherent/dissipative phenomena are
taken into account within the relaxation-time approximation the solution,
although unique, may be unphysical. Indeed it is not necessarily a physical
Wigner function (see Fig. 9.6), i.e., a Weyl-Wigner transform of a single-
particle density matrix.
From a physical point of view, such intrinsic limitations of the stan-
dard (i.e., semiclassical) boundary condition scheme applied to the Wigner
transport equation can be summarized as follows: The essentially wrong
ingredient in the conventional treatment is the artificial space separation
between device active region (|z| < l/2) and external reservoirs (|z| > l/2)
(see Fig. 7.1). Indeed, the latter is intrinsically incompatible with the well-
known non-local character of quantum mechanics.
Our numerical results show that the above limitations are particularly
severe in the coherent limit and/or in the presence of nonequilibrium carrier
injection from the external reservoirs (e.g., monoenergetic distributions);
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this may explain why such anomalous behaviors are usually not experienced
in conventional quantum-device modeling, since the latter is typically based
on quasi-thermal injection in the presence of a significant energy-dissipation
dynamics. In this respect it is worth stressing that, in principle, some of
the limitations discussed in this thesis work may also affect other model-
ing strategies based, e.g., on the nonequilibrium Green’s functions. [74–76]
Indeed, in a recent study [73] it has been shown that when the electric con-
tacts are far enough from the device active region, the results of the inflow
Wigner-function scheme and of conventional Green’s function treatments
coincide. Since the anomalous coherent-limit behavior reported in Figs. 9.2
and 9.3 is not related to the boundary location, it seems that such limitation
may also affect Green’s function treatments; however, in order to provide a
definite answer to this point, a specific investigation is imperative.
In order to overcome the basic limitations of the Wigner-function model-
ing discussed in this part, the crucial step could be to replace the local (i.e.,
classical-like) boundary condition-scheme treatment of the device-reservoir
interaction with a fully non-local approach; to this end, in order to en-
sure/maintain the positive-definite character of the electronic density ma-
trix, a possible strategy is to describe the system/device-environment/reservoir
interaction via a Lindblad-like coupling term: [27] this task, already intro-
duced in [77], will be presented, following the publihed paper [78], in part III
together with a detailed analysis of genuine quantum effects arising from
a Lindblad-based description of the scattering-induced decoherence. The
model discussed in III is microscopic, contrary to the phenomenological
RTA employed in part II, and able to show the scattering-induced current
described in Sec. 8.1, contrary to the Boltzmann equation (see Eq. (1.14)).
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Part III
Scattering-induced quantum
phenomena in semiconductor
nanodevices: a
positive-definite density
matrix description

Chapter 11
The Single-particle
description
11.1 Introduction
In Sec. (3.3) we reported the alternative Markov approximation proposed
in [1] which provides a Lindblad dynamics (see Eq. (3.20)) for the many-
body density matrix ρˆ. However, since many physical interesting observ-
ables are single particle variables (such as, e.g., charge density, current,
momentum distribution or mean kinetik energy), their statistical averages
are usually computed exploiting the single-particle density matrix ρˆ, which
can be obtained from the global density matrix ρˆ through a procedure to be
introduced below. In other words, given a generic single-particle operator
Gˆ, which may be written in a second-quantized form as
Gˆ =
∑
α1α2
Gα1α2 cˆ
†
α1 cˆα2 , (11.1)
a single-particle density matrix ρˆ is introduced,
ρˆ =
∑
α1α2
ρα1α2 cˆ
†
α1 cˆα2 , (11.2)
such that 〈
Gˆ
〉
=
∑
α1α2
Gα1α2ρα2α1 . (11.3)
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The Equation of motion of ρˆ is always in the form
dρˆ
dt
= dρˆ
dt
∣∣∣∣
sp
+ dρˆ
dt
∣∣∣∣
scat
, (11.4)
where (see Eqs. (5.10) and (6.1))
dρˆ
dt
∣∣∣∣
sp
= 1
ı~
[
Hˆsp, ρˆ
]
(11.5)
and, neglecting so-called memory effects (see below)
dρˆ
dt
∣∣∣∣
scat
= Γ(ρˆ) , (11.6)
where Γ(ρˆ) is a (in general) nonlinear superoperator.
The above single-particle picture has been applied to a variety of physi-
cal problems, [25] ranging from quantum-transport phenomena to ultrafast
electro-optical processes; however, it is vital to stress that the degree of ac-
curacy of such density-matrix formalism is intimately related to the choice
of the scattering superoperator Γ(ρˆ) in (11.6).
The microscopic derivation of suitable scattering superoperators has
been one of the most challenging problems in solid-state physics. Indeed,
For purely atomic and/or photonic systems, dissipation and decoherence
phenomena may be successfully described via adiabatic-decoupling proce-
dures [79] in terms of extremely simplified models via phenomenological
parameters; within such effective treatments, the main goal is to identify
a suitable form of the Liouville superoperator, able to ensure the positive-
definite character of the corresponding density-matrix operator. [80] This
is usually accomplished by identifying proper Lindblad superoperators, [27]
expressed in terms of a few crucial system-environment coupling parame-
ters. In contrast, solid-state materials and devices are often characterized
by a complex many-electron quantum evolution, resulting in a non-trivial
interplay between coherent dynamics and energy-dissipation and decoher-
ence processes; [25,81] it follows that for a quantitative description of such
coherence-versus-dissipation coupling the latter needs to be treated via fully
microscopic approaches.
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Based on the pioneering works by Van Hove, [82] Kohn and Luttinger, [83]
and Zwanzig, [84] a number of adiabatic- or Markov-approximation schemes
have been developed and employed for the study of quantum-transport
and coherent-optics phenomena in semiconductor materials and devices;
the latter may be divided into two general categories: approaches based
on semiclassical (i.e., diagonal) scattering superoperators also referred to
as Pauli master equations, [69, 85, 86] and fully quantum-mechanical (i.e.,
non-diagonal) dissipation models. [87–91] Moreover, in order to account for
non-markovian or memory effects —relevant in the presence of strong cou-
plings and/or extremely short excitations— a number of quantum-kinetic
approaches have been also considered. [92,93]
As far as the Markov treatments are concerned, the latter depend strongly
on the particular problem under investigation, and therefore the resulting
set of kinetic equations describes a specific subsystem of interest, e.g., a
gas of N electrons or excitons, a single carrier, etc. Moreover, as originally
pointed out by Spohn and co-workers, [94] kinetic approaches based on the
conventional Markov limit may lead to the violation of the positive-definite
character of the density-matrix operator, and therefore to unphysical re-
sults; in particular, they clearly pointed out that the choice of the adiabatic
decoupling strategy is definitely not unique, and only one among the avail-
able possibilities, developed in the pioneering work by Davies [80], could
be shown to preserve positivity: it was the case of a “small” subsystem
of interest interacting with a thermal environment, and selected through a
partial-trace reduction. Unfortunately, this theory was restricted to finite-
dimensional subsystems only (i.e., N -level atoms), and to the particular
projection scheme of the partial trace.
It is in order to overcome this serious limitation in the study of solid-
state systems that the alternative Markov procedure recalled in Chap. 3
has been proposed in [1]; the latter in fact (i) in the discrete-spectrum
case coincides with the Davies model just recalled, (ii) in the semiclassical
limit (see below) reduces to the well-known Fermi’s golden rule, and (iii)
describes a genuine Lindblad evolution also in the continuous-spectrum case,
thus providing a reliable and robust treatment of energy-dissipation and
decoherence processes in semiconductor quantum devices.
In this chapter we will both express the single-particle density matrix ρˆ
in terms of the global ρˆ and furnish the single-particle scattering-induced
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dynamics arising from the global evolution introduced in Eq. (3.20), which
takes care of both single- (e.g., carrier-phonon, see Eq. (1.4)) and double-
(e.g. carrier-carrier, see Eq. (1.10)) carrier scattering mechanism. In ad-
dition, we will also consider the single-particle scattering dynamics arising
from conventional (e.g., nonLindblad) Markov limits: in this way, in Chap.
12 a comparison between the two single-particle dynamics will show how
only the Lindblad-generated dynamics is able to guarantee the positivity of
the density matrix. The low-density limits of the scattering superoperators
Γ(ρˆ) obtained both from conventional and alternative Markov approxima-
tions will be shown to be linear in ρˆ, as the Γ(ρˆ) of Eq. (5.8), for the case of
carrier-phonon interaction mechanism (see Eqs. (11.43) and (11.44)). Fi-
nally, the positivity and linearity in ρˆ of the superoperator Γ(ρˆ) descending
from the novel Markov approximation will permit in Chaps. 14 and 15 a
detailed analysis of some genuine scattering-induced quantum effects like
the scattering-induced nonlocality or diffusion speedup.
11.2 The many-electron density matrix
In order to properly define a single-particle density matrix ρˆ able to furnish
statical averages of generic one-electron observables Gˆ in the form of Eq.
(11.3), a couple of reduction are necessary. The first one has the role of
restricting the degrees of freedom of the system under consideration to the
electronic ones only: this is typically done by averaging out the quasiparticle
degrees of freedom (in our case the phonons). This suggest the introduction
of a many-electron density matrix ρˆc defined as the trace over the non-
relevant quasiparticle degrees of freedom, labeled by subscript qp, of the
global density matrix ρˆ,
ρˆc = Tr [ρˆ]qp . (11.7)
The trace introduced in Eq. (11.7) is in general complicated; however, a
strong simplification comes if one assumes both that the electronic and the
quasiparticle subsystems are uncorrelated,
ρˆ = ρˆc ⊗ ρˆqp , (11.8)
where ρˆqp denotes the many quasiparticle density matrix, and that the latter
is assumed to be in thermal equilibrium,
ρˆqp ≡ ρˆ◦qp, (11.9)
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where ρˆ◦qp fulfills
tr
[
bˆqρˆ
◦
qp
]
qp
= tr
[
bˆ†qρˆ
◦
qp
]
qp
= 0 ,
tr
[
bˆ†qbˆq′ρˆ
◦
qp
]
qp
= Nqδq,q′ ,
tr
[
bˆqbˆq′ρˆ
◦
qp
]
qp
= tr
[
bˆ†qbˆ
†
q′ρˆ
◦
qp
]
qp
= 0 ,
(11.10)
where Nq is the Bose-Einstein distribution.
Recalling that the global density-matrix operator ρˆ fulfill the dynamics
given in Eq. (2.24), the Equation of motion of the many-electrons operator
ρˆc may be written as
∂ρˆc
∂t
= ∂ρˆc
∂t
∣∣∣∣
free
+ ∂ρˆc
∂t
∣∣∣∣
scat
, (11.11)
where the first term is given by
∂ρˆc
∂t
∣∣∣∣
free
= 1
ı~
[Hˆsp, ρˆc] , (11.12)
where Hˆsp has been given in Eq. (1.2) (apart from energy renormalizations
which come also from the trace over the phononic degrees of freedom);
∂ρˆc
∂t
∣∣∣
free
describes the free-evolution of ρˆc. The second term in Eq. (11.11)
depends on the models used to describe the scattering effects. In particular,
applying the combined Eqs. (11.7), (11.9) and (11.10) to the scattering-
induced Lindblad superoperator in Eq. (3.20) one obtains
(i) the carrier-phonon induced contribution ∂ρˆc∂t
∣∣∣
scat=cph
becomes
∂ρˆc
∂t
∣∣∣∣
cph
=
∑
q,q′
∑
α1α2α′1α
′
2
cˆ†α1 cˆα2c
†
α′1
cˆα′2×
×
(
Aq+α1α2A
q′+∗
α1α2tr
[
bˆ†q bˆ
†
q′ρˆ
◦
qp
]
qp
+ Aq−α1α2A
q′−∗
α′1α
′
2
tr
[
bˆq bˆq′ρˆ
◦
qp
]
qp
+ Aq−α1α2A
q′+∗
α′1α
′
2
tr
[
bˆq bˆ
†
q′ρˆ
◦
qp
]
qp
+Aq+α1α2A
q′−∗
α′1α
′
2
tr
[
bˆ†q bˆ
†
q′ρˆ
◦
qp
]
qp
)
=
∑
q,±
(
Aˆ
q±
ρˆcAˆ
q±† − 12
{
ρˆc, Aˆ
q±†
Aˆ
q±
})
,
(11.13)
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where
Aˆ
q±
c =
√
Nq +
1
2 ±
1
2
∑
α1α2
Aq±α1α2 cˆ
†
α1 cˆα2
=
∑
α1α2
Aq±α1α2 cˆ
†
α1 cˆα2
(11.14)
with the Aq±α′1α′2 defined in Eq. (3.23);
(ii) introducing, for exposure purposes, the symbol Aˆccc to indicate the
same Aˆcc defined in Eq. (3.22),
Aˆ
cc
c ≡ Aˆ
cc
, (11.15)
the carrier-carrier induced contribution ∂ρˆc∂t
∣∣∣
scat=cc
becomes
∂ρˆc
∂t
∣∣∣∣
cc
= Aˆccc ρˆcAˆ
cc†
c −
1
2
{
ρˆc, Aˆ
cc
c Aˆ
cc†
c
}
. (11.16)
As a consequence, the scattering-induced dynamics for the global density
matrix ρˆ in Eq. (3.20) provides the following Equation of motion for the
many-electron density-matrix operator ρˆc:
∂ρˆc
∂t
∣∣∣∣
scat
=
∑
s
Aˆ
s
cρˆcAˆ
s†
c −
1
2
{
ρˆc, Aˆ
s†
c Aˆ
s
c
}
, (11.17)
where the index s runs over the scattering-mechanisms (in particular, s =
q,± or s =cc).
Applying the very same thermal assumptions (11.10) to the scatter-
ing superoperator provided by conventional Markov of Eq. (2.23), the
scattering-induced dynamics for ρˆc is given by
dρˆc
dt
∣∣∣∣
scat
= 12
∑
s
(
aˆscρˆcbˆs†c − aˆs†c bˆscρˆc
)
+ H.c. (11.18)
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where s indicates once again the scattering mechanism and for the scattering-
mechanisms here considered the operators aˆsc and bˆ
s
c are given by
aˆq,±c =
∑
αα′
aq,±αα′ cˆ
†
αcˆα′ ,
bˆ
q,±
c =
∑
αα′
bq,±αα′ cˆ
†
αcˆα′ ,
aˆccc =
∑
αα′αα′
accααα′α′ cˆ
†
αcˆ
†
αcˆα′ cˆα′ ,
bˆ
cc
c =
∑
αα′αα′
bccααα′α′ cˆ
†
αcˆ
†
αcˆα′ cˆα′ ,
(11.19)
with
aq,±αα′ =
1
~
√
Nq +
1
2 ±
1
2g
q,±
αα′ ,
bq,±αα′ =
2
~
√
Nq +
1
2 ±
1
2g
q,±
αα′
∫ t
t0
dt′e−
(α−α′±q)(t
′−t0)
ı~
≈ 2pi
√
Nq +
1
2 ±
1
2g
q,±
αα′δ(α − α′ ± q) ,
accααα′α′ =
1
2~gααα′α
′ ,
bccααα′α′ =
1
~
gααα′α′
∫ t
t0
dt′e−
(α+α−α′−α′ )(t
′−t0)
ı~
≈ 2pigααα′α′δ(α + α − α′ − α′) ,
(11.20)
where gq,±α1α2 and gααα′α′ are given in Eqs. (1.4) and (1.10) respectively;
the coefficients bq,±αα′ and bccααα′α′ have been approximated in the completed-
collision limit, e.g. t0 → −∞ and omitting the energy renormalization
contributions arising from the imaginary part of
∫∞
0 dt
′′e−
(α+α−α′−α′ )t
′′
ı~ ,
where t′′ = t′ − t0.
11.3 The single-particle density matrix
Once the electronic reduction in Eq. (11.7) has been made, a further and
last step is necessary in order to obtain ρˆ as in Eq. (11.2), e.g. the so-called
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single-particle reduction,
ρα1α2 = Tr
[
cˆ†α2 cˆα1ρˆc
]
. (11.21)
The time derivative of the ρˆα1α2 above defined is given by
dρα1α2
dt
= Tr
[
cˆ†α2 cˆα1
dρˆc
dt
]
, (11.22)
and, thanks to the many-electron dynamics in Eq. (11.11), may be written
as
dρα1α2
dt
= dρα1α2
dt
∣∣∣∣
sp
+ dρα1α2
dt
∣∣∣∣
scat
. (11.23)
The first term in Eq. (11.23) evaluates the free-particle evolution, and is
given by the first term of Eq. (5.8),
dρˆ
dt
= 1
ı~
[
Hˆsp, ρˆ
]
, (11.24)
where Hˆsp has been defined in Eq. (5.9) while ρˆ may be written as
ρˆ =
∑
α1α2
ρα1α2 |α1〉 〈α2| : (11.25)
since the states |α〉 in Eq. (11.25) are usually chosen between the eigenstates
of the single-particle Hamiltonian Hˆsp, Eq. (11.24) may be written as
dρα1α2
dt
∣∣∣∣
sp
= α1 − α2
ı~
ρα1α2 . (11.26)
The evaluation of the second term in Eq. (11.23) depends both on the
scattering mechanism considered (such as carrier-phonon or carrier-carrier)
and on the model adopted to describe it. In section (2.2) we showed how
their closed forms have been one of the main reason for the success of the
Markov models. Analogously, we look for a closed form of (11.23): its
nontrivial derivation, starting both from conventional Markov models in
Eq. (2.23) and from the Lindblad dynamics of Eq. (3.20), will be the main
argument of the next section.
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11.4 Scattering-induced single-particle dynamics
Applying the single-particle reduction in Eq. (11.21) on the many-electron
scattering-induced dynamics in Eqs. (11.17) and (11.18) one obtains
dρα1α2
dt
∣∣∣∣
scat
=
∑
s
tr
{
cˆ†α2 cˆα1
(
AˆscρˆcAˆs†c −
1
2
{
Aˆs†c Aˆsc, ρˆc
})}
= 12
∑
s
tr
{[
Aˆs†c , cˆ†α2 cˆα1
]
Aˆscρˆc
}
c
+ 12
∑
s
tr
{
Aˆs†c
[
cˆ†α2 cˆα1 , Aˆ
s
c
]
ρˆc
}
c
= 12
∑
s
tr
{[
Aˆs†c , cˆ†α2 cˆα1
]
Aˆscρˆc
}
c
+ H.c. ,
(11.27)
where H.c. denotes Hermitian conjugate, and
dρα1α2
dt
∣∣∣∣
scat
= 12
∑
s
tr
{
cˆ†α2 cˆα1
(
aˆscρˆcbˆs†c − aˆs†c bˆscρˆc + H.c.
)}
= 12
∑
s
tr
{[
aˆs†c , cˆ†α2 cˆα1
]
bˆscρˆc
}
c
+ 12
∑
s
tr
{
bˆs†c
[
cˆ†α2 cˆα1 , aˆ
s
c
]
ρˆc
}
c
,
(11.28)
respectively. Since the scattering-induced dynamics of ρˆ does not show
crossed terms we may consider the carrier-phonon and carrier-carrier mech-
anisms one by one.
11.4.1 Carrier-phonon mechanism in the mean-field approx-
imation
The operators aˆq±c , bˆ
q±
c and Aˆ
q±
c which generate the carrier-phonon su-
peroperator in Eqs. (11.19) and (11.14) involve a couple of creation and
annihilation operator cˆ†α, cˆα. However, thanks to the fermionic commuta-
tion relation it is easy to notice that[
Aˆq±†c , cˆ†α2 cˆα1
]
=
∑
α′
(
Aq±∗α2α′ cˆ
†
α′ cˆα1 −Aq±∗α′α1 cˆ†α2 cˆα′
)
. (11.29)
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Inserting Eq. (11.29) in the r.h.s. of Eq. (11.27) with s = q,±, the latter
may be rewritten as
dρα1α2
dt
∣∣∣∣
scat
= 12
∑
q±
 ∑
α′α′1α
′
2
Aq±∗α2α′A
q±
α′1α
′
2
hα′α1,α′1α′2
−
∑
α′α′1α
′
2
Aq±∗α′α1A
q±
α′1α
′
2
hα2α′,α′1α′2
+ H.c. ,
(11.30)
where
hα3α4,α′3α′4 = tr
{
cˆ†α3 cˆα4 cˆ
†
α′3
cˆα′4
ρˆc
}
c
. (11.31)
As anticipated, the crucial step in order to get a closed equation of
motion for the single-particle density matrix consists of performing the well-
known mean-field (or correlation-expansion) approximation [56,95,96],
hα3α4,α′3α′4 =
(
δα4α′3 − ρα4α′3
)
ρα′4α3 . (11.32)
Finally, inserting the Mean-Field Approximation (11.32) in Eq. (11.30), the
(carrier-phonon) scattering-induced dynamics of the single-particle density-
matrix element ρα1α2 is given by
dρα1α2
dt
∣∣∣∣
scat
=12
∑
q±
∑
α′α′1α
′
1
(δα1α′1 − ρα1α′1)A
q±
α′1α
′
2
ρα′2α′A
q±∗
α′α2 + H.c.
−12
∑
q±
∑
α′α′1α
′
1
Aq±∗α1α′(δα′α′1 − ρα′α′1)A
q±
α′1α
′
2
ρα′2α2 + H.c.+
+12
∑
q±
∑
α′1α
′
2
Aq±α′1α′2ρα
′
2α
′
1
∑
α′
(ρα1α′A
q±∗
α2α′ −A
q±∗
α′α1ρα′α2)+H.c. :
(11.33)
this equation may be seen as the matrix representation of the operator
equation
dρˆ
dt
∣∣∣∣
scat
=12
∑
q±
(Iˆ − ρˆ)Aˆq±ρˆAˆq±† − Aˆq±†(Iˆ − ρˆ)Aˆq±ρˆ+ H.c.
+ 12
∑
q±
Tr{Aˆq±†ρˆ}
[
Aˆq±, ρˆ
]
+ H.c. ,
(11.34)
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where ρˆ has been defined in Eq. (11.25) and the single-particle operators
and Aˆq± may be written as
Aˆq± =
∑
α1α2
|α1〉Aq±α1α2〈α2| . (11.35)
Since the terms in the second line of Eq. (11.34) are all in the form of a
commutator between the operator Tr{Aˆq±†ρˆ}Aˆq± and the single-particle
density-matrix operator ρˆ (or H.c.), they may be absorbed in the Liouville-
von Neumann term. More in general, all the terms in the form of
Aq±αα′ρα′α (11.36)
provide energy renormalizations, e.g. contributions to Hˆsp in Eq. (11.5).
However, since the latters do not contribute to the scattering induced su-
peroperator in Eq. (11.6), they will be omitted from now on.
Summarizing, we have started from the many-body density-matrix op-
erator ρˆ and its Eq. of motion (2.24) with scattering-induced contribution
in Eq. (3.20); then, exploiting the reduction to the electronic subsystem,
the single-particle reduction and the mean-field approximation in cascade
we have found a closed equation of motion for the single-particle density
matrix ρˆ in the form of Eq. (11.4), where the scattering superoperator Γ(ρˆ)
may be rewritten either as
dρˆ
dt
∣∣∣∣
scat
≡ Γ(ρˆ) = 12
∑
q±
(Iˆ−ρˆ)Aˆq±ρˆAˆq±†−Aˆq±†(Iˆ−ρˆ)Aˆq±ρˆ+H.c. (11.37)
where Iˆ is the identity operator, or in components as
dρα1α2
dt
∣∣∣∣
scat
= 12
∑
α′α′1α
′
2
(
(δα1α′ − ρα1α′)Psα′α2,α′1α′2ρα′1α′2
−
(
δα′α′1 − ρα′α′1
)
Ps∗α′α′1,α1α′2ρα′2α2
)
+ H.c.
(11.38)
with generalized carrier-phonon scattering rates
Ps=cphα1α2,α′1α′2 =
∑
q±
Aq±α1α′1A
q±∗
α2α′2
, (11.39)
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where Aq±αα′ have been defined in Eq. (11.20).
Analogously, applying the same procedure to the conventional Born-
Markov equation in Eq. (11.18) and omitting any energy-renormalization
contributions, the scattering-induced dynamics of ρˆ is given by
dρˆ
dt
∣∣∣∣
scat
≡ Γ(ρˆ) = 12
∑
q±
(
(Iˆ − ρˆ)aˆq±ρˆbˆq±† − aˆq±†(Iˆ − ρˆ)bˆq±ρˆ
)
+ H.c. ,
(11.40)
where the single-particle operators aˆq± and bˆq± are defined by
aˆq± =
∑
α1α2
aq±α1α2 |α1〉 〈α2| , bˆq± =
∑
α1α2
bq±α1α2 |α1〉 〈α2| (11.41)
with coefficients aq±α1α2 and b
q±
α1α2 defined in Eq. (11.20); the scattering-
induced dynamics in Eq. (11.40) may be written in components as Eq.
(11.38) with scattering rates given by
Ps=cphα1α2,α′1α′2 =
∑
q±
aq±α1α′1b
q±∗
α2α′2
. (11.42)
In both Eq. (11.37) and (11.40), the factors (Iˆ − ρˆ) may be considered
as a generalization of the Pauli factors (1 − fα) present in conventional
Boltzmann or Pauli Master Equation (1.19): in the low-density limit (Iˆ −
ρˆ)→ Iˆ the nonlinear superoperators in Eqs. (11.37) and (11.40) become1
dρˆ
dt
∣∣∣∣
scat
≡ Γ(ρˆ) =
∑
q±
(
Aˆq±ρˆAˆq±† − 12
{
ρˆ, Aˆq±†Aˆq±
})
(11.43)
and
dρˆ
dt
∣∣∣∣
scat
≡ Γ(ρˆ) = 12
∑
q±
(
aˆq±ρˆbˆq±† − aˆq±†bˆq±ρˆ
)
+ H.c. (11.44)
1We stress that, strictly speaking, in the low-density limit the single-particle
density-matrix formalism becomes highly questionable, since in this regime electron-hole
Coulomb-correlation dominates. It follows that the use of the Lindblad scattering super-
operator in (11.43) is well justified in semiconductor bulk and nanostructured materials
characterized by carrier densities sufficiently high to neglect excitonic effects, and suffi-
ciently low to neglect the above non-linear Pauli contributions; as a matter of fact, such
requirements are often fulfilled by new-generation semiconductor quantum devices.
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respectively. As anticipated, the low-density limit of the nonlinear scat-
tering superoperator Γ(ρˆ) of Eqs. (11.37) and (11.40) becomes linear, as
the operator Γ(ρˆ) in Eq. (5.8). The comparison between the scattering-
induced dynamics in Eqs. (11.43) and (11.44) shows how only the former
is of Lindblad type, e.g. in the form
dρˆ
dt
∣∣∣∣
scat
≡ Γ(ρˆ) =
∑
s
(
AˆsρˆAˆs† − 12
{
ρˆ, Aˆs†Aˆs
})
, (11.45)
thus being able to guarantee the complete-positivity of the electronic sub-
systems. As we will show in Chap 12, this difference between conventional
and novel Markov approximations has tremendous effects also at high car-
rier densities, where neither of the two superoperators in Eqs. (11.37) and
(11.40) furnish a Lindblad dynamics; nevertheless, the former is able to
guarantee the positivity of ρˆ, contrary to the latter.
11.4.2 The Carrier-Carrier mechanism in the mean-field ap-
proximation
The many-electrons dynamics induced by the carrier-carrier mechanism is
given by Eq. (11.27) with Aˆs = Aˆccc , where the latters have been defined in
Eqs. (11.15), (3.22). Inserting the equality (see Eq. (11.29) for comparison
with the carrier-quasiparticle case)
[
Aˆcc†c , cˆ†α2 cˆα1
]
=
∑
ααα′
Acc∗α′α2,ααcˆ†αcˆ†αcˆα1 cˆα′
−
∑
αα′α′
Acc∗α′α′,α1αcˆ†α2 cˆ
†
αcˆα′ cˆα′
(11.46)
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in the r.h.s. of Eq. (11.27), the latter becomes
dρα1α2
dt
∣∣∣∣
scat
=
14 ∑
ααα′
α′1α
′
2α
′
3α
′
4
Acc∗α′α2,ααAccα′1α′2α′3α′4kααα1α′,α′1α′2α′4α′3
− 14
∑
αα′α′
α′1α
′
2α
′
3α
′
4
Acc∗α′α′,α1αAccα′1α′2α′3α′4kα2αα′α′,α′1α′2α′4α′3
+H.c. ,
(11.47)
where k is the four-particle correlation function
kα5α6α7α8,α′5α′6α′7α′8 =tr
{
cˆ†α5 cˆ
†
α6 cˆα7 cˆα8 cˆ
†
α′5
cˆ†α′6 cˆα′7 cˆα′8ρˆc
}
c
; (11.48)
the latter may be mean-field approximated (see Eq. (11.32) for comparison)
as
kα5α6α7α8,α′5α′6α′7α′8 =
(
ρα′7α6ρα′8α5 − ρα′8α6ρα′7α5
)
×
×
[(
δα8α′5 − ρα8α′5
) (
δα7α′6 − ρα7α′6
)
−
(
δα7α′5 − ρα7α′5
) (
δα8α′6 − ρα8α′6
)]
.
(11.49)
Inserting Eq. (11.49) in Eq. (11.47) and omitting self-contracting terms,
e.g. contributions proportional to structures in the form of (see Eq. (11.36)
for comparisons)
Accαα′αα′ρα′′α′′ ,with α′′ = α, α′, andα′′ = α, α′ (11.50)
(or H. c.), which once-again give rise to renormalization effects, the carrier-
carrier induced dynamics on the single-particle density-matrix elements
ρα1α2 may be written as in Eq. (11.38) with generalized scattering-rates
Ps=ccα1α2,α′1α′2 = 2
∑
α1α2,α′1α
′
2
(δα2α1 − ρα2α1)Accα1α1,α′1α′1A
cc∗
α2α2,α′2α
′
2
ρα′1α′2 . (11.51)
It is worth stressing that, differently from the generalized carrier-phonon
rates in (11.39), the generalized carrier-carrier rates in (11.51) are them-
selves a function of the single-particle density matrix; this is a clear fin-
gerprint of the two-body nature of the carrier-carrier interaction which
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prohibits a direct operator interpretation such as in Eq. (11.37). It is
straightforward to show that the conventional Markov approximation of Eq.
(11.18) with aˆccc and bˆ
cc
c given in Eqs. (11.19) leads to the (carrier-carrier)
scattering-induced dynamics in Eq. (11.38) with generalized scattering-
rates
Ps=ccα1α2,α′1α′2 = 2
∑
α1α2,α′1α
′
2
(δα2α1 − ρα2α1) accα1α1,α′1α′1b
cc∗
α2α2,α′2α
′
2
ρα′1α′2 , (11.52)
where the coefficients accα1α1,α′1α′1 and b
cc
α2α2,α′2α
′
2
have been defined in Eq.
(11.20).
A closer inspection of Eqs. (11.38) and (11.51) or (11.52) confirms the
two-body nature of the carrier-carrier interaction. Indeed, differently from
the carrier-phonon scattering, in this case the density-matrix equation de-
scribes the time evolution of a so-called “main carrier”, whose density-
matrix elements are labelled by α indices, interacting with a so-called “part-
ner carrier” with density-matrix elements labelled by the overlined indices
α —this will be particularly evident within the diagonal limit introduced in
Chap 13, see Eqs. (13.2) and (13.4).
11.4.3 In- vs Out-Scattering contributions
The scattering-induced dynamics in Eqs. (11.38) as well as their low-density
limits in Eqs. (11.43) and (11.44) may be rewritten as the difference between
so-called in- and out-scattering terms
dρα1α2
dt
∣∣∣∣
scat
= F inα1α2 − F outα1α2 , (11.53)
where F in/outα1α2 are defined in terms of the generalized scattering rates of,
depending on the scattering mechanism and of the model used to describe
them, Eqs. (11.39), (11.42), (11.51) and (11.52), and
(i) in the case of the superoperators Γ(ρˆ) of Eqs. (11.37) and (11.40)
they are nonlinear functions of the single-particle density matrix,
F inα1α2 =
∑
s
∑
α′α′1α
′
2
(δα1α′ − ρα1α′)Psα′α2,α′1α′2ρα′1α′2 (11.54)
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and
F outα1α2 =
1
2
∑
s
∑
α′α′1α
′
2
(δα′1α′ − ρα′1α′)P
s∗
α′1α′,α1α
′
2
ρα′2α2 + H.c. ; (11.55)
(ii) in the case of the superoperators Γ(ρˆ) of Eqs. (11.43) and (11.44)
they are linear functions of the single-particle density matrix,
F inα1α2 =
∑
s
∑
α′1α
′
2
Psα1α2,α′1α′2ρα′1α′2 (11.56)
and
F outα1α2 =
1
2
∑
s
∑
α′1α
′
2
Ps∗α′1α′1,α1α′2ρα′2α2 + H.c. . (11.57)
The in/out nature of the scattering-induced dynamics has some interesting
features, in fact
(i) as we will show in Chap. 13, their diagonal limit reproduces the in/out
scattering-dynamics provided by the Pauli master Equations in (1.19)
and (1.18), while in a more correct semiclassical limit (exploited by
means of the Wigner function) it recovers the Boltzmann collision
term of Eq. (1.14), which displays in/out contributions as well;
(ii) as it will be shown in Chap. 14, the separation in Eq. (11.53) has a
key role in the phenomenon of quantum nonlocality.
11.5 Single-particle description of Spatially Open
System
In what follows we extend the proposed single-particle treatment to quan-
tum systems with spatially open boundaries, namely to the case of a quan-
tum device electrically connected to one or more external carrier reservoirs.
To this end, in analogy to the system factorization between electronic and
phononic degrees of freedom in (11.8), we shall describe the global carrier
system (device plus reservoirs) as the product of a device density-matrix op-
erator times a quasiequilibrium density-matrix operator ρˆ◦r corresponding
to one or more carrier reservoirs:
ρˆc = ρˆd ⊗ ρˆ◦r . (11.58)
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The quantum-mechanical coupling between device and external reser-
voirs (s ≡ dr) may conveniently be described via the following interaction
Hamiltonian
Hˆdr =
∑
αβ
(
γαβ cˆ
†
αξˆβ + γ∗αβ ξˆ
†
β cˆα
)
, (11.59)
where cˆ†α (cˆα) are now creation (destruction) operators acting on the device
single-particle states α, while ξˆ†β (ξˆβ) denote creation (destruction) operators
acting on the reservoir single-particle states β. Here, the first contribution
describes carrier injection (β → α) via the destruction of a carrier in state β
and the creation of a carrier in state α, while the second one describes carrier
loss (α → β) via the inverse process. Moreover, the physical properties of
the device-reservoir interaction Hamiltonian in (11.59) are dictated by the
explicit form of the coupling matrix elements γαβ; the latter, in general, are
given by a properly weighted spatial overlap between device and reservoir
single-particle wavefunctions.
Following the general prescription in (3.21), the Lindblad operator cor-
responding to the device-reservoir interaction Hamiltonian (11.59) depends
on the carrier coordinates only, and is always of the form
Aˆdrc =
∑
αβ
(
Adrαβ cˆ
†
αξˆβ +Adr∗αβ ξˆ
†
β cˆα
)
. (11.60)
The evaluation of the single-particle dynamics induced by the above
device-reservoir coupling may be performed following the very same steps
of the corresponding carrier-phonon and carrier-carrier treatments previ-
ously considered. In particular, it is easy to realize that the single-particle
contribution in Eq. (11.27) due to device-reservoir coupling involves aver-
age values of two device plus two reservoir creation/destruction operators.
More specifically, in view of the device-reservoir factorization in (11.58) as
well as of the typical quasiequilibrium nature of the reservoirs, one obtains
tr
{
cˆ†α2 cˆα1 ξˆ
†
β2
ξˆβ1ρˆc
}
c
= ρα1α2ρ◦β1β2 , (11.61)
where ρα1α2 is the single-particle density matrix of the device and
ρ◦β1β2 = f
◦
β1δβ1β2 (11.62)
is the (diagonal) single-particle density matrix of the quasiequilibrium car-
rier reservoirs.
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Employing the device-reservoir factorization result in (11.61), a straight-
forward calculation shows that the contribution to the system evolution due
to the device-reservoir coupling Hamiltonian (11.59) is
dρα1α2
dt
∣∣∣∣
dr
=12
∑
β
(
Pdrα1α2,ββf◦β −
∑
α′
Pdrα1α′,ββρα′α2
)
+ H.c. (11.63)
with generalized scattering rates
Pdrα1α2,β1β2 = Adrα1β1Adr∗α2β2 . (11.64)
In the semiclassical limit (see Eq. (13.1)), the above device-reservoir
scattering superoperator reduces to the relaxation-time model
dfα
dt
∣∣∣∣
dr
= −
∑
β
P drαβ
(
fα − f◦β
)
(11.65)
with device-reservoir scattering rates
P drαβ = Pdrαα,ββ =
∣∣∣Adrαβ∣∣∣2 . (11.66)
It is worth stressing that the above semiclassical equation, usually referred
to as the injection-loss model, has been widely employed in the semiclassical
modeling of optoelectronic semiconductor devices. [97]
In order to gain more insight on the structure of the density-matrix
equation (11.63), the latter may conveniently be rewritten in a compact op-
eratorial form; more specifically, recalling the definition of the single-particle
density-matrix operator in (11.25) and introducing the device-reservoir cou-
pling operators
Aˆβ =
∑
α
|α〉Adrαβ〈β| (11.67)
as well as the reservoir density-matrix operator
ρˆ◦ =
∑
β
|β〉f◦β〈β| , (11.68)
one gets:
dρˆ
dt
∣∣∣∣
scat
=
∑
β
(
Aˆβ ρˆ
◦Aˆ†β −
1
2
{
AˆβAˆ
†
β, ρˆ
})
. (11.69)
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Equation (11.69) should be compared to the Lindblad superoperator in
Eq.(11.37) describing energy exchange with the phononic excitations. On
the one end, the device-reservoir superoperator (11.69) is inhomogeneous,
due to the presence of the density-matrix operator ρˆ◦ of the external reser-
voirs. This implies that the trace of the device density matrix ρˆ is not
conserved, as expected in a system that can exchange particles with the
reservoirs.
The analysis presented so far can be regarded as a formal derivation
of the Lindblad-like device-reservoir scattering superoperator recently pro-
posed in Ref. [77], where the reservoir states are plane waves (|β〉 = |k〉)
and the device single-particle states are the scattering states of the confine-
ment potential profile (|α〉 = |αk〉).
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Chapter 12
Study of the positivity
Primary goal of this section is to face the most important issue related
to the proposed kinetic treatment: the positivity analysis of the nonlinear
density-matrix equation in (11.38). Indeed, if the single-particle density
matrix describes a physical state, its eigenvalues are necessarily positive-
definite and not greater than one (Pauli exclusion principle); in order to
preserve such physical nature, it is imperative that the scattering-induced
time evolution preserves the values of the density-matrix eigenvalues within
the interval [0, 1].
To this aim, let us start considering the case of carrier-phonon inter-
action previously discussed, whose nonlinear equation in (11.38) (equipped
with the generalized rates in (11.39)) may also be easily rewritten in a more
compact way via the one-electron operators respectively in Eqs. (11.25)
and (11.35) as in Eq. (11.37). Importantly, due to the quantum-mechanical
Pauli factors (Iˆ−ρˆ), the scattering superoperator in Eq. (11.37) is nonlinear
in ρˆ and non-Lindblad.1 Only in the low-density limit, i.e. Iˆ − ρˆ→ Iˆ, the
nonlinear equation in Eq. (11.37) reduces to the Lindblad superoperator
in Eq. (11.43) and the positive-definite character of ρˆ is thereby ensured;
as already stressed, this is not verified for the conventional Markov ap-
proximation in Eq. (11.40), whose low-density limit in Eq. (11.44) is not
1Indeed, at any time t Eq. (11.37) can always be locally linearized [25] treating the
two Pauli factors (Iˆ − ρˆ) as input parameters; however, the resulting (time-dependent)
linear superoperator is definitely non-Lindblad.
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in a Lindblad form. At finite or high densities, no straightforward con-
clusion can be drawn about the positive-definite character of the generic
time-dependent solution ρˆ(t).
Nevertheless, we show now that the proposed nonlinear single-particle
equation in (11.38) does preserve the positive-definite character of ρˆ. In or-
der to prove that, let us describe the single-particle density matrix ρα1α2 via
the corresponding operator ρˆ in (11.25); at any time t it is possible to define
its instantaneous (i.e., time-dependent) eigenvalues Λλ and eigenvectors |λ〉
according to
ρˆ|λ〉 = Λλ|λ〉 , (12.1)
which implies that
Λλ = 〈λ|ρˆ|λ〉 . (12.2)
The eigenvalues Λλ in (12.1) of a single-particle density matrix ρˆ de-
scribing a physical state are necessarily positive-definite and not greater
than one (Pauli exclusion principle). In order to preserve such positive-
definite nature, it is imperative that the scattering-induced time evolution
maintains the values of the eigenvalues within the physical interval [0, 1];
this can be verified by studying the time derivative of the generic eigenvalue
in (12.2), namely:
dΛλ
dt
= d〈λ|
dt
ρˆ|λ〉+ 〈λ|dρˆ
dt
|λ〉+ 〈λ|ρˆd|λ〉
dt
. (12.3)
In view of the completeness of the basis set {|λ〉}, the time derivative in
(12.3) can also be written as:
dΛλ
dt
=
∑
λ′
d〈λ|
dt
|λ′〉〈λ′|ρˆ|λ〉
+ 〈λ|dρˆ
dt
|λ〉
+
∑
λ′
〈λ|ρˆ|λ′〉〈λ′|d|λ〉
dt
. (12.4)
Recalling that
〈λ|ρˆ|λ′〉 = Λλδλλ′ , (12.5)
the result in (12.4) reduces to
dΛλ
dt
= Λλ
d〈λ|
dt
|λ〉+ 〈λ|dρˆ
dt
|λ〉+ Λλ〈λ|d|λ〉
dt
. (12.6)
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Taking into account that
d〈λ|
dt
|λ〉+ 〈λ|d|λ〉
dt
= d〈λ|λ〉
dt
= 0 , (12.7)
the first and third term in (12.6) cancel out exactly, and one finally concludes
that
dΛλ
dt
= 〈λ|dρˆ
dt
|λ〉 = dρλλ
dt
. (12.8)
This shows that the time variation of the eigenvalues Λλ coincides with the
time variation of the diagonal elements ρλλ of the operator ρˆ within the
instantaneous eigenbasis {|λ〉}.
In order to evaluate the above time derivative, the crucial step is to
analyze the explicit form of the proposed single-particle scattering superop-
erator written in the density-matrix eigenbasis of Eq. (12.1). Taking into ac-
count that the generic density-matrix equation (11.38) is basis-independent,
by replacing the original single-particle basis {|α〉} with the density-matrix
eigenbasis {|λ〉} and making use of Eq.(12.5), its diagonal elements turn out
to be:
dρλλ
dt
=
∑
λ′
[(1− Λλ)P sλλ′Λλ′ − (1− Λλ′)P sλ′λΛλ] , (12.9)
where
P sλλ′ = Psλλ,λ′λ′ (12.10)
are positive-definite quantities given by the diagonal elements of the gen-
eralized scattering rates (see Eqs. (11.39) and (11.51)) written in our in-
stantaneous density-matrix eigenbasis. By inserting this last result into
Eq. (12.8), one finally gets
dΛλ
dt
=
∑
λ′
[(1− Λλ)P sλλ′Λλ′ − (1− Λλ′)P sλ′λΛλ] . (12.11)
This last result is highly non-trivial: it states that, in spite of the partially
coherent nature of the carrier dynamics in (11.38), the time evolution of
the eigenvalues Λλ is governed by a non-linear Boltzmann-type equation,
formally identical to the semiclassical result in (13.2).
We are now in the position to state that the physical interval [0, 1] is
the only possible variation range of our eigenvalues Λλ. To this end, one
can show that, when the latter approach the extremal values, 0 or 1, their
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time derivatives do not allow them to exit the interval. Indeed, a closer
inspection of the Boltzmann-like equation in (12.11) shows that:
(i) if one of the eigenvalues Λλ is equal to zero, the corresponding time
derivative in (12.11) is always non-negative;
(ii) if one of the eigenvalues Λλ is equal to one, its time derivative in
(12.11) is always non-positive.
This leads us to the important conclusion that, for both carrier-phonon and
carrier-carrier scattering, the proposed nonlinear single-particle equation
(11.38) preserves the positive-definite character of the single-particle density
matrix.
We finally stress that the above positivity analysis is based on the
fact that the scattering rates in (12.10) are positive-definite quantities.
This property, which applies to the proposed single-particle equation (ob-
tained starting from the scattering superoperator in (3.20)), is generally
not fulfilled by conventional Markov models. In particular, for the case
of carrier-phonon scattering, the nonlinear equation (11.40) is not intrin-
sically positive-definite, as confirmed by the fact that in the low-density
limit the latter reduces to the non-Lindblad form of Eq. (11.44). Since
the generalized scattering rates corresponding to the above non-Lindblad
superoperator are given in Eq. (11.42), within the eigenbasis {|λ〉} their
diagonal elements (see Eqs. (11.42) and (12.10))
P cphλλ′ = Ps=cphλλ,λ′λ′ =
∑
q±
aq±λλ′b
q±∗
λλ′ (12.12)
are not necessarily positive-definite. This is the reason why, starting from a
non-Lindblad many-body scattering model, the system dynamics may exit
the physical eigenvalue region, giving rise to positivity violations also in the
low-density limit. [1, 98]
To emphasize this point, in Fig. 12.1 we report the time evolution of
the density-matrix eigenvalues for a subset of simulated experiments in the
simple case of a two-level system. The evolutions in both panel are governed
by Eq. (11.23), where the eigenergies in Eq. (11.26) are randomly generated
(with uniform distribution) between 0 and ~ω0 (ω0 denoting the typical
single-particle energy scale in units of ~), and the explicit form of the last
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Figure 12.1. Density-matrix eigenvalues as a function of time for a subset
of 25 randomly generated evolutions corresponding to a simple two-level
system in the presence of carrier-phonon interaction. Comparison between
the proposed single-particle model in (11.37) (panel a) and the conventional
model in (11.40) (panel b) (see text).
term is given by the non-linear scattering superoperator in (11.38) with
generalized carrier-phonon scattering rates of the form
Ps=cphα1α2,α′1α′2 = Aα1α′1B
∗
α2α′2
, (12.13)
where Aα1α2 and Bα1α2 are random complex numbers, whose modulus and
phase are uniformly generated between 0 and √ω0 and 0 and 2pi, respec-
tively. In particular, while for mimicking conventional Markov models the
two carrier-phonon operators A and B are generated independently (see
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Eq. (11.42)), in simulating the proposed scattering superoperator we take
Aα1α2 = Bα1α2 (see Eq. (11.39)).
Our simulated experiments are based on a numerical solution of the
density-matrix equation (11.23), starting each simulated experiment from
a randomly selected single-particle density matrix ρα1α2(t = 0) = Pα1δα1α2 ,
where Pα are randomly generated (with uniform distribution) between 0
and 1; more specifically, the free single-particle rotation in (11.26) has been
treated exactly, while the scattering-induced dynamics has been evaluated
via a standard time-step integration scheme. [25]
As one can see, while for the proposed nonlinear equation in (11.37) all
the eigenvalue trajectories fall within the physical interval [0, 1] (see panel
a)), for the nonlinear equation in (11.40) a significant number of simulated
eigenvalue trajectories exit the physical interval (panel b)).
Similarly, thanks to its Lindblad-like structure also the open-system
dynamics in Eq. (11.69) guarantees the positivity; in fact, the latter may be
written in components in terms of the eigenbasis {λ} of the device density-
matrix operator ρˆ (keeping unchanged the reservoir basis {β}) as
dΛλ
dt
∣∣∣∣
scat
=
∑
β
(f◦β − Λλ)||Adrλβ||2 , (12.14)
with
Adrλβ =
∑
α
u∗λαA
dr
αβ , (12.15)
where uλα are the elements of the unitary matrix which is responsible for
the change of basis {α} → {λ}, e.g.
|λ〉 =
∑
α
uλα|α〉 . (12.16)
A closer inspection of the injection-loss equation in (12.14) shows that:
(i) if one of the eigenvalues Λλ is equal to zero, the factor f◦β−Λλ is always
non-negative for every reservoir state |β〉 (and hence the corresponding
time derivative in (12.11));
(ii) if one of the eigenvalues Λλ is equal to one, the factor f◦β−Λλ is always
non-positive for every reservoir state |β〉 (and hence the corresponding
time derivative in (12.11)).
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As a consequence, due to its Lindblad-like structure the proposed linear
single-particle equation (11.38) description of open-systems preserves the
positive-definite character of the single-particle density matrix.
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Chapter 13
The Semiclassical limit
Extending the scattering-free discussion of Sec 6.2 and Eq. (6.31), we are
now ready to complete the link between the semiclassical or Boltzmann
theory of Eq. (1.12) and the single-particle density-matrix formalism (see
Eq. (11.6)). As discussed in the fundamental solid-state text-book by
Ashcroft and Mermin, [21] a general and rigorous (i.e. quantum-mechanical)
derivation of the standard semiclassical charge-transport theory constitutes
a formidable task. The simplest approach to this tedious problem —usually
referred to as the “diagonal limit”— is to neglect all non-diagonal density
matrix elements, which implies to assume a single-particle density matrix
of the form [25]
ρα1α2 = fα1δα1α2 . (13.1)
From a physical point of view, this amounts to assume that the impact
of various energy dissipation versus decoherence phenomena is so strong to
suppress at any time all inter-state (α1 /= α2) quantum-mechanical phase co-
herence. By inserting the diagonal-limit prescription (13.1) into Eq. (11.38),
the latter assumes the expected nonlinear Boltzmann-type or Pauli Master
Equation form (see Eq. (1.19))
dfα
dt
∣∣∣∣
scat
=
∑
s=cph,cc
∑
α′
((1− fα)P sαα′fα′ − (1− fα′)P sα′αfα) (13.2)
with semiclassical carrier-phonon scattering rates
P s=cpαα′ = Ps=cpαα,α′α′ =
∑
q,±
∣∣∣Aq±αα′∣∣∣2 (13.3)
115
13 – The Semiclassical limit
and semiclassical carrier-carrier scattering rates
P s=ccαα′ = Ps=ccαα,α′α′ = 2
∑
αα′
(1− fα)
∣∣∣Accαα,α′α′∣∣∣2 fα′ . (13.4)
The above semiclassical limit shows once again that the nonlinearity
factors (δα1α2 − ρα1α2) in Eqs. (11.51) and (11.42) can be regarded as
the quantum-mechanical generalization of the Pauli factors (1− fα) of the
conventional Boltzmann theory (see also Sec. 1.3).
Indeed, the Boltzmann-like equation in (13.2) can be regarded as the
formal justification and starting point of a wide variety of Monte Carlo sim-
ulations of charge transport in semiconductor nanostructures, whose main
microscopic ingredients are the carrier wavefunctions ψα(r) as well as the
corresponding scattering rates Pαα′ obtained via the Fermi’s golden rule.
In spite of the success of such Boltzmann-like treatment applied to the
study of the steady-state electro-optical response of semiconductor nanode-
vices, [99–110] the latter is not able to describe the time-dependent evolution
of the spatial carrier density. This can be easily understood by defining the
spatial charge density n(r) in terms of the single-particle density matrix ρˆ
(rather then using the Wigner function as in Eq. (5.6)) as
n(r) =
∑
α1α2
ψα1(r)ρα1α2ψ∗α2(r) ; (13.5)
within the diagonal approximation of Eq. (13.1) the latter reduces to
n(r) =
∑
α
|ψα(r)|2 fα . (13.6)
This tells us that for the particular case of a bulk system —the one con-
sidered in the conventional Boltzmann theory— the single-particle basis
states |α〉 are momentum eigenstates, whose probability density |ψα(r)|2 is
space-independent. It follows that for a bulk system the carrier density n(r)
corresponding to the above diagonal-limit picture is space-independent as
well.
The obvious conclusion is that the diagonal-approximation scheme just
recalled does not allow one to recover the space-dependent Boltzmann the-
ory. Nevertheless, as already stressed, a number of simulation strategies [69,
85,86,99–110] based on such diagonal-approximation paradigm came out to
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be quite successful in describing the steady-state electro-optical response of
various semiconductor nanomaterials and devices; this is particularly true
in the presence of a strong energy dissipation and decoherence, since in this
case the latter dominate over scattering-free carrier diffusion (not properly
described within the diagonal-approximation picture).
In order to perform a derivation of the conventional Boltzmann trans-
port equation, it is thus vital to replace the above diagonal-approximation
scheme with a genuine space-dependent description of the problem; this
may be conveniently performed once again via the Wigner picture, com-
pleting the scattering-free discussion of Sec. 6.2 with the semiclassical limit
of the many-particle contributions, while we will omit the treatments of the
device-reservoir interactions of Eq. (11.69) (which has been omitted also in
Eq. (1.12), where the normalization of the distribution
∫
drdvf(r,v) was
constant in time)1. In particular, we start from the low-density superop-
erator (11.45), whose corresponding matrix elements can be conveniently
expressed as in Eq. (11.53) with in and out contribution given in Eqs.
(11.56) and (11.57). Next, we consider the Wigner function defined in Eq.
(5.1) and its equation of motion (5.12) with superoperator Γ defined in Eq.
(11.45).
In order to discuss the so-called semiclassical limit, which will prove to
recover the Boltzmann transport equation, we consider the (formal) limit
for ~ → 0 of the Wigner transport theory. As far as the single-particle
contribution in Eq. (6.6) is concerned, this limit has already been discussed
in Sec. (6.2) in terms of the well-known Moyal brackets, [64] which for ~→ 0
reduce to the usual diffusion-plus-drift terms of the Boltzmann theory (see
Eq. (1.14) in Sec. (1.3)).
The most difficult task of the semiclassical limit is to show that for
~ → 0 the (spatially non-local) scattering superoperator in (5.14) reduces
to the (spatially local) collision term of the Boltzmann theory. In order
1As a consequence, the limitations of the inflowing boundary-conditions analyzed in
Secs. (7.2) and (9.3) do not apply to the Wigner-function analysis presented in this
Chapter, since the latter refers to an infinitely extended system and not to a quantum
device with open spatial boundaries.
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to complete this task, the first step is to rewrite the Wigner scattering
superoperator in (5.16) with Γ(ρˆ) of Eq. (11.45) within the momentum
representation. More specifically, denoting with
As(p1,p2) = 〈p1|Aˆs|p2〉 (13.7)
the (continuous) matrix elements of the Lindblad operators in (11.45) and
taking into account that
〈p1|Wˆ (r,p)|p2〉 = e
(p1−p2)·r
i~ δ
(p1 + p2
2 − p
)
, (13.8)
the explicit form of the scattering superoperator in (5.16) with Γ(ρˆ) of Eq.
(11.45) comes out to be
Γ(r,p; r′,p′) =
( 2
pi~
)3∑
s
∫
dp1dp2e
2(p1−p2+p′−p)·r
i~ e−
2(p2−p′)·(r′−r)
i~ ×
×As(2p− p1, 2p′ − p2)As∗(p1,p2)
−
( 2
pi~
)3∑
s
<
{∫
dp1dp2e
2(p′−p)·r
i~ e−
2(p1−p′)·(r′−r)
i~ ×
× As∗(p2,2p− p1)As(p2, 2p′ − p1)
}
.
(13.9)
By inserting the above result into Eq. (5.14), one gets:
∂fW(r,p)
∂t
∣∣∣∣∣
scat
=
( 2
pi~
)3∑
s
∫
dr′dp′dp1dp2e
2(p1−p2+p′−p)·r
i~ e−
2(p2−p′)·(r′−r)
i~ ×
×As(2p−p1, 2p′−p2)As∗(p1,p2)fW(r′,p′)
−
( 2
pi~
)3∑
s
<
{∫
dr′dp′dp1dp2e
2(p′−p)·r
i~ e−
2(p1−p′)·(r′−r)
i~ ×
× As∗(p2,2p−p1)As(p2, 2p′−p1)fW(r′,p′)
}
.
(13.10)
Let us now analyze the semiclassical limit of the above quantum-mechanical
scattering superoperator. From a physical point of view, in the limit ~→ 0
the various phase factors entering Eq. (13.10) will display infinitely fast os-
cillations, which allows one to evaluate some of the above coordinate and
118
momentum integrals via a sort of adiabatic-decoupling procedure. As far
as the coordinate r′ is concerned, for any regular function F (r) we have:
lim
~→0
∫
dr′e
p′′·(r′−r)
i~ F (r′) = (2pi~)3δ(p′′)F (r) . (13.11)
By employing this general property, in the semiclassical limit (~ → 0) the
scattering superoperator in (13.10) simplifies to:
∂fW(r,p)
∂t
∣∣∣∣∣
scat
=8
∑
s
∫
dp′dp1e
2(p1−p)·r
i~ As(2p− p1,p′)As∗(p1,p′)fW(r,p′)
−8
∑
s
<
{∫
dp′dp2e
2(p′−p)·r
i~ As∗(p2,2p− p′)As(p2,p′)fW(r,p′)
}
.
(13.12)
In addition to the spatial adiabatic decoupling in (13.11), in the semiclas-
sical limit it is also possible to show that for any regular function G(r,p):
lim
~→0
∫
dp′′e
(p′′−p)·r
i~ G(r,p′′) = (2pi~)
3
Ω G(r,p) . (13.13)
Here Ω denotes a proper crystal normalization volume; indeed, in order to
derive this result it is crucial to perform a sort of spatial coarse graining,
i.e., a spatial average of the function G over a volume Ω much larger than
the typical carrier coherence length and much smaller than the macroscopic
spatial variations of our material. By employing the general property in
(13.13) the scattering superoperator in (13.12) reduces to:
∂fW(r,p)
∂t
∣∣∣∣∣
scat
=(2pi~)
3
Ω
∑
s
∫
dp′×
×
[∣∣As(p,p′)∣∣2 fW(r,p′)− ∣∣As(p′,p)∣∣2 fW(r,p)] .
(13.14)
This is exactly the Boltzmann collision term of the semiclassical theory we
were looking for; indeed, the latter can be written in a more compact form
according to Eq. (1.14), where
P (p,p′) =
∑
s
P s(p,p′) (13.15)
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and
P s(p,p′) = (2pi~)
3
Ω
∣∣As(p,p′)∣∣2 . (13.16)
This shows that the scattering rates of the Boltzmann transport theory can
be easily expressed in terms of the matrix elements of the various Lindblad
operators.
In order to establish a direct link with the conventional Fermi’s-golden-
rule prescription, let us finally move from the continuous momentum repre-
sentation employed so far to its discrete version corresponding to the crystal
normalization volume Ω; more precisely, employing the usual continuous-
versus-discrete prescription, the scattering rates in (13.16) can also be writ-
ten as
P sp,p′ =
∣∣∣Asp,p′ ∣∣∣2 , (13.17)
in total agreement with the low-density limit, e.g. (1 − fα) −→ 1, of
diagonal-approximation result in (13.4).
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Chapter 14
Quantum nonlocality
The goal of this chapter is to provide a rigorous treatment of scattering
nonlocality, e.g. a non-null scattering-induced charge-density variation,
∂n(r)
∂t
∣∣∣∣
scat
/= 0 , (14.1)
where n(r) has been defined in terms of ρˆ in Eq. (13.5). It is important to
stress that such a phenomenon is a genuine quantum-mechanical feature: in
fact, as already stressed in Sec. (1.3), the semiclassical Boltzmann-Equation
(1.14) does not provide a scattering-induced charge-density variation (see
Eq. (1.17)).
Thanks to Eq. (11.4) the time variation of n(r) given in Eq. (13.5) may
be written as
∂n(r)
∂t
= ∂n(r)
∂t
∣∣∣∣
sp
+ ∂n(r)
∂t
∣∣∣∣
scat
. (14.2)
Here as in the following we will explore the low-density limit, where the
single-particle density-matrix equation of motion is given by (5.8) and hence
the terms in the r.h.s. of Eq. (14.2) are given by
∂n(r)
∂t
∣∣∣∣
sp
= 1
i~
∑
α1α2
ψα1(r)(α1 − α2)ρα1α2ψ∗α2(r) (14.3)
and
∂n(r)
∂t
∣∣∣∣
scat
=
∑
α1α2
ψα1(r)Γ(ρˆ)α1α2ψ
∗
α2(r) . (14.4)
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In order to show the genuine quantum nonlocality we will concentrate on
the linear operator Γ(ρˆ) given in Eq. (11.43), while we will disregard the one
in Eq. (11.44) due to the fact that it does not preserve the positivity. How-
ever, we will compare the results with those coming from another widely
employed model for describing the dissipation and decoherence in semicon-
ductors, the Relaxation Time Approximation (RTA): as we will show in
the following, the latter displays some unphysical features, contrary to the
Lindblad superoperator.
14.1 Physical model and simulation strategy
As prototypical physical system we shall consider an effective one-dimensional
GaN-based nanostructure, whose main energy-dissipation and decoherence
mechanism is carrier-LO phonon scattering. The latter will be described via
the low-density Lindblad scattering superoperator in (11.43) with s = q,±
and Aˆq,± given in Eq. (11.35) after replacing the three-dimensional wave-
vector q with the one-dimensional index q.
It is imperative to stress that the choice of considering a simple one-
dimensional model is by no means dictated by computational limits; in-
deed, opposite to more refined quantum-kinetic approaches, the proposed
simulation strategy may be easily applied to realistic nanostructures within
a fully three-dimensional description, as recently realized in Ref. [77]. We
just decided to adopt a one-dimensional system in order to facilitate the
analysis of scattering-induced spatial nonlocality, and to better elucidate
its physical origin and magnitude.
For the case of a one-dimensional system with coordinate z and momen-
tum p, the space (see Eq. (13.5)) and momentum charge distributions are
simply given by
n(z) =
∑
α1α2
ψα1(z)ρα1α2ψ
∗
α2(z) (14.5)
and
n(p) =
∑
α1α2
ψ˜α1(p)ρα1α2ψ˜
∗
α2(p) , (14.6)
where ψ˜α(p) ≡ 〈p|α〉 denotes the Fourier transform of ψα(z).
Combining the prescription in (14.5) with the density-matrix equation
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(5.10), the total time evolution of the spatial carrier density n(z) is de-
scribed via the one-dimensional versions (r → z) of Eqs. (14.2)-(14.4). As
already pointed out in Chap. 13, for the relevant case of the Lindblad su-
peroperator in (11.53) the corresponding time evolution can be expressed
as the difference of two terms, which in the semiclassical limit reduce to
the in- minus out-scattering structure of the conventional Boltzmann the-
ory (see Eq. (1.14)). This suggests to write the one-dimensional version of
Eq. (14.4) as
∂n(z)
∂t
∣∣∣∣
scat
= F in(z)− F out(z) (14.7)
with
F in/out(z) =
∑
α1α2
ψα1(z)F
in/out
α1α2 ψ
∗
α2(z) . (14.8)
Our simulation strategy is based on a numerical solution of the density-
matrix equation in (5.10); this is realized via a fixed-time-step discretiza-
tion [25] based on an exact integration of the single-particle dynamics. More
specifically, the single-particle states α of the structure under examination
are described via the usual envelope-function picture (see Sec. 1.1) within
the standard effective-mass approximation, [111] in terms of a plane-wave
expansion. [25]
In order to mimic the main features of a realistic GaN-based material,
the following parameters have been employed: effective mass m∗ = 0.2m◦
(m◦ denoting the free-electron one) and LO-phonon energy LO = 80meV;
moreover, the amplitude of the carrier-phonon matrix elements in Eq. (1.4)
are chosen such to reproduce an average bulk carrier-LO phonon scattering
rate τLO = 25 fs.
For all the simulated experiments presented below we have chosen as
initial condition a single-particle density matrix ρα1α2 corresponding to a
gaussian carrier distribution both in space and momentum, namely
n(z) ∝ e
− z2
2∆2z√
2pi∆z
, n(p) ∝ e
− p2
2∆2p√
2pi∆p
, (14.9)
where ∆z describes the degree of spatial localization of our initial state, and
∆p =
√
m∗kBT describes the thermal fluctuations of our carrier gas.
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It is easy to show that such initial condition corresponds to a one-
dimensional Wigner function
f
W(z, p) ∝ ~ e
− z2
2∆2z e
− p2
2∆2p√
2pi∆z∆p
, (14.10)
and therefore to an initial density matrix
ρα1α2 ∝
1
2pi
∫
dz dpWα1α2(z, p)
e
− z2
2∆2z e
− p2
2∆2p√
2pi∆z∆p
, (14.11)
whereWα1α2(z, p) are the one-dimensional analogous ofWα1α2(r,p) defined
in Eq. (5.19).1
Primary goal of our simulated experiments is to investigate the non-local
character of the Lindblad-like scattering superoperator in (11.53), and to
compare it with other scattering models. The simplest parameter-free form
of the scattering term entering our density-matrix equation (5.10) is given
by the following RTA model: [77]
dρα1α2
dt
∣∣∣∣
scat
= − Γα1 + Γα22
(
ρα1α2 − ρ◦α1α2
)
. (14.12)
Here ρ◦α1α2 = f
◦
α1δα1α2 is the equilibrium density matrix dictated by the
host material, and
Γα =
∑
s
∑
α′
P sα′α (14.13)
is the total scattering rate (i.e., summed over all final states α′ and rele-
vant interaction mechanisms s) corresponding to the microscopic transition
probabilities P sα′α of the semiclassical transport theory given by the stan-
dard Fermi’s golden rule. [112] Within such relaxation-time paradigm, the
1We stress that the (mixed-state) density matrix in (14.11) is not always physical;
indeed, it is possible to show that the uncertainty principle imposes the following restric-
tion: ∆z ≥ ~2∆p . Recalling that ∆p =
√
m∗kBT , it follows that at room temperature and
for the GaN parameters previously recalled, one gets: ∆z ≥ ~2√m∗kBT ' 2 nm.
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diagonal contributions (α1 = α2) describe population transfer (and thus en-
ergy dissipation) toward the equilibrium carrier distribution f◦α1 according
to the relaxation rate Γα1 , whereas the off-diagonal contributions (α1 /= α2)
describe a decay of the inter-state polarizations according to the decoher-
ence rate (Γα1 + Γα2)/2.
In spite of its simple form and straightforward physical interpretation,
the structure of the relaxation-time term (14.12) is intrinsically different
from the in- minus out-structure of the Boltzmann collision term as well as
of the Lindblad superoperator in (11.53), and for this reason it may lead to
a significant overestimation of decoherence processes (see below).
14.2 Scattering nonlocality in homogeneous GaN
systems
Our first set of room-temperature simulated experiments corresponds to an
effective (one-dimensional) homogeneous GaN system (i.e., no confinement
potential profile along the z direction).
Let us start our analysis by investigating the carrier-LO phonon scatter-
ing nonlocality induced by the Lindblad superoperator in (11.53). Figure
14.1 shows the scattering-induced time derivative of the spatial carrier den-
sity (see Eq. (14.7)) as a function of the relative coordinate z/∆z for three
different values of the localization parameter ∆z. As we can see, in the
presence of an initial nanometric confinement (solid and dashed curves)
the phonon-induced time variation is significantly different from zero; the
latter displays a negative peak —corresponding to a sort of replica of the ini-
tial distribution— and, more importantly, a positive contribution extending
over a much larger range. This is exactly the signature of scattering-induced
spatial nonlocality we were looking for. By significantly increasing the value
of ∆z (dash-dotted curve), the magnitude and relative spatial extension of
such nonlocality effects is strongly reduced, thus confirming that in the
semiclassical limit ∆z → ∞ the scattering-induced time variation tends to
zero, as predicted by the conventional Boltzmann theory (see Sec. 1.3).
In order to better understand the physical origin and relative magnitude
of the positive versus negative regions in Fig. 14.1, let us examine separately
the impact of in- and out-scattering terms (see Eq. (14.7)). Figure 14.2
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Figure 14.1. Room-temperature carrier-LO phonon scattering nonlo-
cality induced by the Lindblad superoperator in Eq. (11.53) in a homo-
geneous GaN system: scattering-induced time derivative of the spatial
carrier density (see Eq. (14.7)) as a function of the relative coordinate
z/∆z for three different values of the localization parameter: ∆z = 5nm
(solid curve), ∆z = 10nm (dashed curve), and ∆z = 50nm (dash-dotted
curve), together with the initial spatial density profile in Eq. (14.9) (thin
solid curve) (see text).
shows in- (panel a) and out-scattering contributions (panel b) correspond-
ing to the time derivatives of the spatial carrier density (see Eq. (14.7))
reported in Fig. 14.1. As we can see, in the presence of an initial nano-
metric confinement (solid and dashed curves) the in-scattering contribution
(panel a) is significantly larger than the initial distribution profile (see thin
solid curve in Fig. 14.1) while, in contrast, the out-scattering contribution
(panel b) comes out to be more localized. It is exactly such different spa-
tial extension of in- and out-scattering contributions that gives rise to the
density-variation profiles in Fig. 14.1; in particular, the significant delo-
calization of the in-scattering contribution (compared to the out-scattering
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Figure 14.2. Room-temperature carrier-LO phonon scattering nonlocal-
ity induced by the Lindblad superoperator in Eq. (11.53) in a homogeneous
GaN system: in- (panel a) and out-scattering contributions (panel b) corre-
sponding to the time derivatives of the spatial carrier density (see Eq. (14.7))
reported in Fig. 14.1 (see text).
one) is responsible (i) of the negative central peak, and (ii) of the two pos-
itive external regions.2 By significantly increasing the value of ∆z (dash-
dotted curves), in- and out-scattering contributions tend to coincide, which
implies that their difference tends to vanish, in total agreement with the
corresponding result in Fig. 14.1 (dash-dotted curve). This clearly shows
that the local character of the Boltzmann theory (see Eq. (1.17)) originates
from an exact cancellation between in- and out-scattering contributions,
which takes place in the semiclassical limit (i.e., ∆z →∞) only.
Based on the numerical results presented so far, it is easy to conclude
that the impact of scattering nonlocality is intimately related to the different
2It is worth stressing that, in view of the trace-preserving character of the Lindblad
superoperator (11.43), the total carrier density (i.e., integrated over the spatial coordinate
z) is preserved; this implies that the positive and negative regions in Fig. 14.1 should
cancel each other out.
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spatial extension of in- and out-scattering contributions. In order to better
quantify the phenomenon under examination, it is useful to introduce the
effective nonlocality parameter
ηin/out = 1
∆z
√∫
z2
∣∣F in/out(z)∣∣ dz∫ ∣∣F in/out(z)∣∣ dz . (14.14)
According to its definition, this dimensionless parameter can be regarded
as the standard deviation of the spatial density variation F in/out(z) (see
Eq. (14.7)) in units of ∆z. It follows that when the shape of the density
variation F in/out(z) tends to the initial Gaussian profile (see dash-dotted
curves in Fig. 14.2), the nonlocality parameter ηin/out in (14.14) tends to
one; moreover, for charge variations wider than the initial distribution (see
solid and dashed curves in Fig. 14.2a) the nonlocality parameter is expected
to be greater than one, while for charge variations sharper than the initial
distribution (see solid and dashed curves in Fig. 14.2b) the latter is expected
to be smaller than one.
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Figure 14.3. Nonlocality parameter in Eq. (14.14) as a function of ∆z
for both in- and out-scattering contributions. Here, the 5 nm, 10 nm,
and 50 nm values (see symbols) correspond to the in- and out-scattering
profiles of Fig. 14.2 (see text).
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This scenario is fully confirmed by the numerical results reported in
Fig. 14.3, where the nonlocality parameter in (14.14) is plotted as a function
of ∆z for both in- and out-scattering contributions (here, the two curves
have been obtained repeating our numerical calculation for a large set of
∆z values). As we can see, in the presence of a strong spatial confinement
(∆z = 5nm) (see solid curves in Fig. 14.2) the nonlocality parameter of the
in-scattering term is definitely greater than one, while for the out-scattering
term the latter is significantly smaller than one. By increasing the value of
∆z, the difference between in- and out-parameters is progressively reduced,
and for ∆z = 50 nm (see dash-dotted curves in Fig. 14.2) their value is
already very close to unity.
The homogeneous-GaN simulated experiments presented so far allows
one to draw two basic conclusions: (i) in the presence of a nanometric
spatial confinement one deals with a significant carrier-phonon scattering
nonlocality (see solid curve in Fig. 14.1); (ii) opposite to other simplified
scattering models (see below), the Lindblad superoperator of Eq. (11.43) is
able to properly reproduce the semiclassical-limit behavior (see dash-dotted
curve in Fig. 14.1), thus recovering the local character of the Boltzmann
collision term.
At this point it is crucial to compare the action of the Lindblad scatter-
ing superoperator (11.53) (see Fig. 14.1) with that of simplified dissipation
models, and in particular with the conventional relaxation-time approxima-
tion. Figure 14.4 shows the scattering-induced time derivative of the spatial
carrier density corresponding to the relaxation-time model in (14.12) as a
function of the relative coordinate z/∆z for the same three values of the
localization parameter ∆z considered in Fig. 14.1. As we can see, also for
the case of the relaxation-time model one deals with significant nonlocality
effects. However, comparing Fig. 14.4 with Fig. 14.1, it is easy to recognize
strong differences between the Lindblad treatment and the relaxation-time
approximation: opposite to the Lindblad-superoperator results of Fig. 14.1,
here the shape and amplitude of the charge-density variation is not strongly
influenced by the value of ∆z; more importantly, while in Fig. 14.1 the pos-
itive regions are spatially localized (i.e., they display a maximum and then
vanish at large distances), here the charge variation tends to a constant
and ∆z-independent value. This constitutes an unambiguous proof of the
intrinsic limitations of the relaxation-time approximation; indeed, opposite
to the Lindblad-superoperator treatment, the latter (i) comes out to be
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Figure 14.4. Same as in Fig. 14.1 but for the relaxation-time
model in Eq. (14.12) (see text).
totally non-local (as confirmed by its nearly constant values at large coordi-
nate values),3 and (ii) in the semiclassical limit (∆z →∞) it is intrinsically
unable to reproduce the local character of the Boltzmann collision term.
As we shall see, the totally non-local character of the relaxation-time
model may give rise to a strong overestimation of the scattering-induced
quantum diffusion (see Figs. 15.2 and 15.3 in the next chapter).
3Indeed, for the relaxation-time model in (14.12) it is not possible to introduce a
nonlocality parameter (see Eq. (14.14)), since the spatial standard deviation of the charge-
density variation in Fig. 14.4 is always infinite.
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Chapter 15
Dissipation-induced
quantum diffusion
15.1 Quantum diffusion in homogeneous GaN sys-
tems
So far our focus has been devoted to the investigation of the spatial nonlo-
cality induced by carrier-LO phonon coupling; a somehow similar analysis
has been made in [23] for acoustic phonons in GaAs. However, in order to
establish how such scattering-induced charge redistribution will affect the
overall diffusion process, it is imperative to perform a time-dependent anal-
ysis including single-particle as well as scattering dynamics as in Eq. (14.2).
Figure 15.1 displays the sub-picosecond time evolution of the spatial carrier
density corresponding to the initial mixed state in (14.11) with ∆z = 10nm,
obtained in the absence of carrier-phonon coupling (upper panel), via the
Lindblad scattering superoperator in (11.53) (central panel), and via the
relaxation-time model in (14.12) (lower panel). As we can see, compared to
the scattering-free case (upper panel), both Lindblad and relaxation-time
treatments give rise to a speedup of the diffusion process, and the effect is
more pronounced in the relaxation-time case (lower panel).
Such ultrafast diffusion dynamics is the result of a highly non-trivial
interplay between single-particle and scattering contributions; indeed, it is
well known that also in the presence of a spatially local (i.e., Boltzmann)
scattering model (for which the contribution in (14.7) is always equal to
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Figure 15.1. Room-temperature quantum-diffusion dynamics in a ho-
mogeneous GaN system obtained in the absence of carrier-phonon coupling
(upper panel), via the Lindblad scattering superoperator in Eq. (11.53) (cen-
tral panel), and via the relaxation-time model in Eq. (14.12) (lower panel):
sub-picosecond time evolution of the spatial carrier density corresponding
to the initial mixed state in Eq. (14.11) with ∆z = 10nm (see text).
zero) any scattering-induced carrier redistribution tends to speedup the dif-
fusion process. [21] In order to better evaluate the genuine diffusion contri-
bution due to scattering nonlocality, it is then crucial to start our simulated
experiments from a thermalized carrier distribution; this has been realized
adopting the initial state in (14.11); indeed, for a parabolic-band homo-
geneous system (as the one considered here) in the absence of scattering
nonlocality, the time evolution of the spatial carrier density is described by
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the following (time-dependent) Gaussian distribution (see upper panel in
Fig. 15.1)
n(z, t) ∝ e
− z2
2∆2z(t)√
2pi∆z(t)
(15.1)
with
∆z(t) = ∆z
√
1 + t
2
τ2d
, (15.2)
where
τd =
m∗∆z
∆p
(15.3)
describes the typical time scale of the scattering-free diffusion process (for
the case of Fig. 15.1 this is about 70 fs).
The physical origin and relative magnitude of the diffusion speedup re-
ported in Fig. 15.1 can be easily understood in terms of the scattering-
induced nonlocality previously investigated. Indeed, for both the Lindblad
(Fig. 14.1) and the relaxation-time model (Fig. 14.4), carrier-phonon scat-
tering induces a progressive charge transfer from the initial peak toward
outer regions, which results in an overall spatial broadening. As already
pointed out, the impact of such scattering-induced diffusion is expected to
be particularly pronounced in the case of the relaxation-time model, since
the latter is totally non-local (see Fig. 14.4). Such highly non physical
behavior gives rise to an increased dissipation and decoherence dynamics,
which in turn results in the significant overestimation of the diffusion pro-
cess reported in the lower panel of Fig. 15.1.
To quantify the amount of extra diffusion reported in Fig. 15.1, let us
introduce the effective carrier distribution width
λ =
√∫
z2n(z) dz∫
n(z) dz . (15.4)
Figure 15.2 shows the time evolution of the above effective distribution
width λ. Here, the local-scattering result λ = ∆z(t) (solid curve) is com-
pared to the corresponding results obtained adopting as scattering models
the Lindblad superoperator (11.53) (dashed curve) as well as the relaxation-
time model (14.12) (dash-dotted curve). As expected, the relaxation-time
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Figure 15.2. Effective spatial-distribution width λ in Eq. (15.4) as a func-
tion of time. Here, the local-scattering result (see Eq. (15.1)) (solid curve)
is compared to the corresponding results obtained adopting as scattering
models the Lindblad superoperator in Eq. (11.53) (dashed curve) as well as
the relaxation-time model in Eq. (14.12) (dash-dotted curve) (see text).
model gives rise to a strong overestimation of the diffusion process (see dash-
dotted curve) compared to the Lindblad-superoperator treatment (dashed
curve).
As anticipated, the relaxation-time model in (14.12) does not exhibit the
well established in- minus out-scattering structure of the Boltzmann colli-
sion term as well as of the Lindblad superoperator in (11.53); it follows that
within such simplified model the decay of the inter-state phase coherence
(also referred to as inter-state polarization) is not dictated by a balance
between in- and out-contributions, but is determined by out-scattering con-
tributions only, leading to an overestimation of electronic decoherence. In
order to elucidate this crucial point, let us start by analyzing the explicit
form of Eq. (5.10) for the case of the relaxation-time model in (14.12). By
denoting with
ρiα1α2(t) = ρα1α2(t)e
− (α1−α2 )t
i~ (15.5)
the single-particle density matrix written in the interaction picture (see Eq.
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(2.10)), the time evolution of its non-diagonal (α1 /= α2) elements is given
by
dρiα1α2
dt
= − Γα1 + Γα22 ρ
i
α1α2 , (15.6)
which shows that, in addition to the free rotation in (15.5), the inter-state
polarization decays according to the decoherence rate (Γα1 + Γα2)/2. In
contrast, by inserting into Eq. (5.10) the explicit form of the Lindblad su-
peroperator (11.53), it is easy to get
dρiα1α2
dt
= (Lα1α2,α1α2 + Lα2α1,α2α1) ρiα1α2
+
∑
α′1α
′
2 /=α1α2
(
e
(
α′1
−
α′2
−α1+α2 )t
i~ Lα1α2,α′1α′2ρ
i
α′1α
′
2
+ H.c.
) (15.7)
with
Lα1α2,α′1α′2 =
1
2
∑
s
(
Psα1α2,α′1α′2−δα2α′2
∑
α′
Ps∗α′α′,α1α′1
)
. (15.8)
In the presence of strongly nonelastic interaction processes, the overall im-
pact of the second term in (15.7) is strongly reduced thanks to the fast
temporal oscillations of the various free-rotation phase factors; moreover,
taking into account that in such nonelastic-interaction limit Psαα′,αα′ → 0,
one gets
Lαα′,αα′ → −Γα/2 , (15.9)
which implies that in this limit the Lindblad-model equation in (15.7) re-
duces to the relaxation-time one in (15.6). In contrast, in the presence
of quasielastic processes one deals with a significant cancellation between
in- and out-scattering contributions, not accounted for by the relaxation-
time equation (15.6). It is worth stressing that such intrinsic limitation of
relaxation-time models has been already recognized in the analysis of ul-
trafast phenomena in photoexcited semiconductors [56], showing that the
latter becomes particularly severe for the case of quasielastic processes. [113]
To confirm this physical interpretation, we have repeated the simulated
experiments presented so far artificially reducing the GaN LO-phonon en-
ergy by a factor 4 (from 80 to 20meV), such to mimic the quasielastic-
process limit. The time evolution of the effective distribution width λ cor-
responding to these new simulations is reported in Fig. 15.3. As expected,
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Figure 15.3. Same as in Fig. 15.2 but for a reduced value of the LO-phonon
energy (LO = 20meV) (see text).
compared to the results reported in Fig. 15.2, the decoherence overesti-
mation produced by the relaxation-time model (dash-dotted curve) is still
increased, while the diffusion speedup induced by the Lindblad superoper-
ator (dashed curve) is strongly reduced. Indeed, in spite of the fact that
the LO-phonon energy is still significantly different from zero, the effect
of phonon scattering is already negligible. This is a clear indication that
in the presence of genuine quasi elastic processes like, e.g., carrier-acoustic
phonons or carrier-carrier scattering (i) the relaxation-time model is defi-
nitely inadequate, and (ii) quantum diffusion due to scattering nonlocality
is expected to play a minor role.
15.2 Scattering-induced suppression of the coher-
ent oscillations in superlattices
As a final set of simulated experiments aimed at showing the power and
flexibility of the proposed density-matrix approach, we have extended the
homogeneous-system analysis presented so far to the case of a periodic
nanostructure. Figure 15.4 displays the sub-picosecond time evolution of
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Figure 15.4. Room-temperature quantum-diffusion dynamics in a GaN-
based superlattice (lower panel) (band offset of 0.3 eV and well and bar-
rier widths of 4.5 and 1 nm) obtained in the absence of carrier-phonon
coupling (upper panel) and via the Lindblad scattering superoperator in
Eq. (11.53) (central panel): sub-picosecond time evolution of the spatial
carrier density corresponding to the initial mixed state in Eq. (14.11) with
∆z = 2nm (see text).
the spatial carrier density in a GaN-based superlattice (see lower panel)
corresponding to the initial mixed state in (14.11) with ∆z = 2 nm, ob-
tained in the scattering-free case (upper panel) and employing the Lindblad
scattering superoperator in (11.53) (central panel). Compared to the cor-
responding homogeneous-system results of Fig. 15.1, here the superlattice
structure (see lower panel) gives rise to a non-trivial interplay between the
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spatial quantum confinement dictated by the nanostructure potential pro-
file and the scattering-induced diffusion, resulting in a superlattice-induced
modulation of the density profile.
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Figure 15.5. Time evolution of the carrier population in the central well
of the superlattice (panel a) as well as in the two adjacent wells (panel b)
corresponding to the scattering-free simulation (solid curves (upper panel in
Fig. 15.4)) and to the Lindblad-scattering simulation (dashed curves (central
panel in Fig. 15.4)) (see text).
In the absence of carrier-phonon scattering (upper panel) one deals with
coherent charge oscillations originating from the diffusion dynamics of the
initial packet through the superlattice structure. In particular, it is easy to
recognize the typical signature of inter-well coherent tunneling, a peculiar
phenomenon in coupled quantum-well structures. [100] To better elucidate
this crucial feature, in Fig. 15.5 we have reported the time evolution of the
carrier population in the central well of the superlattice (panel a) as well
as in the two adjacent wells (panel b). As we can see, in the scattering-free
case (solid curves corresponding to the upper-panel result of Fig. 15.4) one
deals with a significant charge transfer from the central well toward the
adjacent ones and vice versa, the so-called coherent-tunneling dynamics.
However, compared to simple two-well systems, here the situation is by far
more complicated: once a fraction of the central-well charge has reached the
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adjacent wells, part of it will be transferred back to the central well, but also
to the external nearest-neighbor ones; this process will progressively extend
to an increasing number of wells, giving rise to the quantum-mechanical
diffusion process displayed in the upper panel of Fig. 15.4.
In the presence of carrier-LO phonon scattering (see central panel in
Fig. 15.4 and dashed-curves in Fig. 15.5), the fully coherent dynamics just
described is strongly suppressed; indeed, the significant temporal oscil-
lations in Fig. 15.5 are strongly reduced, giving rise at long times to a
classical-like diffusion scenario typical of a so-called incoherent-tunneling
dynamics. [100]
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Figure 15.6. Effective spatial-distribution width λ in Eq. (15.4) as a
function of time. Here, the local-scattering homogeneous result in Eq. (15.1)
(thin solid curve) is compared to the scattering-free superlattice result (solid
curve corresponding to the upper-panel result of Fig. 15.4) as well as to the
Lindblad-scattering superlattice result (dashed curve corresponding to the
central-panel result of Fig. 15.4) (see text).
Finally, it is important to point out that in the presence of energy dis-
sipation the interplay between single-particle phase coherence (dictated by
the superlattice potential profile) and phonon-induced decoherence (dic-
tated by the Lindblad scattering superoperator) is highly non trivial. This is
clearly shown in Fig. 15.6, where we report the effective spatial-distribution
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width λ in (15.4) corresponding to the two simulated experiments of Fig. 15.4
as well as to the scattering-free homogeneous result of Fig. 15.1.
As we can see, at short times (less than 100 fs) the scattering-free diffu-
sion dynamics within the superlattice structure (solid curve) does not differ
significantly from the corresponding homogeneous result (thin solid curve).
In contrast, the presence of carrier-LO phonon scattering (dashed curve)
gives rise to a significant diffusion speedup (compared to the scattering-free
result (solid curve)); at longer times the non-local action of the scattering
superoperator vanishes, and at the end of the simulation the spatial broad-
ening induced by the Lindblad superoperator comes out to be similar to the
scattering-free one. Such non-trivial behavior can be explained as follows: at
short times the strong spatial localization of the initial distribution induces
a significant diffusion speedup due to carrier-phonon nonlocality effects; at
longer times such scattering-induced nonlocality is strongly reduced, and,
at the same time, energy dissipation tends to destroy inter-state phase co-
herence, thus limiting the diffusion process compared to the scattering-free
case.
Generally speaking, we finally stress that the ability of investigating
such space dependent phenomena originating from the complex interplay
between single-particle quantum coherence and phonon-induced energy dis-
sipation versus decoherence —definitely not possible via Boltzmann-like
Monte Carlo simulation schemes— constitutes a distinguished feature of
the proposed quantum mechanical treatment.
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Summary and Conclusion
In Chaps. (11) and (12), following the already published papers [78, 114]
and exploiting the Lindblad scattering superoperator coming from the al-
ternative Markov limit recalled in Chap. 3, we have applied in cascade the
electronic reduction and the mean-field approximation to the many-body
dynamics, obtaining in this way a closed equation of motion for the elec-
tronic single-particle density matrix, in the presence of carrier-phonon as
well as carrier-carrier scattering mechanisms. While in the low-density limit
the equation exhibits a Lindblad form —like for the many-electron density
matrix— at finite carrier concentrations the resulting time evolution for the
single-particle density matrix turns out to be non-linear and non-Lindblad.
We have proven (see Eq. (12.11)) that, despite the lack of a Lindblad
form, the mean-field approximation does preserve the positive-definite char-
acter of the single-particle density matrix, an essential prerequisite of any re-
liable and robust kinetic treatment of semiconductor quantum devices. This
result is in striking contrast with the case of mean-field approximation ap-
plied to conventional (non-Lindblad) Markov approaches (see Eq. (11.18)),
where the corresponding single-particle equations may lead to positivity
violations and thus to unphysical results.
The proposed single-particle formulation has then been extended to the
case of quantum systems with spatial open boundaries; such microscopic
treatment can be regarded as a formal derivation of a recently proposed
density-matrix treatment [77] based on a Lindblad-like system-reservoir
scattering superoperator.
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In Chaps. (13), (14) and (15), we have provided, following the published
papers [23,115–117], a rigorous treatment of scattering-induced spatial non-
locality in homogeneous as well as in nanostructured materials.
On the one end, starting from the conventional density-matrix formalism
and employing as ideal instrument for the study of the semiclassical limit the
well-known Wigner-function picture, we have performed a fully quantum-
mechanical derivation of the space-dependent Boltzmann collision term.
On the other end, we have analyzed the validity limits of such semi-
classical approximation scheme, pointing out, in particular, regimes where
scattering-nonlocality effects may play a relevant role; to this end we have
supplemented our analytical investigation with a relevant set of simulated
experiments (already published in [116]).
Our numerical investigation of ultrafast space-dependent phenomena in
homogeneous GaN systems allows one to draw the following conclusions.
In the presence of carrier localization on the nanometric space scale (see
Fig. 14.1) within the proposed Lindblad treatment one deals with signifi-
cant phonon-induced nonlocality effects; our analysis has shown that such
non-local character is the result of a different spatial localization of in- and
out-scattering contributions (see Figs. 14.2 and 14.3); these nonlocality ef-
fects will progressively vanish as the carrier delocalization increases, thus
recovering, as expected, the local character of the Boltzmann collision term.
A detailed comparison of the proposed Lindblad scattering model (see
Fig. 14.1) with the conventional relaxation-time approximation (see Fig. 14.4),
has shown that the latter (i) leads to a significant overestimation of phonon-
induced decoherence as well as scattering nonlocality, and (ii) is intrinsically
unable to reproduce the local character of the Boltzmann collision term.
Thanks to our time-dependent simulations, we have shown that in ho-
mogeneous GaN systems one deals with a relevant competition between
free-particle diffusion and phonon-induced non-local effects, giving rise to a
global diffusion speedup (see Fig. 15.1); once again, a comparison between
the proposed Lindblad treatment and the relaxation-time model has clearly
shown that the latter leads to a significant overestimation of such diffusion
speedup (see Fig. 15.2), and that this limitation is particularly severe for
the case of quasielastic dissipation processes (see Fig. 15.3).
Moving from homogeneous systems to periodically modulated nanos-
tructures, the interpretation of the diffusion process in the presence of
phonon-induced dissipation is by far more complicated. Indeed, compared
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to the homogeneous-system results (see Fig. 15.1), the presence of the su-
perlattice structure (see Figs. 15.4 and 15.5) gives rise to a non-trivial in-
terplay between the spatial quantum confinement dictated by the nanos-
tructure potential profile and the scattering-induced diffusion, resulting in
a superlattice-induced modulation of the density profile.
Let us finally stress that in the presence of particularly strong interaction
mechanisms as well as of extremely short electromagnetic excitations, the
application of the Markov limit becomes questionable; [56,96] however, for
a wide range of nanodevices and operation conditions the proposed Markov
treatment is expected to well reproduce the sub-picosecond dynamics in-
duced by a large variety of single-particle scattering mechanisms.
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