The aim of this study is the characterization of the computing resources used by researchers at the "Instituto de Astrofísica de Canarias" (IAC). Since there is a huge demand of computing time and we use tools such as HTCondor to implement High Throughput Computing (HTC) across all available PCs, it is essential for us to assess in a quantitative way, using objective parameters, the performances of our computing nodes. In order to achieve that, we have run a set of benchmark tests on a number of different desktop and laptop PC models among those used in our institution. In particular, we run the "Polyhedron Fortran Benchmarks" suite, using three different compilers: GNU Fortran Compiler, Intel Fortran Compiler and the PGI Fortran Compiler; execution times are then normalized to the reference values published by Polyhedron. The same tests were run multiple times on a same PCs, and on 3 to 5 PCs of the same model (whenever possible) to check for repeatability and consistency of the results. We found that in general execution times, for a given PC model, are consistent within an uncertainty of about 10%, and show a gain in CPU speed of a factor of about 3 between the oldest PCs used at the IAC (7-8 years old) and the newest ones.
The IAC computing resources
At the Instituto de Astrofísica de Canarias there are about 250 desktop PCs with Linux installed, used by scientists and engineers. These PCs cover a wide span of models and ages, from 8-years old Dell Optiplex to recently bought "NausicaA" models. There are also several more powerful computers, mainly rack-mounted but also a few desktop models, dedicated to large, demanding jobs that exceed the capabilities of a "regular" (consumer) PC, such as massive data reduction and analysis, simulations, and other CPU intensive jobs.
While it is clear that newer PCs are faster and more efficient than older models, so far this was more a perception than solid evidence supported by data. A user may observe that her office-mate's latest-model PC is more responsive, or faster when executing some tasks, but cannot say by how much, nor can she estimates the gain in time obtained by running her applications in the office-mate's PC instead of her own older PC. This could be a key factor when preparing the remote executions of a program using the available HTC tools, since it is possible to specify a list of preferences or ranks that will be used to choose the target machines on which the code will be executed.
For these reasons we decided to run a set of benchmarking tests on all the different, available desktop and rack models, with also a few laptops, as part of a month-long "Proyecto Práctica de Empresa" (Student Internship), carried out at the IAC by a 4th-year student of Astronomy (JCTA) 1 .
Running the benchmark tools

The Polyhedron benchmarks suite
After considering a number of possible benchmarks, we finally selected the "Polyhedron Fortran Benchmarks" suite [1], since it is one of the most comprehensive set of benchmarks that matches our requirements: it provides tools to automatically run the tests, compute the CPU time used by each executable, validate and save the results in tabular form in a simple text file. This benchmark consists of 17 independent Fortran programs. While this suite was devised to compare the performances of 10 different Fortran compilers on a same machine, it can be used as well to compare the performances of a same compiler on a variety of hardware.
The way it operates is controlled by a couple of parameter files, one (general) listing the tests to be run, the desired accuracy to be achieved, the minimum and maximum number of runs for each test, and the maximum execution time permitted. (A detailed explanation of how the test suite works is provided in [2]). Then there is a parameter file tailored to each compiler, with the specific command and flags to be used.
We made only minor changes in the parameter files provided by Polyhedron, by increasing the tolerance on the execution time from 0.1 to 0.2, setting the maximum number of runs for each test to 20, and limiting the maximum execution time to 4000 seconds. These changes do not affect the reliability of our results, but allow a shorter overall time for running the whole suite of tests (typically from two to seven hours). The limits on the maximum number of tests and maximum execution time (per test) prevented jobs from getting out of control and using up the CPU for hours or even days (which happened a few times, especially with the Intel compiler).
To check the consistency of the results, we: a) ran the benchmarks multiple times on a same machine, and b) ran the tests on 3 to 5 different PCs of a same desktop model. However, we typically have only one single model of the more powerful machines dedicated to CPU-intensive jobs, so we could only perform the consistency check a). This same limitation applies to laptops. Table 1 lists the hardware on which the Polyhedron test suite was run, together with the main data about their CPU and RAM. Table 2 lists the compilers installed at the IAC and used for the benchmark tests. All the computers on which the tests were run had Linux Fedora 19 installed, and all have the same exact version of the three compilers used.
Using HTCondor to manage the benchmark jobs
Ideally, the benchmarks tests should be run on a dedicated machine, with no other processes running, in order to minimize the CPU load and guarantee that the results reflect the best performances the hardware can deliver.
However, we could not afford to take PCs away from their users, so the tests were run on production PCs, i.e. PC used (generally during the day) by their users. So we had a twofold problem: on one side, we wanted our tests not to interfere with the usage of the PCs by their users; on the other side, we did not want to run the tests on a PC with a high CPU load which can obviously affect the results.
HTCondor provides a nice and efficient solution to this problem. HTCondor is a distributed job scheduler developed by the University of Wisconsin-Madison, which allows users to run their applications in other users' machines when they are not being used (for details about HTCondor, see [4, 5] ).
We first made a initial selection of machines where to run the tests, choosing whenever possible, among all the available desktop models, those we knew were less heavily used. This information was gathered by using ConGUSTo [6] , a tool that provides real-time and historical usage data about the machines forming the HTCondor pool. Based on these data, the final list comprises about 60 PCs.
In order not to run two or more benchmark instances on a same PC (HTCondor tries to use all the available "slots", that is CPU cores), we restricted our jobs to run only on "slot1". The list of target machines was included in the requirements of our HTCondor submit files.
HTCondor only runs its jobs on those PCs that are not being used and that have a CPU load below a certain threshold (so with no CPU-or memory-heavy background jobs). If the CPU load rises, or the user goes back to work interactively, the HTCondor job is killed and rescheduled for the next available opportunity (on any of the target machines).
Thus the first thing we did was to submit via HTCondor a batch of benchmarks jobs (each job is the complete suite of tests for a specific compiler) to all the targets machines.
If the required number of benchmarks executions was obtained for a specific PC, it was removed from the machines target list and a batch of HTCondors jobs was submitted again. A few iterations were generally sufficient to complete the benchmark runs on most PCs, while for a few of them it was necessary to prepare and submit HTCondor jobs restricting the targets list to that specific PC.
In all PCs used for the benchmarks Hyper-threading was disabled. Moreover, as all the benchmarks run sequentially on just one single core of the CPU, the results do not depend on how many core are in the CPU.
Listing 1 is an example of the HTCondor submission files we used, with detailed comments about the various settings and commands. Listing 1. HTCondor submit file # 2 ) Managing s t d o u t , s t d e r r and l o g s o utput = $ (FNAME ) . $ ( ID ) . o u t e r r o r = $ (FNAME ) . $ ( ID ) . e r r l o g = $ (FNAME ) . $ ( C l u s t e r ) . l o g # 3 ) B a s i c s e t t i n g s . E n a b l e f i l e t r a n s f e r , s o t h a t # o u t p u t f i l e s a r e c o p i e d f r o m t h e PC where t h e j o b # i s r u n t o t h e PC w h i c h manage s u b m i s s i o n s and # s t o r e a l l o u t p u t f i l e s i n a c e n t r a l l o c a t i o n . # g e t e n v w i l l p a s s t h e e n v i r o n m e n t on t o t h e HTCondor # j o b . u n i v e r s e = v a n i l l a s h o u l d t r a n s f e r f i l e s = YES w h e n t o t r a n s f e r o u t p u t = ON EXIT Table 1 . Column "Date" show the production date of that specific model as retrieved from the corresponding Dell page [3] after supplying the service tag. For some of the models the Dell website does not provide useful information, so we listed the approximate time the PC model was bought (this also applies to non-Dell models).
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x t f i l e , t h e # one s t o r i n g t h e e x e c u t i o n t i m e s o f t h e v a r i o u s t e s t s , # i s r e l e v a n t ( b l d t i m e s l i s t s t h e t i m e s r e q u i r e d t o # c o m p i l e t h e t e s t s , w h i l e e x e s i z e s l i s t s t h e s i z e o f # t h e e x e c u t a b l e s )
. BASE = . . . / pb11 / l i n t r a n s f e r i n p u t f i l e s = $ (BASE ) t r a n s f e r o u t p u t f i l e s = \ $ (BASE )
" r u n t i m e s . t x t = r u n t i m e s −−$$ (NAME)−−$ ( ID ) . t x t ; . . . " # 6 ) F o r c e e x e c u t i o n s o n l y i n s l o t 1 , s o t h a t no two o r # more b e n c h m a r k t e s t s a r e r u n s i m u l t a n e o u s l y on a same # PC . S t r i n g " m a c h i n e s" l i s t t h e name o f t h e PCs on # w h i c h we want t o r u n t h e HTCondor j o b s . s l o t = s u b s t r ( t o L o w e r ( T a r g e t . Name ) , 0 , 6 ) m a c h i n e s = " mach1 , mach2 , mach3 , . . . , machN" r e q u i r e m e n t s = ( $ ( s l o t ) == " s l o t 1 @ " ) ) && \ s t r i n g L i s t M e m b e r ( UtsnameNodename , $ ( m a c h i n e s ) ) # 7 ) E x e c u t a b l e and a r g u m e n t s ( i n o u r c a s e a l l # r e l e v a n t f l a g s and a r g u m e n t s a r e i n c l u d e d i n t h e # b a s h s c r i p t ) e x e c u t a b l e = $ ( BASE ) / Condor / bnchmrk−P o l y h e d r o n −p g i . b a s h arguments = " "
# 8 ) S u b m i t t h e j o b t o t h e q u e u e ! queue $ (N)
Consistency checks
A minimum of 3, and up to 9 runs per compiler and per PCs were obtained in order to check for consistency and repeatability of the results. We found that, for a same machine, the execution times varied within a few percentage points. We then took the minimum value for each test as our final result for each PC and compiler. Figure 1 illustrates a few example of how the execution times vary across the various runs in a same PC.
In a few cases some runs produced weird results, with execution times much higher than expected (often only for just some specific tests). For some reason, this happened more frequently with the Intel compiler. Those runs were excluded, and new runs submitted if necessary to meet the minimum number of runs we set.
The next step was to compare these results on all the PCs of a same model. Figure 2 shows six examples where the benchmark run-times are compared with the best results, that is the minimum run-time, for all PCs of a same model. With a few exceptions, the run-times agree to better than 20 %. Again, we took the minimum values as representative for that PC model, which should be a good approximation to the theoretical limit that can be achieved on that kind of hardware.
Comparison with reference benchmarks
At this stage, for each PC model we have the best (that is, shortest across all PCs of that model) benchmark times for each test and for each compiler.
As already mentioned, for most of the powerful machines and for laptops we have only one instance of that specific model available, so no comparisons with other machines of the same type were possible. The benchmark data for these machines carry then a larger uncertainty.
To provide a homogeneous set of comparisons, we took as reference the benchmark times published on [7] , which were measured on a "machine with a Core i5 2500k 3.30GHz processor, running at stock speed, with 16 GBytes memory, and running 64-bit Scientific Linux 6 (a near-clone of Red Hat Enterprise Linux 6)".
The set of Figures 3 shows, for each PC model, the benchmark run-times normalized to the values listed in the above website.
Final comparison and conclusions
Following the scheme implemented by Polyhedron, we computed for each PC model and each compiler the geometrical mean of the 17 execution times. The geometrical means are then compared with those published by Polyhedron, and shown in Figure 5 . As test N. 2 (aermod ) failed for the PGI Fortran compiler in our benchmarks, we computed the geometrical mean excluding this test, and the Polyhedron geometrical mean for PGI was recomputed as well excluding test N. 2.
The graph clearly shows that CPUs in recent models have become about three times faster than 7-8 years ago. On the other hand, laptops are in general about as fast as a desktop PC of a same age, with the fastest laptop only slightly slower than the fastest desktop PC. Overall there are no significant speed differences between the three compilers we tested, except in the "Dell Optiplex 740" desktops family (with AMD processors) where the Intel compiler was about 20% slower that the PGI and gfortran compilers.
The results of this study will be especially useful to HTCondor users, as they permit to restrict the list of target machines to those with the shortest execution times, which will maximize the probability that the submitted job are completed and not evicted, for instance, by the user logging in on the machine. Furthermore, the information gathered here will help plan the upgrade of our computing nodes. Finally, the benchmark results will allow users to quickly assess the performances of laptops, as compared to desktop or rack PCs, and quickly determine whether their laptops can satisfy their computing needs.
