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Abstract-In this paper we propose an almost optimal 
indirect adaptive controller for input/state dynamical 
systems. The control part of the adaptive scheme is 
based o n  a modified L Q  control law: by adding a time 
varying gain to  the certainty equivalent control law we 
avoid the conflict between identification and control. 
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I. INTRODUCTION 
It has been recognized by many authors that due to 
lack of excitation, there exists a fundamental con- 
flict between identification and control in adaptive 
control schemes that are based on an optimal con- 
trol design. See e.g. [2], [9], [lo], [12], 1141. Re- 
cently it has been shown ([3]) that if the underlying 
controller design is based on the minimization of a 
quadratic cost criterion, then the costs incurred may 
be arbitrarily large. In [l] a first attempt was made 
t,o deal with this difficulty by adding a time-varying 
controller gain to the usual certainty-equivalence con- 
troller. In the present paper, this idea will be worked 
out further. The idea behind the time-varying gain is 
that it ensures that the true system will be identified 
and hence also the optimal controller. Of course, the 
time varying part of the controller should not destroy 
the stability of the closed-loop system. By exploit- 
ing the concept of stability radius, the time-varying 
gain is chosen such that stability will be preserved. 
Due to the time variations in the controller, the re- 
sulting closed-loop system will not behave optimally. 
However, an additional scaling factor allows to ap- 
proximate the optimal behavior arbitrarily well. An 
interesting by-product of the analysis is that the solu- 
tion of the algebraic Riccati equation associated with 
the true system may be obtained a s  the limit of the so- 
Irktion of the time-varying Riccati difference equation 
corresponding to the estimated models. The Riccati 
equation is needed for the determination of the opti- 
mal control law, but at the same time it provides a 
'Department of Applied Mathematics, University of Twente, 
P.O. Box 217, 7500 AE Enschede, The Netherlands, e-mail: 
j .w.poldermanOmath.utwente.nl (corresponding author) 
'Eindhoven University of Technology, P.O. Box 513, 5600 
MB Eindhoven, The Netherlands, e-mail: y.boersOele.tue.nl 
3Department of Applied Mathematics, University of Twente, 
P.O. Box 217, 7500 AE Enschede, The Netherlands, e-mail: 
k.arentOmath.utwente.nl 
0-7883-2685-7/95 $4.00 0 1995 IEEE 
, Yvo Boers2, Krzysztof Arent3 
lower bound for the stability radius. 
The paper is organized as follows. In Section I1 we 
will introduce the problem precisely and we will pro- 
vide detailed motivation. It will turn out that we 
may benefit from a small time varying gain on top 
of the usual certainty equivalent control law. How to  
choose this time varying part will be explained in Sec- 
tion 111. Section I11 is divided into three subsections 
in each of which different aspects of the modified con- 
trol are discussed, These aspects are: how to identify 
the true system, how to preserve stability and how to 
approximate the optimal costs. 
The ideas developed in Section I11 will be used in 
Section IV to propose an adaptive control algorithm. 
The main result that we derive there is that the adap- 
tively controlled system asymptotically approaches 
the optimal behavior. Here asymptotic is with re- 
spect to time and a design parameter in the time 
varying part of the feedback. 
Finally, in Section V we draw some conclusions and 
we indicate some possible extensions of the results. 
Due to space limitations we do not provide any proofs. 
The interested reader is referred to [ll] where also the 
non-observed state case is covered. 
11. PROBLEM STATEMENT 
We consider the class of discrete time input/state dy- 
namical systems 
xk+l = A O Z k  + bOUk 
where U E R is the input, 1: E IWn is the state, (Ao, b o )  
E RnX" x Rnxl is a controllable, but otherwise un- 
known pair. 
The control objective is the minimization of 
(1) 
03 
b = O  
The feedback that minimizes (2) is given by (see [ 8 ] ) :  
Uk = m o ,  bo)% (3) 
f(Ao, bo) = - (b ; fPdo  + ~)-lb;SPoAo (4) 
where 
and Po is a unique symmetric positive solution of the 
Algebraic Riccati Equation: 
pfl - A:P,A, + + r ) - l b ; f ~ o ~ o  - I = o 
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The optimal costs are given by: 
J*(20) = x;Poxo ( 5 )  
necause (Aol bo)  is unknown, we want to generate an 
input sequence U in an adaptive fashion. 
If we proceed in the standard way, we would apply the 
c~nt~roller (3) based on estimates of (Ao, bo)  obtained 
from closed-loop observations. However, in the case 
of I,& control tliere exists a conflict between closed- 
loop identification and control, see [lo]. The nature 
of this conflict can be effectively explained using the 
notion of closed-loop unfalsafied model, which we de- 
fine below, see also [la]. 
Dcfinition 11.1 Consider the dynamical system (1). 
Tlct ( A ,  b)  he controllable and let f ( A ,  b)  be defined 
as  in (3), with (Ao,bo) replaced by ( A , b ) .  Assume 
that the sequence x k  is generated as follows 
xk t i  = (Ao + bof(A,  b ) ) x k  
(no -I- bof(A,  b ) ) x k  = ( A  + b f ( A ,  b ) ) X k  
then the system 
%k+l = A Z k  -k b U k  
will be called a closed-loop unfalsified model of (1).  
The set of closed-loop unfalsified models is denoted 
by G. m 
2 0  = 2, (6) 
(7) 
(8) 
If for all IC 
Consider a standard adaptrive algorithm. If we ini- 
tialize this algorithm in ( A r b )  E G then the one step 
ahead prediction error will be identically zero (see 
(11.1)) and therefore the identification procedure used 
in this algorithm will be frozen. In that case, the true 
system will be controlled by an input sequence gen- 
erated as foIIows: 
Uk = f ( A , b ) %  (9) 
‘I’he question now is what the value of the cost cri- 
terion (2) will be if the true system is controlled on 
the basis of the closed-loop unfalsified model ( A ,  b ) .  
In [lo] it was shown that these costs will in gen- 
eral be larger than the optimal costs. More precisely, 
the only closed-loop unfalsified model on the basis of 
which the true system could be controlled optimally, 
is the h u e  system itself. Moreover, it has been proven 
in [3] for the first order case, that  the real costs as a 
function of the closed-loop unfalsified models, are un- 
boil nded. 
Remark 11.2 The set G can also be seen as the set 
of possible limit points of the sequence of estimates. 
Therefore, in the limit, the control law will be based 
a on a closed-loop unfalsified model. 
It follows from [lo] that ,  if we want to avoid the con- 
flict between identification and control we have to en- 
sure that G = { (A0 , b o ) } .  
Our approach is to use a controller of the form 
U!, = f ( A k  b k ) x k  + lkak (10) 
where l k  is a time varying gain to be designed. The 
additional time-varying gain should be such that: 
The only closed-loop unfalsified model of (1) con- 
Stability of the closed-loop system is preserved. 
It is possible to scale l k  such that the value of 
the cost criterion (2) using (10) can be arbitrary 
close to the optimal costs. 
Seeking l k  that fulfill the above specifications consti- 
tutes one of the main goal of this paper. The proposed 
construction generalizes ideas that were developed for 
the first order case in [12]. 
The second goal is to apply these ideas in an adaptive 
control algorithm. 
trolled by (10) is the true system. 
111. THE TIME VARYING PART OF THE CONTROL 
LAW 
In Section I1 we suggested to modify the standard 
LQ control law. The idea is to  add a time varying 
gain l k  to the certainty equivalent LQ feedback. In 
this section we will construct a time-varying gain that 
meets the specification described in Section 11. 
To streamline the discussion we have divided this sec- 
tion into three subsections. In each of these subsec- 
tions we will discuss one of the three specifications. 
A .  How to make sure that G = {Ao, b o }  ? 
This subsection concerns a time varying gain l k  such 
that G = {(Ao, b o ) } .  
Consider the equation (7) that defines the set of 
closed-loop unfalsified models G. The number of un- 
knowns is n2 + n, whereas the number of equations 
is at  most n2 (this is when span{xi} = n).  As a 
consequence it cannot be expected that this equation 
will have a unique solution. Therefore we will have 
to increase the number of equations. This is exactly 
what may be achieved by invoking the time varying 
feedback. The idea of the time varying feedback is to 
cyclically switch through an off-line determi_ned set 
of feedback gains. In particular we will use 11  for n 
iterations followed by & for the next n iterations and 
so on. For convenience of notation we will define the 
switching mechanism more formally. 
Definition 111.1 Let n, r E N, k E Z. The function 
s : Z -+ (1,. . . , r }  is defined as: 
s ( k )  = [(k mod nr) div n] + 1 (11) 
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Example 111.2 For a set of T feedbacks G E Rlxf l ,  
we switch through this set as: 
* x I x 
11 , .  . . ,11, .  * e ,  I , ,  . . . ,I,. -- 
n times n times 
For n = 2, r = 3 this boils down to: 
I ; ,  I ; ,  f 2 ,  f2, f3, i3, i;, i; , . . . (13) 
I 
Now we can write as follows 
Ik = i s (k)  (14) 
Obviously, a minimum requirement on the time vary- 
ing feedbacks is that the state trajectory spans the 
state space. 
We will now show that the control law (lo), where i k  
is in the form (14), will indeed yield that (A0,bo) is 
t,he only closed-loop unfalsified model. 
Theorem 111.3: Consider the feedback interconnec- 
tion of (1) and (lo),  and the set G introduced in Def- 
inition 11.1. Assume that x k  # 0 vk, l k  in (10) is 
of the form (14) and f1,. . . , i, are chosen such that 
r n Spec((& + b o f ( ~ , b ) )  + bo&) = 0. 
G = { (Ao,  b o ) }  (15) 
i = l  
Then 
A natural question conceEning _Theorem 111.3 is 
whether there exist r and 1 1 , .  . . ,I,, independent of 
the t,rue system, such that the condition on the spec- 
tra is satisfied. We now show that the answer is af- 
firmative. 
Lemma 111.4: Let (A,bJ E RnXn x Etnx1 be a 
controllable pair, [ I , .  . . , Z n + l  E Rlxn be such that 
they do not satisfy the same linear affine relation 
of the form la = c ( U  E Rnxl,c E R). Then 
1 L - t . 1  n Spec(A + bl;.) = 0. 
i = l  
I 
Remark I 111.5 Notice that the condition that the 
li's should not satisfy any relation of the form al = e, 
is scale-invariant . I 
RemaEk 111.6 One can show that for every n-tuple 
1 1 ,  . . . , I,. , there exists a controllable pair ( M O ,  b o )  such 
t8hat Spec(Mo+b&) # 8. This indicates that n + l  
is the minimal number needed to fulfill the condition 
in Theorem 111.3. I 
i = O  
B. How to ensure that stability is preserved? 
In Subsection III-A we proposed a time varying gain 
for the control law (10) such that G = {(Ao,bo)}.  Of 
course, the time varying part of the feedback could 
destroy the asymptotic stability of the controlled sys- 
tem, unless the time varying part is sufficiently small 
in norm. In this subsection we will investigate how 
small the time-varying part should be. We will do 
this using theory of stability radius [5]. 
Whereas most of our results concern single-input sys- 
tems only, the analysis in this section can be done for 
multi-input multi-output systems as well. Therefore 
we consider systems of the following form: 
where (A,B,C) E RnXn x R"'" x RPxn,  ( A , B )  is 
controllable, (A, C )  is observable. 
We assume that (16) is controlled by the state feed- 
back 
uk = (F(A, B ,  c) + Lkc)xk 
F(A, B,C)  = - (BTPB + R)-lBTPA 
(17) 
(18) 
where F(A, B, C) is the optimal feedback: 
with R = RT > 0, P the unique symmetric positive 
definite solution of the Algebraic Riccati Equation 
(ARE) : 
P - ATPA + ATPB(BTPB + R)-IBTPA-  
G C = O  
(19) 
and Lk yet to  be constructed. 
If Lk E 0 then (17) minimizes the quadratic cost 
criterion [7], [8]: 
CO 
k=O 
The closed loop interconnection of (16) and (17) is: 
(21) 
xk+1 ( A  + BF(A,  B )  BLkC)xk 
Yk = c x k  
We are interested in the relation between the norm 
of Lk and the stability of (21). 
Consider the matrix A + B F ( A , B )  + BLkC. This 
matrix can be decomposed as the sum of a stable, 
constant matrix 
M := A + BF(A,  B ,  C) (22)  
and a time varying matrix BLkC. The matrix BLkC 
can be seen as a perturbation of M .  Of course, if 
the norm of L k  is sufficiently small, the perturbed 
matrix will be stable. How small Lk should be can 
be derived from the structured stability radius of the 
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triple ( A ,  B,  C), see [B]. Although the perturbation 
is real, we prefer to work with the complex stability 
radius rather than with the real stability radius. The 
following definition may be found in [6]. 
Definition 111.7 Let M E Pxn have its eigenvalues 
in t,he open unit disk, ( B , C )  E Cnxm x Q"", c1 
be t,he complement of the open unit disk. The real 
number 
r e  = inf{llDll I Spec(M + BDC) n el # 0) (23) 
is called the complex stability radius of the stable 
matrix A4 with respect to perturbations of the given 
structure. I 
The reason that we are interested in the complex sta- 
biliby radius is that if we could ensure that IlLkll is 
snialler and bounded away from rc, than the resulting 
time-varying system will still be exponentially stable, 
as the following proposition expresses. 
Proposition 111.8: Suppose that ( M ,  B ,  G) E 
RnXn x RnXm x Rpx",  Spec{M} C Cl and L k  : -+ 
R V l X 7 l  . If IlLkll < rc (M,B ,C)  - E for all k and for 
some E > 0, then the system 
is exponentially stable 
z k + l  = ( M  + BLkC)zk (24) 
U 
We want to use the stability radius as an upper bound 
on the norm oi the time varying feedback adaptively. 
Calculating the stability radius at each iteration is 
out, of the question, the problem is now how to obtain 
a.t least a lower bound for rc. 
We will show that such a lower bound may be ob- 
tained from the controller Algebraic Riccati Equation 
(19) that we will have to solve anyway. In fact (19) 
will provide an upper bound on the 31, norm of the 
controlled system (MI B ,  C). Since rc is just the in- 
verse of the '& norm, see [5], an upper bound on the 
latt,er will provide a lower bound on the first. 
Theorem 111.9: Consider the matrices A, B ,  C that 
specify (16), ARE (19), F(A ,B ,C)  defined by (18), 
and A4 defined by (22). Let y be the 31, norm of of 
the system 
(25)  
(26) 
.2.'k+l = M X k  + B U k  
Yk = c x k  
If 
then 
r21  2 BTPB + R 
r < r  
U 
Corollary 111.10: If m = 1 then 
C. How much does the time-varying gain add to the 
costs? 
Now that we know how to design the time varying 
feedback so as to ensure that the only closed-loop 
unfalsified model is the true system, we would like 
to know how much the modification of the usual cer- 
tainty equivalence design adds to the costs. It should 
be clear that by uniqueness of the optimal control law, 
the modified controller will not be optimal. However, 
we will see that we can approximate the optimal costs 
arbitrarily well by sufficiently scaling down the time 
varying part of the feedback. This result still concerns 
the behavior of the controlled system when it  is con- 
trolled on the basis of a closed-loop unfalsified model. 
Recall from the introduction that this behavior may 
be arbitrarily bad without the modification. 
Theorem 111.11: Let the system (1) be controlled 
on the basis of a closed-loop unfalsified model ( A ,  b )  
as : 
where {&I satisfy the conditions of Lemma 111.4 and 
s(k) is defined by (11). The optimal costs (5) may ap- 
proximated arbitrarily well by choosing a sufficiently 
small. 
uk = f (A,  b ) x k  + a i ; ( k ) z k  f(A, b ) x k  + Q l k x k r a  > 0 
IV. APPLICATION TO ADAPTIVE LQ CONTROL 
The analysis presented thus far was non-adaptive. In 
this section we will use the ideas developed in the pre- 
vious sections to design an adaptive control scheme 
based on an LQ design and using a time-varying feed- 
back on top of the usual certainty equivalent feed- 
back. For the identification of the system parame- 
ters we will use a standard projection algorithm. To 
calculate the optimal feedback corresponding to the 
estimates we would have to solve the algebraic Ric- 
cati equation for each iteration, which is numerically 
unacceptable. Instead, we will use the Riccati Dif- 
ference equation to approximate the solution of the 
algebraic equation. Since due to the time variations 
in the feedback we are going to identify (Ao ,bo) ,  we 
may hope that the solution of the difference equa- 
tion will converge to the positive solution of the al- 
gebraic equation. Then there is the issue of stability. 
The time-variations in the feedback should be smaller 
than the stability radius. Since we do not know the 
stability radius we use an estimate for a lower bound 
of the stability radius of the estimate. This lower 
bound will be obtained from the solution of the Ric- 
cati Difference Equation using Corollary 111.10. The 
interesting feature of the algorithm is that the Ric- 
cati Difference Equation is used for approximating 
the certainty equivalent part of the feedback as well 
as for obtaining a lower bound of the stability radius. 
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A. Identification algorathm 
'The identification procedure that we are going to use 
is the orthogonal projection algorithm [4]. The esti- 
mate of (Ao,bo) a t  time IC is denoted by (A,i). Two 
crucial properties of the projection algorithm are: 
L e m m a  IV.l: For the estimates generated by the 
projection algorithm we have: 
f l ( A k + l ,  i k + ; )  - (AO, b0)ll 5 I l ( A k ,  6 , )  - (AO, bO)ll 
l i m k - + m  II(Ak+lr  b k + l )  - ( A k ,  bk)ll = 0 
w 
13. Solving ARE b y  means of the Riccati Diflerence 
Equation 
We will now show that under miId conditions the so- 
lution of the Riccati Difference Equation converges to 
the positive solution of ARE. The results also hold for 
niultivariable systems and a more general cost crite- 
rion. However, for simplicity we confine ourselves to 
the class of systems that we are considering in this pa- 
per. The Riccati Difference Equation corresponding 
to the sequence of estimates ( A k  , 8,) is given by: 
+I where 2 0 
As a standing (technical) assumption for this section 
we will take: 
Assumpt ion  IV.2 The sequence of 
estimates ( A k , b k )  is contained in a compact subset 
of the set of controllable pairs. w 
Theorem IV.3: Assume that the sequence of esti- 
mates ( A k ,  b k ) ,  satisfies Assumption IV.2. Then P k  
is a bounded sequence of nonnegative definite matri- 
ces. AS a consequence ( A k ,  6 k )  --+ ( ~ 0 ,  b o ) and ix 
converges to the unique symmetric positive definite 
solution of 
1'- A;f PA0 + A;f Pbo( 15: Pbo +r)-lb: PA0 - I  = O(29) 
For the proof of Theorem IV.3 we consider the fol- 
lowing fictitious system: 
2 k + l  = A N - 1 - k X k  + b N - l - k U k  
and the cost criterion: 
(30) 
N-1  
~ ~ ( u )  = X z X k  + ruz + z $ P o z N  (31) 
k=O 
The reason that we are interested in (30) and (31) 
is that PN is just the optimal value function for the 
finite horizon problem defined by (31). This obser- 
vation is a simple consequence of standard dynamic 
programming. Next we prove that there exists a feed- 
back strategy for the finite horizon problem such that 
the resulting costs are bounded independent of the 
horizon N .  This then implies Poundedness of the 
sequence P k .  Boundedness of p k  is essential, for if 
we would not have that, the time-varying part of the 
feedback could then vanish. 
Theorem IV.4: Consider the system (30) and the 
finite horizon cost criterion (31). There exists a feed- 
back that yields costs that are bounded independent 
of the horizon N .  
w 
The proof of the existence of a feedback that yields 
finite costs for the system (30) with respect to the 
cost criterion (31), relies on Lemma IV.l. 
Remark IV.5 Similar results may be found in [13], 
however, the proofs are not provided there. 
C. The adaptive control algorithm 
In this section we will propose the adaptive algorithm. 
To be able to use Theorem IV.3, we will assume that 
we have some prior knowledge about the true system. 
Assumpt ion  IV.6 The true system parameters 
(Ao, bo) (1) belong to a known closed and convex set 
T of controllable models. 
Assumption IV.6 is a well known condition in adap- 
tive control algorithms. It is usually assumed to avoid 
non-controllable models in the identification proce- 
dure. In the present algorithm it seems that due to 
the time varying part of the feedback, the assumption 
is in fact superfluous. This point is presently under 
investigation. 
In the algorithm presented below, the estimates of 
(&,bo)  are denoted by ( A k , b k )  and are generated 
by the projection algorithm. The time varying part 
of the feedback contains 11,. . . , Tn+l which are as- 
sumed to be uniformly distributed over the unit ball 
so that they do not satisfy the same linear affine rela- 
tion. The solution of the Riccati Difference Equation 
is denoted by P k ,  the estimate for the lower bound 
of the stability radius r C ( k k , g k , I ) ,  where k k  = 
A k  + b k f ( A k ,  b k ) ,  Will be denoted by ? ( A h ,  b k )  or ?k 
for short. Finally, a is a scaling factor: 0 < a < 1. 
Algor i thm IV.7 
Initialization: Po 2 0, (Ao,  bo)  E T 
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'rhe behavior of the adaptively controlled system is 
characterized by the following theorem. 
Theorem IV.8: Let the system (1) be controlled by 
Algorithm IV.7. Assume that for all k, t k  # 0. 
1. lim ( A k , i k )  = ( ~ , , , b ~ )  
2. lim z k  = 0 
k+W 
k + w  
CO 3. 1irhJo limsup,,, -( 1 x z z k  + - 
x;P,,2,) = 0 
k = N  
The first and the second part of Theorem IV.8 state 
that the true system will be identified and that the 
adaptively controlled system is asymptotically stable. 
The third part expresses that the normalized asymp- 
totic costs are arbitrarily close to the normalized op- 
timal costs provided (Y is sufficiently small. 
V. CONCLUSIONS 
For the class of single input/state systems we pro- 
posed an almost optimal LQ controller. On the basis 
of this controller we designed an adaptive algorithm. 
The crucial property of this algorithm is that asymp- 
totically the value of the LQ cost criterion approaches 
the optimal costs by choosing a design parameter suf- 
ficiently small. 
An interesting by-product of the analysis is that the 
solution of the algebraic Riccati equation associated 
with the true system may be obtained as  the limit 
of the solution of the time-varying Riccati difference 
equation corresponding to the estimated models. 
Extensions to the case that the state is not available 
through the output only may be found in [ll]. We 
would like to obtain similar results for a more gen- 
eral weighting factor for the costs associated with the 
slate, the Q matrix in (2) ,  which is identity in the 
present paper. 
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