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We construct Skorokhod decompositions for diffusions with singular drift and reflecting
boundary behavior on open subsets of Rd with C2-smooth boundary except for a sufficiently
small set. This decomposition holds almost surely under the path measures of the process for
every starting point from an explicitly known set. This set is characterized by the boundary
smoothness and the singularities of the drift term.
We apply modern methods of Dirichlet form theory and Lp-strong Feller processes. These
tools have been approved as useful for the pointwise analysis of stochastic processes with
singular drift and various boundary conditions. Furthermore, we apply Sobolev space theorems
and elliptic regularity results to prove regularity properties of potentials related to surface
measures. These are important ingredients for the pointwise construction of the boundary
local time of the diffusions under consideration.
As an application we construct stochastic dynamics for particle systems with hydrodynamic
and pair interaction. Our approach allows highly singular potentials like Lennard-Jones po-
tentials and position-dependent diffusion coefficients and thus the treatment of physically
reasonable models.
AMS Subject Classification: Primary 60J55 , 31C25; Secondary 60J60 , 82C22
Keywords: Skorokhod decomposition, Reflecting boundary behavior, Dirichlet forms,
Diffusion processes, Local time and additive functionals, Interacting particle systems
1. Introduction
In this article we construct Skorokhod decompositions for diffusion processes with variable
diffusion coefficients, singular - possibly discontinuous - drifts and reflecting boundary
behavior. The construction is based on the Lp-strong Feller diffusions we constructed in [8].
These diffusions are associated with gradient Dirichlet forms and were constructed using
methods of [9] and elliptic regularity results. We emphasize that we construct the Skorokhod
decomposition for every starting point in an explicitly specified set E1 rather than just for
quasi-every starting point. This overcomes a common drawback of Dirichlet form methods,
namely that one has at first only statements for quasi-every starting point. The set E1 is
naturally related with the drift coefficients and boundary smoothness, see Theorem 1.6
below. In applications this set can often be explicitly identified. We furthermore identify the
constructed processes as weak solutions to singular stochastic differential equations (SDE).
All results hold under the same assumptions as in [8]. These assumptions allow highly
singular drift.
Let us now describe how we analyze the boundary behavior of the processes: The
constructed processes in [8] solve the martingale problem for a class of functions containing
C2-smooth function with homogenous Neumann-type boundary condition, see Theorem 1.6,
below. This gives only limited information on the boundary behavior. To see the reflecting
boundary behavior, we need to enlarge the class of functions for which we get the
martingale solution property. For this we construct the local time at a later to be specified
boundary part.
The local time is constructed as an additive functional of the process (Xt)t≥0. For the
pointwise analysis it is essential to construct the local time as a functional that behaves well
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for every starting point in E1. We apply a construction result for additive functionals of
Fukushima, Oshima and Takeda ([17]), see Theorem 2.5 below.
The construction of the local time is based on boundedness properties of α-potentials of
surface measures at compact boundary parts. We prove these properties by identifying the
potentials as weak solutions to elliptic partial differential equations and by using our elliptic
regularity result obtained in [8], see Theorem 3.1 below. This is a new approach for applying
[17, Theo. 5.1.6]. In previous works these boundedness properties were checked using
estimates on the resolvent kernels, see [18], [19] and the explainations below. In the case of
purely local assumptions on the coefficients it is more natural to take the approach via
elliptic regularity results and Sobolev space theorems. As a byproduct we get even Ho¨lder
continuity and Sobolev space regularity of the potentials.
Using the local time we show a semimartingale decomposition of (u(Xt))t≥0 for
u ∈ C2c (E1). This decomposition is valid under the path measure Px for all x ∈ E1, the set
of admissible starting points, see Theorem 3.7 and (16) below. By localization techniques we
obtain a Skorokhod decomposition (or semimartingale decomposition) for the process itself
and can identify it as a weak solution to an SDE with reflection at the boundary, see
Theorem 4.2 and Theorem 1.8 below.
In the pointwise setting additional care has to be taken due to possible singularities of
the drifts. To handle these singularities, the Lp-strong Feller property of the resolvent is
important, see e.g. Theorem 3.5 below. Furthermore, we would like to note that it is a
common principle to transform ”‘almost-everywhere”’ or ”‘quasi-everywhere”’ statements to
everywhere (on E1) statements by making use of the absolute continuity of the transition
semigroup of kernels of a given stochastic process. However, this gives in general statements
for strict positive time t > 0 only. To get a complete statement for t ∈ [0,∞) one has to do
additional effort, e.g. the pointwise construction of the local time.
In Section 5 we apply these results to interesting models of Mathematical Physics. Since
our approach allows variable diffusion coefficients and strongly singular drifts we can handle
physically reasonable settings. We construct stochastic dynamics for particle systems with
hydrodynamic and direct pair interaction. Our results allow the treatment of potentials with
strong repulsive singularities like potentials of Lennard-Jones type. Particle systems with
hydrodynamic interaction are a typical example for physical models with multiplicative
noise, i.e., the diffusion matrix depends on the position of the particles.
Let us now introduce precisely our setting and assumptions. We then state the main
results of this article. First we recall the results of [8] on which our work is based.
We fix a d ∈ N with d ≥ 2. Let Ω ⊂ Rd open and A : Ω→ Rd×d a measurable mapping of
symmetric elliptic matrices. Let ̺ : Ω→ R+0 be measurable with ̺ > 0 dx-a.e.
We consider the pre-Dirichlet form
E(u, v) =
∫
Ω
(A∇u,∇v) dµ, u, v ∈ D := {u ∈ Cc(Ω) |u ∈ H1,1loc (Ω), E(u, u) <∞}, (1)
in the Hilbert space L2(Ω, µ), where µ := ̺dx, dx the Lebesgue measure on Rd. As usual
Lp(Ω, µ), 1 ≤ p <∞ (p =∞), denotes the space of equivalence classes of p-integrable
(essentially bounded) functions. By C(Ω) we denote the space of continuous functions on Ω,
the subindex c marks that the functions have compact support in Ω. Hm,p(Ω), m ∈ N0,
1 ≤ p ≤ ∞ denotes the Sobolev space of m-times weakly differentiable functions with
Lp(Ω, dx) regularity. The subindex loc marks that the integrability is assumed to be local.
As scalar product (·, ·) we take the euclidean scalar product on Rd.
Condition 1.1 : For each x ∈ Ω the matrix A(x) is symmetric and strictly elliptic, i.e.,
there exists an γ(x) > 0 such that
γ(x)(ξ, ξ) ≤ (A(x)ξ, ξ) for all ξ ∈ Rd.
Condition 1.2 : It holds A ∈ C(Ω;Rd×d), ̺ ∈ C(Ω) and ̺ > 0, d.x.-a.e.
From [8, Theo. 1.5] we get:
Theorem 1.3 : Assume Conditions 1.1 and 1.2. Then the form (E,D) is closable with
closure denoted by (E,D(E)). The closure is a strongly local, regular Dirichlet form.
Next we fix the regularity and differentiability conditions on ̺.
Condition 1.4 : For the density it holds
√
̺ ∈ H1,2loc (Ω). There exists p ≥ 2 with p > d2 such
that
|∇̺|
̺
∈ Lploc(Ω ∩ {̺ > 0}, µ). (2)
For the pointwise construction of the process in [8] additional regularity on the boundary
and the matrix is assumed.
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Condition 1.5 : There exists a subset Γ2 ⊂ ∂Ω, open in ∂Ω, such that the boundary is
locally C2-smooth at every x ∈ Γ2 and capE (∂Ω \ Γ2) = 0. For the matrix A it holds
A ∈ C1(Ω).
Here capE denotes the capacity of the Dirichlet form (E, D(E)). From general Dirichlet
form theory it follows that (E, D(E)) has an associated L2-strongly continuous contraction
semigroup (T 2t )t≥0 and resolvent (G
2
λ)λ>0. Furthermore, there exists an associated
Lp-strongly continuous contraction semigroup (T pt )t≥0 and resolvent (G
p
λ)λ>0 for
p ∈ [1,∞). With associated we mean here that T pt f = T 2t f for all t ≥ 0 and
f ∈ L1(Ω, µ) ∩ L∞(Ω, µ). In the same way we define associated for the Lp-resolvent. We
denote the corresponding infinitesimal generator by (Lp,D(Lp)) and call it shortly the
Lp-generator. It is important to note that (T pt )t≥0 is analytic for 1 < p <∞, see the
explanation in [9] before Theorem 1.4 therein. From [8, Theo. 1.1.4] we get.
Theorem 1.6 : Assume Conditions 1.1, 1.2, 1.4 and 1.5. Let p be as in Condition 1.4,
Γ2 as in Condition 1.5. Define E1 := (Ω ∪ Γ2) ∩ {̺ > 0}. Then there exists a diffusion
process (i.e., a strong Markov process having continuous sample paths)
M = (Ω,F , (Ft)t≥0, (Xt)t≥0, (Px)x∈E∪{∆})
with state space Ω and cemetery ∆, the Alexandrov point of Ω. The set E1 is M-invariant
(in the sense of Definition 2.3). The transition semigroup (Pt)t≥0 is associated with
(T pt )t≥0 and is Lp-strong Feller, i.e., PtLp(Ω, µ) ⊂ C(E1) for t > 0. The corresponding
resolvent kernels (Rα)α>0 are also Lp-strong Feller on E1. The process has continuous
paths on [0,∞) and it solves the martingale problem associated with (Lp, D(Lp)) for
starting points in E1, i.e.,
M
[u]
t := u˜(Xt)− u˜(x) −
∫ t
0
Lpu(Xs) ds, t ≥ 0,
is an (Ft)-martingale under Px for all u ∈ D(Lp), x ∈ E1.
Here u˜ denotes the continuous version of u on E1 that is provided by the regularity of
D(Lp) see [8, Theo. 1.11]. Here (Pt)t≥0 being associated with (T
p
t )t≥0 means that Ptf is a
µ-version of T pt f for f ∈ L1(Ω, µ) ∩ Bb(Ω) (the space of Borel measurable bounded
functions). By Lp(Ω, µ) we denote the space of all p-integrable functions on (Ω, µ).
In [8] it is shown that the set
DNeu := {u ∈ C2c ((Ω ∪ Γ2) ∩ {̺ > 0}) | (n,A∇u) = 0 onΓ2}
is contained in the domain D(Lp), the domain of the Lp-generator for p as in Condition 1.4.
Here n(x) denotes the outward unit normal at x ∈ Γ2 ⊂ ∂Ω orthogonal to ∂Ω. By
C2((Ω ∪ Γ2)∩ {̺ > 0}) we denote the space of all C2-smooth functions on Ω∩ {̺ > 0}, such
that the functions and their derivatives admit continuous extensions to the boundary part
Γ2 ∩ {̺ > 0}. The subindex c marks that the functions have compact support and that the
support is contained in (Ω ∪ Γ2) ∩ {̺ > 0}, i.e., supp[u] ⊂⊂ (Ω ∪ Γ2) ∩ {̺ > 0} for
u ∈ C2c ((Ω ∪ Γ2) ∩ {̺ > 0}).
Using partial integration we get that for u ∈ DNeu the Lp-generator has the following
form:
Lpu = Lˆu :=
d∑
i,j=1
aij∂i∂ju+
d∑
j=1
(
d∑
i=1
∂iaij +
d∑
i=1
1
̺
aji∂i̺
)
∂ju. (3)
So we have that
M
[u]
t := u(Xt)− u(X0)−
∫ t
0
Lˆu(Xs) ds, t ≥ 0,
is an (Ft)-martingale under Px for all x ∈ E1 and u ∈ DNeu.
We aim to extend the martingale solution property to a larger class of functions, namely
C2c (E1). If we do a partial integration for functions in that larger space, there appears an
additional boundary term. In order to incorporate this additional term in the martingale
formulation we need to construct the boundary local time of M at the boundary part
Γ2 ∩ {̺ > 0}. Roughly speaking the boundary local time measures the time of (Xt)t≥0 at
the boundary on a different time scale.
We apply the theory of [17] which gives existence of additive functionals in various classes
for processes associated with Dirichlet forms. In particular, the result of [17, Theo. 5.1.6]
allows us to construct additive functionals without exceptional set. Therein it is assumed
that the semigroup (Pt)t>0 of the process is absolutely continuous (w.r.t. the reference
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measure) on the whole state space of the process. In our setting the semigroup is absolutely
continuous on the subset E1 = (Ω ∪ Γ2) ∩ {̺ > 0} only. However, by considering the
restriction of M to E1 we get a semigroup that fulfills the absolute continuity condition for
every point in the state space. The reader is referred to Definition 2.3 below for the
definition of a restricted process. From Theorem 1.6 we can conclude that the restricted
process enjoys the same properties as the original one.
Corollary 1.7: Assume the same conditions as in Theorem 1.6 and denote by M the
diffusion process constructed in Theorem 1.6. Define the restricted process
M1 := (Ω1,F1, (F1t )t≥0, (X1t )t≥0, (P1x)x∈E1∪{∆})
of M to E1 (see Definition 2.3). Then M1 is a Lp-strong Feller diffusion process with state
space E1 and cemetery ∆. The transition semigroup (P 1t )t≥0 of M
1 is Lp-strong Feller,
i.e., P 1t Lp(Ω, µ) ⊂ C(E1) for t > 0. In particular, (P 1t )t>0 is absolutely continuous on E1.
This corollary follows by a general theorem on Hunt processes, see e.g. [17, Appendix,
(A.2.23)] below. The continuity of the sample paths and the Lp-strong Feller property
follows from the fact that (P1x)x∈E1∪{∆} is obtained as restriction of the original path
measure (Px)x∈E∪{∆} to F1. To avoid overloading of notation we denote the path functions
of M1 just by (Xt)t≥0 (instead of (X
1
t )t≥0). In the same way we denote the path measure
just by (Px)x∈E1∪{∆}.
For the restricted process M1 we construct the local time at compact boundary parts
first. For this we have to check regularity of potentials of surface measures at compact
boundary parts in Γ2 ∩ {̺ > 0}. See Theorem 3.1 and Corollary 3.2 below. As mentioned
above our strategy is to apply our regularity results (see [8]) for elliptic PDE. For this we
identify the potentials as weak solutions to elliptic PDE with sufficiently regular right-hand
side. The regularity of the right hand side (i.e., integration of a function w.r.t. to the surface
measure) is shown using Sobolev space theorems.
Using a localization procedure as in [17] we obtain the existence of the local time (ℓt)t≥0
at Γ2 ∩ {̺ > 0}. This local time is in Revuz correspondence to the restricted surface
measure 1Γ2∩{̺>0}σ. Note that in general it is not possible to construct the local time at
the whole boundary because σ need not to be a smooth measure (see Definition 2.1 below).
Using the local time we can characterize the process (u(Xt))t≥0 for u ∈ C2c (E1). More
precisely,
M
[u]
t := u(Xt)− u(X0)−
∫ t
0
Lˆu(Xs) ds+
∫ t
0
(A∇u, n) ̺ (Xs) dℓs, t ≥ 0,
is an (F1t )-martingale under Px for all x ∈ E1 and u ∈ C2c (E1), see Theorem 3.7 below.
We can characterize the quadratic variation process of the martingale (M
[u]
t )t≥0
in terms of the matrix coefficient, see Theorem 3.10 below. Altogether, we get a
semimartingale decomposition for (u(Xt)− u(X0))t≥0.
Using a localization technique we get such a Skorokhod decomposition for the process
itself. Denote by (bi)1≤i≤d the first-order coefficients of Lˆ, see (3). Then we have for t ≥ 0
X
(i)
t∧X −X
(i)
0 =
∫ t∧X
0
bi(Xs) ds−
∫ t∧X
0
(ei, An)̺ (Xs) dℓs +M
(i)
t∧X Px − a.s.
for x ∈ E1 and 1 ≤ i ≤ d. Here ei, 1 ≤ i ≤ d, denotes the i-th unit vector. The (M (i)t )t≥0,
1 ≤ i ≤ d, are continuous local martingales (up to the lifetime X ) with quadratic variation
process (up to X )
〈M (i),M (j)〉·∧X = 2
∫ t∧X
0
aij (Xs) ds for 1 ≤ i, j ≤ d.
See Theorem 4.2 below. Let us emphasize that these decompositions hold under the path
measures Px for every x ∈ E1, i.e., we have again a pointwise statement. For conservative
processes we can further conclude existence of weak solutions.
Theorem 1.8 : Let σ : Ω→ Rd×r be a mapping of d× r matrices, r ∈ N, such that
A := σσ⊤ is a continuous mapping of strictly elliptic symmetric matrices. Assume that A
and ̺ satisfy Condition 1.1, Condition 1.2 and Condition 1.4. Assume additionally that the
corresponding Dirichlet form (closure of (1)) is conservative and that Γ2 and A satisfy
Condition 1.5. Let µ0 ∈ P(E1) (probability measures on E1). Endow the path space of M1
with the law Pµ0 (see the proof below). Then there exists (possibly on an extension of the
probability space of M1) an r-dimensional Brownian motion W such that
Xt = X0 +
∫ t
0
(
∇A+A∇̺
̺
)
(Xs) ds−
∫ t
0
̺An (Xs)dℓs +
∫ t
0
√
2σ(Xs) dWs, t ≥ 0, (4)
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and L(X0) = µ0.
For the proof see Section 4 below. Here (∇A)i :=
∑d
j=1 ∂jaij(x), 1 ≤ i ≤ d. As admissible
starting distributions µ0 for X0 we allow general probability measures on E1, in particular
point measures are allowed. The assumptions on ̺ allow that the drift-term A∇̺
̺
has very
strong singularities, in particular potentials of Lennard-Jones type can be handled with our
method. In the case of a given mapping of strictly elliptic symmetric matrices A : Ω→ Rd×d
we may choose r = d and σ =
√
A, the unique strictly elliptic square-root of A.
Next let us compare our results to other results on construction of (reflected) diffusions.
Chen considers a gradient Dirichlet form with matrix and density with mild differentiability
conditions and global lower and upper bounds on the coefficients. Under mild assumptions
on the boundary he provides a semimartingale decomposition holding for quasi-every
starting point, see [12]. Bass and Hsu give a pointwise semimartingale decomposition for
reflected Brownian motion in Lipschitz domains, see [6] and [5]. They obtain also some
results in Ho¨lder domains.
Fukushima and Tomisaki, see [18] and [19], construct classical Feller processes associated
to gradient Dirichlet forms with uniformly elliptic coefficient matrix. Using the results of
[16] a semimartingale decomposition is given. Note that the assumptions in [18] and [19]
exclude singular drifts and the constructed semigroups are classical Feller semigroups. Hence
our results are not covered by the previously mentioned works.
Pardoux and Williams (see [26]) as-well as Williams and Zheng (see [33]) provide
approximations of reflected diffusions by diffusions on Rd or the interior of the state space.
The convergence results are obtained by Dirichlet form methods.
Pathwise uniqueness for Brownian motion (without drift) on domains with certain
boundary smoothness are obtained by Bass, Burdzy, Chen and Hsu, see [4], [11] and [3].
Let us briefly give reference to classical results on reflected diffusions: For strong solutions,
see the works of Tanaka ([30]) and of Lions and Sznitman ([24]). The latter was generalized
to domains with less smooth boundary by Saisho ([27]) and Dupuis and Ishii ([13]). Stroock
and Varadhan construct reflected diffusions via the (sub-)martingale formulation, see ([28]).
Let us now come to results on SDEs with singular drift. Trutnau ([32]) constructs a
generalized (non-symmetric) Dirichlet form with singular non-symmetric drift term. The
corresponding diffusion process is constructed and a Skorokhod decomposition is obtained
for quasi-every starting point. Recently we got to know about an article of Shin and Trutnau
([29]), which also handles pointwise Skorokhod decompositions for reflected diffusions based
on the theory of [17]. The assumed conditions are complementary to ours and the applied
methods differ from ours. The strategy to construct martingale solutions to singular SDEs
for explicitly specified starting points has been successfully applied in the already mentioned
article by Albeverio, Kondratiev and Ro¨ckner ([2]), Fattler and Grothaus ([14]) and in our
own work ([9], [8]). The results of this article apply to all these settings and thus we can
show that those solutions even have a Skorokhod decomposition and yield weak solutions.
For diffusions on Rd, d ∈ N, there are already some results on SDEs with drifts having
singularities. Ho¨hnle proves existence of local solutions ([20]) and criterions for existence of
global solutions ([21]) of Brownian motion distorted by singular drifts. Krylov and Ro¨ckner
prove existence and uniqueness for strong solutions for SDEs with time-dependent drift
terms, see [23].
Let us summarize now the main progress of this article:
(i) We prove regularity and boundedness of potentials of surface measures using elliptic
regularity results and Sobolev space theorems.
(ii) We construct Skorokhod decompositions for reflecting diffusions with variable diffusion
coefficients and strongly singular - possibly discontinuous - drift term, that can start
from every point in an explicitly known set E1 ⊂ E.
(iii) We construct stochastic dynamics for physically reasonable models with hydrodynamic
and singular pair interaction.
2. Construction of Strict Additive Functionals
In this section we present relevant definitions for smooth measures, restriction of processes
and additive functionals. Especially, we illustrate how [17, Theo. 5.1.6] is applied to
construct additive functionals on the set E1. Readers who are familiar with [17, Ch. 5] may
skip this section. Let M = (Ω,F , (Ft)t≥0, (Xt)t≥0, (Px)x∈E) be the diffusion process from
Theorem 1.6.
In [17, Ch. 5] additive functionals of Hunt processes are constructed on subsets of the
state space complemented by an exceptional set. In general this exceptional set is
non-empty and depends on the constructed functional. If the semigroup (Pt)t>0 is
absolutely continuous, these results are refined to yield additive functionals with empty
exceptional set, see [17, Theo. 5.1.6].
In our case we have that the semigroup (Pt)t>0 is absolutely continuous on E1 only. So
we have to apply [17, Theo. 5.1.6] to the restriction of M to E1 rather than the original
process M. So altogether we can construct additive functionals for a fixed exceptional set
E \ E1 that is given in advance.
Let us briefly recall the definition of several classes of measures, see [17, Ch. 2, Sec. 2].
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For the notion of nests and generalized nests, see [17, Ch. 2, p. 69]. We say that a nest
(Fn)n∈N is associated with a measure ν if ν(Fn) <∞ for all n ∈ N.
Definition 2.1: A positive Borel measure ν is called smooth if it charges no set of
capacity zero and has an associated generalized nest, see [17, p. 83]. The class of all smooth
measures is denoted by S.
We denote by S0 the class of all positive Radon measures of finite energy integrals, i.e.,
for ν ∈ S0 the mapping
D(E) ∩Cc(E) ∋ f 7→
∫
E
fdν ∈ R
is continuous in the E1-norm ( ‖ · ‖E1 := ((·, ·)L2 + E(·, ·) )1/2), see [17, Ch. 2, p. 79].
If ν ∈ S0 then for 0 < α <∞ there exists a corresponding unique α-potential
Uαν ∈ D(E) such that
Eα(Uαν, f) =
∫
E
fdν for all f ∈ D(E),
see [17, Ch. 2, Sec. 2].
Define (as in [17, Ch. 2, p. 81])
S00 =
{
ν ∈ S0
∣∣∣∣ ν(E) <∞, Uαν is essentiallyµ− bounded forα > 0} .
Let us introduce the class of smooth measures in the strict sense, see [17, Ch. 5, p. 238].
Definition 2.2: Let M be the Hunt process as introduced in the beginning of the section.
For F ⊂ E a Borel set we denote by σF the hitting time of F . We say that a positive Borel
measure ν on E is smooth in the strict sense if there exists a sequence (En)n∈N of Borel
sets increasing to E such that 1En · ν ∈ S00 for each n ∈ N and
Px
(
lim
n→∞
σE\En ≥ X
)
= 1, for allx ∈ E.
The class of all smooth measures in the strict sense is denoted by S1.
Next, let us introduce the notion of the restriction of a process to subsets of E∆.
Definition 2.3: Let E˜ ⊂ E be nearly Borel. Define
ΩE˜ =
{
ω ∈ Ω ∣∣ Xt(ω) ∈ E˜∆, Xt−(ω) ∈ E˜∆ for all t ≥ 0} .
We say that E˜ is M-invariant if Px(ΩE˜) = 1 for all x ∈ E˜∆. If E˜ is M-invariant we define
the restriction of M to E˜ by
ME˜ := (Ω˜, F˜ , (F˜t)t≥0, (XE˜t )t≥0, (PE˜x )x∈E˜),
with Ω˜ := ΩE˜ , F˜ = F ∩ Ω˜, XE˜t = Xt|Ω˜ for t ≥ 0, PE˜x = Px|F˜ for x ∈ E˜. As filtration
(F˜t)t≥0 we take the minimum completed admissible filtration of (XE˜t )t≥0. For
F˜0∞ :=
⋃
t>0 F˜t define F˜∞ :=
⋂
m∈P(E∆1 )
F˜m∞. Here F˜m∞ denotes the completion of F˜0∞
under Pm|F˜ . See e.g. [17, Appendix, p. 386] for further details.
See [17, Appendix, (A.2.23)] for this definition. As in the mentioned reference we get that
the restriction of a Hunt process is again a Hunt process.
Let us now introduce the definition of an additive functional in the sense of [17, p. 222,
(A.1) and (A.2)]. We denote by θt : Ω 7→ Ω, t ≥ 0, the shift operator: θtω (·) = ω(·+ t), i.e.,
the path is shifted to the left by t.
Definition 2.4: Let N ⊂ E be a properly exceptional set (see [17, Ch. 4, p. 153]) and
ME\N be the restriction of the Markov process M to the set E \N as in Definition 2.3. Let
Λ ∈ F˜∞ with PE˜x (Λ) = 1 for x ∈ E \N and θtΛ ⊂ Λ for t ≥ 0.
A mapping A = (At)t≥0 : Ω˜→ R+0 is called an additive functional (AF) with exceptional
set N and defining set Λ if A0 = 0, At is F˜t-adapted, for t ≥ 0, and the following properties
hold:
(i) |At(ω)| <∞ for t < X (ω), ω ∈ Λ.
(ii) For every ω ∈ Λ, [0,∞) ∋ t 7→ At(ω) is right continuous and has left limit on [0,X (ω)).
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(iii) At(ω) = AX(ω)(ω) for t ≥ X (ω) and ω ∈ Λ.
(iv) At+s(ω) = At(ω) +As(θtω) for 0 ≤ s, t <∞ and ω ∈ Λ.
A functional A is called finite if (i) holds for t <∞ instead of just t < X (ω).
A functional A is called positive if At(ω) ∈ [0,∞] for t ≥ 0, ω ∈ Λ.
A functional A is called continuous if instead of (ii) the stronger condition holds:
(ii’) For every ω ∈ Λ, [0,∞) ∋ t 7→ At(ω) is continuous.
A mapping A = (At)t≥0 : Ω˜→ R ∪ {∞} is called a local continuous additive functional
with exceptional set N and defining set Λ as above, if A0 = 0, At is F˜t-adapted and:
(i) |At(ω)| <∞ for t < X (ω), ω ∈ Λ.
(ii) For every ω ∈ Ω˜, [0,X (ω)) ∋ t 7→ At(ω) is continuous.
(iii) At+s(ω) = At(ω) +As(θtω) for 0 ≤ s, t <∞ with s+ t < X (ω) and ω ∈ Λ.
Observe that both the exceptional set N ⊂ E and the defining set Λ ⊂ Ω depend on the
additive functional A. However, we are interested in the construction of additive functionals,
where the exceptional set is given in advance.
Note that we assume the additivity on the set Λ and Λ is chosen independently of x. Such
a PCAF is called perfect in the sense of [10, Ch. IV, Def. 1.3].
Let us introduce now an important link between measures and AF, the so-called Revuz
correspondence. For our purpose the following equivalent characterization of the Revuz
correspondence is most suitable: A smooth measure ν is said to be in Revuz correspondence
to a PCAF A if
∫
E\N
h (UαAf) dµ =
∫
E\N
(R
E\N
α h) fdν for h, f ∈ B+(E \N) and α > 0 (5)
with UαAf(x) := E
(E\N)
x [
∫∞
0 e
−αsf(Xs)dAs], x ∈ E∆ \N , N being the exceptional set of A.
Here (R
E\N
α )α>0 and E
E\N
· [ · ] denote the resolvent and expectation, respectively, of the
restricted process ME\N .
See [17, Theo. 5.1.3] for these definitions and further equivalent descriptions of the Revuz
correspondence. In the case that ν has an α-potential, i.e., ν ∈ S0, the Revuz
correspondence is equivalent to:
U1A1 is a E-quasi-continuous version of U1ν.
For the definition of E-quasi-continuous, see [17, Ch. 2, p. 69].
We are interested in the construction of additive functionals on the fixed (invariant) set
E1 ⊂ E. Denote the restriction of M to E1 ∪ {∆} by
M1 := (Ω1,F1, (F1t )t≥0, (X1t )t≥0, (P1x)x∈E1∪{∆}). The corresponding resolvent and
semigroup we denote just by (Rα)α>0 and (Pt)t≥0, respectively. The Lp-strong Feller
property yields that the semigroup (Pt)t>0 is absolutely continuous on E1, i.e., there exists
a B(E1 ×E1)-measurable density pt : E1 × E1 → R+0 , t > 0, such that
Ptf(x) =
∫
E1
f(y) pt(x, y)dµ(y) for f ∈ B+(E1) and x ∈ E1.
According to [17, Ch. 2.2] we call a function u ∈ L2(E,µ) α-excessive if
u(x) ≥ 0 and e−αtTtu (x) ≤ u (x) for µ-a.e. x. (6)
The absolute continuity condition of the semigroup transfers to the resolvent. From [17,
Lem. 4.2.4] it follows that the resolvent (Rα)α>0 has a non-negative density (rα(x, y))α>0,
x, y ∈ E1, that is α-excessive both in x and y. For ν ∈ S0 the corresponding α-potential Uαν
has a quasi-continuous and α-excessive version U˜αν that is obtained by the resolvent density:
U˜αν (x) = Rαν (x) :=
∫
E1
rα(x, y)dν(y), for every x ∈ E1,
see [17, Ex. 4.2.2]. For ν ∈ S00 the function Rαν is even bounded for every x ∈ E1 and (6)
holds for every x ∈ E1.
This potential is then used to construct a PCAF for ν ∈ S00. So by applying [17,
Theo. 5.1.6] to the restricted process M1 we obtain the following theorem.
Theorem 2.5 : Let ν ∈ S00 and let (Rαν)α>0 be the corresponding potentials.
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Then there exists a unique finite PCAF (A˜t)t≥0 that is in Revuz correspondence to ν
and has the exceptional set E \ E1. For A˜t it holds
E1x
[∫ ∞
0
exp(−αs)dA˜s
]
= Rαν (x) for every x ∈ E1 and α > 0. (7)
Let us call a PCAF with exceptional set E \ E1 from now on strict on E1. For a strict
finite PCAF (At)t≥0 with Revuz measure ν and f ∈ B+b (E1) the mapping
[0,∞) ∋ t 7→ ∫ t0 f(Xs)dAs defines again a strict finite PCAF. The next lemma shows that
the corresponding measure is given by f ν, i.e., multiplication with a Borel bounded
function is compatible with the Revuz correspondence. Denote by supp[ν], ν a measure, the
topological support of a measure ν.
Lemma 2.6: Let (At)t≥0 be a strict finite PCAF (on E1) with Revuz measure ν ∈ S00.
Let M ∈ B(E1) such that supp[ν] ⊂M and f ∈ Bb(M). Then the mapping
f ·A := ((f ·A)t)t≥0,
(f · A)t =
∫ t
0
f(Xs)dAs, t ≥ 0,
defines a strict finite CAF with same defining set as A.
It holds Ex[|(f ·A)t|] <∞ and Ex[(f ·A)2t ] <∞ for 0 ≤ t <∞ and every x ∈ E1. We
have
PsE·
[∫ t
0
f(Xr) dAr
]
(x)
s→0−→ Ex
[∫ t
0
f(Xr) dAr
]
for every x ∈ E1. (8)
If f ∈ B+b (M) and f ν ∈ S00, we have for α > 0
Ex
[∫ ∞
0
e−αsf(Xs)dAs
]
= Rαf ν(x) for every x ∈ E1. (9)
For a proof of this lemma, see [7, Lem. 6.1.15].
3. Construction of the Local Time and the Martingale Problem for
C
2
c
-functions
Using the theory of [17, Ch. 5] as presented in the previous section, we construct a
boundary local time at Γ2 ∩ {̺ > 0}. The local time is constructed as a strict PCAF on E1
which grows only when the process is at Γ2 ∩ {̺ > 0}, see Remark 2 below. Note that there
might be several functionals that have these property. So the term local time does not refer
to a specific functional. Nevertheless, we call the functional that we construct the boundary
local time.
Throughout this section we keep the same setting as in the introduction. In particular, we
assume Conditions 1.1, 1.2, 1.4 and 1.5. So let us now fix the process M1 from Corollary 1.7
obtained as the restriction of M from Theorem 1.6 to E1.
We use the local time as a building block for a Skorokhod decomposition of a sufficiently
large class of functions. For our purpose the set C2c (E1) (recall: E1 = (Ω ∪ Γ2) ∩ {̺ > 0}) is
large enough since we can locally approximate the coordinate functions x(i), 1 ≤ i ≤ d, by
functions in C2c (E1). In [17, Ch. 5] an extended semimartingale decomposition (in the
mean-while also called Fukushima decomposition) for functions in D(E) is given. This
decomposition is given in terms of additive functionals. They have properties that naturally
generalize the properties of the corresponding objects in the classical semimartingale
decomposition to the E-quasi-everywhere setting in Dirichlet forms. More precisely, for the
E-quasi-continuous version u˜ of u ∈ D(E) it holds
u˜(Xt)− u˜(X0) = N [u]t +M [u]t , t ≥ 0,
where N [u] and M [u] are finite CAFs (not necessarily strict) having certain properties for
E-quasi-every point, i.e., except for a set of capacity zero. In particular, M [u] is a
square-integrable martingale under Px for E-quasi-every starting point. The process N [u] is
of zero energy, see (13) below. Under additional assumptions on u these results are refined
to pointwise statements there, in particular the martingale property holds for every point.
We apply [17, Theo. 5.2.4] and [17, Theo. 5.2.3] to identify N [u] and M [u], respectively,
u ∈ C2c (E1). Using methods of [17, Theo. 5.2.5] combined with an additional analysis we
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deduce a pointwise Skorokhod decomposition for u ∈ C2c (E1), formulated as a classical
semimartingale decomposition.
The process N [u] contains an integral w.r.t. the deterministic time scale t and an integral
w.r.t. the local time. The latter shows then the reflection at the boundary. Due to the
singular drift terms we have to take special care of integrability issues, these are solved using
the Lp-strong Feller property of the resolvent, see e.g. Theorem 3.5 below.
In order to construct the local time at Γ2 ∩ {̺ > 0} we need a suitable generalized nest of
compact sets. This nest will be also used later in the localization technique to prove
existence of weak solutions. Define
Un :=
{
̺ >
1
n
}
∩
{
x ∈ Ω |dist(x, ∂Ω \ Γ2) > 1
n
}
∩ Bn(0), n ∈ N, (10)
and Kn := Un. Here Bn(0) ⊂ Rd denotes the open ball of radius n around 0. Then Kn is
compact and Un ⊂ Kn ⊂ Un+1. Since Γ2 is assumed to be open in ∂Ω, we get
E1 =
⋃
n∈N
Un =
⋃
n∈N
Kn.
Since (Un)n∈N increases to E1, we have
inf
n∈N
capE (K \ Un) = capE
(
K \
⋃
n∈N
Un
)
= 0
for every compact set K ⊂ Ω by [17, Theo. 2.1.1]. Hence also lim
n→∞
capE (K \Kn) = 0. So
(Kn)n∈N is a generalized compact nest and associated with µ since µ(Kn) <∞ for all
n ∈ N. Using right-continuity of (Xt)t≥0 at t = 0 and a similar argument as in the proof of
[9, Lem. 3.7] we get
Px
(
lim
n→∞
τn ≥ X
)
= 1 for every x ∈ E1
with τn being the exit time of Kn, n ∈ N.
The results of the last section give that for every measure in S00 we get a unique strict
finite PCAF. We apply this result to construct strict finite PCAF corresponding to
σn := 1Kn σ, n ∈ N.
So we have to show that these measures are of finite energy and that the corresponding
α-potential is essentially bounded. As mentioned in the introduction we follow the strategy
to identify the α-potential (locally) as the weak solution to an elliptic PDE with sufficiently
regular right-hand-side. In the proof Sobolev space theorems and our elliptic regularity
results (see [8]) play a crucial role. Our results yield in fact that the potential has a
continuous bounded version on E1.
Since we consider later also measures of the form f 1KN σ, N ∈ N, with f ∈ B+b (E1), we
formulate a more general theorem.
Theorem 3.1 : Let N ∈ N, f ∈ B+b (E1). Then the measure f σN (= f 1KN σ) is of finite
energy, see Definition 2.1. For α > 0 the corresponding potential Uαf σN has a continuous
bounded version ˜Uαf σN on E1, in particular Uαf σN is essentially bounded. Hence
f σN ∈ S00.
Proof : Let N ∈ N and f ∈ B+b (E1). By [8, Lem. 4.1(ii)] the restriction map
ι : D(E)→ H1,2(UN+1 ∩Ω), v 7→ v|UN+1∩Ω is well-defined and continuous. So for
v ∈ D(E) ∩ Cc(E), it holds v ∈ H1,2(UN+1 ∩ Ω) and Tr(v) ∈ L2(Γ(N) , σN ) with
Γ(N) := ∂Ω ∩KN and Tr : H1,2(UN+1 ∩Ω)→ L2(Γ(N), σN ) the trace operator, see e.g. [1,
Ch. V, Theo. 5.22]. We have the estimate
‖Tr(v)‖L2(Γ(N),σN ) ≤ K1‖v‖H1,2(UN+1∩Ω) ≤ K2‖v‖E1
for constants K1,K2 <∞. Because v ∈ Cc(E) it holds Tr(v) = v σ-a.e. Thus
∫
Γ(N)
|v| fdσN =
∫
Γ(N)
|Tr(v)| fdσN ≤ σ(Γ(N))1/2‖f‖sup‖Tr(v)‖L2(Γ(N),σN )
≤ K2σ(Γ(N))1/2‖f‖sup‖v‖E1 .
So f σN is of finite energy with α-potential Uαf σN ∈ D(E) for 0 < α <∞. Thus
Uαf σN ∈ H1,2(Uk ∩ Ω) for every k ∈ N.
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Next we show that Uαf σN has a bounded continuous version on E1. Fix 0 < α <∞. Let
k ∈ N with k ≥ N + 1. Since Tr : H1,q∗ (Uk ∩ Ω)→ Lq∗ (Γ(N), σN ) is continuous for
1 ≤ q∗ <∞, the mapping T : H1,q∗ (Uk ∩Ω)→ R, v 7→
∫
Γ(N) Tr(v) fdσN is a continuous
linear functional. Choose 2 ≤ d < q <∞ such that q′ := q
q−1
> 1 and q′ <∞. We have
α
∫
Uk
Uαf σN v dµ+
∫
Uk
(A∇Uαf σN ,∇v) dµ = Eα(Uαf σN , v)
=
∫
Γ(N)
vfdσN = T (v) for all v ∈ C1c (Uk).
Since T ∈ (H1,q′ (Uk ∩Ω))′, there exist g ∈ Lq(Uk, dx) and a vector-valued mapping
(ei)1≤i≤d ∈ (Lq)d(Uk, dx) such that for all v ∈ H1,q′ (Uk ∩ Ω)
∫
Γ(N)
Tr(v)fdσN = T (v) =
∫
Uk
g v dx+
∫
Uk
d∑
i=1
ei ∂iv dx.
Moreover, ‖g‖Lq(Uk,dx) + ‖e‖(Lq)d(Uk,dx) ≤ C˜‖T‖(H1,q′ (Uk∩Ω))′ for some C˜ <∞, see [1,
Theo. 3.8]. So Uαf σN solves
α
∫
Uk
Uαf σN v dµ+
∫
Uk
(A∇Uαf σN ,∇v) dµ =
∫
Uk
g v dx+
∫
Uk
d∑
i=1
ei ∂iv dx for all v ∈ C1c (Uk).
Choose 0 < r <∞ in the following way: If x ∈ Uk ∩ Ω, choose r such that Br(x) ⊂ Uk ∩ Ω.
If x ∈ Uk ∩ ∂Ω, choose r such that Br(x) ∩ Ω ⊂ Uk and Br(x) ∩ ∂Ω ⊂ Γ2. Note that in both
cases C1c (Br(x) ∩ Ω) embeds into C1c (Uk). Applying [8, Theo. 4.4] with p = q we get
0 < r′ < r such that Uαf σN ∈ H1,q(Br′ (x) ∩ Ω). Choosing 0 < r1 < r′ we get by Sobolev
embedding that Uαf σN has a continuous bounded version ˜Uαf σN on Br1 (x) ∩ Ω.
Since Kn ⊂ UN+1∨n+1 and Kn is compact, Uαf σN has a bounded continuous version on
every Kn, n ∈ N. Thus there exists a continuous version ˜Uαf σN on E1.
However, the function is only locally bounded. To prove the global boundedness we apply
a weak maximum principle, see [17, Lem. 2.2.4].
Choose n > N , let Mn := supx∈Kn | ˜Uαf σN (x)| <∞. Since
supp[f σN ] ⊂ supp[σN ] ⊂ Γ(N) ⊂ Kn, it holds | ˜Uαf σN (x)| ≤Mn σN -a.e. By the weak
maximum principle we get U˜ασN ≤Mn µ-a.e. hence by continuity everywhere on E1. Thus
U˜ασN is bounded on E1 and ‖Uαf σN‖L∞(E,µ) <∞.

Applying Theorem 3.1 with f = 1 we get by Theorem 2.5 the following corollary.
Corollary 3.2: For each n ∈ N there exists a unique strict finite PCAF corresponding to
1Kn σ. These we denote by (ℓ
n
t )t≥0, n ∈ N.
We apply the previous results to construct the local time at the boundary.
Theorem 3.3 : The restricted surface measure 1Γ21{̺>0} σ is smooth in the strict sense.
There exists a corresponding strict PCAF denoted by (ℓt)t≥0 and called the local time (at
1Γ21{̺>0}). For the defining set Λ it holds Λ ⊂ Λn, n ∈ N, Λn being the defining sets of
(ℓnt )t≥0 from Corollary 3.2.
Let f ∈ B+b ([0,∞)× E1) with supp[f ] ⊂ [0,∞)×Km for some m ∈ N. Then it holds
∫ ∞
0
f(s,Xs(ω))dℓs(ω) =
∫ ∞
0
f(s,Xs(ω))dℓ
m
s (ω) for all ω ∈ Λ
and
∫ t
0
f(s,Xs(ω))dℓs(ω) =
∫ t
0
f(s,Xs(ω))dℓ
m
s (ω) for all ω ∈ Λ.
Proof : Set ν := 1Γ21{̺>0} σ. Since ν(Kn) = σn(Kn) <∞, we have that (Kn)n∈N is a
generalized nest associated with ν. Furthermore, 1Kn ν = σn ∈ S00 for all n ∈ N by
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Corollary 3.2. It is left to check that ν is smooth. Let A ⊂ E with capE (A) = 0. We have
ν(A) = ν(A ∩ {̺ > 0} ∩ Γ2) = supn∈N ν(Kn ∩ A) = supn∈N σn(A) = 0
since σn is smooth for all n ∈ N.
So we can apply [17, Theo. 5.1.7(i)] to construct a corresponding PCAF (ℓt)t≥0 on E1.
The functional is constructed using the local times (ℓn)n∈N at compact boundary parts from
Corollary 3.2 in the following way: For n, m ∈ N with n > m we have that (1Km · ℓn) is in
Revuz correspondence to σm by Lemma 2.6, (9). Hence by uniqueness we get that
(1Km · ℓn) is equal to ℓm. So we can find a common defining set Λn with full Px-measure for
all x ∈ E1 such that for ω ∈ Λn and t ≥ 0 it holds
ℓmt (ω) = (1Km · ℓn)t (ω) for n > m.
Set Λ :=
⋂
n∈N Λn. Then we define (ℓt)t≥0 by:
ℓt(ω) =
{
ℓnt (ω), τn−1(ω) < t ≤ τn(ω), n ∈ N
ℓX− (ω), t ≥ X (ω),
for ω ∈ Λ and 0 else, with τn the exit times of Kn, n ∈ N, and τ0 := 0. Following the proof
of [17, Lem. 5.1.8] we get that (ℓt)t≥0 is a strict PCAF being in Revuz correspondence to ν.
The integral identities follow directly by definition of (ℓt)t≥0.

Remark 1 : Note that the only possibility for lt(ω) being infinite is that t ≥ X (ω) for
ω ∈ Λ.
Remark 2 : We can conclude from the construction of (ℓt)t≥0 that the functional grows
only when Xt, t ≥ 0, is at the boundary part Γ2 ∩ {̺ > 0}. Indeed, let n ∈ N. Then by
Theorem 3.3 we get for t ≥ 0
∫ t
0
1Γ2∩{̺>0}(Xs)1Kn (Xs) dℓs =
∫ t
0
1Γ2∩{̺>0}(Xs)dℓ
n
s = (1Γ2∩{̺>0} · ℓn)t.
By Lemma 2.6 we get that (1Γ2∩{̺>0} · ℓn) is in Revuz correspondence to
1Γ2∩{̺>0}1Knσ = 1Knσ. Thus (1Γ2∩{̺>0} · ℓn) = ℓn.
Altogether, we get for t ≥ 0
∫ t
0
1Γ2∩{̺>0}(Xs)1Kn (Xs) dℓs = ℓ
n
t .
Letting n tend to ∞ we obtain for t ≥ 0
∫ t
0
1Γ2∩{̺>0}(Xs) dℓs = ℓt.
Thus for t ≥ 0
∫ t
0
1Ω∪ (∂Ω\Γ2∩{̺>0})(Xs) dℓs =
∫ t
0
1Ω(Xs) dℓs −
∫ t
0
1Γ2∩{̺>0}(Xs) dℓs =
∫ t
0
1 dℓs − ℓt = 0.
To discuss the martingale solution property we also need to consider integration of functions
on paths of the process with respect to the deterministic time. Here we can allow certain
singularities. First note that µ is in Revuz correspondence to the additive functional
(ω, t) 7→ t. Indeed, we have Uαt f = Rαf for every f ∈ B+b (E), α > 0. Since Rα is symmetric,
we get by (5) the Revuz correspondence.
We introduce the notion of bounded variation.
Definition 3.4: Let g : R+ → R be a function. We say that g is of bounded variation up
to time T , 0 ≤ T ≤ ∞ if
sup
n∈N
{
n−1∑
i=0
|g(ti+1)− g(ti)|
∣∣∣∣ 0 = t0 ≤ t1 ≤ ... ≤ tn = T
}
<∞.
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Let (Ω,F ,Q) be a probability space. Let G := (Gt)t≥0 be an R-valued stochastic process
defined on Ω. We say that G is locally of bounded variation if for every 0 ≤ T <∞ it holds
that the function [0,∞) ∋ t 7→ Gt(ω) ∈ R is of bounded variation up to T for Q-a.e. ω ∈ Ω.
Let (Ft)t≥0 be an filtration and τ be an Ft-stopping time. We say that G is locally of
bounded variation up to τ if there exists a sequence of Ft-stopping times (τn)n∈N with
τn ↑ τ such that G·∧τn is locally of bounded variation for n ∈ N.
Theorem 3.5 : (i) Let f ∈ Lp(E,µ). Define A := (f · t) := (f · t)t≥0 by
At := (f · t)t :=
∫ t
0
f(Xs)ds. (11)
Then f · t is a strict finite CAF on E1. Furthermore, Ex[|At|] <∞ for every 0 ≤ t <∞,
x ∈ E1, and f · t is locally of bounded variation.
If f is positive, (f · t) is in Revuz correspondence to f µ.
(ii) Let f ∈ Lp(E,µ), supp[f ] ⊂⊂ Un for one n ∈ N, Un as in (10). Then
Ex
[
(f · t)2t
]
<∞ for x ∈ E1.
(iii) If f ∈ Lp
loc
(E1, µ), then there exists a local strict CAF A := (At)t≥0 that is
Px-a.s. equal to the integral in (11) for t < X . Moreover, A is locally of bounded variation
up to X .
Proof : (i): Note that the Lp-strong Feller property implies R1g (x) <∞ for x ∈ E1 and
g ∈ Lp(E,µ). So for x ∈ E1
Ex
[∫ T
0
|f |(Xr)dr
]
≤ eTEx
[∫ ∞
0
e−r|f |(Xr)dr
]
= eTR1|f | (x) <∞.
So Ex[
∫ T
0 |f |(Xr)dr] <∞ and
∫ T
0 |f |(Xr)dr <∞ Px-a.s. for x ∈ E1 and 0 ≤ T <∞. This
holds for every 0 ≤ T <∞. Define
Λf :=
{
ω ∈ Ω1 |
∫ N
0
|f |(Xr(ω))dr <∞ for all N ∈ N
}
and for t ≥ 0
(f · t)t :=
{∫ t
0 f(Xs(ω)) ds if ω ∈ Λf
0 else.
Note that Λf is shift-invariant and Px(Λf ) = 1 for x ∈ E1. Then we get with a standard
calculation that f · t defines a finite PCAF with defining set Λf .
For every partition 0 = t0 ≤ t1 ≤ ... ≤ tn = t <∞, n ∈ N we have
n−1∑
i=0
∣∣∣∣∫ ti+1
ti
f(Xs) ds
∣∣∣∣ ≤ ∫ t
0
|f(Xs)| ds <∞ Px − a.s. forx ∈ E1.
So f · t is locally of bounded variation.
Assume that f is positive. Let g ∈ B+(E1). We have
Uαf ·tg (x) = Ex
[∫ ∞
0
exp(−αs) g(Xs) d(f · t)s
]
= Ex
[∫ ∞
0
exp(−αs) (fg)(Xs) ds
]
= Rαfg (x) for α > 0 and x ∈ E1.
Since (Rα)α>0 is symmetric, we have for all h ∈ B+b (E1) and α > 0:
∫
E1
h (Uαf ·tg) dµ =
∫
E1
hRαfg dµ =
∫
E1
Rαh gf dµ.
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So by (5) we get that (f · t) is in Revuz correspondence to fµ.
(ii): With a similar calculation as in [17, p. 245] we get for 0 ≤ t <∞ and x ∈ E1
Ex
[
(f · t)2t
] ≤ 2etEx [∫ t
0
|f |(Xs)R1|f |(Xs) ds
]
.
Set h(x) := |f |R1|f | (x). Since the resolvent is Lp-strong Feller on E1 (see Theorem 1.6), we
have that R1|f | is continuous and hence locally bounded on E1. In particular, R1|f | is
bounded on the compact support of f . Thus h ∈ Lp(E, µ). So as above Ex[
∫ t
0 h(Xs)ds] <∞
for 0 ≤ t <∞ and x ∈ E1.
(iii): Now assume that f ∈ Lploc(E1, µ). Set fn = 1Knf , n ∈ N, Kn as in (10). Define Afn to
be the corresponding additive functional from (11). So Afn is a continuous additive
functional with defining set Λfn . Let Λ :=
⋂
n∈N Λfn ∩ {ω ∈ Ω1 | limn→∞ τn ≥ X}, τn the
exit time of Kn, n ∈ N. Define
At := 1Λ1{t<X} lim
n→∞
A
fn
t , t ≥ 0.
Let t > 0 and ω ∈ Λ ∩ {t < X}. There exists n0 ∈ N such that t < τn0 < X . Then
lim
n→∞
A
fn
t (ω) = A
fn0
t (ω).
So (At)t≥0 is well-defined and F1t -adapted.
Since Af (ω) equals Afn0 (ω) on [0, t] for t < τn0 , it is therefore continuous and additive
on [0, t]. So Af is a local strict CAF. Furthermore, (f · t)·∧τn = (fn · t)·∧τn , n ∈ N. So
(f · t)t is locally of bounded variation up to X .

Lemma 3.6: Let g be B(Γ2)-measurable and bounded, supp[g] ⊂⊂ Un, for one n ∈ N.
Then g · ℓ, defined by
(g · ℓ)t :=
∫ t
0
g(Xs)dℓs, t ≥ 0,
is a strict finite CAF with defining set of ℓ and it holds
Ex [|(g · ℓ)t|] <∞ and Ex
[
(g · ℓ)2t
]
<∞ for 0 ≤ t <∞ and x ∈ E1. (12)
Furthermore, g · ℓ is locally of bounded variation. Assume that g ∈ B(Γ2) is only locally
bounded. Then g · ℓ is a local strict CAF and locally of bounded variation up to X .
Proof : First extend g to a function in B(E) in the trivial way, i.e., replace g by 1Γ2g.
From Theorem 3.3 we get g · ℓ = g · ℓn. So by Lemma 2.6 we get that g · ℓ is a strict finite
PCAF on E1 and (12) holds. That g · ℓ is locally of bounded variation, follows similarly as in
the proof of Theorem 3.5. The statements for g being only locally bounded follow now with
the same localizing procedure as in the proof of Theorem 3.5(iii).

Let us introduce two classes of functionals, according to [17] but refined to pointwise
properties. The Skorokhod decomposition is formulated in terms of these classes. Define
Mc :=
{
M : Ω1 × [0,∞)→ R
∣∣∣∣M = (Mt)t≥0 is a strict finite CAF,
Ex[M
2
t ] <∞,Ex[Mt] = 0 for every t ≥ 0 and x ∈ E1
}
and
Nc :=
{
N : Ω1 × [0,∞)→ R
∣∣∣∣N = (Nt)t≥0 is a strict finite CAF,
e(N) = 0,Ex[|Nt|] <∞ for every t ≥ 0 and x ∈ E1
}
(13)
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with
e(N) := lim
t↓0
1
2t
Eµ[N
2
t ].
The term e(N) is called the energy of N . Note that the properties required in Mc and Nc
are pointwise properties except for the zero energy requirement.
If M ∈Mc, then additivity together with Ex[Mt] = 0 imply that M is a martingale
under Px for every x ∈ E1. Recall the definition of the operator Lˆ on DNeu. We may extend
this definition to all functions u ∈ C2c (E1) and define
Lˆu =
d∑
i,j=1
aij∂i∂ju+
d∑
j=1
(
d∑
i=1
∂iaij +
d∑
i=1
1
̺
aji∂i̺
)
∂ju. (14)
We obtain the following theorem using [17, Theo. 5.2.4] and [17, Theo. 5.2.5].
Theorem 3.7 :
Let u ∈ C2c (E1). Let N [u] := (N [u]t )t≥0 with
N
[u]
t :=
∫ t
0
Lˆu (Xs) ds−
∫ t
0
(A∇u, n)̺ (Xs)dℓs, t ≥ 0.
Then N [u] ∈ Nc and is locally of bounded variation. Define M [u] := (M [u]t )t≥0 with
M
[u]
t := u(Xt)− u(X0)−N [u]t .
Then M [u] ∈Mc, in particular it is an square-integrable F1t -martingale starting at zero.
The integrals are defined in the sense of Theorem 3.5 and Lemma 3.6. As defining set Λ
for M [u] we take the intersection of the defining sets of L˜u · t and ℓ. Due to Theorem 3.5 and
Lemma 3.6 M [u] is additive on this set and Px(Λ) = 1 for every x ∈ E1.
Proof : Let u ∈ C2c (E1). From Lemma 3.6 and Theorem 3.5 together with the calculations
on [17, p. 244] we have N [u] ∈ Nc and N [u] is locally of bounded variation.
Choose KN such that supp[u] ⊂⊂ UN ⊂ KN . Let v ∈ D(E). Then v ∈ H1,2(UN ∩ Ω).
Since the support of u has positive distance to the non-smooth boundary part of ∂Ω, we can
apply the divergence theorem to obtain
E(u, v) =
∫
Ω
(A∇u,∇v)dµ = −
∫
Ω
Lˆu v dµ +
∫
∂Ω
Tr(v)(A∇u, n)̺dσ.
Set either g := (A∇u, n)+̺ or g := (A∇u, n)−̺.
Note that g · ℓ = g · ℓN is in Revuz correspondence to gσ. By Theorem 3.5 we have that
(Lˆu · t)t =
∫ t
0
Lˆu (Xs) ds, t ≥ 0, is a strict finite CAF. Moreover, (Lˆu)+/− · t is in Revuz
correspondence to (Lˆu)+/−µ.
Let h ∈ L1(E,µ) ∩ B+b (E), set v := R1h ∈ D(E) ∩ C(E1). So the Revuz correspondence
implies by [17, Theo. 5.1.3(vi)]
lim
t→0
1
t
Evµ
[
(Lˆu · t)t − ((A∇u, n)̺ · ℓt)t
]
=
∫
Ω
Lˆu v dµ −
∫
∂Ω
Tr(v)(A∇u, n)̺dσ =−E(u, v).
Thus from [17, Theo. 5.2.4] we obtain
Ex
[
N
[u]
t
]
= Ptu(x)− u(x) for µ-a.e. x ∈ Ω. (15)
Using the absolute continuity of (Pt)t>0 on E1 we get
PsE·
[
N
[u]
t
]
(x) = Ps(Ptu− u) (x) for every x ∈ E1.
The right-hand side converges to Ptu(x)− u(x), as s→ 0, for every x ∈ E1. This follows
since Ptu− u is a continuous bounded function on E1 and the paths of M1 are
right-continuous at zero. Observe that Lˆu · t = (Lˆu)+ · t− (Lˆu)− · t, the analogous property
holds for (A∇u, n)̺ · ℓ. Applying (8) in Lemma 2.6 with f = 1 and A = (Lˆu)+/− or
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(A∇u, n)+/−̺ · ℓ we get convergence of the left-hand side. So altogether, we get that (15)
holds for every x ∈ E1.
Using the Markov property of M1 we get from this that M [u] is a martingale starting at
zero. Since u is bounded and Ex[(Lˆu · t)2t ], Ex[(g · ℓ)2t ] <∞ for 0 ≤ t <∞ and x ∈ E1, we
have that M [u] is square-integrable for every x ∈ E1.

Theorem 3.7 yields that M
[u]
t := u(Xt)− u(X0) −N [u]t is a continuous square-integrable
martingale. Hence M [u] ∈ Mc. Next we further analyze this martingale by considering the
quadratic variation process. We introduce the notion of local martingales, see [22, Ch. I,
Def. 5.15].
Definition 3.8: Let (Ω,F ,Q) be a probability space with filtration (Ft)t≥0. We say that
a stochastic process M = (Mt)t≥0 is a continuous local martingale up to a Ft-stopping time
τ if there exists a sequence of Ft-stopping times (τn)n∈N with τn ↑ τ , τn < τ such that for
every n ∈ N the stopped process Mτn = (Mt∧τn)t≥0 is a continuous Ft-martingale. We say
that (τn)n∈N reduces M .
From [22, Ch. I, Theo. 5.13 and Prob. 5.17] we get the following theorem.
Theorem 3.9 : Let (Mt)t≥0 be a local martingale up to a stopping time τ starting at
zero that is continuous in [0, τ). Then there exists an adapted process 〈M〉 = (〈M〉t)t≥0,
unique up to time τ , the quadratic variation process, with the following properties.
(i) 〈M〉0 = 0 and 〈M〉 is increasing.
(ii) 〈M〉 is continuous in [0, τ).
(iii) (M2t − 〈M〉t)t≥0 is a local martingale up to time τ .
If (Mt)t≥0 is square-integrable and continuous in [0,∞), then (M2t − 〈M〉t)t≥0 is a
martingale.
So for u ∈ C2c (E1), we get for M [u] an associated quadratic variation process 〈M [u]〉.
Note that 〈M [u]〉, obtained from Theorem 3.9, is constructed for each x ∈ E1 separately
since we consider the measurable space endowed with the different probability measures Px,
x ∈ E1. Following [17, Theo. A.3.17], however, we can construct from this a process 〈M [u]〉
that is a strict additive functional with common defining set for all x ∈ E1.
Using [17, Theo. 5.2.3] we get an explicit representation for 〈M [u]〉.
Theorem 3.10 : Let u ∈ C2c (E1). Then 〈M [u]〉 = 2(A∇u,∇u) · t, i.e.,
M
[u]
t
2 − 2
∫ t
0
(A∇u,∇u)(Xs)ds is an F1t -martingale underPx for every x ∈ E1.
Proof : From Theorem 3.7 we get that M [u] is a continuous square-integrable martingale
and a strict finite CAF which is strict on E1. The calculation in [17, Theo. 5.2.3] yields that
the Revuz measure of 〈M [u]〉 is µ〈u〉. The energy measure µ〈u〉 of u is given by
µ〈u〉 = 2(A∇u,∇u)µ, see e.g. [17, p. 254].
Thus by Theorem 2.5 we find a set Λ˜ ⊂ Ω1 with Px(Λ˜) = 1 for all x ∈ E1 and
2((A∇u,∇u) · t)(ω) = 〈M [u]〉(ω) for all ω ∈ Λ˜.

So we get for u ∈ D1 the Skorokhod decomposition
u(Xt)− u(X0) = N [u]t +M [u]t for t ≥ 0 (16)
with N [u], M [u] as in Theorem 3.7 and 〈M [u]〉 as in Theorem 3.10. In particular,
(u(Xt))t≥0 is a semimartingale, see Definition 4.1 below.
In order to study the behavior of the process (Xt)t≥0 we need also information of the
joint behavior of (u1(Xt))t≥0 and (u2(Xt))t≥0 for u1, u2 ∈ C2c (E1).
For two martingales M (1) and M (2) define the quadratic covariation process by
〈M (1),M (2)〉 := 1
2
{
〈M (1) +M (2)〉 − 〈M (1)〉 − 〈M (2)〉
}
.
Observe that 〈αM (1)〉 = α2〈M (1)〉 for α ∈ R. Thus 〈M (1),M (1)〉 = 〈M (1)〉.
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Using that for u1, u2 ∈ C2c (E1) and α, β ∈ R it holds M [αu1+βu2] = αM [u1] + βM [u2] we
can calculate the covariation to be
〈M [u1],M [u2]〉 = 2((A∇u1,∇u2) · t),
i.e.,
〈M [u1],M [u2]〉t = 2
∫ t
0
(A∇u1,∇u2)(Xs) ds for all t ≥ 0 Px − a.s., x ∈ E1.
4. Semimartingale Structure and Weak Solutions
In this section we study the coordinates of the process Xt = (X
(1)
t , ...,X
(d)
t ), rather than
functions of (Xt)t≥0. Throughout this section we keep the same setting as in the
introduction. In particular, we assume Conditions 1.1, 1.2, 1.4 and 1.5. We show that
(Xt)t≥0 is a semimartingale up to the lifetime X . Under the assumption that the process is
conservative, we prove that it yields a weak solution to an singular SDE with reflection. So
we recall the definition of semimartingales first.
Definition 4.1: Let (Ω,F ,Q) be a probability space with filtration (Ft)t≥0. Let (Xt)t≥0
be a stochastic process. Let τ be a stopping time. We say that (Xt)t≥0 is a continuous
semimartingale up to τ if there exists Ft-adapted processes (Mt)t≥0 and (Nt)t≥0,
continuous in [0, τ), such that (Mt)t≥0 is a local Ft-martingale up to τ and (Nt)t≥0 is
locally of bounded variation up to τ and
Xt∧τ = X0 +Nt∧τ +Mt∧τ for t ≥ 0 Q− a.s.
In order to apply our previous results, we have to transfer the properties from u(Xt),
u ∈ C2c (E1), to X(i)t , 1 ≤ i ≤ d. This is done using localization arguments.
For 1 ≤ i ≤ d define N(i) by
N
(i)
t =
∫ t
0
bi(Xs) ds−
∫ t
0
(ei, An)̺ (Xs) dℓs, t ≥ 0, (17)
in the sense of Theorem 3.5(iii) and Lemma 3.6 where
bi(x) :=
d∑
j=1
∂jaij(x) +
d∑
j=1
1
̺
aij∂j̺ (x), x ∈ E1, 1 ≤ i ≤ d, (18)
are the first-order coefficients of Lˆ from (14). Define M (i), 1 ≤ i ≤ d, by
M
(i)
t := X
(i)
t −X(i)0 −N(i)t , t ≥ 0. (19)
Recall that bi is locally L
p(E1, µ)-integrable and (ei, An)̺ is locally bounded for 1 ≤ i ≤ d.
By ei, 1 ≤ i ≤ d, we denote the i-th unit vector.
Denote by Λ the defining set of the boundary local time from Theorem 3.3. According to
Theorem 3.5 and Lemma 3.6 all N(i) and M (i), 1 ≤ i ≤ d, form local strict CAF and we can
find a common defining set Λ˜ ⊂ Λ.
Theorem 4.2 : The processes N(i) and M (i), 1 ≤ i ≤ d, are local strict CAF. The
processes N(i) are locally of bounded variation up to X Px-a.s. for every x ∈ E1. The
processes M (i) are continuous local F1t -martingales up to X under Px, x ∈ E1, with
reducing sequence τ˜n := τn ∧ n ∧ X where τn is the exit time of Kn, n ∈ N, defined after
(10). The quadratic variation and covariation processes (up to X ) are given by
〈M (i),M (j)〉·∧X = 2 (aij · t)·∧X , 1 ≤ i, j ≤ d, (20)
and have the same reducing sequence. In particular, (X
(i)
t )t≥0, 1 ≤ i ≤ d, are
semimartingales up to X with
X
(i)
t∧X = X
(i)
0 +N
(i)
t∧X +M
(i)
t∧X
for 0 ≤ t <∞ Px-a.s. for x ∈ E1 and 1 ≤ i ≤ d.
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There exists a set Λˆ with Px(Λˆ) = 1 for x ∈ E1 with the following properties: The set Λˆ
is contained in the defining sets of N(i) and M (i) for 1 ≤ i ≤ d. Moreover, (20) hold on Λˆ
and N
(i)
t∧X is given by the defining integral of (17) on Λˆ. Furthermore, the paths
[0,X ) ∋ t 7→ N(i)t (ω), 1 ≤ i ≤ d, are locally of bounded variation for ω ∈ Λˆ.
Proof : Recall that bi is locally L
p(E1, µ)-integrable and (ei, An)̺ is locally bounded for
1 ≤ i ≤ d. So according to Theorem 3.5 and Lemma 3.6 N(i), 1 ≤ i ≤ d, define local strict
CAF up to X and we can find a common defining set Λ. From the construction of the parts
of N(i) it follows that the paths of N(i) are locally of bounded variation up to X on Λ,
compare the proof of Theorem 3.5. The definition of M (i), 1 ≤ i ≤ d, yields that they are
also additive on Λ.
Choose a sequence of cutoff functions φn, n ∈ N, with φn = 1 on Kn+1 and
supp[φn] ⊂⊂ Un+2, (Kn)n∈N and (Un)n∈N as in (10).
Define u
(n)
i , n ∈ N, 1 ≤ i ≤ d, with u(n)i (x) = φn(x)xi. Then u(n)i (x) = xi in a
neighborhood of Un since φn = 1 on Un+1 for n ∈ N. So for x ∈ Un it holds ∂ju(n)i (x) = δij
and ∂j∂ku
(n)
i (x) = 0 for 1 ≤ i, j, k ≤ d. Thus Lˆu(n)i (x) = bi(x) for x ∈ Un and n ∈ N. So we
have for all n ∈ N, t ≥ 0 and 1 ≤ i ≤ d
N
[u
(n)
i
]
t∧τn
=
∫ t∧τn
0
bi(Xs) ds−
∫ t∧τn
0
̺(ei, An)(Xs) dℓs = N
(i)
t∧τn
. (21)
Using that τ˜n ≤ τn we get from construction of u(i)n together with (21) for all 0 ≤ t <∞
and n ∈ N
M
(i)
t∧τ˜n
= X
(i)
t∧τ˜n
−X(i)0 −
∫ t∧τ˜n
0
bi(Xs) ds+
∫ t∧τ˜n
0
̺(ei, An)(Xs) dℓs = M
[u
(n)
i
]
t∧τ˜n
for 1 ≤ i ≤ d. So (M (i)
t∧τ˜n
)t≥0 is a martingale for every n ∈ N and 1 ≤ i ≤ d. Thus M (i) is a
continuous local martingale with reducing sequence (τ˜n)n∈N for 1 ≤ i ≤ d.
Define A
(i)
t := 2
∫ t
0 aii(Xs)ds, 1 ≤ i ≤ d, according to Lemma 3.5. Then A(i), 1 ≤ i ≤ d,
is a local strict CAF up to X . We have by definition of the corresponding objects and
Theorem 3.10
(M it∧τ˜n)
2 −A(i)
t∧τ˜n
= (M [u
(n)
i
])2t∧τ˜n − 〈M [u
(n)
i
]〉t∧τ˜n (22)
for t ≥ 0, 1 ≤ i ≤ d and n ∈ N. So (M i)2 −A(i) is a continuous local martingale with
reducing sequence (τ˜n)n∈N. Thus the quadratic variation of (M
(i)
t )t≥0 is given by A
(i) for
1 ≤ i ≤ d.
Now let 1 ≤ i, j ≤ d, i 6= j. Then M i +Mj is a continuous local martingale as well. With
the same argument we get that A(i,j) defined by
A
(i,j)
t := 2
∫ t
0
aii(Xs) + ajj (Xs) + 2aij (Xs) ds, t ≥ 0, is the corresponding quadratic
variation process. Choose Λˆ ⊂ Λ such that for all ω ∈ Λˆ it holds 〈M i〉 = A(i) and
〈M i +Mj〉 = A˜(i,j). Altogether, we get for 0 ≤ t ≤ X
〈M (i),M (j)〉t = 1
2
〈M i +Mj ,M i +Mj〉t − 1
2
〈M i〉t − 1
2
〈Mj〉t = 2
∫ t
0
aij(Xs) ds.

Now we prove existence of weak solutions.
As before we consider the process M1 obtained as the restriction of the Lp-strong Feller
process M from Theorem 1.6 to E1 ∪ {∆}. Note that if M is conservative then also M1 is
conservative. Conservativity of M holds e.g. if the coefficients fulfill certain growth
conditions, see [17, Theo. 5.7.3]. Observe that due to [8, Rem. 2.5] we really have
conservativity under Px for every starting point x ∈ E1. So let us now assume that M1 is
conservative, then we can prove existence of weak solutions, i.e., we prove Theorem 1.8 from
the introduction.
Proof : [proof of Theorem 1.8] Define a probability measure Pµ0 on (Ω
1,F1) by
Pµ0 (·) :=
∫
E1
Px (·) dµ0(x).
Obviously, L(X0) = µ0 under Pµ0 . By construction of M1 we have that (Xt)t≥0 has
continuous paths on [0,∞). Furthermore, all paths stay in E1 ∪ {∆}. Since
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Pµ0(X =∞) = 1, they do not hit ∆. Let N(i) and M (i), 1 ≤ i ≤ d, as defined before
Theorem 4.2. Set M := (M (1), ...,M (d)).
Let Λˆ ⊂ Ω1 as in Theorem 4.2. Then the definition of N(i), 1 ≤ i ≤ d, implies that on
ω ∈ Λˆ the integrals ∫ t0 |bi(Xs)|ds, 1 ≤ i ≤ d, and ∫ t0 |gi(Xs)|dℓs, 1 ≤ i ≤ d, exist and
Xt = X0 +
∫ t
0
(
∇A+A∇̺
̺
)
(Xs) ds−
∫ t
0
̺An (Xs)dℓs +Mt
for all 0 ≤ t <∞ since X =∞ by assumption.
Since P1x(Λˆ) = 1 for every x ∈ E1, we have Pµ0 (Λˆ) = 1. Thus this equality holds Pµ0 -a.s.
If (Ct)t≥0 is an F1t -martingale under Px for every x ∈ E1, then it is also one under Pµ0 .
For the reducing sequence (τ˜n)n∈N of M
(i), 1 ≤ i ≤ d, as in Theorem 4.2 we have τ˜n ↑ ∞
Px-a.s. for every x ∈ E1 hence also Pµ0 -a.s. So M (i) is again a local martingale with the
same quadratic variation as in Theorem 4.2 for 1 ≤ i ≤ d. So it is left to construct a
Brownian motion (Wt)t≥0 such that Mt =
∫ t
0
√
2σ (Xs) dWs.
Note that M (i), 1 ≤ i ≤ d, are continuous local martingales with
〈M (i),M (j)〉t = 2
∫ t
0
aij (Xs) ds =
∫ t
0
√
2σ(
√
2σ)⊤ (Xs) ds for t ≥ 0.
So we can adapt the proof of [22, Ch. 5, Prop. 4.6]. Starting from (4.12) therein we conclude
the existence of an r-dimensional Brownian motion (possibly on an extension of the
probability space of M1) such that∫ t
0
σ2ij(Xs) ds <∞ Pµ0 -a.s. for t ≥ 0, 1 ≤ i ≤ d and 1 ≤ j ≤ r and
Mt =
∫ t
0
√
2σ (Xs) dWs for t ≥ 0.

5. Stochastic dynamics for particle systems with hydrodynamic interaction
In this section we consider systems of N particles, N ∈ N, which interact both through
hydrodynamic interaction and direct interaction via pair-potentials. We adapt the model of
[31] to describe the interaction of colloidal particles suspended in a liquid. Let Ω0 ⊂ Rd,
d ∈ N, ∂Ω0 locally Lipschitz smooth and Γ2 ⊂ ∂Ω0 open in ∂Ω0. Assume that Γ2 is
C2-smooth and Γ2 ⊂ ∂Ω0 has zero capacity w.r.t. to the canonical gradient Dirichlet form
on Ω0, i.e., the closure of (1) with A = 1 and ̺ = 1. Define Λ := Ω0.
Let Ψ : Rd → R ∪ {∞} be a symmetric pair potential, i.e., Ψ(−x) = Ψ(x) which fulfills
the following conditions.
Condition 5.1 :
(i) For dx-a.e. x ∈ Rd it holds |Ψ(x)| <∞ and for x→ 0 it holds |Ψ(x)| → ∞.
(ii) The mapping Rd → R+0 , x 7→ exp(−Ψ(x)) =: ̺0(x) is continuous.
(iii) The function ̺0 is weakly differentiable on Rd, exp(−Ψ2 ) ∈ H
1,2
loc (R
d). Ψ is weakly
differentiable on Rd \ {0} and there exists p > Nd
2
such that
∇Ψ ∈ Lploc({̺0 > 0}, exp(−Ψ)dx). (23)
These are the same assumptions as in [8].
Let A : ΛN → RNd×Nd be a continuously differentiable matrix-valued mapping of
symmetric strictly elliptic matrices. It is convenient to write A as block-matrices
A = (A(i,j))1≤i,j≤N with A
(i,j) : ΛN → Rd×d, 1 ≤ i, j ≤ N . We write an element x ∈ ΛN
componentwise as x = (x(1), ..., x(N)) with x(i) ∈ Λ, 1 ≤ i ≤ N .
We describe the dynamics of the N particles by a stochastic process (Xt)t≥0 written as
Xt = (X
(1)
t , ...,X
(N)
t ) with X
(i)
t ∈ Ω0 describing the position of the i-th particle. The
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process should solve the following SDE interpreted in the Itoˆ sense:
dX
(k)
t = −β
N∑
j=1
A(k,j) (Xt)
( N∑
l=1
l 6=j
(∇Ψ)(X(j)t −X(l)t ) dt+ nΓ2(X(j)t ) dℓˆ(j)t )
+
N∑
j=1
∇jA(k,j) (Xt) dt+
N∑
j=1
√
2σ(k,j) (Xt) dW
j
t , 1 ≤ k ≤ N, (24)
where nΓ2 denotes the outward unit normal at ∂Ω0, ℓˆ
(j), 1 ≤ j ≤ N , denotes a later to be
specified functional, that grows only, when the j-th particle is at the boundary. By W (j),
1 ≤ j ≤ N , we denote a family of independent Rd-valued Brownian motions and
σ = (σ(k,j))1≤k,j≤N denotes a family of matrix-valued mappings with σ
(k,j) : ΛN → Rd×d,
1 ≤ k, j ≤ N , such that A = σσ⊤. We define ∇jA(k,j) by (∇jA(k,j))l =
∑d
i=1 ∂x(j)
i
A
(k,j)
l,i ,
1 ≤ l ≤ d.
Here β > 0 denotes a constant, e.g. β = 1
kBT
with kB being Boltzmann’s constant and T
the absolute temperature.
Remark 1 : We take the SDE from [31, (2.23)] and add an additional boundary term, that
describes a repelling force from a wall-potential at the boundary of the state space. For a
Fokker-Planck description of interacting particles with wall-potential, see e.g. [15, (2.5)].
The SDE describes the random evolution of the positions of N colloidal particles which are
suspended in a liquid. The matrix A denotes the generalized diffusion matrix.
Note that the velocity of the particles is only implicitly treated via the so-called
coarse-grained drift velocity
v(k) = β
N∑
j=1
A(k,j)Fj
where Fj denotes the force acting on the j-th particle, see [31, (2.6)]. The force consists
both of the direct interaction with the other particles and the repelling force caused by a
wall-potential at the boundary of the state space.
Through the hydrodynamic interaction, i.e., interaction mediated through the
surrounding liquid, the noise driving the several particles can be correlated.
For a further discussion of the equation, the related Smoluchowski equation and their
physical background, see [31]. We emphasize that due to the discussion on [31, p. 604] this
SDE has indeed to be interpreted in the Itoˆ sense in order to be related to the
corresponding Smoluchowski equation from [31, (2.4)].
The specific shape of the (generalized) diffusion matrix depends of course on the concrete
application. If hydrodynamic interaction is absent, the matrix is up to a constant just the
identity matrix. For an example with hydrodynamic interaction, see e.g. [34, (17)].
To solve this SDE we apply the results of our paper. So we first need to define a suitable
Dirichlet form. Define ̺ : RNd → R+0 by
x 7→ 1
Z
exp
(− β ∑
1≤i<j≤N
Ψ(x(i) − x(j))),
with Z > 0 a constant, e.g., the partition function. For this choice of Z, ̺ denotes the
canonical ensemble distribution, see [31, (3.4)]. Set µ := ̺ dx, the measure on ΛN with
density ̺ with respect to the Lebesgue measure. Define
E(u, v) :=
∫
ΛN
(A∇u,∇v) dµ, (25)
D := {u ∈ Cc(ΛN ) |u ∈ H1,1loc (ΩN0 ), E(u, u) <∞}.
Denote by (E, D(E)) the corresponding closure in L2(ΛN , µ). As in [8] we identify a suitable
state space for the N-particles process.
Set Λs = Ω0 ∪ Γ2, we define the set of all admissible configurations ΛNad by
ΛNad := {̺ > 0} ∩ {(x(1), ..., x(N)) ∈ ΛNs | x(k) 6= x(l) for k 6= l, 1 ≤ k, l ≤ N,
there exists at most one i such that x(i) ∈ Γ2}
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So in an admissible configuration all particles are in Ω0 or at the smooth boundary part
Γ2. Moreover, there are never two or more particles at the same place. Additionally, we
exclude the case that two or more particles are at the boundary. This exclusion has to be
done for technical reason, since the boundary of the configuration space is in general not
smooth if two particles are located at the boundary. From [8, Lem. 3.3] we get that the
boundary part ΛNad ∩ ∂(ΛN ) is C2-smooth. Furthermore, we can apply similar arguments as
therein to conclude that ΛNad is complemented by set of zero capacity, see the proof of [8,
Lem. 3.3] and [8, Appendix A].
The Dirichlet form and the corresponding coefficients fulfill the Conditions 1.1, 1.2, 1.4
and 1.5. Let us assume from now on that the Dirichlet form is conservative.
So we may apply our previous results and obtain an Lp-strong Feller diffusion process
(Xt)t≥0 with values in Λ
N
ad ∪ {∆}. From Theorem 4.2 we get a Skorokhod decomposition.
We write the corresponding functional N as N = (N(1), ...,N(N)) with
N(k) : Ω1 × [0,∞)→ Rd, 1 ≤ k ≤ N . Similarly we write M = (M (1), ...,M (N)). Let us first
identify N. We may write the coefficients bi, 1 ≤ i ≤ Nd from (17) in the following form. Let
b = (b(1), ..., b(N)), b(k) = (b
(k)
1 , ..., b
(k)
d ) the drift term corresponding to the k-th particle,
1 ≤ k ≤ N . Then
b
(k)
i (x) =
N∑
j=1
d∑
l=1
∂
x
(j)
l
A
(k,j)
i,l (x) +
N∑
j=1
d∑
l=1
( 1
̺
A
(k,j)
i,l ∂x(j)
l
̺
)
(x).
So
b(k)(x) =
N∑
j=1
∇jA(k,j) (x) +
N∑
j=1
(
A(k,j)
∇j̺
̺
)
(x)
with ∇jA(k,j) defined after (24) and ∇j̺ := (∂
x
(j)
1
̺, ..., ∂
x
(j)
d
̺). The definition of ̺ yields
∇j̺
̺
(x) = −β
N∑
l=1
l 6=j
(∇Ψ)(x(j) − x(l)).
Thus
b(k)(x) =
N∑
j=1
∇jA(k,j) (x) − β
N∑
j=1
A(k,j) (x)
N∑
l=1
l 6=j
(∇Ψ)(x(j) − x(l)).
Altogether we get for 1 ≤ k ≤ N
N
(k)
t =
∫ t
0
N∑
j=1
∇jA(k,j) (Xs)− β
N∑
j=1
A(k,j) (Xs)
N∑
l=1
l 6=j
(∇Ψ)(X(j)s −X(l)s )ds
−
∫ t
0
N∑
j=1
(A(k,j)n(j)̺) (Xs)dℓs.
Here n = (n(1), ..., n(N)) denotes the outward unit normal at ΛNad ∩ ∂(ΛN ). We rewrite the
local time ℓ of the process (Xt)t≥0 into local times corresponding to the visits of the several
particles.
Note that
ΛNad ∩ ∂(ΛN ) ∩ {̺ > 0} = {̺ > 0} ∩
N⋃
k=1
Ωk−10 × Γ2 × ΩN−k0 .
Define T (k) := Ωk−10 × Γ2 ×ΩN−k0 , 1 ≤ k ≤ N . For x = (x(1), ..., x(N)) ∈ T (k) we have for
the outward unit normal n = (0, ...,0, nΓ2(x
(k)), 0, ...,0), i.e., in the k-th coordinate we have
the outward unit normal of the boundary of the state space of the k-th particle. Set
ℓˆ(k) := 1
β
̺1T (k) · ℓ, 1 ≤ k ≤ N . Then (ℓˆ(k))t≥0 grows only when the k-th particle is at the
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boundary. Furthermore, ̺ · ℓ = β∑Nk=1 ℓˆ(k). Thus for 1 ≤ k ≤ N ,
∫ t
0
N∑
j=1
(
A(k,j)n(j)̺
)
(Xs)dℓs = β
N∑
j=1
∫ t
0
(
A(k,j)nΓ2
)
(X
(j)
s ) dℓˆ
(j).
For the martingale part M we get for 1 ≤ i, j ≤ d and 1 ≤ k, l ≤ N
〈M (k)i ,M (l)j 〉t∧X = 2
∫ t∧X
0
A
(k,l)
i,j (Xs) ds.
Assuming that (Xt)t≥0 is conservative we can apply Theorem 1.8 to conclude existence
of a weak solution. So for a given initial distribution µ0 ∈ P(ΛNad) we have that (Xt)t≥0
fulfills Pµ0 almost surely with 1 ≤ k ≤ N :
X
(k)
t = X
(k)
0 +
∫ t
0
N∑
j=1
∇jA(k,j) (Xs)− β
N∑
j=1
A(k,j) (Xs)
N∑
l=1
l 6=j
(∇Ψ)(X(j)s −X(l)s )ds
− β
N∑
j=1
∫ t
0
A(k,j)nΓ2(X
(j)
s ) dℓˆ
(j)
s +
∫ t
0
√
2
N∑
j=1
σ(k,j)(Xs) dW
(j)
s .
Furthermore, the process stays in the state space ΛNad. So summarizing we have
constructed a stochastic process describing the dynamics of interacting particles with
hydrodynamic and direct interaction.
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