form. The presented algorithm although similar in this case doesnot require state transformations.
I. Introduction to obtain a system in the new variables . z E R" which is linear with respect to z . Then the standard linear poleplacement technique can be used for designing observer. For successful1 application of this method the nonlinear transformation T as well as its inverse T-' must be determined.
The main idea of the observer design in the presented paper is in using equivalent control method to obtain additional information from the system by equivalent values of discontinuous function in sliding-mode. is a solution of (1) then i = 1, ..., n -1.
The assumptions imposed on the functions f(t) and h ( z ) are as follows: Assumption 1. Functions f(t) and h ( z ) are smooth enough in order all the partial derivatives introduced above exist and are continuous. col(hl(z), . . . , hn(t) ), is nondegenerating in X i.e.:
for some 6 > 0 and every t E X .
From Assumption 2 it follows that the map H is an injection. So it is one to one correspondence from the domain X to H(X).
This assumption is actually an observability condition
To estimate system (1) state variables by measurements (2) we will use an observer of the form:
for (1),(2).
v1+1(t) = (mi(i)sgn(vi(t)-hi(i(t)))
,,, i = 1 , . . . , n-1,
and matrix M is n x n diagonal matrix with positive elements
It will be shown that by suitable choice of M observer (1 1) converges in any prescribed finite time interval. 
Proof. Since the map H : X H R" is an injection it is sufficient to show that e ( t ) = H(z(t)) -H ( i ( t ) )
converges to zero in finite time. From (1),(2) and (11) it follows that
H(li.(t))) = -dH(t(t)) -M(i)sgn(V(t) -H ( i ( t ) ) ) . dt
f o r i = 1, ..., n, If lh2(t(t))1 5 m l ( i ( t ) ) then in the first equation (16) sliding mode occurs since v l ( t ) = h l ( t ( t ) ) and hence
vr(t) -h l ( i ( t ) ) = e l ( t ) .
During the sliding mode e l @ ) = 0 and according to the equivalent control method (ml (i)sgn( v1 ( t ) -
h~( i ( t ) ) )~, = h,(z(t)) or as it follows from (13) v z ( t ) = h,(z(t)). Again if the condition Ihs(+(t))l 5 mz(;i.(t))
is satisfied sliding mode occurs in the second equation and we will have e2(t) = 0 and so on.
When the sliding mode occurs in the last equation (16) we have e ( t ) = 0. The conditions for sliding mode to exist in every equation (16) are
Ihi+l(t(t))l 5 mi(S(t)).
(17)
From boundedness of the initial condition region
Xo follows that all solutions z ( t ) started in X O are uniformely bounded on any finite time interval [0, TI.
Therefore by increasing mi any desired time t l < T of convergence li. to t can be achieved. After the moment t l since i ( t ) = t ( t ) this inequality can also be maintained by appropriate choice of mi.
