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Summary
This thesis makes three distinct contributions to the literature on factor-augmented models for
forecasting economic time series using big datasets.
The first chapter extends Diebold-Mariano-West type tests of forecast accuracy to apply to
factor-augmented models where both factors and model coefficients are estimated in a rolling out-
of-sample estimation procedure. This set-up poses new challenges as the sign of neither the factors
nor factor-augmented model parameters are identified in different rolling windows. We propose a
novel new identification strategy which removes arbitrary sign-changing in the sequence of out-of-
sample parameter estimates and allows us to establish the asymptotic normality of the Diebold-
Mariano test statistic. We propose a new bootstrap procedure for rolling factor estimates as existing
bootstrap methods cannot deal with the generated regressor structure of the factors.
The second chapter provides consistent information criteria for the selection of forecasting mod-
els which use both the idiosyncratic and common factor components of a big dataset. This procedure
differs to existing factor-augmented model selection techniques as it depends on estimates of both
the factors and the idiosyncratic components. We show that the combined estimation error van-
ishes at a slower rate than in the case of pure factor-augmented models in most standard economic
forecasting scenarios, which makes existing information criteria inconsistent. We solve this problem
by proposing modified information criteria which account for the additional source of estimation
error.
The final chapter aims to improve factor-based forecasts by ‘targeting’ factor estimates with two
objectives: (i) so they are more relevant for a specific target variable, and (ii) so that variables with
high levels of idiosyncratic noise are down-weighted prior to factor estimation. Existing targeted
factor methodologies are only capable of estimating factors with one of these two objectives in mind.
We suggest new Weighted Principal Components Analysis (WPCA) and Targeted Generalized PCA
(TGPCA) procedures, which both use LASSO-type pre-selection.
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Introduction
This thesis makes three distinct contributions to the literature of factor-augmented models and
their use in forecasting economic time series using big datasets. The first chapter provides methods
for analysing the out-of-sample forecasting performance of these models. This uses a novel factor
identification framework to extend the existing Diebold-Mariano-West type testing procedure, so
that it can be used in the presence of estimated factors. A new bootstrap procedure is also
developed for this test. The second chapter focusses on the specification of factor-based models and
proposes new modified information criteria to select between alternative formulations using both
the factors and idiosyncratic components of the big dataset. The third and final chapter proposes
ways to improve the finite sample forecasting performance of these models through ‘targeting’
factor estimates to specific forecast variables by combining other ‘big data’ techniques used in
econometrics such as LASSO-type shrinkage estimation.
Each chapter of this thesis can be read as a stand-alone paper independently of the others. As
such, each individual chapter contains its own specific introduction and a review of the literature.
The purpose of this introductory chapter is to introduce the overall setting of this thesis: economic
forecasting in a ‘big data’ environment. It will also give a general introduction to the factor-
augmented model, explain its history in econometrics, its importance to policy-making, and place it
into context amongst the expanding universe of different economic forecasting techniques. In other
words, the main aim of this introduction is to convince the reader that factor-augmented forecasting
models require the attention of an entire doctoral thesis solely devoted to their enhancement!
The use of big datasets in economic forecasting and econometrics is by no means a recent phe-
nomenon. Dating back to the work of Klein (1947) and the Cowles Commission in the United States,
post-War macroeconometric models would typically involve modelling hundreds or thousands of
variables using large-scale simultaneous equation models. The close monitoring of big datasets has
remained of key importance to policy-makers, for example Bernanke and Boivin (2003) look at
the conduct of monetary policy in a ‘data-rich’ environment, motivated by the fact that “the Fed
actively monitors literally thousands of economic time series”. What has changed most in the last
few decades is the enhancement of data collection and availability, particularly from rising internet
usage since the 1990s. This has made large economic datasets accessible to individuals outside of
the spheres of governmental organizations and statistical authorities. Furthermore, it is not only
macroeconomic and financial series which are available to economic forecasters in the context of the
‘big data’ revolution. The use of online search engine data has been suggested by Varian (2014),
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who proposes techniques to make use of billions of Google search queries for forecasting economic
variables.
One of the most important methodological changes in economic forecasting since the post-War
era has been the movement towards smaller-scale forecasting models in place of large systems
of simultaneous equations. The movement away from large models was partly due to their poor
performance in explaining the U.S. stagflation period in the 1970s, resulting in the seminal critiques
of Lucas (1976) and Sims (1980) which came towards the end of the decade. The Lucas critique
moved the literature of macroeconomic theory towards models which were micro-founded and which
built in aspects of expectations into consumer behaviour. In terms of econometrics, this period saw
a shift towards econometric models involving much fewer variables. The work of Sims (1980), for
example, turned attention to making theory-driven identifying restrictions in small-scale Vector
Autoregressive (VAR) models.
At around the same time, the idea of the dynamic factor model emerged as a way to model
large macroeconomic datasets, though not originally for the purpose of forecasting. The paper of
Geweke (1977) proposed a shift of traditional factor analysis methods to look at time series data.
Factor analysis had been a popular tool for analysing cross-section data in the other social sciences
until that point. This change would allow researchers to use factor analytic methods in modelling
variables with the kind of time series dependence inherent in most economic series. Along the
same lines, Sargent and Sims (1977) demonstrated that a large proportion of the variation in U.S.
macroeconomic series could be explained by two common factors. In its simplest form, we can
write the static factor model representation of a set of variables Xt as:
Xt = ΛFt + ut (1)
where Xt is an N × 1 vector of observed variables in the big dataset, Ft is an r × 1 vector of
unobserved factors,1 Λ is an N × r matrix of factor loadings which relate Xt to Ft, and ut is an
N × 1 vector of idiosyncratic disturbances. Given that the factors, Ft, are unobserved, they must
first be estimated from the data. Connor and Korajczyk (1986) showed that we may consistently
estimate the unknown factors Ft by Principal Components Analysis (PCA), under the assumption
that the errors ut are not cross-sectionally or time series dependent. This assumption on the
idiosyncratic errors gave rise to the name “exact” or “strict” factor model. Importantly, their
asymptotic framework also assumed that the number of time series observations, T , is fixed as the
number of variables N →∞.
The seminal work of Stock and Watson (2002a,b) further generalized the approach of Connor
and Korajczyk (1986) to show the consistency of PCA allowing for some cross-section and time series
dependence in the idiosyncratic errors, known as the “approximate” factor model, and under the
asymptotic framework where both N,T → ∞. Results on the distributions of the PCA estimates
1Note that a static factor model representation with r factors in Ft can come a result of a dynamic factor model
with p lags of r¯ dynamic factors ft such that Ft = [ft, ..., ft−p] and r ≤ r¯p. See Stock and Watson (2002b) for further
explanation.
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of the factors and loadings were provided later by Bai (2003), and refinements to the results on
consistency of the PCA procedure were given by Bai and Ng (2006), all of which are surveyed in the
review of Bai and Ng (2008b). The number of factors, r, is also unknown but can be consistently
estimated from the data using information criteria such as those in Bai and Ng (2002). In this
thesis we will focus on the PCA approach to factor estimation, which is described in more detail
within each chapter. There are several alternative approaches to factor estimation such as those of
Forni et al. (2000, 2005) and Doz et al. (2011, 2012), which are not used in this thesis.
Another seminal contribution of Stock and Watson (2002a,b) was to introduce the idea that the
factor estimates might be used in augmenting standard forecasting models, such as autoregressions,
as a way to capture the influence of a large set of variables in the prediction of a given forecast
variable. This is motivated by the number of factors, r, being typically much smaller than the
number of variables, N . This greatly reduces the dimension of the forecasting problem, yet also
allows us to incorporate the effects of a large set of variables. In forecasting the target variable
yt+h at a forecast horizon h > 0, they suggest the model:
yt+h = δ
′Wt + β′Ft + εt+h (2)
where Wt is a set of ‘must-have’ regressors such as lags of the dependent variable and εt+h is
the forecast model error. The factor-augmented (or “diffusion index”) model approach is the
combination of Equations 1 and 2. The factor model in Equation 1 is used in obtaining the PCA
estimates of the factors, F̂t. These factor estimates make the forecasting model in Equation 2
feasible and we can get Ordinary Least Squares (OLS) estimates of β and δ by regressing yt+h onto
Wt and F̂t. These estimates are then used in making out-of-sample forecasts from the last observed
data points.
There are several reasons why the factor-augmented model has become very popular in economic
forecasting. Firstly, it is simple to implement, particularly when PCA is used to estimate the factors,
and it is parsimonious since r is typically very small. Once the factor estimates are obtained, the
dimension of the problem is reduced to a very small number of variables, which makes it easy to
specify the best forecasting model. This is in contrast to other high dimensional methods such as
forecast combination (Bates and Granger, 1969, and Granger and Ramanathan, 1984) or Bayesian
model averaging (BMA) for forecast combination (Min and Zellner, 1993), which first require the
specification and estimation of a large number of models before averaging their forecasts.
Another main advantage of factor-augmented models is that forecasts tend to be more stable
over time than other high-dimensional methods. For example, another approach to forecasting yt+h
using the large set of variables Xt would be to select individual series from Xt and use those in a
forecasting model. This can be achieved by using standard model selection techniques such as the
Akaike or Bayesian Information Criteria, or more recent penalized regression techniques such as the
LASSO of Tibshirani (1996) or the Elastic Net of Zou and Hastie (2005). However, studies such as
De Mol et al. (2008) found that selection stability of these methods could be considerably variable
over time in the presence of highly correlated macroeconomic series. Principal Components factor
5
estimates, on the other hand, are relatively stable throughout time as they take an average of all
of the variables in Xt.
Factor-based forecasting models are also attractive in light of the significant amount of success
they have enjoyed in a vast range of empirical forecasting studies. Ever since the empirical ap-
plications of Stock and Watson (2002a,b), it has been widely documented that factor-augmented
forecasts tend to improve over na¨ıve benchmark models such as autoregressions. This is well sur-
veyed by Eickmeier and Ziegler (2008) who undertake a meta-analysis of more than 50 empirical
studies and conclude that factor-based methods on average perform better than a variety of bench-
marks used by the individual papers in their sample. More recently, Bai and Ng (2008a) suggest that
factor-based forecasts improve over LASSO-type forecasts in forecasting U.S. inflation. Kim and
Swanson (2014) show that factor-augmented models improve over other high-dimensional methods
such as model averaging for a variety of U.S. macroeconomic and financial variables. These are
only some of the relevant empirical studies, more of which are surveyed in the chapter of Stock and
Watson (2011).
Finally, policy-relevant motivation for the factor-augmented model is given by their use by many
important global policy-making institutions. The Bank of England’s Monetary Policy Committee
uses factor-based forecasts alongside its DSGE-based COMPASS model in setting the base interest
rate, as documented in Burgess et al. (2013). The factor model approach of Giannone et al. (2008)
was developed for the primary purpose of nowcasting GDP, and was originally used at the Board
of Governors at the Federal Reserve System. This methodology has since been applied at the
European Central Bank in research later published in Angelini et al. (2011). Elsewhere in the U.S.,
the Federal Reserve Bank of Atlanta makes extensive use of factor-augmented autoregressions in
combination with bridge equations in producing nowcast estimates of U.S. GDP growth prior to
its publication through its GDPNow model, see Higgins (2014).
With the history and motivation of the factor-augmented model cast into a general context,
the next three chapters proceed with their own specific introduction, motivation and literature
reviews, followed by the main analysis of the paper and a conclusion. After the final chapter, we
also offer an overall conclusion to the thesis which will focus on the direction of future research into
factor-augmented models.
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CHAPTER 1
Forecast Evaluation with Factor-Augmented Models
1.1 Introduction
This paper considers a number of unresolved challenges which arise when comparing the out-of-
sample accuracy of factor-augmented models to a wide variety of competing models using the
test procedure of Diebold and Mariano (1995) and West (1996). Since the factor-augmented or
“diffusion index” model was proposed by Stock and Watson (2002a,b), there has been a growing
amount of literature on the estimation and properties of factor models; comprehensively surveyed
by Bai and Ng (2008b) and Stock and Watson (2011). There has also been substantial empirical
interest in comparing the forecast performance of factor-augmented models to competing models.
Recent examples include Castle et al. (2013) and Kim and Swanson (2014). However, to the best
of our knowledge, there has been no research formally addressing the effect of factor estimation on
Diebold-Mariano-West type tests of out-of-sample predictive ability. The fundamental difference
in this set-up compared to the standard framework of West (1996) is that out-of-sample forecast
comparisons require the estimation of both the factor model and the factor-augmented forecasting
model in a rolling estimation scheme. This brings about several new problems which we identify
and solve in this paper.
The first main issue is that standard factor estimation procedures such as Principal Compo-
nents Analysis (PCA) cannot identify the sign of the ‘true’ factors or the factor-augmented model
parameters. This result is well-known in the context of factors estimated only once on the whole
dataset, however its consequences for rolling estimation has not been addressed. We show that
sequences of rolling factor-augmented model parameter estimates are subject to “sign-changing,”
which is unavoidable in empirical applications. This sign-indeterminacy results in a spurious non-
stationarity in the factor-augmented model coefficients across rolling windows, even when the true
model parameters are stable. We first address this source of non-stationarity in order to simplify
the out-of-sample testing procedure.
Our first main contribution solves the sign-changing issue by providing a novel new normal-
ization for identifying rolling factor estimates. This method requires us to take the out-of-sample
nature of forecast evaluation tests into account, unlike existing identification approaches. We there-
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fore suggest to use a preliminary estimate of the factor loadings from the first rolling window to
normalize a subset of the loadings in all subsequent windows. This has the effect of ‘matching’ the
signs of all rolling factor estimates to that from the first window, and can be implemented by a
simple adjustment to the standard PCA estimates. We show that sign-changing is asymptotically
eliminated in the adjusted PCA estimates in an environment with stable factor loadings. Our ap-
proach builds upon the recent literature in factor model identification such as Bai and Ng (2013)
and Bai and Wang (2014). We adapt the approach of Bai and Ng (2013) to apply under much
weaker assumptions and to be applied in the context of out-of-sample forecast evaluation.
The second issue we address is that, relative to the paper of West (1996), there is an additional
source of estimation error arising from the estimated factors. This has not been dealt with in
the current literature and tends to be overlooked by empirical studies, as mentioned by Grover
and McCracken (2014) who remark that “neither the results in Diebold and Mariano (1995) nor
those in West (1996) are directly applicable to situations where generated regressors are used for
prediction.” We provide these new results on rolling factor estimation error, which extend the
well known full-sample results of Stock and Watson (2002a), Bai (2003) and Bai and Ng (2002,
2006). These results are provided both for the standard PCA estimation procedure and the new
sign-robust adjusted PCA procedure proposed in this paper. Our approach differs from that of
Corradi and Swanson (2014) who use a rolling scheme but applied to factors which have been
estimated using the full sample. We use these findings to show the asymptotic normality of the
Diebold-Mariano-West test statistic, when calculated using the sign-robust PCA estimates.
The final major issue we encounter is that rolling estimation gives rise to a multiplicity of over-
lapping windows of generated regressors which prohibits the use of existing bootstrap resampling
methods. The out-of-sample approach to forecast evaluation re-estimates the factors in each win-
dow, resulting in there being more than one estimate for a given observation date of the true factors.
However, existing bootstrap procedures such as Corradi and Swanson (2006) require an environ-
ment without generated regressors, so that a block bootstrap procedure can be applied over the full
sample. Their methodology is therefore not applicable with rolling factor estimates. Similarly, other
existing methods in the factor model bootstrap literature, such as Corradi and Swanson (2014) and
Gonc¸alves and Perron (2014), cannot be applied in this context as they require full-sample factor
estimation.
Our final main contribution therefore proposes a solution to the problem of resampling rolling
factor estimates. This approach uses a finite set of rolling windows of factors generated in the out-
of-sample procedure, combined in such a way that yields a single factor estimate at each observation
date. This allows the use of a block bootstrap procedure which mirrors that of Corradi and Swanson
(2006) but allowing for the case of generated regressors. Our block bootstrap approach is simple
to implement and we demonstrate the first-order validity of the bootstrap critical values. It is
important to use only the sign-adjusted PCA estimates, as bootstrap resamples based on sign-
changing factors do not result in valid bootstrap critical values.
The results of this paper will open up a wider range of possible types of forecast comparison
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to empirical forecasters interested in factor-augmented models. The main benefit of our bootstrap
approach is in cases where parameter estimation error is non-negligible as standard error calcu-
lations can become convoluted, as shown by McCracken (2000). Previous empirical studies avoid
this issue by assuming away parameter estimation error, normally by using ordinary least squares
(OLS) for model estimation and the mean squared forecast error (MSFE) loss function for evalu-
ation. Our paper allows full generality of forecast comparisons, for example when OLS is used for
estimation but evaluation is performed using loss functions such as mean absolute error (MAE)
or direction-of-change. The method can be used to evaluate forecasts from the FAVAR model of
Bernanke et al. (2005), which has become a popular tool in macroeconometrics and forecasting. It
can also be used to compare different types of factor-augmented models, such as in the paper of
Boivin and Ng (2006) who compare models using factors from real variables versus factors from
nominal or financial variables.
The rest of the paper is organised as follows. Section 1.2 introduces the factor-augmented model
and the construction of the Diebold-Mariano-West test statistic. Section 1.3 describes in detail the
“sign-changing” problem and proposes the new identifying normalization to overcome this. Section
1.4 outlines the assumptions required and the asymptotic properties of the test statistic. Section 1.5
outlines a new bootstrap resampling scheme for rolling factor estimates and shows the first-order
validity of block bootstrap critical values. Section 1.6 provides simulation evidence to evaluate this
procedure. Finally, Section 1.7 provides an empirical illustration forecasting U.S. CPI inflation and
Section 1.8 concludes the paper.
1.2 Forecast Evaluation Set-up
In this paper we are interested in comparing the forecast accuracy of the factor-augmented model
with a competing benchmark forecasting procedure. To do this we formulate the null hypothesis
of equal unconditional predictive ability as in Diebold and Mariano (1995) and West (1996):
H0 : E [g (1,t+h)− g (2,t+h)] = 0 (1.1)
where 1,t+h and 2,t+h are the forecast errors resulting from predicting a target variable yt+h at a
forecast horizon h > 0 for the factor-augmented and benchmark forecasts respectively. This null
hypothesis tests equality between the expected forecast error losses g (1,t+h) and g (2,t+h), given
some loss function g (·).1 The alternative hypothesis HA can be two-sided or one-sided in favour of
a particular model.
The factor-augmented, or “diffusion index” model of Stock and Watson (2002a,b) comprises of
two equations: a forecast model for yt+h and a factor-model which approximates a high-dimensional
1Typical choices for the error loss function include mean squared forecast error (MSFE) where g (t+h) = 
2
t+h and
mean absolute error (MAE) where g (t+h) = |t+h|.
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set of N predictors Xt. The forecasting equation is:
yt+h = F
′
tβ + 1,t+h (1.2)
where Ft is an r× 1 vector of unobserved factors which drive the N × 1 vector of variables Xt. The
factor model for Xt has the following representation:
Xt = ΛFt + ut (1.3)
where Λ is an N × r matrix of factor loadings and ut is an N × 1 vector of errors which are
idiosyncratic to each variable. By combining Equations (1.2) and (1.3), there is significant data
reduction in predicting yt+h usingXt when the number of factors is much smaller than the dimension
of Xt, in other words r << N . Stock and Watson (2002a,b) and subsequently Bai and Ng (2006)
suggest to estimate the unknown factors by Principal Components Analysis (PCA), which makes
the factor-augmented regression feasible.
We can consider various different types of competitor forecasting procedures giving rise to 2,t+h.
One case is when benchmark forecast errors 2,t+h are non model-based, which was originally con-
sidered by Diebold and Mariano (1995). An example is when forecasts from the factor-augmented
model are compared to an external set of forecasts such as those from a Survey of Professional
Forecasters undertaken by institutions such as the Federal Reserve Bank of Philadelphia.
Alternatively, the benchmark forecast could also be model-based as in the case of West (1996).
For example, we could specify a competitor model which uses a different vector of explanatory
variables Zt:
yt+h = Z
′
tγ + 2,t+h (1.4)
In this paper, we maintain the framework of West (1996) which requires that Zt is not nested within
Ft. This allows for a wide variety of different forecast comparisons. For example Zt could be any
set of non-factor indicators which can be either within Xt or external to Xt.
2 This covers studies
such as Stock and Watson (1999, 2009) which compares factor forecasts of CPI inflation to Phillips-
curve forecasts using unemployment series. Alternatively Zt could also contain other (non-nested)
factors. For example, if Zt are factors from a financial dataset and Ft are macroeconomic factors
then this framework can be used. This includes papers such as Ludvigson and Ng (2007) who
study different factor specifications for the risk-return relation. Other examples are comparisons of
real against nominal factors from the same database, such as in Boivin and Ng (2006). By ruling
out nested model comparisons, as studied by Clark and McCracken (2001, 2005), we cannot use
this approach to compare a 1-factor against a 2-factor model, or compare an autoregression with
a factor-augmented autoregression. The study of nested factor-augmented comparisons is outside
the scope of the current paper but has been considered in the recent working paper of Gonc¸alves
2Note that even if Zt is a set of variables from Xt, nestedness is prevented by the presence of the idiosyncratic
errors in the factor model, ut. In this way, variables in Xt might be strongly correlated with Ft but are never an
exact linear combination of Ft, which is the case of nestedness.
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et al. (2015).
To test the null hypothesis in Equation (1.1), the most common approach is the (pseudo) out-of-
sample forecasting exercise. Given a sample of T +h observations on the variables (yt+h, Xt, Zt)
T
t=1,
we split the sample into an ‘in-sample’ section and an ‘out of sample’ section. We can then use the
in-sample data to make P forecasts of yt+h at horizons t = R, ..., T based on estimates obtained
from the models described in Equations (1.2) and (1.4). The total sample size is therefore split
into T = R + P − 1. The rolling estimation scheme estimates the models holding the estimation
window fixed at length R and uses observations j = t−R + 1, ..., t for each t ≥ R.3 The recursive
scheme uses observations j = 1, ..., t for each t ≥ R thus using all available data. In this paper we
will focus on the rolling scheme, used by papers such as Kim and Swanson (2014).
The main difference of this paper to existing testing approaches is that, not only do we need
to estimate the parameters β and γ to obtain forecasts, we also need to estimate the factors which
enter Equation (1.2). In order for this to be truly out-of-sample, empirical studies use rolling
Principal Components Analysis, which performs the following optimization for each t ≥ R:
(
F̂ (t), Λ̂(t)
)
= arg min
Λ,F
1
NR
N∑
i=1
t∑
j=t−R+1
(
Xij − λ′iFj
)2
(1.5)
subject to the identifying normalization:
Identification I1: F (t)′F (t)/R = Ir and Λ′Λ/N is diagonal.
These identifying normalizations, which we call I1, provide r2 restrictions required to identify
the factor model in a given rolling window. The solution is to set F̂ (t), the estimated factors in the
rolling window from t−R+ 1 to t, as the r normalized eigenvectors corresponding to the r largest
eigenvalues of the rolling R × R matrix X(t)X(t)′/RN . By normalizing F̂ (t)′F̂ (t)/R = I it follows
that the factor loadings are estimated by Λ̂(t) = X(t)′F̂ (t)/R. Since Λ̂(t)′Λ̂(t)/N = V (t), where V (t)
is the diagonal matrix of the r largest eigenvalues of X(t)X(t)′/RN , the second part of Identification
I1 is satisfied.4
Finally, for each t ≥ R we can estimate β̂t = arg minβ 1R
∑t−h
j=t−R+1
(
yj+h − F̂ (t)′j β
)2
for the
factor-augmented model and γ̂t = arg minγ
1
R
∑t−h
j=t−R+1
(
yj+h − Z ′jγ
)2
for the benchmark model.
These are used to calculate the Diebold-Mariano-West test statistic:
SP =
1√
P
T∑
t=R
(g (̂1,t+h)− g (̂2,t+h)) (1.6)
where ̂1,t+h = yt+h − F̂ (t)′t β̂t and ̂2,t+h = yt+h − Z ′tγ̂t for each rolling window t ≥ R.
This test statistic is used to test the null hypothesis of equal predictive ability in Equation (1.1).
The key difference of this set-up to that of West (1996) is the dependence of the test statistic SP
3Throughout the paper we use the notation t ≥ R as shorthand to describe the full inequality R ≤ t ≤ T .
4As noted by Bai and Ng (2008b), estimating F̂ (t) from X(t)X(t)′ using I1 will give the same common component
as estimating Λ̂(t) from X(t)′X(t) and normalizing such that Λ′Λ/N = Ik and F (t)′F (t)/R being symmetric.
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on estimated factors as well as estimated model coefficients. The rolling estimation of the factors
gives rise to an identification problem which we address in the following section.
1.3 Rolling Identification of Factor Models
1.3.1 Rolling Window “Sign Changing”
The out-of-sample approach to forecast evaluation with factor-augmented models produces an un-
usual data structure of generated factors, which differs from the framework of West (1996). As
shown in the previous section, rolling Principal Components uses the objective function in Equation
(1.5) by re-estimating the factor model in each rolling window. This generates multiple different
factor estimates in overlapping rolling windows which can be collected into the following matrix:
F̂ =

F̂
(R)
1 F̂
(R)
2 · · · F̂ (R)R
F̂
(R+1)
2 F̂
(R+1)
3 · · · F̂ (R+1)R+1
...
...
. . .
...
F̂
(T )
P F̂
(T )
P+1 · · · F̂ (T )T
 (1.7)
Each row of this matrix describes the factors estimated from a single rolling window of the data
matrix X. The superscript denotes the rolling window of data used, so the first row uses data from
1 to R, the second uses data from 2 to R+ 1 and so on. The subscript, as usual, denotes the time
period of the observation. We can see from matrix (1.7) that there is only 1 estimate for the factors
at observation date 1, F̂
(R)
1 , whereas there are 2 estimates at observation date 2, F̂
(R)
2 and F̂
(R+1)
2 ,
and so on.
The problem which arises in this setting is that, not only may estimates such as F̂
(R)
2 and
F̂
(R+1)
2 differ due to finite sample heterogeneity, but they may also differ in sign. For a given rolling
window, PCA factor estimates identify the true factors only up to a change in column sign, and a
full-rank r × r rotation matrix:
H
(t)
NR = V̂
(t)−1 F̂ (t)′F (t)
R
Λ′Λ
N
(1.8)
This rotation matrix differs to that of previous studies using full-sample estimation, such as Bai
and Ng (2002), as it depends on the rolling window t ≥ R. The middle part of this rotation
matrix contains the rolling estimate F̂ (t), which comprises of eigenvectors of unit length under the
normalization in Identification I1. Since normalized eigenvectors are unique only up to a change in
column sign, in a similar way to Bai (2003), the matrix F̂ (t)′F (t)/R only has a unique probability
limit Q up to a change in column sign, detailed in the Appendix. On the other hand, the matrices
V̂ (t)−1 and Λ′Λ/N have unique probability limits V −1 and ΣΛ, which implies that in window t ≥ R:
p limH
(t)
NR = S
(t)H† (1.9)
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where H† = V −1QΣΛ and S(t) = diag (±1, ...,±1) is any sign matrix.
The implications of this are shown in the following Proposition regarding the consistency of the
rolling factor estimates and factor-augmented OLS estimates β̂t =
(
F̂ (t)′F̂ (t)
)−1
F̂ (t)′y(t):
Proposition 1a: “Sign-Changing” Under Identification I1 and Assumptions 1-8, below:
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j − S(t)H†Fj∥∥∥2 = op (1) (1.10)
and therefore:
β̂t − S(t)H†′−1β = op (1) (1.11)
for each t ≥ R, where S(t) = diag (±1, ...,±1) is any sign matrix and H† is described above.
The implication of Proposition 1a is that the probability limit of the rolling OLS estimator is
time-dependent due to the sign matrix, even though the true β is stable. This can be considered
as a spurious form of non-stationarity, as the sign-instability results directly from the estimation
procedure and not from underlying instability in the model. We therefore focus on removing this
source of non-stationarity as it affects the testing procedure in cases where parameter estimation
error is non-negligible. This point can also be noted by comparing the result from Proposition
1a to the assumptions used in existing out-of-sample test procedures. For example, Assumption
2 of West (1996) requires that rolling estimates have the same probability limit across all rolling
windows. This cannot be guaranteed under Proposition 1a, and is our first cause of concern.
To illustrate how sign-changing is unavoidable in empirical studies when using standard PCA,
we refer to the two graphs displayed in Figures 1.1 and 1.2 below. These use the updated Stock and
Watson (2002a,b) dataset.5 The red line in Figure 1.1 shows two different rolling window estimates
of the first factor corresponding to the first and last half of the data. The black line shows the
same factor estimated using the full sample. The change in sign in the red line clearly demonstrates
the first part of Proposition 1a of sign-changing in the factors. In Figure 1.2, the red line depicts
a sequence of rolling estimates of the factor-augmented model coefficient in a simple regression of
U.S. CPI inflation. The sign fluctuation as a result of the second part of Proposition 1a is clear
from this figure. In principle one could suggest ad hoc rule-based algorithms to fix the sign of
eigenvectors in each rolling window, but these may fail in small samples. We instead propose a
solution which is always robust to sign-changing.
1.3.2 Rolling Identification: a New Approach
To overcome the problem of sign-changing in the rolling estimation of factor-augmented models, we
propose a novel new identifying normalization which can be used in the out-of-sample framework.
This method uses the rolling structure of the Principal Components estimates and significantly
5For a description of the data see Section 1.7, below.
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Figure 1.1: Graph of F̂ (t) and F˜ (t) in two separate rolling windows
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Notes: The vertical dashed line denotes the point R = T/2 which separates the two separate rolling window
estimates forming the red and blue lines. The black line denotes the factor estimated over the full sample of
data.
Figure 1.2: Graph of rolling OLS and adjusted parameter estimates β̂t and β˜t
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Notes: These results are based on the coefficient on the first factor in a simple 1-step ahead factor-augmented
regression of U.S. CPI inflation with an AR(6) specification and only 1 factor. The sample sizes are R = 240
and P = 241. The average of β̂t over the P rolling windows is 0.002 whereas the average of β˜t is -0.221.
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relaxes the assumptions of an identification framework proposed in Bai and Ng (2013). To our
knowledge there have been no papers looking at identification of factors for rolling estimation.
Firstly, partition the N×r factor loading matrix Λ into two sub-matrices Λ1 and Λ2 of dimension
r × r and (N − r)× r respectively:
Λ =
 Λ1r×r
Λ2
(N−r)×r

The idea is to place normalizing restrictions directly onto the matrix Λ1 as this gives all r
2 required
restrictions to solve rotational indeterminacy. The problem is how to place these restrictions without
putting too much structure onto this subset of factor loadings. We propose an approach which uses
a preliminary estimate of Λ1 from the first rolling window, Λ̂
(R)
1 , as a normalization in the remaining
rolling windows. For each t ≥ R we propose:
Identification I2: For Λ1 of full rank, in each t ≥ R normalize Λ1 = Λ̂(R)1 where Λ̂(R)1 is the
standard PCA estimate of Λ1 from the first rolling window.
To elaborate on the partition between Λ1 and Λ2, since the ordering of the variables in the
dataset is irrelevant for factor estimation, the choice of the first r variables is arbitrary. The full
rank of Λ1 is required for its invertability, and can simply be ensured by re-positioning the variables.
In empirical studies this may be done by selecting variables from different groups such as a sample
across real, nominal and financial variables.6
To implement Identification I2, in the first rolling window (t = R) the factors and loadings are
normalized using the standard PCA normalizations in I1. In all subsequent rolling windows (t > R)
the r×r sub-matrix Λ1 is normalized to be equal to its standard PCA estimate from the first rolling
window. There are a few remarks to make on this sequence of identifying normalizations. Firstly,
it remains in-keeping with the pseudo out-of-sample approach as the normalizing estimate Λ̂
(R)
1
is available to the researcher in every rolling window. Secondly, note that this method is much
more general than the PC3 method of Bai and Ng (2013). In their study they use the assumption
that Λ1 = Ir in order to estimate the true factors without rotation. This requires researchers to
place significant structure onto the factor model by assuming knowledge of some factor loadings a
priori. In this paper we are not concerned with inference on parameter values, and our data-driven
normalization has the effect of matching the signs of all rolling factor estimates to that of the first
rolling window, without imposing unnecessary structure onto the loadings.
In a similar way to Bai and Ng (2013), it is simple to calculate the factor estimates under
Identification I2 using a simple adjustment of the standard PCA estimates. We call the adjusted
loadings and factor estimates Λ˜(t) and F˜ (t):
Λ˜(t) = Λ̂(t)
(
Λ̂
(t)
1
)−1
Λ̂
(R)
1 , F˜
(t) = F̂ (t)Λ̂
(t)′
1
(
Λ̂
(R)′
1
)−1
(1.12)
6It is not advisable to simply choose Λ1 corresponding to the first r variables listed in a given dataset. In the
case of the Stock and Watson (2002a,b) dataset, for instance, the first variables are all disaggregates of industrial
production which all load onto the factors in a similar way and may give a Λ1 with some eigenvalues close to zero.
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This, in turn, gives rise to the adjusted rolling OLS estimates of the factor-augmented model
coefficients:
β˜t =
(
F˜ (t)′F˜ (t)
)−1
F˜ (t)′y(t) (1.13)
The following Proposition shows that these adjusted OLS estimates are no longer subject to sign-
changing:
Proposition 1b: “Sign-Robustness” Under Identification I2 and Assumptions 1-8, below:
1
R
t∑
j=t−R+1
∥∥∥F˜ (t)j −H0Fj∥∥∥2 = op (1) (1.14)
and therefore:
β˜t −H ′−10 β = op (1) (1.15)
for each t ≥ R, where H0 = S(R)H† and S(R) = diag (±1, ...,±1) is the sign matrix from the first
rolling window t = R and does not depend on t.
As a result of Proposition 1b, we see that Identification I2 has removed the spurious non-
stationarity which is present in the rolling estimates β̂t. In the case of the new adjusted PCA
estimates β˜t, each rolling estimate has the same probability limit up to a rotation of the true β
which does not depend on t. The intuition behind this result is that at a given rolling window t ≥ R,
the sign matrix S(t) cancels out of the adjusted estimator F˜ (t). This is because in Equation (1.12)
the standard PCA estimates F̂ (t) and Λ̂
(t)′
1 have probability limits F
(t)H†′S(t)′ and S(t)′−1H†−1Λ′1,
as shown by Proposition 1a. Since the product of any sign matrix S(t) with its own inverse is equal
to the identity matrix, the only sign matrix which remains is S(R) which results from using the first
rolling window to normalize in all rolling windows.
These results are also illustrated empirically in Figures 1.1 and 1.2 which show that the sign-
changing problem no longer occurs in the blue lines for F˜ (t) and β˜t. As a rough indicator of the
behaviour of these estimators, we note that the mean value of the sign-robust OLS estimates β˜t
across all rolling windows is -0.221 whereas the mean of β̂t is 0.002. In the next section we use
the sign-robust estimates in deriving the asymptotic distribution of the Diebold-Mariano-West test
statistic.
1.4 Asymptotic Theory
The previous section detailed how to adjust the standard Principal Components estimates under
Identification I2 to make them robust to sign changing. We are therefore interested in the distri-
bution of the test statistic in Equation (1.6) which uses the adjusted factor estimates F˜ (t) rather
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than F̂ (t). We denote this adjusted test statistic S˜P :
S˜P =
1√
P
T∑
t=R
(g (˜1,t+h)− g (˜2,t+h)) (1.16)
where analogously to above, ˜1,t+h = yt+h − F˜ (t)′t β˜t. If Zt contains estimated factors, ˜2,t+h also
uses the adjusted estimates under Identification I2. Note that the empirical magnitudes of SP and
S˜P are the same.
We now detail the assumptions required to show the asymptotic distribution of S˜P . For sim-
plicity, we assume that the benchmark model variables Zt are a set of non-factor variables though
this can be relaxed at the cost of further notation. In the assumptions, C denotes a generic con-
stant. For a matrix M , M > 0 means that M is positive definite, and ‖M‖ = (tr (M ′M))1/2. The
notation “supt≥R” is shorthand for “supR≤t≤T ” and similarly statements like “for all t ≥ R” should
be taken to mean “for all t between R and T”. Assumptions 1 to 8 detail what is required:
Assumption 1: (Model Variables, Forecast Errors and Idiosyncratic Error Processes)
(a) (F ′t , Z ′t, 1,t+h, 2,t+h, u1t,...,uNt) is strong mixing with mixing coefficients of size −3d/ (d− 1) for
some d > 1;
(b) (F ′t , Z ′t, 1,t+h, 2,t+h, u1t,...,uNt) is strictly stationary.
Assumption 2: (Factors and Loadings)
(a) E‖Ft‖4d ≤ C, and for all t ≥ R, 1R
∑t
j=t−R+1 FjF
′
j
p→ ΣF > 0;
(b) The loadings λi for i = 1, ..., N are either deterministic such that ‖λi‖ ≤ C or stochastic such
that E‖λi‖4 ≤ C. In any case Λ′Λ/N p→ ΣΛ > 0;
(c) The eigenvalues of the r × r matrix ΣΛΣF are unique.
Assumption 3: (Idiosyncratic Error Dependence)
(a) E(uit) = 0, E|uit|8d ≤ C;
(b) E
(
1
N
∑N
i=1 uisuit
)
= γst, |γss| ≤ C for all s, and supt≥R 1R
∑t
j=t−R+1
∑t
k=t−R+1 |γjk| ≤ C and
1
P
∑T
t=R
∑t
k=t−R+1 |γtk| ≤ C;
(c) For all (t, s), E
(∣∣∣N−1/2∑Ni=1 uituis − E (uituis)∣∣∣4) ≤ C;
(d) E (uitujt) = τij,t with |τij,t| ≤ |τij | for all t and 1N
∑N
i=1
∑N
j=1 |τij | ≤ C;
(e) E (uikujh) = τij,kh and supt≥R
1
NR
∑N
i=1
∑N
j=1
∑t
k=t−R+1
∑t
h=t−R+1 |τij,kh| ≤ C.
Assumption 4: (Dependence between idiosyncratic errors and loadings, regressions errors and
variables)
(a) For all s, E
∥∥∥supt≥R 1√NR∑tk=t−R+1∑Ni=1 Fk (uisuik − E (uisuik))∥∥∥2 ≤ C
(b) For all s, and h ≥ 0, E
∣∣∣supt≥R 1√NR∑t−hk=t−R+1∑Ni=1 (uisuik − E (uisuik)) 1,k+h∣∣∣2 ≤ C
(c) E
∥∥∥ 1√
RN
supt≥R
∑t−h
j=t−R+1 Λ
′uj1,j+h
∥∥∥2 ≤ C, and E (λiuit1,t+h) = 0 for all (i, t)
(d) E
(
1
N
∑N
i=1
∥∥∥supt≥R 1√R∑tj=t−R+1 Fjuij∥∥∥)2 ≤ C, and E (Ftuit) = 0 for all (i, t)
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(e) E
∥∥∥ 1√
RN
supt≥R
∑t
j=t−R+1 Fju
′
jΛ
∥∥∥2 ≤ C, and E (λiuitFt) = 0 for all (i, t)
(f) E
(
1
R supt≥R
∑t
j=t−R+1
∥∥∥ 1√
N
∑N
i=1 λiuij
∥∥∥2) ≤ C, and E (λiuij) = 0 for all (i, t)
Assumption 5: (Forecast model moments)
(a) E|1,t+h|4d ≤ C and E|2,t+h|4d ≤ C where d > 1;
(b) E‖Zt‖4d ≤ C and for all t ≥ R, 1R
∑t
j=t−R+1 ZjZ
′
j
p→ ΣZ > 0;
(c) E(Ft1,t+h) = 0 and E(Zt2,t+h) = 0.
Assumption 6: (Functional form of loss function)
(a1) Let θ = [F ′1., , , .F ′T , β
′]′. Then in an open neighbourhood N1 around θ, and with probability
one, the function g (1,t+h) = g (yt+h − F ′tβ) is measurable and twice continuously differentiable
with respect to θ;
(a2) Also in an open neighbourhood N2 around γ, and with probability one, the function
g (2,t+h) = g (yt+h − Z ′tγ) is measurable and twice continuously differentiable with respect to γ;
(b1) For all t, supθ∈N1
∥∥∇2θg (1,t+h)∥∥ ≤ m1t, for a measurable m1t with E(m1t) ≤ C;
(b2) Also for all t, supγ∈N2
∥∥∇2γg (2,t+h)∥∥ ≤ m2t, for a measurable m2t with E(m2t) ≤ C.
Assumption 7: (Test statistic and score assumptions)
(a) E
∥∥[∇βg (1,t+h) ,∇γg (2,t+h) , g (1,t+h) , g (2,t+h) , Ft1,t+h, Zt2,t+h]′∥∥4d ≤ C, where d > 1;
(b) Denote Lt+h = g (1,t+h) − g (2,t+h) and E (Lt+h) its expectation. Furthermore let V =∑∞
j=−∞E (Lt+h − E (Lt+h)) (Lt+h−j − E (Lt+h−j)). Then V > 0.
(c) E‖∇F g (1,t+h)‖4d ≤ C and DF = E (∇F g (1,t+h))
Assumption 8: (Asymptotic Rates)
(a) T,N →∞ such that √T/N → 0;
(b) P,R→∞ as T →∞ and limT→∞ (P/R) = pi with 0 ≤ pi <∞.
These assumptions are closely related to the assumptions of West (1996) for predictive ability
testing and Bai and Ng (2006) for factor-augmented models. However, since rolling estimation
is used for the factors, we must modify assumptions on the dependence of the factors, loadings
and idiosyncratic errors. These modifications are similar in spirit to that of Corradi and Swanson
(2014), but differ because their paper takes rolling averages of full-sample factor estimates whereas
we take rolling averages of rolling factor estimates. Assumptions 1 through 5 essentially mirror the
assumptions in Bai and Ng (2006) for factor estimation. Assumptions 3(b)-3(c) and Assumption
4 modify these, in a similar way to Corradi and Swanson (2014), to the rolling estimation case.
Assumptions 1 and 5 include the additional assumptions required for the benchmark model, and
also guarantee all variables are stationary mixing processes, as required by West (1996) and more
recently Cheng and Hansen (2015) for the factor-augmented case. Assumptions 6 and 7 are con-
cerned with the moments, differentiability and measurability of the loss function g (·) and are the
same as those in West (1996).7 Finally, Assumption 8 places assumptions on the relative rate of
7As mentioned later, these conditions can be weakened along the lines of McCracken (2000) to allow for non-
differentiable loss functions, but this is not mentioned here for simplicity.
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increase of N , T , R and P , the first of which is standard in factor model studies, the second of
which is standard in the out-of-sample predictive ability testing literature.8
The following result shows the asymptotic distribution of the test statistic S˜P , with factors
calculated using the identifying normalization I2:
Theorem 1: Under Identification I2, Assumptions 1-8 and under H0:
S˜P
d→ N (0,Ω)
where for pi ≥ 1:
Ω = V +
(
1− 1
3pi
)
DβVFD
′
β + 2
(
1− 1
2pi
)
DβC,F
+
(
1− 1
3pi
)
DγVZD
′
γ − 2
(
1− 1
2pi
)
DγC,Z − 2
(
1− 1
3pi
)
DβCF,ZD
′
γ (1.17)
and
V =
∞∑
j=−∞
E [(g (1,t+h)− g (2,t+h))− E (g (1,t+h)− g (2,t+h))
× (g (1,t+h+j)− g (2,t+h+j))− E (g (1,t+h)− g (2,t+h))]
VF =
(
H0ΣFH
′
0
)−1
H0
 ∞∑
j=−∞
E
[
Ft1,t+h1,t+h+jF
′
t+j
]H ′0 (H0ΣFH ′0)−1 ,
VZ = Σ
−1
Z
 ∞∑
j=−∞
E
[
Zt2,t+h2,t+h+jZ
′
t+j
]Σ−1Z ,
C,F =
 ∞∑
j=−∞
E
[(
(g (1,t+h)− g (2,t+h)) 1,t+h+jF ′t+j
)]H ′0 (H0ΣFH ′0)−1 ,
C,Z =
 ∞∑
j=−∞
E
[
(g (1,t+h)− g (2,t+h)) 2,t+h+jZ ′t+j
]Σ−1Z ,
CF,Z =
(
H0ΣFH
′
0
)−1
H0
 ∞∑
j=−∞
E
[
Ft1,t+h2,t+h+jZ
′
t+j
]Σ−1Z ,
where the rotation matrix H0 is described in Proposition 1b, Dβ = E (∇βg (1,t+h)) and Dγ =
E (∇γg (2,t+h)). For the case where pi < 1, the terms
(
1− 13pi
)
and
(
1− 12pi
)
in Equation (1.17)
should be replaced by
(
pi − pi23
)
and pi2 .
8For cases where the rolling window length is kept constant, even asymptotically, see the conditional predictive
ability approach of Giacomini and White (2006).
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The main result of Theorem 1 is that, under the assumptions outlined above, the distribution
of the Diebold-Mariano-West test statistic is unaffected by the presence of factor estimation error.
This implies that the same critical values for this test can be used, regardless of whether estimated
factors are present. The result extends results of Bai and Ng (2006), who show that factor estimation
error does not affect inference on regression coefficients, to the case of rolling estimation.
In this paper we focus on the rolling estimation scheme of West (1996). It is also possible to
use the recursive estimation scheme, where Identification I2 is used to identify the factors in the
expanding window setting of factor estimates. The proof of Theorem 1 would require modifications
of the dependence in Assumptions 1-5 to apply to recursive and not rolling averages. Additionally,
the asymptotic variance-covariance matrix Ω in Theorem 1 can be adjusted along the lines of West
(1996) by swapping the terms
(
1− 13pi
)
and
(
1− 12pi
)
in Equation (1.17) with 2
(
1− 1pi ln (1 + pi)
)
and 1 − 1pi ln (1 + pi) respectively. We do not focus on the recursive scheme here as the bootstrap
method presented below applies more intuitively to the rolling scheme.
The next section discusses methods to construct first-order valid bootstrap critical values for
the test statistic S˜P .
1.5 Bootstrap Inference
1.5.1 Bootstrapping Rolling Factors
When parameter estimation error is non-negligible, Theorem 1 shows that the covariance matrix
Ω may be made of many parts. In finite samples, the aggregation of estimates of these parts may
give unreliable standard errors and it may be advisable to use bootstrap inference. However, the
bootstrapping of rolling factor estimates has not been addressed in the literature as far as we are
aware. There are several new challenges to overcome when bootstrapping rolling factors. Firstly, we
cannot use standard PCA estimates because of the sign-changing problem mentioned in Proposition
1a, above. This would mean resampling from rolling windows which were not sign identified. We
therefore must resample from the matrix of adjusted PCA factor estimates F˜ (t) described in Section
1.3, so we can modify the matrix in Equation (1.7) to be:
F˜ =

F˜
(R)
1 F˜
(R)
2 · · · F˜ (R)R
F˜
(R+1)
2 F˜
(R+1)
3 · · · F˜ (R+1)R+1
...
...
. . .
...
F˜
(T )
P F˜
(T )
P+1 · · · F˜ (T )T
 (1.18)
The second main problem is that for each of the r factors, rolling estimation results in the matrix
in Equation (1.18) being of dimension P ×R. Therefore the number of generated factor estimates
is of order T 2 rather than T . This means that there are too many factor estimates to apply existing
resampling techniques which require a variable to have only one realization for each observation in
the sample from 1 to T .
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To overcome this problem, we propose a novel way of resampling the matrix in Equation (1.18)
which reduces the dimensionality of the factor estimates. For this method we require that T is
strictly a multiple of R, for example T = 2R or T = 3R and so on. While this rules out sample
splits where P < R (pi < 1), in practice many empirical studies use R ≤ P (pi ≥ 1). For example
Stock and Watson (2002a) use pi ≈ 2.5 and more recently Kim and Swanson (2014) use pi ≈ 1. In
this case, we can modify Assumption 8 to be:
Assumption 8’: (Asymptotic Rates)
(a) Same as Assumption 8(a);
(b’) P,R→∞ as T →∞ and T = KR with K a finite integer such that 2 ≤ K <∞ and therefore
limT→∞ (P/R) = (K − 1).
With Assumption 8’ in mind we propose to construct a full sample factor estimate by joining
the K sets of rolling factor estimates from the matrix in Equation (1.18) which have superscripts
R, 2R, ..., T . This new estimator F˜ is of dimension T × r, described as follows:
F˜ =
[(
F˜
(R)
1 , ..., F˜
(R)
R
)
,
(
F˜
(2R)
R+1 , ..., F˜
(2R)
2R
)
, ...,
(
F˜
(T )
P , ..., F˜
(T )
T
)]′
(1.19)
In other words, observations 1 to R of F˜ are those estimated using data from 1 to R, observations
R + 1 to 2R are those estimated using data from R + 1 to 2R and so on. This provides us
with one full-sample factor estimate, based only on information generated in the pseudo out-of-
sample methodology. Using this full sample estimator, it is now possible to apply a standard block
bootstrap procedure as in Corradi and Swanson (2006) and resample F˜ over the full sample along
with the other variables y and Z.
This method differs from existing papers which looks at bootstrapping factor models. For
example, the papers of Gonc¸alves and Perron (2014) and Corradi and Swanson (2014) propose
methods to resample factors which have been estimated over the full sample. Neither of these
methods are appropriate here as they cannot be applied to rolling factor estimates. Similarly, our
method differs from the paper of Corradi and Swanson (2006) for bootstrapping tests for predictive
ability as they require us to resample non-generated regressors which only have one realization for
each observation in the full sample. We can only apply their method after constructing F˜ , which is
a generated regressor but is constructed in such a way that there is only one factor estimate in F˜
for each observation from 1 to T . A different solution would be to resample every rolling window
independently by block bootstrap. We do not advise this in practice because it would mean that
each bootstrap forecast is made from the last observation from independently resampled rolling
windows, which would yield a string of bootstrap forecasts which would be iid conditional on the
data.9 With macroeconomic and financial data this is not a desirable restriction.
9Note that the ‘opposite’ method to this is incorrect. If we instead made only one set of index draws and applied
this to each rolling window by updating the time subscript then, conversely, the bootstrap forecast errors series would
be based on only a single index draw and therefore a bootstrap law of large numbers would not apply.
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Since the bootstrap resampling of the construction F˜ takes place over the full sample of ob-
servations, we require a result which demonstrates the negligibility of factor estimation error in F˜
over the full sample. This is shown by Proposition 2:
Proposition 2: Under Identification I2 and Assumptions 1-7 and 8’:
1
T
T∑
t=1
∥∥∥F˜t −H0Ft∥∥∥2 = Op(max{ 1
N
,
1
R
})
where H0 is the rotation matrix described in Proposition 1b.
Proposition 2 states that F˜ is consistent for the true factors over the full sample up to the same
rotation matrix H0 as in Proposition 1b. This is different to existing factor consistency results
such as Theorem 1 of Bai and Ng (2002) because F˜ is comprised of a combination of estimates
for different rolling windows. The key ingredient for this result is the use of the adjusted PCA
estimates under the new normalization in Identification I2. This is because, for the same reason as
Proposition 1b, each rolling window of factor estimates shares the same rotation matrix, making it
possible to combine different rolling windows together. Without the sign-robustness result it would
be impossible to resample from the non-adjusted PCA estimates. Furthermore, the assumption
that K is finite is important because it allows the average over the full sample of T observations
in Proposition 2 to be broken into exactly K averages over R observations. This allows us to deal
with only a finite amount of factor estimation error terms.
We note that it is less obvious how to resample factors estimated using the recursive scheme.
With recursive estimation, the first factor estimate runs from 1 to R whereas the last estimate runs
from 1 to T . One could simply resample the final factor estimate over the full sample, which would
correspond directly to the approach of Corradi and Swanson (2006). This would not pick up the
variability of the earlier factor estimates which use smaller sample sizes. Alternatively, one could
build a construction like Equation (1.19) using rolling windows of recursive factor estimates. We
do not pursue this here.
The next section details the procedure for calculating bootstrap critical values using the new
estimator F˜ .
1.5.2 Bootstrap Critical Values
The construction of F˜ gives a full-sample factor estimate based on the rolling window estimates
in Equation (1.18). Along with the consistency result of Proposition 2, this suggests we can
now follow the block bootstrap procedure of Corradi and Swanson (2006) to obtain bootstrap
critical values. We can resample
(
yt+h, F˜t, Zt
)T
t=1
using b blocks of length l such that bl = T .
This is done by drawing an index Ij from the discrete iid random uniform distribution on the
interval [0, T − l] with equal probability where j = 1, ..., b and by forming b blocks of yt+h, F˜t
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and Zt such that
[
y∗1+h, ..., y
∗
T+h
]
= [yI1+1+h, ..., yI1+l+h, ..., yIb+1+h, ..., yIb+l+h] ,
[
F˜∗1 , ..., F˜∗T
]
=[
F˜I1+1, ..., F˜I1+l, ..., F˜Ib+1, ..., F˜Ib+l
]
and [Z∗1 , ..., Z∗T ] = [ZI1+1, ..., ZI1+l, ..., ZIb+1, ..., ZIb+l].
We proceed by applying the rolling out-of-sample methodology on this resampled data. Boot-
strap estimation of the parameters β and γ proceeds by recentering the OLS criterion function
around the score over the full sample as in Corradi and Swanson (2006):
β˜∗t = arg min
β
1
R
t−h∑
j=t−R+1
(y∗j+h − F˜∗′j β)2 + 2β′
 1
T
T∑
j′=1
F˜j′ ˜1,j′+h,t
 (1.20)
=
 1
R
t−h∑
j=t−R+1
F˜∗j F˜∗′j
−1 1
R
t−h∑
j=t−R+1
F˜∗j y∗j+h −
 1
T
T∑
j′=1
F˜j′ ˜1,j′+h,t

and:
γ˜∗t = arg minγ
1
R
t−h∑
j=t−R+1
(y∗j+h − Z∗′j γ)2 + 2γ′
 1
T
T∑
j′=1
Zj′ ˜2,j′+h,t
 (1.21)
=
 1
R
t−h∑
j=t−R+1
Z∗jZ
∗′
j
−1 1
R
t−h∑
j=t−R+1
Z∗j y∗j+h −
 1
T
T∑
j′=1
Zj′ ˜2,j′+h,t

for all t ≥ R, where ˜1,j′+h,t = yj′+h − F˜ ′j′ β˜t and ˜2,j′+h,t = yj′+h − Z ′j′ γ˜t are the error terms of
Models 1 and 2 evaluated at the rolling OLS estimators β˜t and γ˜t over the full sample j
′ = 1, ..., T .
The recentering corrects for the fact that resampling takes place over the full sample, and ensures
that the bootstrap first-order conditions are equal to zero.
The bootstrap counterpart of the test statistic S˜P is then given by:
S˜∗P =
1√
P
T∑
t=R
(g (˜∗1,t+h)− g (˜∗2,t+h))− 1T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))
 (1.22)
where ˜∗1,t+h = y
∗
t+h− F˜∗′t β˜∗t and ˜∗2,t+h = y∗t+h−Z∗′t γ˜∗t are constructed for each t ≥ R using β˜∗t and
γ˜∗t . The test statistic is also recentered around the full sample as in Corradi and Swanson (2006).
However, since our resampling methodology is based on the new construction F˜ , we must recenter
β˜∗t and S˜∗P around the full sample of F˜ and not the whole matrix F˜ in Equation (1.18). This
ensures that the mean of the bootstrap test statistic is zero and therefore mimics the distribution
of the test statistic S˜P .
The first-order validity of this bootstrap resampling procedure is presented in the following
Theorem:
Theorem 2: Under Identification I2, Assumptions 1-7, Assumption 8’, and assuming that l, b→
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∞ such that l/T 1/4 → 0. Then, under H0:
P
(
ω : sup
s∈R
∣∣∣Pr ∗ (S˜∗P ≤ s)− Pr(S˜P ≤ s)∣∣∣ > )→ 0
Using this result we can generate B bootstrap replications of the test statistic S˜∗P and calculate
the the α and (1− α) percentiles of its empirical distribution. Rejection or non-rejection of the null
hypothesis will be based on comparing the test statistic S˜P to these percentiles of the empirical
distribution of S˜∗P .
1.6 Monte Carlo Simulation
In this section we analyse the performance of the bootstrap critical values in testing the null of
equal out-of-sample predictive ability. The loss functions we consider for g (.) are mean squared
forecast error (MSFE) and mean absolute error (MAE):
MSFE (t+h) = 
2
t+h
MAE (t+h) = |t+h|
We consider model estimation using OLS, in which case parameter estimation error is negligible for
the MSFE test, as shown by West (1996), so Ω = V in that case.
10 On the other hand, when g (.)
is MAE, McCracken (2000) shows that, under a slight modification to Assumption 6, parameter
estimation error contributes to Ω in the same way as in West (1996). Moreover, its functional form
is complex and cumbersome to compute.
Due to the computational burden of this problem, we will apply the warp-speed bootstrap
method of Giacomini et al. (2013) which only uses one bootstrap draw per Monte Carlo draw. The
MSFE and MAE tests are based on the forecasts generated from the two linear regressions:
yj+1 = µ1 + βF˜
(t)
j + 1,j+1 yj+1 = µ2 + γZj + 2,j+1 (1.23)
for rolling window t ≥ R and where j = t − R + 1, ..., t. Model 1 is the feasible factor-augmented
model where F˜ (t) is the rolling adjusted PCA factor estimate described in Section 1.3. We assume
Zt to be a non-factor regressor. There is one constant and one regressor in each model. We choose
a data generating process (DGP) for the factor model similar to that in Stock and Watson (2002a):
Xit = λiFt +
√
θuit
Ft = ρFFt−1 + et
10Note that, as explained in Corradi and Swanson (2006), with negligible PEE we do not need to use the recentered
estimator β̂∗t to construct the bootstrap forecast errors.
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uit = ρuui,t−1 + vit
For simplicity we specify a single factor corresponding to r = 1. The loadings are drawn as
independentN(1, 1) variates, and the processes et and vit are drawn independently fromN(0, 1−ρ2F )
and N(0, 1− ρ2u) so that Ft and uit have unit unconditional variance. We set θ = r which fixes the
signal to noise ratio in the factor model to 1, following previous studies.
For the forecast variable DGP we use the following representation which is similar to that of
McCracken (2000):
yt+1 = Zt + (1 + c)Ft + t+1 (1.24)
Zt = ρZZt−1 + wt
t = ρt−1 + ηt
In a similar way to above, wt and ηt are drawn independently from N(0, 1− ρ2Z) and N(0, 1− ρ2 )
so that all variables have unit unconditional variance. The initial conditions F0, u0, Z0 and 0 are
all drawn from their stationary distributions.
The key parameter c is used to move between the null and alternative. When c = 0 the variables
have equal weight in the DGP for yt+1 in Equation (1.24), so the null of equal MSFE and MAE are
both satisfied. In this case, both Models 1 and 2 in Equation (1.23) have R2 equal to 0.33. When
c > 0 the alternative holds and the factor-augmented model has lower MSFE and MAE. We will
vary c between 0 and 0.5 thereby allowing the assessment of size and power of the test. Therefore
when c = 0.5 the R2 of models 1 and 2 are roughly 0.53 and 0.24. This approach is similar in nature
to that of McCracken (2000) though we do not consider as extreme deviations from the null. Most
other studies using Monte Carlo simulations focus on nested model comparisons, see Busetti and
Marcucci (2013) for a comprehensive study. To our knowledge there are no Monte Carlo studies of
the performance of these tests involving estimated factors.
The sample sizes we consider for the rolling window length are R = {120, 240} and for the
evaluation period we let the parameter K in Assumption 8b’ to be K = {2, 3}. This corresponds to
pi = {1, 2} and T ranges between 240 and 720. We use a panel dimension of N = 200 as a medium
between small- and large-scale factor model studies seen in the literature. We select the persistence
parameters ρF , ρu, ρZ and ρ to be equal to 0.5 for all of the AR(1) processes.
Due to the computational burden of this problem we use the warp-speed bootstrap of Giacomini
et al. (2013) with M = 999 Monte Carlo replications and B = 1 bootstrap draw per replication.
Since we do not have any optimality results governing optimal block length, we compare the results
for the values l = {3, 6}.
Table 1.1 displays the empirical size for the bootstrap tests of equal out-of-sample MAE and
MSFE for a nominal size equal to 0.1. We also provide the results for the basic Diebold-Mariano-
West test using the non-adjusted standard normal critical values by way of comparison as these
are often reported in the literature. The results indicate the the bootstrap test has good size
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properties for all configurations we consider, particularly for the test of equal MAE. On the other
hand, the standard normal Diebold-Mariano test is found to be oversized in all cases. Using
bootstrap critical values abates this problem considerably under MAE loss, though there is still
some moderate oversizing in the test for equal MSFE when smaller sample sizes are considered. The
results for the different block lengths are very similar, though the results for l = 6 are marginally
better than those for l = 3.
Table 1.1: Empirical size for the bootstrap MSFE and MAE tests
MAE Loss
R = 120 R = 240
pi = 1 pi = 2 pi = 1 pi = 2
Standard Normal 0.15 0.15 0.16 0.16
Bootstrap (l = 3) 0.12 0.10 0.12 0.12
Bootstrap (l = 6) 0.09 0.10 0.11 0.12
MSFE Loss
R = 120 R = 240
pi = 1 pi = 2 pi = 1 pi = 2
Standard Normal 0.17 0.15 0.16 0.16
Bootstrap (l = 3) 0.15 0.11 0.15 0.13
Bootstrap (l = 6) 0.13 0.11 0.12 0.12
Notes: Tests conducted at the nominal 10% level. Based on M = 999 Monte Carlo replications. Warp-speed
bootstrap uses B = 1 bootstrap draw per Monte Carlo replication. See description in text.
Since the bootstrap test with l = 6 is almost correctly sized, we only present the power results for
this test in Table 1.2.11 These results show that the bootstrap test has good power properties, with
larger power for the larger values of pi. For the most extreme deviation from the null we consider,
c = 0.5, the test approaches unit power for the larger sample sizes. It is worth re-iterating that we
have chosen fairly subtle deviations from the null in these specifications. If we had instead chosen
the most extreme deviation from the null to be of similar magnitude to that of, say, McCracken
(2000) we would expect the results to display power even closer to unity.
The next section presents an empirical illustration of this test before the paper concludes.
1.7 Empirical Illustration
Stock and Watson (1999) pose the empirical question of whether high-dimensional factor based
11Results for the power of the bootstrap test with l = 3 and the non size-adjusted power of the standard normal
version of the test are omitted and available upon request.
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Table 1.2: Power of the bootstrap for MSFE and MAE tests (l = 6)
MAE Loss
R = 120 R = 240
c pi = 1 pi = 2 pi = 1 pi = 2
0.1 0.18 0.25 0.21 0.34
0.2 0.38 0.48 0.42 0.58
0.3 0.52 0.72 0.62 0.83
0.4 0.70 0.85 0.83 0.94
0.5 0.83 0.94 0.92 0.99
MSFE Loss
R = 120 R = 240
c pi = 1 pi = 2 pi = 1 pi = 2
0.1 0.21 0.31 0.24 0.34
0.2 0.42 0.55 0.46 0.62
0.3 0.59 0.76 0.69 0.85
0.4 0.74 0.90 0.88 0.97
0.5 0.86 0.96 0.93 0.99
Notes: Tests conducted at the nominal 10% level. These results present the power of the bootstrap test with
higher values of c denoting higher divergence from the null. Based on M = 999 Monte Carlo replications.
Warp-speed bootstrap uses B = 1 bootstrap draw per Monte Carlo replication. See description in text.
forecasts can improve on simple Phillips curve models in forecasting inflation using unemployment.
This problem has subsequently been analysed by a large number of papers, which are surveyed by
Stock and Watson (2009), and more recently by Hansen et al. (2011). In this empirical illustration
we offer a re-examination of this question. The factor-augmented model is written:
piht+h = φ1 + β1 (L)Ft + µ1 (L)pit + t+h (1.25)
and the Phillips curve benchmark is:
piht+h = φ2 + β2 (L)ut + µ2 (L)pit + t+h (1.26)
where ut is the rate of unemployment and, following Stock and Watson (1999), the inflation variable
is the annualized cumulative growth of the consumer price index (CPI) piht = (1200/h) ln (Pt/Pt−h)
with the autoregressive terms pi1t ≡ pit = 1200 ln (Pt/Pt−1).12 These models are clearly non-nested
when β1 (L) 6= 0 and β2 (L) 6= 0.
For evaluating the forecasts from these models, as in the Monte Carlo section we compare the
12We also ran results where we had an I(1) specification for inflation. These results are available on request.
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results of the MSFE loss function to that of MAE. The data we use is that of Stock and Watson
(2002a,b) updated by Kim and Swanson (2014)13 which contains 144 macroeconomic and financial
variables. Evidence of Stock and Watson (2009) and Breitung and Eickmeier (2011) suggests the
presence of large structural breaks in the factor loadings around 1984, corresponding to the date
identified as the “Great Moderation.” Given that the present method is valid only with stable
loadings, after transformation to stationarity and lagging the explanatory variables h times for
the direct forecasting scheme, we retain a sample size T = 300 over the time period 1984:06 to
2009:05. With a relatively small time series sample we choose K = 2 which implies that R = 150
and P ≡ T − R + 1 = 151 and gives an equal split of observations for estimation and prediction.
We will consider the 1-, 3- and 12-month forecast horizons.
Since we still find evidence of instability in factor loadings after the first factor, even after
splitting the sample, we use a 1-factor forecasting model. We select the number of autoregressive
lags and lags of the explanatory variables corresponding to µ1 (L), µ2 (L), β1 (L) and β2 (L) in
Equations (1.26) and (1.25) using the BIC. This takes place over the first rolling window so that
the number of variables in the model is held fixed over the evaluation period.
For the block bootstrap implementation we use B = 399 bootstrap draws and different values for
the block length l = {3, 6, 12} meaning a number of blocks equal to b = {100, 50, 25} respectively.
Table 1.3 documents the results, displaying the two-sided symmetric bootstrap p-values testing the
null hypothesis of equal predictive ability. It can be seen that the results do not depend a great
deal on this choice of l.
The results across the two different loss functions are qualitatively similar. At the shorter
horizons h = 1 and h = 3, the relative error losses for both MAE and MSFE are very close to one,
with less than a 2% difference between the factor augmented model and the Phillips curve model.
The evidence from the bootstrap critical values, and indeed the standard normal Diebold-Mariano
critical values indicates no evidence to reject the null of equal predictive ability.
However, at the 12-month horizon we see larger differences between the predictive ability of the
two models. The factor augmented model has around 15% better predictive ability under MAE loss
and almost 30% better under MSFE loss. The bootstrap critical values indicate enough evidence
to reject of the null, whereas a test based on standard normal critical values finds no such evidence.
This shows that empirical papers basing their decisions only on the standard normal critical values
may in some instances make different conclusions to when using bootstrap critical values. We
conclude that, in the post-1984 period, factors have had superior predictive ability at predicting
12-month ahead cumulative inflation growth relative to the Phillips curve benchmark, but not at
shorter horizons.
13We thank these authors for kindly providing us with their data.
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Table 1.3: Pseudo Out-of-Sample Analysis of U.S. CPI inflation: Factor-Augmented Model vs.
Phillips Curve
MAE Loss MSFE Loss
h = 1 h = 3 h = 12 h = 1 h = 3 h = 12
Relative Loss 0.9982 0.9872 0.8562 1.0126 1.0104 0.7177
Statistic -0.0546 -0.2844 -2.1842 1.9123 0.9983 -8.0507
5% -0.2523 -0.1209 0.0531 -3.9118 -5.2422 -3.8105
l = 3 10% -0.1821 0.1000 0.2106 -2.8831 -3.8789 -2.9206
50% 0.2581 0.7206 0.7475 -0.3966 0.2829 0.4707
p-value 0.2857 0.0652 0.0000 0.2957 0.7519 0.0100
5% -0.3756 -0.3489 -0.5016 -3.4851 -5.2555 -5.3115
l = 6 10% -0.2095 -0.0882 -0.2043 -2.6698 -3.7483 -4.2489
50% 0.2025 0.6224 0.6806 -0.4726 0.3130 0.7996
p-value 0.3609 0.1103 0.0050 0.2105 0.7970 0.0100
5% -0.4335 -0.6373 -0.8620 -3.7472 -4.7308 -6.4326
l = 12 10% -0.2461 -0.2595 -0.3932 -2.9488 -3.6229 -5.3490
50% 0.1453 0.5307 0.5877 -0.4644 0.3551 0.7565
p-value 0.4511 0.1754 0.0100 0.1604 0.8020 0.0351
Standard Normal 0.4314 0.3521 0.1143 0.7170 0.6112 0.1171
Notes: The row entitled relative loss is the ratio of forecast error loss from the factor-augmented model to
the Phillips curve benchmark. The row entitled Statistic presents the actual test statistic S˜P for forecast
horizons h = 1, h = 3 and h = 12. For block lengths l = 3, 6, 12, the 5th, 10th and 50th percentiles of
the bootstrap empirical distribution are presented for B = 399, with 2-sided symmetric bootstrap p-values.
For comparison, the final row presents the standard Normal p-value of Diebold and Mariano (1995), with
standard error estimated using the rectangular kernel with h− 1 lags.
1.8 Conclusion
This paper provides solutions to several problems posed by extending out-of-sample predictive
ability tests of Diebold and Mariano (1995) and West (1996) to allow for factor-augmented models.
This is an important problem as the rising interest in factor-augmented models has not yet been
matched with a formal treatment of forecast accuracy tests involving estimated factors.
The first issue we address is that the rolling estimation of factors for out-of-sample forecast
evaluation gives rise to “sign-changing” parameter estimates as the sign of factors is not identified
by standard estimation procedures such as Principal Components. This has the effect of imparting
spurious non-stationarity into rolling parameter estimates, even though the true model parameters
are stable. We therefore propose a novel new identifying framework which corrects for sign-changing
and allows us to use the show the asymptotic normality of the Diebold-Mariano-West test statistic.
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We also overcome a non-trivial problem of resampling factors arising from rolling estimation.
Rolling factor estimation gives multiple overlapping factor estimates which results in a data struc-
ture which cannot be resampled using existing methods. We solve this problem using a new resam-
pling scheme for rolling factors and show how bootstrap critical values are simple to calculate using
a block bootstrap method similar to that of Corradi and Swanson (2006). This bootstrap procedure
is shown in Monte Carlo simulations to provide size improvements over the basic Diebold-Mariano
test.
The paper concludes with an empirical illustration comparing forecasts of the U.S. CPI inflation
rate from a factor-augmented model and a Phillips curve benchmark. We discover that inference
based on the non-adjusted standard normal critical values can give different results compared to the
valid bootstrap critical values. Future empirical work will apply this methodology to forecasting a
wider range of variables using different datasets such as financial series. Methodological work will
extend the proposed testing procedure to allow for situations involving nested model comparison,
and multiple model comparisons.
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1.9 Appendix A
The proofs of Proposition 1a and 1b, Proposition 2 and Theorems 1 and 2 from the text are provided
here. Additional Lemmas required for these proofs are consigned to the separate Appendix B, below.
1.9.1 Proof of Proposition 1a and 1b
The proof of Propositions 1a and 1b rely on the following Lemmas:
Lemma A: Under Identification I1 and Assumptions 1-8:
(i)
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j −H(t)NRFj∥∥∥2 = Op(max{ 1N , 1R
})
(ii)
sup
t≥R
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
uij = Op
(
max
{
1
N
,
1
R
})
(iii)
sup
t≥R
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
F ′j = Op
(
max
{
1
N
,
1
R
})
(iv)
sup
t≥R
(
Λ̂(t) − ΛH(t)−1NR
)
= Op
(
max
{
1
N
,
1√
R
})
(v)
sup
t≥R
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
j+h = Op
(
max
{
1
N
,
1
R
})
where H
(t)
NR is described in Equation (1.8).
The proofs of these Lemmas are provided in Appendix B so as not to interrupt the proofs
of the main results. Lemma A extends existing results on full-sample factor estimation error in
the standard Principal Components estimates F̂ (t) to the case of rolling estimation. Respectively,
Lemmas A(i)-(iii) are the rolling analogues of Bai and Ng (2002) Theorem 1 and Bai (2003) Lemma
B.1 and Lemma B.2. Lemma A(iv) comes as a result of parts (i)-(iii) and is the analogue of Bai
(2003) Theorem 2 which shows the rolling factor loadings are consistent at a rate min
{√
R,N
}
.
Finally, Lemma A(v) extends Bai and Ng (2006) Lemma A.1 (iv) to the case of rolling estimation.
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Proof of Proposition 1a: In order to show the results on sign-changing we need to establish the
result claimed in Equation (1.9):
p limH
(t)
NR = S
(t)H† (1.27)
where H† = V −1QΣΛ and S(t) = diag (±1, ...,±1). Consider the rolling rotation matrix:
H
(t)
NR = V̂
(t)−1 F̂ (t)′F (t)
R
Λ′Λ
N
The crucial difference comes in the middle part of this matrix F̂ (t)′F (t)/R, which is the rolling
analogue to Bai (2003) Proposition 1. Since we assume stationarity on Ft the probability limit of
this term in a single rolling window has a similar form to Bai (2003). For a given t ≥ R:
F̂ (t)′F (t)
R
p→ S(t)Σ−1/2Λ ΥV 1/2
where S(t) =diag(±1, ...,±1). Here we make explicit that Υ, the eigenvector matrix of Σ1/2Λ ΣFΣ1/2Λ ,
has a sign which is determined by the column sign of F̂ (t) for a given rolling window t ≥ R. Hence,
denoting Q = Σ
−1/2
Λ ΥV
1/2,
F̂ (t)′F (t)
R
p→ S(t)Q
For the first part of the rotation matrix, V̂ (t)−1, we note that by using the rolling eigen-identity:
X(t)X(t)′
RN
F̂ (t) = F̂ (t)V̂ (t)
we can get:
V̂ (t) =
1
R
F̂ (t)′
X(t)X(t)′
RN
F̂ (t)
using the normalization under Identification I1 that F̂ (t)′F̂ (t)/R = I. Now showing the limit of
V̂ (t) follows an identical proof to the full-sample estimation result Stock and Watson (2002a) as
the assumption of stationarity of F by Assumption 1 gives F (t)′F (t)/R p→ ΣF for all t and since
the factors are normalized to have unit length in every rolling window, therefore:
V̂ (t)
p→ V
for all t ≥ R, where V is the diagonal matrix of the eigenvalues of ΣΛΣF . This in turn implies that
V̂ (t)−1 p→ V −1.
Finally, Λ′Λ/N p→ ΣΛ by Assumption 2b. These three results imply that:
p limH
(t)
NR = S
(t)V −1QΣΛ
= S(t)H†
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as required. Finally, the proof of Proposition 1a is completed by noting that we can replace the
rotation matrix H
(t)
NR in Lemma A(i) with its probability limit in the following way:
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j − S(t)H†Fj∥∥∥2
=
1
R
t∑
j=t−R+1
∥∥∥(F̂ (t)j −H(t)NRFj)+ (H(t)NR − S(t)H†)Fj∥∥∥2
≤ 2
R
t∑
j=t−R+1
∥∥∥(F̂ (t)j −H(t)NRFj)∥∥∥2 + 2R
t∑
j=t−R+1
∥∥∥(H(t)NR − S(t)H†)Fj∥∥∥2
≤ 2
R
t∑
j=t−R+1
∥∥∥(F̂ (t)j −H(t)NRFj)∥∥∥2 + ∥∥∥H(t)NR − S(t)H†∥∥∥2 2R
t∑
j=t−R+1
‖Fj‖2 (1.28)
and the first term is op (1) for any t ≥ R by Lemma A(i),
(
H
(t)
NR − S(t)H†
)
is op (1) as shown above,
and 1R
∑t
j=t−R+1 ‖Fj‖2 is Op (1) by Assumption 2. Therefore 1R
∑t
j=t−R+1
∥∥∥F̂ (t)j − S(t)H†Fj∥∥∥2 is
op (1) as required for the first part of Proposition 1a.
The second part for β̂t follows directly using Lemmas A(i),(iii) and (v), as the logic of Bai and
Ng (2006) implies that β̂t is consistent up to the inverse of the rotation matrix for F̂
(t), therefore:
β̂t − S(t)H†′−1β = op (1)
as required.
Proof of Proposition 1b: Recall from Section 1.3 that the adjusted PCA estimates under
Identification I2 for rolling window t ≥ R are:
F˜ (t) = F̂ (t)Λ̂
(t)′
1
(
Λ̂
(R)′
1
)−1
Writing this as an r × 1 vector of factor estimates for a given date j yields:
F˜
(t)
j =
(
Λ̂
(R)
1
)−1
Λ̂
(t)
1 F̂
(t)
j
where for each t ≥ R, j = t−R+1, ..., t. Subtracting from both sidesH(R)NRFj , the true factors rotated
about the PCA rotation matrix from the first rolling window, and manipulating the expression:
F˜
(t)
j −H(R)NRFj =
(
Λ̂
(R)
1
)−1
Λ̂
(t)
1 F̂
(t)
j −H(R)NRFj
=
(
Λ̂
(R)
1
)−1
Λ̂
(t)
1
(
F̂
(t)
j −H(t)NRFj
)
+
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1 H
(t)
NR −H(R)NR
]
Fj
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Therefore writing this as an average over the R observations j = t−R+ 1, ..., t we have:
1
R
t∑
j=t−R+1
(
F˜
(t)
j −H(R)NRFj
)
=
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1
]
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
+
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1 H
(t)
NR −H(R)NR
]
1
R
t∑
j=t−R+1
Fj (1.29)
Now using the result in Lemma A(iv) on rolling factor loading consistency, since this result holds
over all the rows of Λ including those in Λ1 it follows for any t ≥ R that:
Λ̂
(t)
1 = Λ1H
(t)−1
NR +Op
(
max
{
1
N
,
1√
R
})
This result therefore implies for the terms in square brackets on the RHS of Equation (1.29) we
have
sup
t≥R
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1
]
= H
(R)
NRΛ
−1
1 Λ1H
(t)−1
NR +Op
(
max
{
1
N
,
1√
R
})
= H
(R)
NRH
(t)−1
NR + op (1)
= Op (1) (1.30)
since we assume that Λ1 is invertible, and since Equation (1.27) shows that p lim
(
H
(t)
NR
)
= Op (1)
and is of full rank. For the second square-bracketed term:
sup
t≥R
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1 H
(t)
NR −H(R)NR
]
= H
(R)
NRΛ
−1
1 Λ1H
(t)−1
NR H
(t)
NR −H(R)NR +Op
(
max
{
1
N
,
1√
R
})
= Op
(
max
{
1
N
,
1√
R
})
(1.31)
as the rotation matrix H
(t)
NR cancels out with its own inverse, as does Λ1, and we are left with
H
(R)
NR −H(R)NR. Finally, from Equation (1.29) we have:
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥F˜ (t)j −H(R)NRFj∥∥∥2 ≤ 2
∥∥∥∥∥supt≥R
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1
]∥∥∥∥∥
2
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j −H(t)NRFj∥∥∥2
+ 2
∥∥∥∥∥supt≥R
[(
Λ̂
(R)
1
)−1
Λ̂
(t)
1 H
(t)
NR −H(R)NR
]∥∥∥∥∥
2
sup
t≥R
1
R
t∑
j=t−R+1
‖Fj‖2
= Op (1)×Op
(
max
{
1
N
,
1
R
})
+Op
(
max
{
1
N2
,
1
R
})
×Op (1)
= Op
(
max
{
1
N
,
1
R
})
by the results in Equation (1.30), Lemma A(i), Equation (1.31) and Assumption 2a. Finally we
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know that p lim
(
H
(t)
NR
)
= S(R)H† with H0 = S(R)H† defined in the text. Therefore it follows that
for any t ≥ R :
1
R
t∑
j=t−R+1
∥∥∥F˜ (t)j −H0Fj∥∥∥2 = op (1)
by the same logic as in Equation (1.28). This shows what was required for the first part. Having
shown this result, it follows in a similar way to Bai and Ng (2006) that the rolling OLS estimator
is consistent up to the inverse of the same rotation matrix as F˜
(t)
j , namely
β˜t −H ′−10 β = op (1)
for each t ≥ R, as required.
1.9.2 Proof of Theorem 1
In proving Theorem 1 we additionally require the following Lemma and results which come as a
corollary of Proposition 1.
Lemma B Under Identification I1 and Assumptions 1-8:
(i)
1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
1,j+h = Op
(
max
{√
P
N
,
√
P
R
})
(ii)
1√
P
T∑
t=R
∇F g (1,t+h)
(
F̂
(t)
t −H(t)NRFt
)
= Op
(
max
{√
P
N
,
√
P
R
})
where H
(t)
NR is the rotation matrix described in Proposition 1a.
Corollary A Under Identification I2, and given Proposition 1b and Lemma B:
(i)
1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F˜
(t)
j −H0Fj
)
1,j+h = Op
(
max
{√
P
N
,
√
P
R
})
(ii)
1√
P
T∑
t=R
∇F g (1,t+h)
(
F˜
(t)
t −H0Ft
)
= Op
(
max
{√
P
N
,
√
P
R
})
where H0 is the rotation matrix described in Proposition 1b.
35
Lemma B provides results on factor estimation error of the standard PCA factor estimates
under Identification I1 when used in factor-augmented regressions. These extend the results of Bai
and Ng (2006) Lemma A.1 to the rolling estimation case, and are also confined to the separate
Appendix B. Corollary A shows the same result as in Lemma B, but for the adjusted PCA estimates
F˜
(t)
t , which are consistent for the rotation matrix H0 as shown in Proposition 1b.
Taking the test statistic in (1.16):
S˜P =
1√
P
T∑
t=R
(g (˜1,t+h)− g (˜2,t+h))
The part which is new to this paper is the first term involving the adjusted rolling PCA estimates
F˜
(t)
j and corresponding regression estimates β˜t (since we assume for simplicity in these proofs that
model 2 does not contain factors.) Taking a second-order Taylor series expansion of the first part
around the (rotated) probability limits H0Ft and H
′−1
0 β yields:
1√
P
T∑
t=R
g (˜1,t+h) =
1√
P
T∑
t=R
g (1,t+h) +
1√
P
T∑
t=R
∇F g (1,t+h)
(
F˜
(t)
t −H0Ft
)
+
1√
P
T∑
t=R
∇βg (1,t+h)
(
β˜t −H ′−10 β
)
+ op (1)
The second-order terms are op (1) as in West (1996) proof of Equation 4.1 part (b) since Assumptions
1, 5c, 6 and 7 in this paper ensure that Assumptions 1, 2 and 3 of West (1996) hold. Furthermore,
Corollary A(ii) shows that:
1√
P
T∑
t=R
∇F g (1,t+h)
(
F˜
(t)
t −H0Ft
)
= Op
(
max
{√
P
N
,
√
P
R
})
therefore we can write:
1√
P
T∑
t=R
g (˜1,t+h) =
1√
P
T∑
t=R
g (1,t+h) +
1√
P
T∑
t=R
∇βg (1,t+h)
(
β˜t −H ′−10 β
)
+ op (1)
Now using a similar argument to Bai and Ng (2006) proof of Theorem 1, with β˜t estimated by OLS
we can write:
β˜t −H ′−10 β =
(
H0ΣFH
′
0
)−1 1
R
t−h∑
j=t−R+1
F˜
(t)
j 1,j+h + op(1)
since Proposition 1b implies that 1R
∑t−h
j=t−R+1 F˜
(t)
j F˜
(t)′
j
p→ H0ΣFH ′0 for all t ≥ R. Therefore
since stationarity and strong mixing of 1,t+h in Assumption 1 along with measurability of g (.)
by Assumption 6, ∇βg (1,t+h) and Ft1,t+h are also stationary and strong mixing with moments
bounded as in Assumption 7a, so Assumptions 2 and 3 of West (1996) hold for the factor augmented-
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model. Now in a similar way to West (1996) proof of Equation 4.1 part (a) we therefore have:
1√
P
T∑
t=R
∇βg (1,t+h)
(
β˜t −H ′−10 β
)
= Dβ
(
H0ΣFH
′
0
)−1 1√
PR
T∑
t=R
t−h∑
j=t−R+1
F˜
(t)
j 1,j+h + op (1)
= Dβ
(
H0ΣFH
′
0
)−1 1√
PR
T∑
t=R
t−h∑
j=t−R+1
H0Fj1,j+h
+Dβ
(
H0ΣFH
′
0
)−1 1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F˜
(t)
j −H0Fj
)
1,j+h + op (1)
where Dβ is described in Theorem 1. This is a similar expression to that in West (1996) but for
the factor estimation error term. For this term we can use Corollary A(i), which shows that:
1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F˜
(t)
j −H0Fj
)
1,j+h = Op
(
max
{√
P
N
,
√
P
R
})
Therefore:
1√
P
T∑
t=R
g (˜1,t+h) =
1√
P
T∑
t=R
g (1,t+h)
+Dβ
(
H0ΣFH
′
0
)−1
H0
1√
PR
T∑
t=R
t−h∑
j=t−R+1
Fj1,j+h + op (1)
The second part of S˜P does not involve any factor estimation error and therefore is simply a
direct application of West (1996) to the linear forecasting model case.
1√
P
T∑
t=R
g (˜2,t+h)
=
1√
P
T∑
t=R
g (2,t+h) +
1√
P
T∑
t=R
∇γg (2,t+h) (γ˜t − γ) + op (1)
=
1√
P
T∑
t=R
g (2,t+h) +DγΣ
−1
Z
1√
PR
T∑
t=R
t−h∑
j=t−R+1
Zj2,j+h + op (1)
Therefore S˜P can be written fully as:
S˜P =
1√
P
T∑
t=R
(g (˜1,t+h)− g (˜2,t+h)) (1.32)
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=
1√
P
T∑
t=R
(g (1,t+h)− g (2,t+h)) +Dβ
(
H0ΣFH
′
0
)−1
H0
1√
PR
T∑
t=R
t−h∑
j=t−R+1
Fj1,j+h
−DγΣ−1Z
1√
PR
T∑
t=R
t−h∑
j=t−R+1
Zj2,j+h +Op
(
max
{√
P
N
,
√
P
R
})
+ op (1)
Having established this, asymptotic normality completes the proof of Theorem 1 in the same way
as Theorem 4.1 of West (1996). Namely, for R ≤ P, under the null of E (g (1,t+h)− g (2,t+h)) = 0:
1√
P
T∑
t=R
(g (˜1,t+h)− g (˜2,t+h)) d→ N (0,Ω) ,
where:
Ω = V +
(
1− 1
3pi
)
DβVFD
′
β + 2
(
1− 1
2pi
)
DβC,F
+
(
1− 1
3pi
)
DγVZD
′
γ − 2
(
1− 1
2pi
)
DγC,Z − 2
(
1− 1
3pi
)
DβCF,ZD
′
γ
and the variance-covariance matrices are fully described in the the proof of Theorem 1. In the case
where R > P, the terms
(
1− 13pi
)
and
(
1− 12pi
)
in (1.17) should be replaced by
(
pi − pi23
)
and pi2 ,
respectively. The case of the recursive estimation scheme is discussed in the text. This shows what
was required.
1.9.3 Proof of Proposition 2
We begin by using the construction in Equation (1.19) to relate the full sample sum over F˜ to a
sum over the K adjusted rolling PCA components F˜ (R), F˜ (2R), ..., F˜ (T ):
T∑
t=1
F˜t = F˜ (R)1 + ...+ F˜ (R)R + F˜ (2R)R+1 + ...F˜ (2R)2R + ...+ F˜ (T )P + ...+ F˜ (T )T
=
R∑
j=1
F˜
(R)
j +
2R∑
j=R+1
F˜
(2R)
j + ...+
T∑
j=P
F˜
(T )
j
Now using the fact that T = KR by Assumption 8’ we can relate the average of F˜ over T obser-
vations to exactly K averages over R observations:
1
T
T∑
t=1
F˜t = 1
T
 R∑
j=1
F˜
(R)
j +
2R∑
j=R+1
F˜
(2R)
j + ...+
T∑
j=P
F˜
(T )
j

=
1
K
 1
R
R∑
j=1
F˜
(R)
j +
1
R
2R∑
j=R+1
F˜
(2R)
j + ...+
1
R
T∑
j=P
F˜
(T )
j

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As shown in Proposition 1b, the adjusted PCA estimates under Identification I2 have the same
asymptotic rotation matrix H0. Therefore we can subtract from both sides the whole time series of
true factors rotated by H0:
1
T
T∑
t=1
(
F˜t −H0Ft
)
=
1
K
 1
R
R∑
j=1
F˜
(R)
j +
1
R
2R∑
j=R+1
F˜
(2R)
j + ...+
1
R
T∑
j=P
F˜
(T )
j
− 1
T
T∑
t=1
H0Ft
=
1
K
 1
R
R∑
j=1
(
F˜
(R)
j −H0Fj
)
+
1
R
2R∑
j=R+1
(
F˜
(2R)
j −H0Fj
)
+...+
1
R
T∑
j=P
(
F˜
(T )
j −H0Fj
)
Finally, since K is finite the following inequality holds:
1
T
T∑
t=1
∥∥∥F˜t −H0Ft∥∥∥2 ≤
 1
R
R∑
j=1
∥∥∥F˜ (R)j −H0Fj∥∥∥2 + ...+ 1R
T∑
j=T−R+1
∥∥∥F˜ (T )j −H0Fj∥∥∥2

= Op
(
max
{
1
N
,
1
R
})
were the Op
(
max
{
1
N ,
1
R
})
comes from applying Proposition 1b a finite number of K times. This
shows what was required.
Note: Again, if we had instead used the standard PCA estimates under Identification I1 this
line of proof would not be possible as F̂ (R), F̂ (2R), ..., F̂ (T ) are consistent up to different rotation
matrices S(R)H†, S(2R)H†, ..., S(T )H†. It would only be possible to show consistency to the true
factors which are rotated in K places throughout the full sample, which would make the bootstrap
resamples invalid.
1.9.4 Proof of Theorem 2
Taking a Taylor series expansion of S˜∗P around β˜t and γ˜t yields:
S˜∗P =
1√
P
T∑
t=R
(g (˜∗1,t+h)− g (˜∗2,t+h))− 1T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))

=
1√
P
T∑
t=R
(g (y∗t+h − F˜∗′t β˜t)− g (y∗t+h − Z∗′t γ˜t))− 1T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))

+
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
j βt
)(
β˜∗t − β˜t
)
+
1√
P
T∑
t=R
∇γg
(
y∗t+h − Z∗′t γt
)
(γ˜∗t − γ˜t) (1.33)
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where βt ∈
(
β˜∗t , β˜t
)
and γt ∈ (γ˜∗t , γ˜t) and ˜1,j+h,t = yj+h − F˜ ′j β˜t and ˜2,j+h,t = yj+h − Z ′j γ˜t as
described above.
The proof of Theorem 2 is in two parts. We firstly need to show that S˜∗P mean zero and then
we need to show that S˜∗P has variance Ω.
Proof of Bootstrap Mean
We begin by showing that the three terms on the RHS of Equation (1.33) have mean zero. For
the first part of Equation (1.33), we need to show that:
E∗
[
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t β˜t
)
− g (y∗t+h − Z∗′t γ˜t))
]
=
1√
P
T∑
t=R
 1
T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))
+ op (1)
so that it follows by the bootstrap law of large numbers (LLN) that:
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t β˜t
)
− g (y∗t+h − Z∗′t γ˜t))
− 1√
P
T∑
t=R
 1
T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))
 = op∗ (1) (1.34)
Consider the first part of this expectation:
E∗
[
1√
P
T∑
t=R
g
(
y∗t+h − F˜∗′t β˜t
)]
=
1√
P
T∑
t=R
(
1
T − l + 1g
(
y1+h − F˜ ′1β˜t
)
+ ...+
1
T − l + 1g
(
yT+h − F˜ ′T β˜t
))
+Op
(
l
T
)
=
1√
P
T∑
t=R
 1
T
T∑
j=1
g
(
yj+h − F˜ ′j β˜t
)+ op (1)
since l/T → 0. Similarly for the second part it follows that:
E∗
[
1√
P
T∑
t=R
g
(
y∗t+h − Z∗′t γ˜t
)]
=
1√
P
T∑
t=R
 1
T
T∑
j=1
g
(
yj+h − Z ′j γ˜t
)+ op (1)
And recalling the definitions of ˜1,j+h,t and ˜2,j+h,t we have:
E∗
[
1√
P
T∑
t=R
((
g
(
y∗t+h − F˜∗′t β˜t
)
− g (y∗t+h − Z∗′t γ˜t))
]
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− 1√
P
T∑
t=R
 1
T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))
 = op (1)
which shows (1.34) as required. For the expectation of the second part of Equation (1.33) we need
to show that:
E∗
[
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
t βt
)(
β˜∗t − β˜t
)]
= op (1)
so that by the bootstrap LLN:
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
t βt
)(
β˜∗t − β˜t
)
= op∗ (1) (1.35)
Consider the bootstrap estimator from the recentered OLS objective function described in (1.20).
β˜∗t = arg min
β
1
R
t−h∑
j=t−R+1
(y∗j+h − F˜∗′j β)2 + 2β′
 1
T
T∑
j′=1
F˜j′ ˜1,j′+h,t

=
 1
R
t−h∑
j=t−R+1
F˜∗j F˜∗′j
−1 1
R
t−h∑
j=t−R+1
F˜∗j y∗j+h −
 1
T
T∑
j′=1
F˜j′ ˜1,j′+h,t

Now for all t ≥ R, using the definition ̂∗1,j+h,t = y∗j+h − F˜∗′j β˜t for j = t − R + 1, ..., t − h we can
write:
β˜∗t − β˜t +
 1
R
t−h∑
j=t−R+1
F˜∗j F˜∗′j
−1 1
R
t−h∑
j=t−R+1
F˜∗j ̂∗1,j+h,t −
 1
T
T∑
j′=1
F˜j′ ˜1,j′+h,t

This gives an expression equivalent to that in Corradi and Swanson (2006) Proof of Proposition 2
but for the linear case. Now recalling the definition that ˜1,j+h,t = yj+h− F˜ ′j β˜t , we first show that
E∗
 1
R
t−h∑
j=t−R+1
F˜∗j ̂∗1,j+h,t
 = 1
T
T∑
j=1
F˜j ˜1,j+h,t + op (1) (1.36)
since:
E∗
 1
R
t−h∑
j=t−R+1
F˜∗j ̂∗1,j+h,t

= E∗
 1
R
t−h∑
j=t−R+1
F˜∗j
(
y∗j+h − F˜∗′j β˜t
)
=
(
1
T − l + 1 F˜1
(
y1+h − F˜ ′1β˜t
)
+ ...+
1
T − l + 1 F˜T
(
yT+h − F˜ ′T β˜t
))
+Op
(
l
T
)
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=
1
T
T∑
j=1
F˜j ˜1,j+h,t + op (1)
as l/T → 0. Also note that for all t ≥ R
1
R
t−h∑
j=t−R+1
F˜∗j F˜∗′j p
∗
→ 1
T
T∑
j=1
F˜jF˜ ′j
=H0ΣFH
′
0 + op (1)
which follows from Proposition 2 as F˜j is consistent for H0Fj . Therefore it follows that:
E∗
[
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
t β
∗
t
)(
β˜∗t − β˜t
)]
= Dβ
(
H0ΣFH
′
0
)−1
E∗
 1√
P
T∑
t=R
1
R
t−h∑
j=t−R+1
F˜∗j ̂∗1,j+h,t − 1T
T∑
j′=1
F˜j′ ˜1,j′+h,t
+ op (1) (1.37)
= op (1)
because, as in Corradi and Swanson (2006), it follows from (1.36) that the bias term on the RHS
of (1.37) when rescaled by
√
P is of order Op
(
l/
√
T
)
since P = O (T ) and therefore this bias is
asymptotically negligible since we assume that l/
√
T → 0. This shows (1.35) as required.
Finally, for the expectation of the last part of Equation (1.33) we need to show that:
1√
P
T∑
t=R
∇γg
(
y∗t+h − Z∗′t γt
)
(γ˜∗t − γ˜t) = op∗ (1) (1.38)
Since we assume for simplicity that Zt does not contain does not contain estimated factors, this is
the same as the proof in Corradi and Swanson (2006) for the linear case, so we do not repeat this
proof here. If Zt contains estimated factors then we can treat it in the same way as the previous
proof.
Combining the results in Equations (1.34), (1.35) and (1.38) shows that the statistic S˜∗P has
mean zero, as required.
Proof of Bootstrap Variance
As Equation (1.33) is made up of three terms, the bootstrap variance contains three variances
and three covariances. We need to show that each of these are consistent for the three variance
and three covariance parts of the matrix Ω described in Theorem 1. We will only show the first
of these 6 terms, and the rest follow very similar lines, or are direct applications of the results in
Corradi and Swanson (2006).
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Firstly define the following variables de-meaned by bootstrap expectation:
g
(
y∗t+h − F˜∗
′
t β˜t
)
= g
(
y∗t+h − F˜∗
′
t β˜t
)
− 1
T
T∑
j=1
g
(
yj+h − F˜ ′j β˜t
)
∇F g
(
y∗t+h − F˜∗
′
t β˜t
)
= ∇F g
(
y∗t+h − F˜∗
′
t β˜t
)
− 1
T
T∑
j=1
∇F g
(
yj+h − F˜ ′j β˜t
)
For the first term of Equation (1.33), we must show that:
Var∗
[
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t β˜t
)
− g (y∗t+h − Z∗′t γ˜t))
]
= V + op (1) (1.39)
We start by taking a Taylor series expansion around the true γ and true (rotated) H ′−10 β:
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t β˜t
)
− g (y∗t+h − Z∗′t γ˜t)) (1.40)
=
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t H ′−10 β
)
− g (y∗t+h − Z∗′t γ))
+
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗′t βt
)(
β˜t −H ′−10 β
)
+
1√
P
T∑
t=R
∇γg
(
y∗t+h − Z∗′t γt
)
(γ˜t − γ)
=
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t H ′−10 β
)
− g (y∗t+h − Z∗′t γ))+ op∗ (1)
since the last two terms on the RHS of (1.40) is op∗ (1) as shown by Corradi and Swanson (2006).
We now analyse the bootstrap variance of this final term. Without loss of generality take R = b1l
Var∗
[
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t H ′−10 β
)
− g (y∗t+h − Z∗′t γ))
]
= Var∗
 1√
P
b∑
j=b1+1
l∑
i=1
(
g
(
yIj+i+h − F˜ ′Ij+iH ′−10 β
)
− g
(
yIj+i+h − Z ′Ij+iγ
))
= E∗
[
1
l
l∑
i=1
l∑
i′=1
(
g
(
yIj+i+h − F˜ ′Ij+iH ′−10 β
)
− g
(
yIj+i+h − Z ′Ij+iγ
))
×
(
g
(
yIj+i′+h − F˜ ′Ij+i′H ′−10 β
)
− g
(
yIj+i′+h − Z ′Ij+i′γ
))]
=
1
T
T−l∑
t=l
l∑
j=−l
((
g
(
yt+h − F˜ ′tH ′−10 β
)
− g (yt+h − Z ′tγ)) (1.41)
×
(
g
(
yt+h+j − F˜ ′t+jH ′−10 ββ
)
− g (yt+h+j − Z ′t+jγ)))+Op( l2T
)
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Now, unlike in Corradi and Swanson (2006) we also need to relate estimated factors back to true
(rotated) factors. Therefore from Proposition 2 which states that:
1
T
T∑
t=1
∥∥∥F˜t −H0Ft∥∥∥2 = Op(max{ 1
N
,
1
R
})
we expand g
(
yt+h − F˜ ′tH ′−10 β
)
around H0Ft for all t, which gives:
g
(
yt+h − F˜ ′tH ′−10 β
)
= g
(
yt+h − F ′tβ
)
+∇F g
(
yt+h − F ′tH ′−10 β
)(
F˜t −H0Ft
)
(1.42)
for some F t ∈
(
F˜t, H0Ft
)
. Therefore the variance expression in Equation (1.41) can be written as
the variance of the true forecast error loss differential g (1,t+h)− g (2,t+h) plus cross-products and
the square of the factor estimation error term:
=
1
T
T−l∑
t=l
l∑
j=−l
((
g (1,t+h)− g (2,t+h) +∇F g
(
yt+h − F ′tH ′−10 β
)(
F˜t −H0Ft
))
×
(
g (1,t+h+j)− g (2,t+h+j) +∇F g
(
yt+h+j − F ′t+jH ′−10 β
)(
F˜t+j −H0Ft+j
)))
+Op
(
l2
T
)
=
1
T
T−l∑
t=l
l∑
j=−l
[(g (1,t+h)− g (2,t+h)) (g (1,t+h+j)− g (2,t+h+j))] + op (1)
For the last line to hold we use a similar argument to that used implicitly in Corradi and Swanson
(2014) proof of Theorem 2. Since the remaining terms are squares and cross-products of factor
estimation error with mean-zero variables, they are all op (1) by Proposition 2. For example take
the first factor estimation error term:
1
T
T−l∑
t=l
l∑
j=−l
[
(g (1,t+h)− g (2,t+h))×∇F g
(
yt+h+j − F ′t+jH ′−10 β
)(
F˜t+j −H0Ft+j
)]
≤ (2l + 1) sup
−l≤j≤l
∣∣∣∣∣ 1T
T−l∑
t=l
(g (1,t+h)− g (2,t+h))×∇F g
(
yt+h+j − F ′t+jH ′−10 β
)(
F˜t+j −H0Ft+j
)∣∣∣∣∣
= (2l + 1)×Op (1)Op
(
max
{
1√
N
,
1√
R
})
Since for any j we have:
1
T
T−l∑
t=l
(g (1,t+h)− g (2,t+h))×∇F g
(
yt+h+j − F ′t+jH ′−10 β
)(
F
(R)
t+j −H0Ft+j
)
≤
(
1
T
T−l∑
t=l
∥∥∥(g (1,t+h)− g (2,t+h))∇F g (yt+h+j − F ′t+jH ′−10 β)∥∥∥2
)1/2
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×
(
1
T
T−l∑
t=l
∥∥∥F˜t+j −H0Ft+j∥∥∥2)1/2
And by Proposition 2 which states that 1T
∑T−l
t=l
∥∥∥F˜t+j −H0Ft+j∥∥∥2 = Op (max{ 1N , 1R}), the second
term is Op
(
max
{
1√
N
, 1√
R
})
and clearly the first term is Op (1). Therefore, since all the other factor
estimation error terms follow a similar logic (and the squared factor estimation error term is of yet
smaller order), we will finally be able to show that:
Var∗
[
1√
P
T∑
t=R
(
g
(
y∗t+h − F˜∗′t β˜t
)
− g (y∗t+h − Z∗′t γ˜t))
]
=
1
T
T−l∑
t=l
l∑
j=−l
[(g (1,t+h)− g (2,t+h)) (g (1,t+h+j)− g (2,t+h+j))]
+Op (l)Op
(
max
{
1√
N
,
1√
R
})
+ op (1)
And the final two error terms are both negligible since we have that R = o (T ),
√
T/N → 0
and l/T 1/4 → 0 which all imply that both l/√N → 0 and that l/√R → 0. Finally defining
the population autocovariance γj = E [(g (1,t+h)− g (2,t+h)) (g (1,t+h+j)− g (2,t+h+j))] it follows
from West (1996) that the last term equals:
=
l∑
j=−l
γj +
 1
T
T−l∑
t=l
l∑
j=−l
(g (1,t+h)− g (2,t+h)) (g (1,t+h+j)− g (2,t+h+j))−
l∑
j=−l
γj
+ op (1)
=
l∑
j=−l
γj + op (1)
p→ V
which shows (1.39) as required.
We do not repeat this proof for the other 5 variances and covariances as these are similar in
logic. Specifically, we can show that:
Var∗
[
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
t βt
)(
β˜∗t − β˜t
)]
=
(
1− 1
3pi
)
DβVFD
′
β + op (1) (1.43)
Var∗
[
1√
P
T∑
t=R
∇γg
(
y∗t+h − Z∗′t γt
)
(γ˜∗t − γ˜t)
]
=
(
1− 1
3pi
)
DγVZD
′
γ + op (1) (1.44)
Cov∗
(g (y∗t+h − F˜∗′t β˜t)− g (y∗t+h − Z∗′t γ˜t))− 1T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))
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,
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
j βt
)(
β˜∗t − β˜t
)]
= 2
(
1− 1
2pi
)
DβC,F + op (1) (1.45)
Cov∗
(g (y∗t+h − F˜∗′t β˜t)− g (y∗t+h − Z∗′t γ˜t))− 1T
T∑
j=1
(g (˜1,j+h,t)− g (˜2,j+h,t))
,
1√
P
T∑
t=R
∇γg
(
y∗t+h − Z∗′t γt
)
(γ˜∗t − γ˜t)
]
= 2
(
1− 1
2pi
)
DγC,Z + op (1) (1.46)
Cov∗
[
1√
P
T∑
t=R
∇βg
(
y∗t+h − F˜∗
′
j βt
)(
β˜∗t − β˜t
)
,
1√
P
T∑
t=R
∇γg
(
y∗t+h − Z∗′t γt
)
(γ˜∗t − γ˜t)
]
= 2
(
1− 1
3pi
)
DβCF,ZD
′
γ + op (1) (1.47)
Therefore combining the results in Equations (1.39) and (1.43)-(1.47) it follows that
Var∗
[
S˜∗P
]
= Ω + op (1)
as required. This completes the proof of Theorem 2.
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1.10 Appendix B
This section contains details of some of results used in Appendix A in the previous section, namely
the proofs of Lemma A, Lemma B and Corollary A.
1.10.1 Proof of Lemma A
Lemma A: Under Identification I1 and Assumptions 1-8,
(i)
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j −H(t)NRFj∥∥∥2 = Op(max{ 1N , 1R
})
(ii)
sup
t≥R
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
uij = Op
(
max
{
1
N
,
1
R
})
(iii)
sup
t≥R
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
F ′j = Op
(
max
{
1
N
,
1
R
})
(iv)
sup
t≥R
(
Λ̂(t) − ΛH(t)−1NR
)
= Op
(
max
{
1
N
,
1√
R
})
(v)
sup
t≥R
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
j+h = Op
(
max
{
1
N
,
1
R
})
As mentioned in the paper, the notation “supt≥R” is shorthand for “supR≤t≤T ” and similarly
statements like “for all t ≥ R” should be taken to mean “for all t between R and T”. To begin
with, note that the proofs of both Lemmas A and B will be based on the definition of eigenvalues
and eigenvectors defined in the rolling estimation case. Unlike Bai and Ng (2002), Bai (2003) and
Bai and Ng (2006), which all prove results on the full sample, here we have the following relation
for all t ≥ R: (
X(t)X(t)′
NR
)
F̂ (t) = F̂ (t)V̂ (t)
As described in the text, and suppressing the dependence on N and R , V̂ (t) is an r × r diagonal
matrix containing the largest r eigenvalues of the R×R variance-covariance matrix X(t)X(t)′/NR,
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containing observations from t−R+ 1 to t. Now modifying Bai (2003) Equation A.1 to the rolling
estimation case: for each rolling window t ≥ R and for j = t−R+ 1, ..., t we have:
F̂
(t)
j −H(t)Fj = V̂ (t)−1
(
1
R
t∑
k=t−R+1
F̂
(t)
k γkj +
1
R
t∑
k=t−R+1
F̂
(t)
k ζkj
+
1
R
t∑
k=t−R+1
F̂
(t)
k ηkj +
1
R
t∑
k=t−R+1
F̂
(t)
k ξkj
)
, (1.48)
Note that the rotation matrix for the standard PCA estimates defined in the paper is:
H
(t)
NR = V̂
(t)−1 F̂ (t)′F (t)
R
Λ′Λ
N
and, as defined in Bai and Ng (2002), we let:
γkj = E
(
1
N
N∑
i=1
uikuij
)
ζkj =
(
1
N
N∑
i=1
uijuik
)
− γkj
ηkj =
1
N
N∑
i=1
F ′kλiuij = F
′
k
Λ′uj
N
ξkj =
1
N
N∑
i=1
λ′iFjuik =
u′kΛ
N
Fj
Proof of Lemma A(i)
Firstly, note that in each rolling window t ≥ R we impose the normalization F̂ (t)′F̂ (t)/R = I
which implies that R−1
∑t
j=t−R+1
∥∥∥F̂ (t)j ∥∥∥ = Op (1) for all t ≥ R. Furthermore by Assumption 1
and 2a we have that F (t)′F (t)/R = Op (1) for all t ≥ R and by Assumption 2b Λ′Λ/N = Op (1).
Therefore we have that
∥∥∥H(t)NR∥∥∥ ≤ ∥∥∥F̂ (t)′F̂ (t)/R∥∥∥1/2 ∥∥F (t)′F (t)/R∥∥1/2 ‖Λ′Λ/N‖ = Op (1) for all t ≥
R. Now, given the stationarity of Ft a similar argument to Bai (2003) Lemma A.3 holds meaning
that V̂ (t) →p V and therefore V̂ (t)−1 = Op (1) for all t ≥ R, therefore we can ignore the presence of
V̂ (t)−1 in what follows. From (1.48) we have for all t ≥ R:
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j −H(t)NRFj∥∥∥2
≤ 4
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k γkj
∥∥∥∥∥
2
+
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ζkj
∥∥∥∥∥
2
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+∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ηkj
∥∥∥∥∥
2
+
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ξkj
∥∥∥∥∥
2

Looking at the first term for all t ≥ R we have:
1
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k γkj
∥∥∥∥∥
2
≤ 1
R
(
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
) 1
R
t∑
j=t−R+1
t∑
k=t−R+1
γ2kj

Therefore:
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k γkj
∥∥∥∥∥
2
≤ 1
R
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
)sup
t≥R
1
R
t∑
j=t−R+1
t∑
k=t−R+1
γ2kj

= Op
(
1
R
)
given that, because of Assumption 3b supt≥R
1
R
∑t
j=t−R+1
∑t
k=t−R+1 |γkj | ≤ C and therefore the
second bracket is Op (1) by a similar logic to Lemma 1(i) in Bai and Ng (2002), and
1
R
∑t
k=t−R+1∥∥∥F̂ (t)k ∥∥∥2 = Op(1) for all t ≥ R because of the normalizing assumption as mentioned above. For the
second part we have for all t ≥ R:
1
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ζkj
∥∥∥∥∥
2
=
1
R
t∑
j=t−R+1
t∑
k=t−R+1
t∑
k′=t−R+1
1
R2
F̂
(t)′
k F̂
(t)
k′ ζkjζk′j
≤ 1
R
(
1
R2
t∑
k=t−R+1
t∑
k′=t−R+1
(
F̂
(t)′
k F̂
(t)
k′
)2)1/2 1
R2
t∑
k=t−R+1
t∑
k′=t−R+1
 t∑
j=t−R+1
ζkjζk′j
21/2
≤ 1
R
(
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
) 1
R2
t∑
k=t−R+1
t∑
k′=t−R+1
 t∑
j=t−R+1
ζkjζk′j
21/2
by the same logic as Bai and Ng (2002) proof of Theorem 1 part bt. Now:
1
R
sup
t≥R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ζkj
∥∥∥∥∥
2
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≤ 1
R
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
)sup
t≥R
1
R2
t∑
k=t−R+1
t∑
k′=t−R+1
 t∑
j=t−R+1
ζkjζk′j
21/2
= Op
(
1
N
)
since, as above, 1R
∑t
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2 = Op (1) for all t ≥ R and because for all t we have:
E
 t∑
j=t+1−R
ζkjζk′j
2 = E
 t∑
j=t+1−R
t∑
j′=t+1−R
(
ζkjζk′jζkj′ζk′j′
)
≤ R2 sup
k,j
E |ζkj |4 ≤ R
2
N2
C,
because, given that ζkj = N
−1∑N
i=1 (uijuik − γkj) we have:
sup
k,j
E |ζkj |4 = sup
k,j
E
∣∣∣∣∣N−1
N∑
i=1
(uijuik − γkj)
∣∣∣∣∣
4
=
1
N2
sup
k,j
E
∣∣∣∣∣N− 12
N∑
i=1
(uijuik − γkj)
∣∣∣∣∣
4
≤ C
N2
by Assumption 3c. Therefore:
1
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ζkj
∥∥∥∥∥
2
≤ 1
R
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
)sup
t≥R
1
R2
t∑
k=t−R+1
t∑
k′=t−R+1
 t∑
j=t−R+1
ζkjζk′j
21/2
=
1
R
Op (1)Op
(
R
N
)
= Op
(
1
N
)
Turning to the third part, for all t ≥ R we follow the same lines as Bai and Ng (2002):
1
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ηkj
∥∥∥∥∥
2
=
1
R
t∑
j=t−R+1
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k F
′
k
Λ′uj
N
∥∥∥∥∥
2
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≤
(
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
)(
1
R
t∑
k=t−R+1
‖Fk‖2
) 1
R
t∑
j=t−R+1
∥∥∥∥Λ′ujN
∥∥∥∥2

Therefore:
sup
t≥R
1
R
t∑
j=t+1−R
∥∥∥∥∥ 1R
t∑
k=t−R+1
F̂
(t)
k ηkj
∥∥∥∥∥
2
≤
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2
)(
sup
t≥R
1
R
t∑
k=t−R+1
‖Fk‖2
) 1
N
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥∥Λ′uj√N
∥∥∥∥2

= Op (1)Op (1)Op
(
1
N
)
= Op
(
1
N
)
given that 1R
∑t
k=t−R+1
∥∥∥F̂ (t)k ∥∥∥2 = Op(1) and 1R∑tk=t−R+1 ‖Fk‖2 = Op (1) for all t ≥ R as above,
and supt≥R
1
R
∑t
j=t−R+1
∥∥∥Λ′uj√
N
∥∥∥2 = Op (1) because of Assumption 4f. Finally, since ξkj is related
to ηkj such that ξkj =
1
N
∑N
i=1 λ
′
iFjuik =
u′kΛ
N Fj = ηjk the final term can be treated in exactly the
same way and is also Op
(
1
N
)
. Therefore it follows that:
sup
t≥R
1
R
t∑
j=t−R+1
∥∥∥F̂ (t)j −H(t)NRFj∥∥∥2 = Op( 1R
)
+Op
(
1
N
)
= Op
(
max
{
1
R
,
1
N
})
as required.
Proof of Lemma A(ii). Both the proofs of Lemma A(ii) and A(iii) follow very closely the proof
above, and extend Lemmas B.1 and B.2 of Bai (2003) to the rolling estimation case. They make
use of the result in Lemma A(i) on squared factor estimation error, as the proofs in Bai (2003) use
his Lemma A.1. For the sake of brevity, we show how the starting point of the proofs differs to
those in the above Lemmas and the rest is omitted for the sake of brevity.
Using again the decomposition in Equation (1.48) we get:
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
uij = V̂
(t)−1 1
R
t∑
j=t−R+1
(
1
R
t∑
k=t−R+1
F̂
(t)
k γkjuij +
1
R
t∑
k=t−R+1
F̂
(t)
k ζkjuij
+
1
R
t∑
k=t−R+1
F̂
(t)
k ηkjuij +
1
R
t∑
k=t−R+1
F̂
(t)
k ξkjuij
)
= V̂ (t)−1 (It + IIt + IIIt + IVt)
The rest of the proof is similar to above. This is also similar to the proof of Lemma B(i) below,
replacing 1,j+h with uij throughout, and without rescaling by
√
P . This term is Op
(
max
{
1
N ,
1
R
})
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as required.
Proof of Lemma A(iii). In a similar way to A(ii) above, using Equation (1.48) we get:
1
R
t∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
F ′j = V̂
(t)−1 1
R
t∑
j=t−R+1
(
1
R
t∑
k=t−R+1
F̂
(t)
k F
′
jγkj +
1
R
t∑
k=t−R+1
F̂
(t)
k F
′
jζkj
+
1
R
t∑
k=t−R+1
F̂
(t)
k F
′
jηkj +
1
R
t∑
k=t−R+1
F̂
(t)
k F
′
jξkj
)
and the rest of the proof follows that in A(ii), replacing uij with F
′
j . It follows that this term
is Op
(
max
{
1
N ,
1
R
})
as required.
Proof of Lemma A(iv). Here we adjust the proof of Bai (2003) Theorem 2 to the rolling case.
For our purposes we do not need a distribution for Λ̂(t), so we do not need to rescale by
√
R. Under
standard PCA with normalizing Identification I1, the rolling factor loading estimates are:
Λ̂(t) =
X(t)′F̂ (t)
R
= R−1
(
F (t)Λ′ + u(t)
)′
F̂ (t)
= R−1ΛF (t)′F̂ (t)/R+ u(t)′F̂ (t)
= R−1Λ
(
F (t) + F̂ (t)H
(t)′−1
NR − F̂ (t)H(t)′−1NR
)′
F̂ (t)
+R−1u(t)′F (t)H(t)NR +R
−1u(t)′
(
F (t) − F̂ (t)H(t)′−1NR
)
= R−1u(t)′F (t)H(t)NR +R
−1Λ
(
F (t)′ +H(t)−1NR F̂
(t)′ −H(t)−1NR F̂ (t)′
)
F̂ (t)
+R−1u(t)′
(
F (t) − F̂ (t)H(t)′−1NR
)
= R−1u(t)′F (t)H(t)NR + ΛH
(t)−1
NR +R
−1Λ
(
F (t)′ −H(t)−1NR F̂ (t)′
)
F̂ (t)
+R−1u(t)′
(
F (t) − F̂ (t)H(t)′−1NR
)
which uses F (t) = F (t) + F̂ (t)H
(t)′−1
NR − F̂ (t)H(t)′−1NR and the fact that for all t ≥ R, we normalize
R−1F̂ (t)′F̂ (t) = I. Therefore:
Λ̂(t) − ΛH(t)−1NR =
1
R
t∑
j=t−R+1
ujF
′
jH
(t)
NR + Λ
1
R
t∑
j=t−R+1
F̂
(t)
j
(
Fj − F̂ (t)H(t)−1NR
)′
+
1
R
t∑
j=t−R+1
uj
(
Fj − F̂ (t)H(t)−1NR
)′
Now since for all i and t, E (uitFt) = 0, it follows that supt≥R
1
R
∑t
j=t−R+1 ujF
′
jH
(t)
NR = Op
(
1√
R
)
.
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Now using Lemmas A(ii) and A(iii) for the remaining two terms we have shown that
sup
t≥R
(
Λ̂(t) − ΛH(t)−1NR
)
= Op
(
1√
R
)
+Op
(
max
{
1
N
,
1
R
})
= Op
(
max
{
1
N
,
1√
R
})
as required.
Proof of Lemma A(v) This is proved as part of Lemma B(i) which shows that supt≥R
1
R∑t
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
j+h = Op
(
max
{
1
N ,
1
R
})
implying that
1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
1,j+h = Op
(
max
{√
P
N
,
√
P
R
})
as required.
1.10.2 Proof of Lemma B
Lemma B. Under Identification I1 and Assumptions 1-8,
(i)
1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F̂
(t)
j −H(t)NRFj
)
1,j+h = Op
(
max
{√
P
N
,
√
P
R
})
(ii)
1√
P
T∑
t=R
∇F g (1,t+h)
(
F̂
(t)
t −H(t)NRFt
)
= Op
(
max
{√
P
N
,
√
P
R
})
Proof of Lemma B(i) Directly from Equation (1.48), it is immediate to see that for all t ≥ R:
(
F̂
(t)
j −H(t)NRFj
)
1,j+h = V̂
(t)−1
(
1
R
t∑
k=t−R+1
F̂
(t)
k γkj1,j+h +
1
R
t∑
k=t−R+1
F̂
(t)
k ζkj1,j+h
+
1
R
t∑
k=t−R+1
F̂
(t)
k ηkj1,j+h +
1
R
t∑
k=t−R+1
F̂
(t)
k ξkj1,j+h
)
,
Therefore:
1√
PR
T∑
t=R
t−h∑
j=t+1−R
(
F̂
(t)
j −H(t)NRFj
)
1,j+h
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=
1√
PR
T∑
t=R
t−h∑
j=t+1−R
V̂ (t)−1
(
1
R
t∑
k=t−R+1
F̂
(t)
k γkj1,j+h +
1
R
t∑
k=t−R+1
F̂
(t)
k ζkj1,j+h
+
1
R
t∑
k=t−R+1
F̂
(t)
k ηkj1,j+h +
1
R
t∑
k=t−R+1
F̂
(t)
k ξkj1,j+h
)
=
1√
PR
T∑
t=R
V̂ −1t (It + IIt + IIIt + IVt) .
The difference between this Lemma and Lemma A.1 (vi) of Bai and Ng (2006) is that we now
have a double-sum within and across rolling windows. Intuitively, however, since Bai and Ng (2006)
show for the full sample that 1T
∑T−h
t=1 t+h
(
F̂t −HFt
)
= Op
(
max
{
1
N ,
1
T
})
, when we additionally
average the sum over
∑T
t=R and rescale by
√
P this quantity will still be op (1) ,given that R and
P are of the same order as T and we assume that
√
T/N → 0. We will formally show this here,
using the result in Lemma A(i). As above, since V̂ (t)−1 = Op (1) we ignore it in what follows. Now,
by adding and subtracting terms we can rewrite It as:
1√
PR
T∑
t=R
It =
1√
PR2
T∑
t=R
t−h∑
j=t−R+1
t∑
k=t−R+1
H
(t)
NRFkγkj1,j+h
+
1√
PR2
T∑
t=R
t−h∑
j=t−R+1
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
γkj1,j+h
Consider the expectation of the first part (ignoring H
(t)
NR):
1√
PR2
T∑
t=R
t−h∑
j=t−R+1
t∑
k=t−R+1
E ‖Fkγkj1,j+h‖
≤ 1√
PR2
T∑
t=R
t−h∑
j=t−R+1
t∑
k=t−R+1
|γkj |
(
E
(
‖Fk‖2
))1/2 (
E |1,j+h|2
)1/2
≤
√
P
R
 1
R
sup
t≥R
t−h∑
j=t−R+1
t∑
k=t−R+1
|γkj |
×Op (1)
= Op
(√
P
R
)
as 1R supt≥R
∑t
j=t−R+1
∑t
k=t−R+1 |γkj | = Op (1) by Assumption 3b and E ‖Fk‖2 and E |1,j+h|2 are
bounded by Assumptions 2a and 5a. Turning to the second part:
1√
P
T∑
t=R
∥∥∥∥∥∥ 1R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)Fk
) 1
R
t∑
j=t−R+1
γkj1,j+h
∥∥∥∥∥∥
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≤ 1√
P
T∑
t=R
(
1
R2
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)Fk∥∥∥2
)1/2
×
 1
R
t−h∑
j=t−R+1
t∑
k=t−R+1
|γkj |2 1
R
t−h∑
j=t−R+1
21,j+h
1/2
=
√
P
R
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)Fk∥∥∥2
)1/2
×
sup
t≥R
1
R
t−h∑
j=t−R+1
t∑
k=t−R+1
|γkj |2 1
R
t−h∑
j=t−R+1
21,j+h
1/2
=
√
P
R
Op
(
max
{
1√
R
,
1√
N
})
Op(1) = Op
(√
P
R
max
{
1√
R
,
1√
N
})
because the square root of the first bracket is Op
(
max
{
1√
R
, 1√
N
})
because of Lemma A(i), and
both terms in the second square bracket are Op(1) uniformly in t, by Assumptions 2a and 5a.
In a similar way, we can rewrite IIt by adding and subtracting terms to give:
1√
PR
T∑
t=R
IIt =
1√
PR2
T∑
t=R
t−h∑
j=t+1−R
t∑
k=t−R+1
H
(t)
NRFkζkj1,j+h
+
1√
PR2
T∑
t=R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
) t−h∑
j=t−R+1
ζkj1,j+h
Recalling the definition of ζkj =
1
N
(∑N
i=1 uijuik − γkj
)
the first part, ignoring H
(t)
NR, can be written
as:
1√
PNR2
T∑
t=R
t∑
k=t+1−R
t−h∑
j=t−R+1
N∑
i=1
Fk (uijuik − γkj) 1,j+h
=
1√
NR
1√
P
T∑
t=R
1
R
t−h∑
j=t−R+1
mj,t1,j+h
≤
√
P√
NR
sup
t≥R
1
R
t−h∑
j=t−R+1
mj,t1,j+h
where mj,t = supt≥R
1√
NR
∑t
k=t−R+1
∑N
i=1 Fk (uijuik − γkj) . Now:
sup
t≥R
1
R
t−h∑
j=t−R+1
mj,t2,j+h ≤
sup
t≥R
1
R
t−h∑
j=t−R+1
‖mj,t‖2
1/2sup
t≥R
1
R
t−h∑
j=t−R+1
21,j+h
1/2
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=sup
t≥R
1
R
t−h∑
j=t−R+1
‖mj,t‖2
1/2Op(1),
because by stationarity 1R
∑t−h
j=t−R+1 
2
1,j+h = Op(1) for all t given Assumption 5a. Also,
E ‖mj,t‖2 = E
∥∥∥∥∥supt≥R 1√NR
t∑
k=t+1−R
N∑
i=1
Fk (uijuik − γkj)
∥∥∥∥∥
2
= Op(1),
because of Assumption 4a. Therefore the first term is Op
( √
P√
NR
)
. For the second term:
1√
P
T∑
t=R
1
R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
) 1
R
t−h∑
j=t−R+1
ζkj1,j+h
≤ 1√
P
T∑
t=R
(
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)NRFk∥∥∥2
)1/2 1
R
t∑
k=t−R+1
∣∣∣∣∣∣ 1R
t−h∑
j=t−R+1
ζkj1,j+h
∣∣∣∣∣∣
21/2
≤
√
P
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)NRFk∥∥∥2
)1/2sup
t≥R
1
R
t∑
k=t−R+1
∣∣∣∣∣∣ 1R
t−h∑
j=t−R+1
ζkj1,j+h
∣∣∣∣∣∣
21/2
=
√
POp
(
max
{
1√
N
,
1√
R
})
Op
(
1√
RN
)
,
by Lemma A(i), and as:
E
∣∣∣∣∣∣supt≥R 1R
t−h∑
j=t−R+1
ζkj1,j+h
∣∣∣∣∣∣
2
= E
∣∣∣∣∣∣supt≥R 1R
t−h∑
j=t−R+1
1
N
N∑
i=1
(uijuik − γkj) 1,j+h
∣∣∣∣∣∣
2
= E
∣∣∣∣∣∣supt≥R 1R
t−h∑
j=t−R+1
1
N
N∑
i=1
(uijuik − γkj) 1,j+h
∣∣∣∣∣∣
2
=
1
RN
E
∣∣∣∣∣∣supt≥R 1√NR
t−h∑
j=t−R+1
N∑
i=1
(uijuik − γkj) 1,j+h
∣∣∣∣∣∣
2
= Op
(
1
RN
)
given Assumption 4b (recalling that γkj = E (uijuik)), therefore the square root is Op
(
1√
NR
)
.
Hence, combining these results, 1√
P
∑T
t=R IIt = Op
( √
P√
NR
)
+ Op
(
max
{
1√
N
, 1√
R
})
Op
( √
P√
NR
)
.
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Turning to part IIIt:
1√
P
T∑
t=R
IIIt =
1√
PR2
T∑
t=R
t−h∑
j=t+1−R
t∑
k=t−R+1
H
(t)
NRFkηkj1,j+h
+
1√
PR2
T∑
t=R
t−h∑
j=t+1−R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
ηkj1,j+h
and from above, ηkj =
1
N
∑N
i=1 F
′
kλiuij = F
′
k
Λ′uj
N therefore the first part (ignoring H
(t)
NR) is equal
to:
1√
P
T∑
t=R
(
1
R
t∑
k=t−R+1
FkF
′
k
) 1
R
t−h∑
j=t+1−R
Λ′uj
N
1,j+h

≤
√
P
(
1
R
sup
t≥R
t∑
k=t−R+1
FkF
′
k
) 1
R
sup
t≥R
t−h∑
j=t+1−R
Λ′uj
N
1,j+h

=
√
P√
RN
 1√
RN
sup
t≥R
t−h∑
j=t+1−R
Λ′uj1,j+h
×Op (1)
= Op
( √
P√
RN
)
,
using Assumptions 2a and 4c. For the second part:
1√
PR2
T∑
t=R
t−h∑
j=t+1−R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
ηkj1,j+h
≤ 1√
P
T∑
t=R
(
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)NRFk∥∥∥2
)1/2 1
R
t∑
k=t−R+1
∣∣∣∣∣∣ 1R
t−h∑
j=t−R+1
ηkj1,j+h
∣∣∣∣∣∣
21/2
≤
√
P
(
sup
t≥R
1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)NRFk∥∥∥2
)1/2sup
t≥R
1
R
t∑
k=t−R+1
∣∣∣∣∣∣ 1R
t−h∑
j=t−R+1
ηkj1,j+h
∣∣∣∣∣∣
21/2
=
√
POp
(
max
{
1√
N
,
1√
R
})
Op
(
1√
NR
)
,
Since:
sup
t≥R
1
R
t∑
k=t−R+1
∣∣∣∣∣∣ 1R
t−h∑
j=t−R+1
ηkj1,j+h
∣∣∣∣∣∣
2
= sup
t≥R
1
R
t∑
k=t−R+1
∣∣∣∣∣∣ 1R
t−h∑
j=t−R+1
F ′k
Λ′uj
N
1,j+h
∣∣∣∣∣∣
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≤
(
sup
t≥R
t∑
k=t−R+1
1
R
‖Fk‖2
) 1
NR
sup
t≥R
t∑
k=t−R+1
∥∥∥∥∥∥ 1√NR
t−h∑
j=t−R+1
Λ′uj1,j+h
∥∥∥∥∥∥
2
=
1
NR
×Op (1)
from Assumptions 2a and 4c. Hence, 1√
P
∑T−h
t=R+1 IIIt = Op
( √
P√
RN
)
+
√
POp
(
max
{
1√
N
, 1√
R
})
×Op
(
1√
NR
)
= Op
( √
P√
RN
)
. The proof of IVt follows exactly the same logic as the previous one,
making use of Assumptions 4e and 4f. Therefore it follows that:
1√
PR
T∑
t=R
V̂ (t)−1 (It + IIt + IIIt + IVt) = Op
(
max
{√
P
N
,
√
P
R
})
as required.
Proof of Lemma B(ii). The proof of this part will follow a similar logic to the proofs of A(i)
and B(i), but noting that this term is the rescaled average of the last observation of each rolling
window of factor estimates. This uses those factors which are used to make out-of-sample forecasts.
This is as opposed to part B(i) which was a rescaled average of the average over all observations
in each rolling window. Since the last observation of each rolling window has still been estimated
using data from the full window, in a similar way to (1.48) we will have:
F̂
(t)
t −H(t)NRFt = V̂ (t)−1
(
1
R
t∑
k=t−R+1
F̂
(t)
k γkt +
1
R
t∑
k=t−R+1
F̂
(t)
k ζkt
+
1
R
t∑
k=t−R+1
F̂
(t)
k ηkt +
1
R
t∑
k=t−R+1
F̂
(t)
k ξkt
)
,
And therefore:
1√
P
T∑
t=R
∇F g (1,t+h)
(
F̂
(t)
t −H(t)NRFt
)
=
1√
P
T∑
t=R
V̂ (t)−1
(
1
R
t∑
k=t−R+1
∇F g (1,t+h) F̂ (t)k γkt +
1
R
t∑
k=t−R+1
∇F g (1,t+h) F̂ (t)k ζkt
+
1
R
t∑
k=t−R+1
∇F g (1,t+h) F̂ (t)k ηkt +
1
R
t∑
k=t−R+1
∇F g (1,t+h) F̂ (t)k ξkt
)
=
1√
P
T∑
t=R
V̂ (t)−1
(
1
R
∇F g (1,t+h)
t∑
k=t−R+1
F̂
(t)
k γkt +
1
R
∇F g (1,t+h)
t∑
k=t−R+1
F̂
(t)
k ζkt
+
1
R
∇F g (1,t+h)
t∑
k=t−R+1
F̂
(t)
k ηkt +
1
R
∇F g (1,t+h)
t∑
k=t−R+1
F̂
(t)
k ξkt
)
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=
1√
P
T∑
t=R
V̂ (t)−1 (It + IIt + IIIt + IVt)
Note that, unlike in the previous Lemma, the terms ∇F g (1,t+h) do not appear inside sums within
rolling windows, and therefore we do not need to treat contemporaneous products of ∇F g (1,t+h)
with the factor model components as we did with 1,t+h in B(i). Again we ignore V̂
(t)−1. For the
first part
1√
P
T∑
t=R
It =
1√
PR
T∑
t=R
∇F g (1,t+h)
t∑
k=t−R+1
H
(t)
NRFkγkt
+
1√
PR
T∑
t=R
∇F g (1,t+h)
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
γkt
For the first term, we have that:
E
∥∥∥∥∥ 1√PR
T∑
t=R
t∑
k=t−R+1
∇F g (1,t+h)H(t)NRFkγkt
∥∥∥∥∥
≤ 1√
PR
T∑
t=R
t∑
k=t−R+1
|γkt|
(
E
(∥∥∥H(t)NRFk∥∥∥2))1/2 (E ‖∇F g (1,t+h)‖2)1/2
=
√
P
R
1
P
T∑
t=R
t∑
k=t−R+1
|γkt| ×Op (1)
= Op
(√
P
R
)
As the last two brackets are Op (1) by Assumptions 2a and 7c, and
1
P
∑T
t=R
∑t
k=t−R+1 |γkt| = Op (1)
by Assumption 3b. Now for the second part:
1
PR
T∑
t=R
∇F g (1,t+h)
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
γkt
≤ 1
PR
(
T∑
t=R
‖∇F g (1,t+h)‖2
)1/2 T∑
t=R
∥∥∥∥∥
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
γkt
∥∥∥∥∥
2
1/2
=
(
1
P
T∑
t=R
‖∇F g (1,t+h)‖2
)1/2 1
P
T∑
t=R
∥∥∥∥∥ 1R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
γkt
∥∥∥∥∥
2
1/2
= Op (1)Op
(
max
{
1√
N
,
1√
R
})
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(
1√
R
)
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Since, by a similar logic to the proofs of Lemma A.2 and A.3 of Goncalves and Perron (2014),
1
P
T∑
t=R
∥∥∥∥∥ 1R
t∑
k=t−R+1
(
F̂
(t)
k −H(t)NRFk
)
γkt
∥∥∥∥∥
2
≤
(
sup
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1
R
t∑
k=t−R+1
∥∥∥F̂ (t)k −H(t)NRFk∥∥∥2
)(
1
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T∑
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t∑
k=t−R+1
γ2kt
)
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(
max
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1
N
,
1
R
})
Op
(
1
R
)
by Lemma A1(i) and Assumption 3b. Therefore it follows that
∥∥∥ 1√
P
∑T
t=R It
∥∥∥ = Op (√PR ) +
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N
, 1√
R
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(√
P√
R
)
in a similar way as in Lemma B(i). Now turning to IIt:
∥∥∥∥∥ 1P
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∥∥∥∥∥
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=
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P
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by Assumption 3c in the same way as in the proof of Lemma A(i). Therefore:
1
P
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sup
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1
R
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Now: ∥∥∥∥∥ 1P
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∥∥∥∥∥
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′
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k
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N . And following the same lines and Bai and Ng (2002):
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)
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And as before, part IVt follows in the same way as part IIIt. Therefore it follows that:
1√
P
T∑
t=R
∇F g (1,t+h)
(
F̂
(t)
t −H(t)NRFt
)
= Op
(
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{√
P
N
,
√
P
R
})
as required.
1.10.3 Proof of Corollary A
Corollary A Given Proposition 1b and Lemma B:
(i)
1√
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T∑
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(t)
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)
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(
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P
N
,
√
P
R
})
Proof of Corollary A(i): We can use exactly the same logic as the proof of Proposition 1. In the
same way as in the proof of Proposition 1b in the main text, we first write a statement involving
the standard PCA loadings, factor estimates and rotation matrices which yields:
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1
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+
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1
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]
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And therefore:
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= Op (1)×Op
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{√
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,
√
P
R
})
+Op
(
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{
1
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,
1√
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})
×Op
(√
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R
)
= Op
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P
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,
√
P
R
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which comes as a corollary of Lemma B. Finally using the same logic to Proposition 1b, since
p lim
(
H
(R)
NR
)
= S(R)H† ≡ H0 we have:
1√
PR
T∑
t=R
t−h∑
j=t−R+1
(
F˜
(t)
j −H0Fj
)
1,j+h = Op
(
max
{√
P
N
,
√
P
R
})
as required.
Proof of Corollary A(ii): Follows an identical proof to above, and therefore omitted.
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CHAPTER 2
Model Selection with Factors and Variables
2.1 Introduction
This paper provides consistent model selection criteria in predictive regressions involving both the
common factors and the idiosyncratic components from a big dataset. The modelling environment
differs from the standard two-stage “diffusion index” approach of Stock and Watson (2002a,b),
which uses only the estimated factors as forecast model regressors and discards all remaining infor-
mation which is idiosyncratic to each variable. We argue that the pure factor approach may be an
excessive approximation in cases where a target variable has a strong relationship with a particular
set of variables in the dataset. For example, a forecasting model for inflation may exploit the
idiosyncratic variation of unemployment variables as predicted by a Phillips curve model, while the
factors pick up the ‘big data’ effect. This hybrid model was proposed by Stock and Watson (1999).
We therefore propose to use models which allow some idiosyncratic components to enter the model
alongside the factors. Recent empirical studies such as Castle et al. (2013), Luciani (2013) and
Engel et al. (2015) have also proposed models involving both factors and variables.
The objective of this paper is to provide information criteria for model selection in this frame-
work, which has not been addressed in the existing literature to the best of our knowledge. There
has, however, been significant progress in research into model selection criteria in pure factor mod-
els and pure factor-augmented models. The seminal paper of Bai and Ng (2002) showed how to
modify standard information criteria to select the number of factors in pure factor models, when
both the cross-section (N) and time series dimension (T ) of the dataset grow to infinity. Subse-
quently, Amengual and Watson (2007), Hallin and Liˇska (2007) and Onatski (2010) have proposed
different methods to tackle the same problem. These methods choose the number of factors present
in the whole panel of data, whereas factor-augmented model selection techniques have recently
been proposed to choose only the factors relevant for a single forecast variable. Bai and Ng (2009)
proposed a boosting approach to determine the number of autoregressive lags and factors which en-
ter the forecasting model. Groen and Kapetanios (2013) suggest information criteria which modify
standard Bayesian and Hannan-Quinn type criteria. None of these approaches are able to deal with
the case where both factors and idiosyncratic components are estimated and used in the forecasting
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model. This yields new challenges which we must address.
The main issue which is new to this paper relative to the literature on pure factor-augmented
models, is that we additionally use estimates of the idiosyncratic components as forecast model
regressors. This requires new results showing that estimation error in the idiosyncratic component
vanishes asymptotically in time series regressions, as both N and T grow to infinity. In the pure
factor-augmented case, results regarding factor estimation error are now well known; see Stock and
Watson (2002a,b), Bai and Ng (2002, 2006) and Gonc¸alves and Perron (2014). The first contribution
of our paper is to provide the analogue of these results for the estimated idiosyncratic component.
We show that the Principal Components estimation error from the idiosyncratic errors vanishes at
a rate min
{√
T ,N
}
, whereas factor estimation error vanishes at a rate min {T,N}. Given that we
do not require any restrictions on the relationship between N and T for model selection,1 then in
all cases except when T grows faster than N2, overall estimation error in the regression vanishes at
a slower rate than in the pure factor-augmented case. Cases where N is roughly of the same order
as T occur quite naturally in macroeconomic forecasting. It is therefore important that we offer
an examination of model selection in this case where the idiosyncratic regressors are generated as
well as the factors.
Our main contribution is to propose new information criteria for model selection which take into
account this additional source of estimation error. We specify a general class of information criteria
with a penalty function g (N,T ) which depends both on N and T . Our main result is a theorem
on selection consistency, which shows that consistency only obtains for information criteria with a
penalty satisfying the condition min
{√
T ,N
}
g (N,T ) → ∞. This condition is a new finding in
the literature and carries several important implications. Firstly, it suggests that we must modify
otherwise standard information criteria in order to get consistent model selection. We propose a
range of criteria whose properties are equivalent asymptotically but vary in finite samples. Secondly,
we find that our result implies that the standard Bayesian Information Criterion (BIC), commonly
used in time series applications, is inconsistent for any relative rate of increase between N and T .
Thirdly, we find that even recent model selection procedures for the pure factor-augmented case are
inconsistent in cases where N is large relative to
√
T . The inconsistency of these existing criteria
in our paper is driven by the presence of the estimated idiosyncratic components. We illustrate
these properties in Monte Carlo experiments which demonstrate the improvements of our methods
relative to related criteria such as those of Groen and Kapetanios (2013).
We apply our model selection criteria to the challenging but important empirical problem of
long-horizon exchange rate forecasting. The recent paper of Engel et al. (2015) proposes a factor-
based approach to exchange rate forecasting. They suggest to use the idiosyncratic component
from a global dataset of countries’ exchange rates as the ‘fundamental’ in a regression model for
a particular country’s exchange rate. Therefore their approach precisely matches the modelling
framework under which our methods apply. We extend their model to allow for cross-country
1For example, the condition that
√
T/N → 0 is required by papers such as Bai and Ng (2006), who use it to show
that the distribution of the estimated factor-augmented coefficients are unaffected by the presence of factor estimation
error. In this paper, we may even employ the assumption of Gonc¸alves and Perron (2014) that
√
T/N → c.
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exchange rate spillovers, modelled by the idiosyncratic components, and use our new information
criteria to select between these spillover effects. Our results, applied to a range of OECD countries,
show that it is very difficult to out-perform a na¨ıve no-change model; a result mirrored in the
majority of existing empirical evidence following the seminal work of Meese and Rogoff (1983a,b).
However, we also find that our model selection criteria select a non-trivial number of idiosyncratic
effects both in-sample and out-of-sample. This is in contrast to the standard BIC which is not
consistent and severely overfits the model by selecting the maximum possible number of variables
in many cases.
The rest of the paper is organized as follows. Section 2.2 provides the forecasting set-up and
explains the use of idiosyncratic components alongside the factors. Section 2.3 provides results on
estimation error in the idiosyncratic errors, proposes a class of information criteria for these models
and establishes the new conditions required for selection consistency. Section 2.4 proposes specific
functional forms for the penalty function of the information criteria which satisfy the conditions
required for consistency, and compares them to existing information criteria. Section 2.5 provides
a Monte Carlo analysis. Section 2.6 presents the empirical application to exchange rate forecasting
and Section 2.7 concludes the paper.
2.2 Set-up
The broad interest of this study is in predictive regressions for a target variable yt+h when a large
set of N candidate predictor variables, Xt, are available. As a statistical device to reduce the
dimensionality of the problem, we assume as in Stock and Watson (2002a,b), that the predictors
permit a common factor structure:
Xt = ΛFt + ut (2.1)
where Ft is an unobserved r× 1 vector of common factors, Λ is an N × r matrix of factor loadings
and ut an N ×1 vector of idiosyncratic errors. The unknown factors and loadings can be estimated
by methods such as principal components as in Stock and Watson (2002a,b) and Bai and Ng (2002,
2006), or by other methods such as maximum likelihood as in Doz et al. (2011, 2012).
The general predictive regression we suggest has the following form:
yt+h = β
0′F 0t + α
0′u0t + εt+h (2.2)
where F 0t is an r
0× 1 subset of the factors, Ft, and u0t is an m0× 1 subset of the idiosyncratic error
vector ut. The selection of these components is the main aim of this study. The idea is that when
r0 + m0 << N , significant data reduction can improve predictions of yt+h by reducing the excess
variability caused by parameter uncertainty.
Only some parameterizations of Equation (2.2) have become well-known in the literature. When
F 0t is equal to the full factor vector Ft and α
0 = 0, Equation (2.2) corresponds exactly to the factor-
augmented, or “diffusion index” model of Stock and Watson (2002a,b) and subsequently Bai and
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Ng (2006). This model has become very widely used in empirical studies; see Stock and Watson
(2011) for an overview. When F 0t is a smaller subset of Ft and α
0 = 0, then only some factors have
explanatory power for a given yt+h. This type of model was motivated by Boivin and Ng (2006)
in the context of real versus nominal macroeconomic factors, and model selection techniques have
been proposed by Bai and Ng (2009) and Groen and Kapetanios (2013).
Forecasting models involving the idiosyncratic components when α0 6= 0 are a more recent
development in the literature. Luciani (2013) suggests that, when yt+h is itself a member of Xt ,
using additional idiosyncratic errors may be useful in forecasting due to the effect of “pervasive
shocks” affecting multiple variables. Engel et al. (2015) directly specify a long-horizon exchange
rate forecasting model in terms of the idiosyncratic component from a factor model of international
exchange rates.
The reasons for pursuing the specification involving idiosyncratic errors in the two-stage ap-
proach of Stock and Watson (2002a,b) has been somewhat overlooked in the literature. It is common
for researchers to implicitly assume that the data generating process (DGP) for yt+h is directly a
function of Ft, which makes it sensible to regress yt+h only onto the estimated factors. However,
in practice it is typical for macroeconomic models or relationships to be derived between the Xt
variables themselves, with the factor model only being used as a way to approximate Xt. In this
case, the DGP for yt+h might be written:
yt+h = α
′Xt + et+h (2.3)
If Equation (2.3) represents the true DGP for yt+h and the factor model in Equation (2.1) is merely
a statistical tool to reduce the dimensionality of the problem, then we can combine these models
to get an alternative formulation:
yt+h = β
′Ft + α′ut + et+h (2.4)
where β′ = α′Λ. In the pure factor-augmented case, the methods of Stock and Watson (2002a,b)
assume that the effect of ut can be ignored in Equation (2.4) by simply adding it to the overall
regression error. However, if Equation (2.3) is the true DGP, then if some individual Xit has
particularly strong predictive power with a large value of αi, the pure factor model may be a costly
approximation as the contribution of uit to the overall forecast error may be significant.
To express this more formally we can develop a simple expression for the difference in mean
squared forecast error resulting from including versus excluding u0t in Equation (2.2). Assuming
for simplicity that Ft and ut are known, the mean-square optimal h-step ahead forecast of a model
using both Ft and u
0
t is E
(
yT+h|FT , u0T
)
= β̂′FT + α̂′u0T . For the pure-factor model the optimal
prediction is E (yT+h|FT ) = β̂′FT . Therefore it can be seen that the difference in mean squared
forecast error (MSFE) between the two models is:
MSFE (yT+h|FT )−MSFE
(
yT+h|FT , u0T
)
= E
[
α0′u0Tu
0′
T α
0
]− E [(α̂0 − α0)′ u0Tu0′T (α̂0 − α0)]
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This shows the trade-off between omitting u0t and incurring an unavoidable loss in population, or
including u0t in the model and incurring additional parameter estimation error. We may therefore
expect an improvement in terms of MSFE by including some variable uit, either when αi is large,
or when variable i has large idiosyncratic variance or covariance with the other idiosyncratic com-
ponents. In the Stock and Watson (1999) example given above, we may include the idiosyncratic
component of unemployment-type series alongside the factors in an inflation model in the sense that
the coefficient αi on unemployment may be much larger than that of other series in a reduced-form
like Equation (2.3).
In the rest of this paper we provide results on the optimal selection of the factors and idiosyn-
cratic error terms which enter Equation (2.2). To the best of our knowledge this is the first paper
to look at model selection in this context.
2.3 Model Estimation and Selection
2.3.1 Model Estimation
This study differs from previous work as we additionally have to estimate u0t in Equation (2.2) as
well as F 0t . However, to the best of our knowledge there are no formal results in the literature
on time series regression involving estimated idiosyncratic errors. Using Principal Components
Analysis (PCA) estimation as in Stock and Watson (2002a,b) gives the following feasible analogue
to the model in Equation (2.2):
yt+h = β
0′F̂ 0t + α
0′û0t + εt+h (2.5)
where F̂ 0t ⊆ F̂t, and the T × r matrix F̂ consists of the r eigenvectors which correspond to the
r largest eigenvalues of the T × T matrix XX ′, under the identifying normalization F̂ ′F̂ /T = Ir.
This yields the factor loading estimate Λ̂ = X ′F̂ /T . Using both the factor estimates and the factor
loadings estimates, along with Equation (2.1) yields an estimator for each variable i in û0t ⊆ ût
which is equal to:
ûit = Xit − λ̂′iF̂t (2.6)
where λ̂i corresponds to the ith row of loadings matrix Λ̂.
The first result we require is to analyse the estimation error ûit − uit resulting from the time
series regression in Equation (2.5). When OLS is used to estimate β0 and α0, this requires us to
show that ûit − uit has a negligible covariance with the components of yt+h, namely F 0t , u0t and
εt+h. This is in a similar way that Bai and Ng (2006) and Gonc¸alves and Perron (2014) who show
results regarding the negligibility of factor estimation error F̂t −HFt in time series regression.
The crucial difference in our study is to note that, since ûit involves the estimated common
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component λ̂′iF̂t, the estimation error term is:
ûit − uit = λ′iFt − λ̂′iF̂t
which includes terms in both factor estimation error and factor loading estimation error. This gives
rise to the following Lemma concerning the covariance of ûit − uit with the factors:2
Lemma 1 Let assumptions A-E of Bai and Ng (2006) hold and let the factors and factor loadings
be estimated by Principal Components. Then as N,T →∞,
1
T
T∑
t=1
Ft (ûit − uit) = Op
(
max
{
1
N
,
1√
T
})
The proof of Lemma 1 is shown in the Appendix. The key difference of this result relative to ex-
isting results regarding the factor estimation error term in the case of pure factor-augmented regres-
sions, is that the estimation error term here vanishes at a rate min
{√
T ,N
}
and not min {T,N}.
The intuition behind this result is that Bai (2003) shows that the estimated factor loadings λ̂i are
consistent at rate min
{√
T ,N
}
. Our result shows that this asymptotic rate carries over to time
series regressions involving ûit.
The main implication of this result is that there are non-trivial cases regarding the relationship
between N to T for which the overall estimation error in regressions involving the idiosyncratic
component vanishes more slowly when compared to the pure factor-augmented case of Bai and Ng
(2006). Since the rate given in Lemma 1 is min
{√
T ,N
}
, then in cases where
√
T is of smaller
order than N , such as T 1/2 = N1−ε for ε > 0, then estimation error vanishes at a slower rate
than the pure factor-augmented rate, min {T,N}. This result applies to a great many cases. For
example, in the simple case where T = N as N,T →∞, then estimation error vanishes more slowly
than in the pure factor-augmented case. The situation where T ≈ N is relatively standard in many
macroeconomic datasets based on monthly or quarterly data, such as that of Stock and Watson
(2002a,b). In fact, some studies such as Eickmeier and Ng (2011) use a vast amount of variables
from international databases, with a small number of quarterly observations. In which case, it may
even be reasonable to assume N is of even larger order than T , for example N = T 2, meaning that
the difference in estimation error relative to the pure factor-augmented case is expected to be even
larger.3
Given that model selection techniques depend on the rate of consistency of the generated re-
gressors, and since we have shown that the estimation of the idiosyncratic component may give a
different consistency rate to the pure factor-augmented case, then we require new results in order
2The covariance of the estimation error with uit and εt+h are covered in the Appendix, but vanish at the faster
rate min {N,T}.
3This is in contrast to high-frequency financial data, where we may expect that N is of very small order relative to
T . In this case, then the estimation error will be of the same order when the idiosyncratic errors are also generated
and used as regressors.
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to obtain consistent model selection. In the next section we propose a general class of information
criteria and show how the result of Lemma 1 is used to provide consistent model selection.
2.3.2 Model Selection
In this section we propose a class of information criteria for an empirical researcher to select
between alternative specifications of Equation (2.2). We will refer to a model specification i which
uses the variables
(
F̂ it , û
i
t
)
containing ri estimated factors and mi estimated idiosyncratic errors.
This combination yields the regression:
yt+h = β
i′F̂ it + α
i′ûit + ε
i
t+h (2.7)
We wish to allow for full flexibility of model selection by searching over all possible combinations
of factors and variables. In the case of the factors, since r is typically small and can be estimated
by information criteria of Bai and Ng (2002), we can search over every combination of the factors.
On the other hand, in selecting variables from ut , 2
N combinations may not be practical in terms
of computational feasibility and, as in standard model selection procedures, we must first reduce
the size of this model space over which we search using information criteria. In other words, we
must choose a subset of mmax << N variables to search over.
The choice of this candidate set is a decision for the individual researcher. For example, we
could be guided by economic theory as in the above example of Stock and Watson (1999) who look
at inflation models involving both factors and employment-type series. Therefore we could perform
model selection over all r factors, and the subset of mmax idiosyncratic components relating to the
employment and unemployment series in the dataset. A more general way of generating a candidate
subset would be to use a device such as Forward Stepwise (FS) regression and search only over the
first mmax variables from this procedure. Forward Stepwise methods and other sequential methods
are surveyed extensively in the chapter of Ng (2013). The principle is to start out with an empty
model and add one variable at a time in a way which maximises the fit of the regression. We do
not claim to have an optimality result for this type of procedure in this paper, and acknowledge
that this has certain shortcomings, as mentioned by Ng (2013). However, since we use this method
only as a way to generate a candidate search set we expect it to perform relatively well, and this
expectation is confirmed by Monte Carlo simulation. Future work may address this issue using
penalized regression techniques such as LASSO, but this is outside the scope of the current paper.
The class of information criteria we use has a penalty function which depends on both the
sample size T and the number of variables N . The difference in this paper with respect to other
studies is that the information criterion is a function of estimated idiosyncratic errors as well as
factors, which will impact the requirements on the penalty function.
For the model i, the criterion depends on the number of variables, ri and mi, and the estimated
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sum of squared residuals in model (2.7):
IC
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi) g (N,T )
where:
V
(
F̂ i, ûi
)
=
1
T
T∑
t=1
(
yt+h − β̂i′F̂ it − α̂i′ûit
)2
Selection consistency occurs when the probability limits of the generated regressors span the
same space as the true factors and idiosyncratic errors F 0t and u
0
t . For the factors, it is well known
that the Principal Components estimates converge to a particular rotation of the true factors H0F 0t ,
as shown by Bai and Ng (2002).4 On the other hand, the estimates of the idiosyncratic errors ûit
are consistent for the true uit without rotation.
The following Theorem shows the conditions on g (N,T ) required for consistency of selection:
Theorem: Let assumptions A-E of Bai and Ng (2006) hold and let the factors and factor loadings
be estimated by Principal Components. For two models i and j, if model i corresponds to the true
model such that the probability limit of
(
F̂ i, ûi
)
is
(
H0F 0t , u
0
t
)
for all t, and for model j one or
both of F̂ jt and û
j
t has different probability limit, then:
lim
N,T→∞
Pr
(
IC
(
F̂ j , ûj
)
< IC
(
F̂ i, ûi
))
= 0
as long as (i) g (N,T )→ 0 and (ii) min
{√
T ,N
}
g (N,T )→∞ .
The key difference of this result relative to previous information criteria is that Condition
(ii) requires that min
{√
T ,N
}
g (N,T ) → ∞ rather than min {T,N} g (N,T ) → ∞, which was
the condition required in pure factor model studies such as Bai and Ng (2002) and Groen and
Kapetanios (2013).5 This comes as a direct consequence of Lemma 1, and the rate at which the
penalty function vanishes to zero reflects the rate in Lemma 1 in incorporating the additional source
of estimation error in ûi.
The main implication of this result is that many information criteria used in previous studies do
not meet the requirements in Condition (ii) for consistent model selection, and should therefore not
be used in specifying models which take this form. In particular, even model selection criteria which
are modified to allow for factor estimation error, such as those of Groen and Kapetanios (2013),
are inconsistent in all of the cases mentioned above, when the estimation error of the idiosyncratic
component is of larger order than that of the factor estimation error. This occurs when N is roughly
equivalent to
√
T or larger. This is because the equivalent of Condition (ii) in those studies only
takes the min {T,N} consistency rate of the factors into account.
4We could use alternative methods such as the Maximum Likelihood approach of Doz et al. (2011, 2012). As in
Groen and Kapetanios (2013), this will change Conditions (i) and (ii) in the Theorem below, depending on the rate
at which factor and idiosyncratic estimation error vanishes in those methods.
5Condition (i) is standard for information criteria in ensuring that inflation in V (.) due to incorrect model
specification is always larger than the penalty g (N,T ). We therefore do not discuss this condition further.
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In the next section we make this point clear by first proposing a new set of information criteria
which satisfy Condition (ii). We then look at existing information criteria and show how they do
not meet this condition and are consequently inconsistent.
2.4 Information Criteria
In suggesting different functional forms for the penalty function g (N,T ), we propose several dif-
ferent information criteria based both on a Mallows-type form and a Hannan-Quinn form. The
penalty functions we propose make use of the fact that max
{
1√
T
, 1N
}
≈
√
T+N√
TN
. Since we ensure
that all of the criteria satisfy both Conditions (i) and (ii) of the above Theorem, they are all con-
sistent and therefore equivalent asymptotically. However, their performance may differ in finite
samples. These finite sample properties will be assessed later through Monte Carlo simulations.
The new information criteria are as follows:
IC1
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi) ln
( √
TN√
T +N
)(√
T +N√
TN
)
IC2
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi) ln
(
min
{√
T ,N
})(√T +N√
TN
)
IC3
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi)
ln
(
min
{√
T ,N
})
min
{√
T ,N
}
HQ1
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ 2 (ri +mi) ln ln
( √
TN√
T +N
)(√
T +N√
TN
)
HQ2
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ 2 (ri +mi) ln ln
(
min
{√
T ,N
})(√T +N√
TN
)
HQ3
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ 2 (ri +mi)
ln ln
(
min
{√
T ,N
})
min
{√
T ,N
}
These criteria clearly satisfy both Conditions (i) and (ii) of the Theorem above. In comparing
these criteria to previous literature, we firstly note that the IC1, IC2 and IC3 criteria are similar
in nature to those in Bai and Ng (2002), though since their criteria were for selecting the number of
factors in the whole panel of variables, we do not compare our results to theirs. The Hannan-Quinn
criteria HQ1, HQ2 and HQ3 are similar in spirit to those in Groen and Kapetanios (2013). As
such, we will now discuss the differences of our criteria to those, with particular reference to the
conditions for selection consistency shown in the Theorem of the previous section.
The BICM and HQICM criteria of Groen and Kapetanios (2013)6 were proposed for the
case of pure factor-augmented model selection, with no estimated idiosyncratic components. Their
6In their paper they scale the criteria by T whereas in this paper we follow more closely the specifications of Bai
and Ng (2002).
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information criteria are as follows:
BICM
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi) ln (T )
(
T +N
TN
)
HQICM
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ 2 (ri +mi) ln ln (T )
(
T +N
TN
)
While both of these criteria have g (N,T ) → 0 and therefore pass our Condition (i), they both
fail Condition (ii) in cases where
√
T is of larger order than N , which includes the simple example
given above where N = T as N,T → ∞. This means that in finite samples, panels where √T is
roughly the same size or smaller than N , we expect our proposed criteria to provide significant
improvements over both of the methods proposed by Groen and Kapetanios (2013).
It is also useful to compare our criteria to the standard AIC and BIC criteria which are
commonly used in time series applications:
AIC
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi)
2
T
BIC
(
F̂ i, ûi
)
= ln
(
V
(
F̂ i, ûi
))
+ (ri +mi)
ln (T )
T
Both the AIC and the BIC also fulfil Condition (i) as g (N,T )→ 0 but they both fail Condition
(ii) for all configurations of N and T and are therefore inconsistent. This result is somewhat
alarming as the vast majority of empirical forecasting studies tend to use the BIC for model
selection. In our simulations, we therefore expect there to be overparameterization in all Monte
Carlo specifications of N and T for these criteria. This result is unusual relative to the pure factor-
augmented approach of Groen and Kapetanios (2013) as in that set-up the BIC is still consistent
in cases where N << T . In our case, the presence of the estimated idiosyncratic components drives
inconsistency in the BIC, and we must use the modified the penalty functions proposed above.
2.5 Monte Carlo
In this section we provide Monte Carlo simulation evidence to support the Theorem above regarding
selection consistency of the proposed information criteria. We base our Monte Carlo study on that
of Groen and Kapetanios (2013), modified to the case where idiosyncratic errors are important
predictors for the variable yt.
2.5.1 Data Generating Process
Here we specify the Data Generating Processes (DGPs) for the factor model and the forecasting
model. As mentioned in Section 2.2, the DGP for the factor model is Equation (2.1) and the DGP
for yt+h is a function of the variables Xt as in Equation (2.3). Under the assumptions we detail
here, these two equations can be combined to get Equation (2.2). We firstly split the N × 1 vector
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of variables Xt into sub-vectors of dimension m
0 × 1 and (N −m0) × 1, which we denote X1:m0t
and Xm
0+1:N
t . These two vectors of variables affect yt differently through the coefficients α0 and
α1 in the following linear data generating process:
yt = α
′
0X
1:m0
t + α
′
1X
m0+1:N
t +
√
θεt (2.8)
Xt =
1√
r
ΛFt + ut (2.9)
The crucial difference in our study is that we allow for cases in which both Ft and the first m
0
idiosyncratic components, which we denote u1:m
0
t , have non-negligible explanatory power for yt,
as in Equation (2.2). This is ensured by making α0 significantly larger than α1, reflecting the
motivation that some variables may have stronger predictive power for yt, while the combination
of the remaining variables has predictive power only through the factors. We do this by letting
α0 = 1m0×1 and α1 = 1(N−m0)×1/
√
N −m0. This means that when N = 50 and m0 = 1 the
coefficient on the first variable is 7 times the size of the remaining coefficients.
The regression errors εt are drawn such that εt ∼ i.i.d.N (0, 1). The idiosyncratic errors are
also drawn from a normal distribution, but the variance differs between the first m0 variables and
the remaining variables, with uit ∼ i.i.d.N (0,K) for i ≤ m0 and uit ∼ i.i.d.N (0, 1) for i > m0.
Finally, the factor loadings are drawn with a non-zero mean such that Λ ∼ i.i.d.N (1, 1) and the
factors are Ft ∼ i.i.d.N (0, 1). The rescaling by 1/
√
r in Equation (2.9) ensures that the variance
of Xit is K for i ≤ m0 and 1 for i > m0.
We then choose the parameters K and θ to fix the signal to noise ratio in Equation (2.8), and
also to equate the signal to noise ratio between Ft and u
1:m0
t . In order to do this, note that as
in Groen and Kapetanios (2013) we can combine Equations (2.8) and (2.9) to give the alternative
expression:
yt =
1√
r
(
α′0Λ
1:m0 + α′1Λ
m0+1:N
)
Ft + α
′
0u
1:m0
t︸ ︷︷ ︸
Explained
+
(
α′1u
m0+1:N
t +
√
θεt
)
︸ ︷︷ ︸
Unexplained
The aim of model selection is to include the first m0 idiosyncratic components in the model,
therefore only the remaining errors um
0+1:N
t enter the unexplained part of the regression. This is
unlike in Groen and Kapetanios (2013), where the unexplained part of the pure factor augmented
model contains all N idiosyncratic errors. Given the distributions of Λ, F , u and ε, the overall
regression R2 is:
R2 = 1− α
′
0α0 + α
′
1α1 +Kα
′
0α0
α′0α0 + α′1α1 +Kα′0α0 + α′1α1 + θ
= 1− m0 + 1 +Km0
m0 + 1 +Km0 + 1 + θ
We therefore set K =
(
m0 + 1
)
/m0 to equate the variation of yt explained by Ft and u
1:m0
t and we
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set θ so that R2 = 1/2 which requires that θ = 1 + 2m0.
We are interested in two aspects of the results: the number of variables selected, and the cor-
rectness or incorrectness of the identity of their selection, both for factors and idiosyncratic errors.
From the results in the Theorem above we expect that the AIC and BIC criteria overestimate
r0 and m0 for all combinations of T and N and that the MBIC and HQICM of Groen and
Kapetanios (2013) overestimate in cases where T << N .
To assess variable selection, we use a mean squared deviation (MSD) statistic. If we denote
ŜF and Ŝu as the r × 1 and N × 1 binary selection vectors of 1’s and 0’s which correspond to the
minimization of a given criterion, and SF0 and S
u
0 are the true inclusion vectors according to the
data generating process in Equation (2.8) then the MSD statistics for F and u are:
MSDF =
1
B
B∑
b=1
(
ŜFb − SF0
)′ (
ŜFb − SF0
)
(2.10)
MSDu =
1
B
B∑
b=1
(
Ŝub − Su0
)′ (
Ŝub − Su0
)
(2.11)
where b indexes the Monte Carlo replication and we use B = 1000 such replications. Values of MSD
equal to zero therefore represent perfect model selection, whereas large values of MSD represent
poor model selection.
The following results document the above set-up for the sample sizes T = 50, 100, 200, 400 and
N = 20, 50, 100, 200. For simplicity we set r = 1 and vary m0 between 1 and 3. However, we
search over a maximum possible set of rmax = 5 factors and mmax = 5 idiosyncratic errors. The
largest model we consider in the search procedure therefore contains 10 variables, and we also search
over potentially redundant factors. The candidate set of variables in ût is selected using Forward
Stepwise regression, as mentioned above.7
2.5.2 Results
Tables 2.1 and 2.2 show the number of chosen idiosyncratic errors, m̂0, and factors, r̂, averaged
across the 1,000 Monte Carlo replications. Tables 2.7 and 2.8 in Appendix B also show the corre-
sponding Mean Squared Deviation statistics MSDu and MSDF . These results clearly demonstrate
the selection consistency of the newly proposed criteria IC1, IC2, IC3, HQ1, HQ2 and HQ3. There
are a few key features of the results to highlight in particular. Firstly, consistency occurs over all
combinations of N and T , unlike in the cases of the IC, BIC, BICM and HQICM criteria, where
overfitting occurs in some or all configurations of N and T . Secondly, while the new criteria behave
the same way asymptotically, it appears from these results that the HQ3 criterion has the best
finite sample performance, with MSD figures in Tables 2.7 and 2.8 closer to 0 than for the other
criteria. Thirdly, all six new criteria have particularly strong selective power with respect to the
7We perform Forward Stepwise regression on the part of yt which is orthogonal to the factors onto ût. This is as
mentioned in Ng (2013).
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factors, even for very low T and N . This is in contrast to the criteria of Groen and Kapetanios
(2013). Finally, we see that as the number of idiosyncratic terms m0 grows, the selection worsens
and the criteria become more conservative. This is another fairly standard result, although the HQ3
criteria still appears to perform well when m0 is high, and the panel dimensions are reasonable.
Turning to the other information criteria, as mentioned above, we can see that both the AIC
and BIC, in the first two panels of Tables 2.1 and 2.2, overfit the model for all values of N and T ,
both for the selection of factors and variables. In many cases the number of selected factors and
variables approaches the maximum number considered in the search procedure which is 5. This
result is unsurprising for the AIC which we know to be inconsistent in all standard set-ups. The
result for the BIC, as mentioned before, is somewhat unusual as in the pure-factor augmented
set-up of Bai and Ng (2009) and Groen and Kapetanios (2013), where the search takes place only
over factor estimates, the BIC is consistent for N << T . In our set-up the BIC is inconsistent
in all cases; a result which is due to the search over additional estimates of the idiosyncratic error
terms.
The third and fourth panels of 2.1 and 2.2 show the results for the BICM and HQICM criteria
of Groen and Kapetanios (2013) which were proposed for pure factor model selection. The results
illustrate the property shown in the previous section, that these criteria are only consistent for
cases where N << T . Inconsistency of these criteria can be seen in Tables 2.1 and 2.2 which
show significant overfitting in both m̂0 and r̂ when N rises relative to T . On the other hand, these
criteria perform consistently as T increases for small N . This is easily seen by the direction of
movement towards 0 of the MSD statistics in Tables 2.7 and 2.8.
2.6 Empirical Application: Long-Horizon Exchange Rate
Modelling
In this section we provide an empirical application of the model selection results in a very challenging
predictive environment: long-horizon exchange rate modelling. We extend a recent approach of
Engel et al. (2015) who suggest to predict exchange rate growth using the idiosyncratic component
from a factor model of countries’ exchange rates. This model provides a natural application for
evaluating our new consistent model selection criteria.
2.6.1 Background
Since the seminal work of Meese and Rogoff (1983a,b), there has been growing interest in the
predictive ability of log exchange rates over long forecasting horizons. There have been many
subsequent empirical studies looking to relate the growth of exchange rates at different horizons to
macroeconomic ‘fundamentals’. The standard empirical approach in the literature tends to follow
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Table 2.1: Monte Carlo Average Number of Selected Idiosyncratic Components (m̂0)
r = 1 m0 = 1 r = 1 m0 = 2 r = 1 m0 = 3
T\N 20 50 100 200 20 50 100 200 20 50 100 200
AIC
50 4.18 4.99 5.00 5.00 4.27 4.98 5.00 5.00 4.22 4.99 5.00 5.00
100 4.26 4.99 5.00 5.00 4.38 5.00 5.00 5.00 4.57 5.00 5.00 5.00
200 4.39 5.00 5.00 5.00 4.62 5.00 5.00 5.00 4.75 5.00 5.00 5.00
400 4.49 5.00 5.00 5.00 4.70 5.00 5.00 5.00 4.84 5.00 5.00 5.00
BIC
50 2.57 4.51 4.96 5.00 2.58 4.48 4.96 4.99 2.51 4.39 4.94 4.99
100 2.46 3.87 4.71 4.99 2.75 4.14 4.80 5.00 2.92 4.32 4.83 4.99
200 2.74 4.00 4.48 4.93 3.19 4.07 4.62 4.92 3.59 4.51 4.82 4.98
400 2.93 4.58 4.73 4.89 3.48 4.49 4.63 4.88 4.06 4.62 4.79 4.92
BICM
50 0.26 1.39 3.82 4.96 0.12 1.29 3.96 4.95 0.07 1.12 3.87 4.96
100 0.27 0.99 1.50 3.86 0.03 1.09 2.16 4.12 0.01 0.65 2.26 4.34
200 0.30 1.00 1.05 1.47 0.00 1.39 1.98 2.44 0.00 0.54 2.47 3.27
400 0.29 1.00 1.00 1.05 0.00 1.63 2.00 2.02 0.00 0.31 2.88 3.02
HQICM
50 0.61 3.06 4.93 5.00 0.42 3.11 4.93 4.99 0.33 2.95 4.92 5.00
100 0.62 1.36 3.49 4.99 0.27 1.88 3.86 5.00 0.09 1.75 4.12 5.00
200 0.75 1.06 1.58 4.11 0.17 1.96 2.42 4.40 0.03 2.02 3.20 4.73
400 0.84 1.01 1.10 1.91 0.09 2.00 2.04 2.58 0.01 2.50 3.02 3.47
IC1
50 0.18 0.45 0.58 0.69 0.07 0.18 0.26 0.40 0.03 0.08 0.15 0.26
100 0.24 0.68 0.84 0.89 0.03 0.18 0.32 0.44 0.01 0.03 0.09 0.13
200 0.44 0.91 0.98 1.00 0.02 0.23 0.51 0.80 0.00 0.02 0.07 0.15
400 0.72 1.00 1.00 1.00 0.02 0.45 1.25 1.66 0.00 0.01 0.08 0.25
IC2
50 0.09 0.39 0.55 0.68 0.03 0.13 0.22 0.38 0.01 0.06 0.13 0.24
100 0.13 0.60 0.80 0.89 0.01 0.12 0.26 0.40 0.00 0.02 0.07 0.12
200 0.21 0.86 0.97 1.00 0.00 0.11 0.35 0.73 0.00 0.01 0.04 0.11
400 0.37 0.99 1.00 1.00 0.00 0.16 1.01 1.56 0.00 0.00 0.04 0.18
IC3
50 0.25 0.51 0.62 0.72 0.11 0.24 0.30 0.43 0.07 0.11 0.18 0.28
100 0.43 0.76 0.87 0.91 0.09 0.27 0.41 0.49 0.03 0.06 0.12 0.15
200 0.73 0.97 0.99 1.00 0.16 0.51 0.72 0.93 0.02 0.06 0.12 0.19
400 0.90 1.00 1.00 1.00 0.42 1.31 1.63 1.79 0.04 0.11 0.28 0.43
HQ1
50 0.60 0.93 1.20 1.69 0.40 0.70 1.10 1.78 0.32 0.54 0.86 1.63
100 0.59 0.89 0.98 0.98 0.23 0.63 0.91 1.09 0.07 0.22 0.46 0.60
200 0.76 0.99 1.00 1.00 0.19 0.95 1.37 1.62 0.03 0.18 0.53 0.84
400 0.88 1.00 1.00 1.00 0.20 1.60 1.92 1.98 0.03 0.27 1.01 1.80
HQ2
50 0.31 0.75 1.04 1.54 0.15 0.51 0.93 1.60 0.10 0.34 0.69 1.44
100 0.35 0.83 0.96 0.98 0.06 0.45 0.80 1.06 0.02 0.12 0.38 0.55
200 0.53 0.98 1.00 1.00 0.04 0.64 1.22 1.58 0.01 0.09 0.38 0.75
400 0.76 1.00 1.00 1.00 0.02 1.23 1.88 1.98 0.00 0.08 0.70 1.63
HQ3
50 0.61 0.96 1.24 1.73 0.43 0.75 1.14 1.81 0.34 0.58 0.91 1.68
100 0.70 0.93 0.99 0.98 0.36 0.77 0.98 1.14 0.15 0.33 0.55 0.65
200 0.89 1.00 1.00 1.00 0.60 1.31 1.51 1.69 0.14 0.44 0.79 1.01
400 0.96 1.00 1.00 1.00 1.26 1.92 1.98 1.99 0.27 1.17 1.73 2.14
Notes: Average taken across all M = 1000 Monte Carlo replications.
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Table 2.2: Monte Carlo Average Number of Selected Factors (r̂)
r = 1 m0 = 1 r = 1 m0 = 2 r = 1 m0 = 3
T\N 20 50 100 200 20 50 100 200 20 50 100 200
AIC
50 4.04 3.90 3.83 3.83 3.72 3.62 3.64 3.62 3.56 3.46 3.44 3.57
100 4.24 3.88 3.66 3.44 3.87 3.51 3.26 3.20 3.64 3.37 3.17 3.01
200 4.42 4.00 3.80 3.52 4.03 3.60 3.48 3.29 3.93 3.45 3.31 3.08
400 4.60 4.28 3.99 3.66 4.35 3.85 3.67 3.36 4.22 3.73 3.44 3.18
BIC
50 3.00 2.93 2.92 2.90 2.55 2.54 2.53 2.55 2.37 2.36 2.45 2.49
100 3.21 2.66 2.41 2.16 2.67 2.24 2.00 1.96 2.26 1.99 1.81 1.73
200 3.56 2.80 2.38 2.05 2.87 2.12 1.90 1.72 2.54 2.00 1.76 1.63
400 3.96 3.05 2.54 2.05 3.30 2.32 2.04 1.75 3.03 2.08 1.78 1.53
BICM
50 1.07 1.32 1.97 2.52 1.02 1.14 1.77 2.16 1.02 1.11 1.65 2.10
100 1.02 1.09 1.19 1.51 1.01 1.03 1.14 1.38 1.00 1.03 1.07 1.25
200 1.00 1.03 1.07 1.14 1.00 1.01 1.04 1.08 1.00 1.00 1.01 1.06
400 1.00 1.00 1.03 1.05 1.00 1.00 1.00 1.03 1.00 1.00 1.00 1.02
HQICM
50 1.27 2.11 2.85 3.16 1.10 1.82 2.46 2.81 1.07 1.69 2.36 2.74
100 1.09 1.39 1.82 2.16 1.02 1.19 1.52 1.97 1.01 1.13 1.39 1.75
200 1.04 1.14 1.33 1.69 1.00 1.06 1.18 1.43 1.00 1.03 1.14 1.34
400 1.01 1.05 1.14 1.26 1.00 1.01 1.04 1.19 1.00 1.00 1.04 1.09
IC1
50 1.04 1.02 1.01 1.02 1.01 1.01 1.00 1.00 1.01 1.00 1.00 1.00
100 1.01 1.01 1.00 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
IC2
50 1.02 1.01 1.01 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
100 1.00 1.00 1.00 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
200 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
IC3
50 1.07 1.03 1.01 1.02 1.02 1.01 1.01 1.01 1.02 1.00 1.01 1.00
100 1.04 1.01 1.01 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00
200 1.03 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
400 1.03 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
HQ1
50 1.27 1.12 1.12 1.13 1.10 1.05 1.07 1.07 1.07 1.03 1.04 1.07
100 1.06 1.04 1.02 1.02 1.02 1.01 1.00 1.00 1.01 1.00 1.00 1.00
200 1.04 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
400 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
HQ2
50 1.09 1.08 1.09 1.11 1.03 1.03 1.05 1.06 1.02 1.02 1.03 1.05
100 1.03 1.02 1.02 1.02 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00
200 1.01 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
400 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
HQ3
50 1.28 1.14 1.12 1.13 1.11 1.06 1.07 1.08 1.07 1.04 1.04 1.07
100 1.14 1.04 1.02 1.02 1.03 1.01 1.01 1.00 1.02 1.00 1.00 1.00
200 1.10 1.02 1.01 1.00 1.02 1.01 1.00 1.00 1.00 1.00 1.00 1.00
400 1.11 1.01 1.01 1.00 1.01 1.00 1.00 1.00 1.01 1.00 1.00 1.00
Notes: Average taken across all M = 1000 Monte Carlo replications.
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that of Mark (1995) and Kilian (1999) in specifying regression models such as:
si,t+h − sit = µ+ β (sit − fit) + εi,t+h (2.12)
where sit is the logarithm of the exchange rate of country i, usually relative to the U.S. dollar ($),
and (sit − fit) is the deviation from an equilibrium relationship between sit and the fundamentals.
Typically, the type of fundamentals considered are variables such as trade balances, inflation,
income and money supply, based on varying macroeconomic models of exchange rates.
Recently, the paper of Engel et al. (2015) moved away from the standard set of fundamentals by
suggesting to use the common factors from a vector of N countries’ exchange rates st = [s1t,...,sNt]
′
relative to the U.S. dollar ($). They propose to use the estimated common component of country i
as a fundamental. In other words they use a factor model of the form of Equation (2.1) above for
log exchange rates:
st = ΛFt + ut
Having estimated Λ and Ft, for a given country i they use the estimated idiosyncratic error ûit =
sit − λ̂′iF̂t and substitute this directly into the forecasting Equation (2.12). Therefore their model
is exactly the form of model which is the focus of this paper. Our proposed information criteria
may therefore be used to select between alternative specifications.
In this application we choose to go one step further than Engel et al. (2015) and use the full set of
(cross-country) idiosyncratic errors to allow for potential exchange rate spillover effects from other
economies, all relative to the common factor in the panel of exchange rates. Empirical studies
into exchange rate spillover in both mean and variance has been considered by papers such as
Hong (2001) and others. These spillover effects, if present, will be selected using the information
criteria proposed in this paper. We therefore combine the literatures of long-horizon exchange rate
forecasting, factor models and exchange rate spillovers.
Specifically, we will augment the model in Equation (2.12) and use regressions of the form:
si,t+h − sit = µ+ β (sit − fit) + αiûit + αj ûjt + εi,t+h (2.13)
where ûit is the domestic idiosyncratic error as in Engel et al. (2015), whereas ûjt, for j 6= i,
is the exchange rate spillover effect new to this paper.8 Therefore, when αj = 0, Equation (2.13)
corresponds exactly to the specification of Engel et al. (2015). For the macroeconomic fundamentals,
we will use the PPP model since this outperforms other models such as Taylor-rules in Engel et al.
(2015). In other words for the fundamental fit in Equation (2.13) we will use piit−pi∗t , the long-run
inflation differential between country i and the United States.
8Equation (2.13) is written for only a one-country spillover though we will consider up to mmax spillover countries.
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2.6.2 Data
To form the factor dataset, we choose the same countries as used in Engel, Mark and West (2015).
We have monthly data for the monthly average closing exchange rate of 18 OECD countries plus
the Eurozone relative to the U.S. Dollar over the time period August 1988 to May 2015. The data
we use for the inflation rate differential is the CPI, which is available at a monthly level for all
countries except for Australia. All data is extracted from the Haver Analytics databases USECON,
G10 and EMERGE.9 We split the sample at the end of 1998 and will perform the analysis for the
pre- and post-Euro sub samples. The countries are listed in Table 2.3.
Table 2.3: List of countries in the dataset
Pre-Euro Post-Euro
Australia (AUS) Australia (AUS)
Austria (AUT)
Belgium (BEL)
Canada (CAN) Canada (CAN)
Denmark (DNK) Denmark (DNK)
Europe (EUR)
Finland (FIN)
France (FRA)
Germany (DEU)
Italy (ITA)
Japan (JPN) Japan (JPN)
Korea (KOR) Korea (KOR)
Netherlands (NLD)
Norway (NOR) Norway (NOR)
Spain (ESP)
Sweden (SWE) Sweden (SWE)
Switzerland (CHE) Switzerland (CHE)
United Kingdom (GBR) United Kingdom (GBR)
This means that for the pre-Euro subsample the dataset is of size T = 197, N = 17 and for
the post-Euro subsample we have T = 137, N = 10. We will look at the monthly forecast horizons
h = 1, 3, 6, 9, 12, 18, 24, which is similar to other studies such as McCracken and Sapp (2005) and
Engel et al. (2015) who use quarterly data and a horizon of 2 or 3 years. We estimate the factors
and idiosyncratic components by Principal Components, and let the number of factors be r = 2 as
in the main results of Engel et al. (2015).10
9Data accessed 18th June 2015.
10The results for other values of r are available upon request.
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2.6.3 Full Sample Model Selection Results
We first present the model selection results using all available data in both the pre- and post-
Euro subsamples. Our interest is whether the new model selection criteria select any spillover
idiosyncratic components ûjt in model (2.13) over and above the domestic idiosyncratic component
ûit, and the PPP fundamental. There are several reasons why we may expect very few additional
variables to be chosen. Firstly, the sample size is particularly small in the cross section dimension
N , for which we know our selection criteria can be slightly conservative. Secondly, we know from
previous evidence that additional variables tend to have weak predictive power over and above the
“no-change” benchmark, which may mean that few additional variables will be selected.
Tables 2.4 and 2.5 present the model selection results for the spillover effects in the pre- and
post-Euro subsamples respectively. These Tables show the identity of the spillover countries j
for a given country i and in parentheses the number of spillovers chosen. We present only the
results for the h = 1 and h = 12 horizons for brevity. The upper panel of each table shows the
results for the new HQ3 criterion and the lower panel presents those for the standard BIC by
way of comparison. As in the Monte Carlo section, we search over a maximum possible number of
mmax = 5 idiosyncratic error spillover components.
There are several key features to highlight from these results. The most surprising result is
that, particularly in the pre-Euro era which includes the major European economies, the consistent
HQ3 criterion displays a non-trivial selection of spillover effects for the h = 12 horizon. In most
cases there are 2 or 3 spillover effects chosen. This is contrary to the intuition that the model
selection criterion would be over conservative, both because of the small sample size, and because
of the harsh predictive environment. In many cases, the selected spillover effects also have some
reasonable interpretation, even though there is no theoretical model of spillovers in place. For
example, we see linkages between the major European economies such as France, Belgium and
Germany. However, due to the small panel we consider, the results should also be treated with
caution. For example, the countries Australia, Canada and Korea are particularly isolated within
our sample and, as such, the model selection criterion appears to deliver spillovers which may not
be deemed sensible. This gives motivation for a more extensive study involving a larger panel of
global economies.
In the post-Euro era, however, much fewer spillover effects are chosen at the h = 12 horizon by
the consistent HQ3 criterion. This may be in some part due to the small number of countries in this
subsample, N = 10. This is a number smaller than we considered in the Monte Carlo simulations,
and is likely to have quite conservative model selection. The other main features of the results are
that, at the short h = 1, there are no spillover effects chosen by the HQ3 criterion. This is in line
with the assertion of Mark (1995), and many others, that predictive ability of exchange rates at
short horizons is likely to be low.
Finally, we see in the lower panels of Tables 2.4 and 2.5 that model selection using the standard
BIC gives rise to much larger models. This is what was expected from the results in the previous
sections, and confirms that it is unwise to rely on standard selection criteria such as the BIC in
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Table 2.4: In-Sample Model Selection Results: 1988-1998 pre-Euro era.
Selection Criterion: HQ3
h = 1 h = 12
Countries (m̂) Countries (m̂)
AUS - (0) KOR, FIN, BEL, ESP (4)
AUT - (0) DNK, BEL (2)
BEL - (0) DNK (1)
CAN - (0) DNK, GBR, FIN, ITA, SWE (5)
DNK - (0) BEL (1)
FIN - (0) KOR (1)
FRA - (0) DNK, BEL (2)
DEU - (0) DNK, BEL (2)
ITA - (0) KOR, FIN, CAN (3)
JPN - (0) ITA, CAN (2)
KOR - (0) ESP, BEL, CHE (3)
NLD - (0) DNK, BEL (2)
NOR - (0) KOR, DNK (2)
ESP - (0) KOR, FIN (2)
SWE - (0) FRA, GBR, FIN (3)
CHE - (0) KOR (1)
GBR - (0) FIN (1)
Selection Criterion: BIC
h = 1 h = 12
Countries (m̂) Countries (m̂)
AUS GBR, CHE (2) KOR, FIN, ITA, BEL, ESP (5)
AUT BEL, DNK (2) KOR, DNK, BEL (3)
BEL DNK (1) KOR, DNK (2)
CAN SWE, GBR (2) DNK, GBR, FIN, ITA, SWE (5)
DNK BEL, FIN (2) FIN, KOR, BEL (3)
FIN NOR (1) KOR, SWE, ITA, CHE (4)
FRA BEL (1) DNK, BEL, KOR (3)
DEU NOR (1) KOR, DNK, BEL (3)
ITA NOR (1) KOR, FIN, CAN (3)
JPN NOR (1) ITA, AUS, ESP (3)
KOR NOR, BEL, CHE (3) ESP, BEL, CHE, DNK, ITA (5)
NLD FIN, BEL, DNK (3) DNK, BEL, KOR (3)
NOR - (0) KOR, DNK, FIN, CHE (4)
ESP NOR (1) KOR, FIN, ITA, SWE, CAN (5)
SWE NOR, FIN (2) FRA, GBR, FIN, ITA (4)
CHE NOR (1) KOR, DNK, BEL, FIN (4)
GBR - (0) FIN, JPN, KOR (3)
Notes: For each country, the column “Countries (m̂)” displays the identity of selected spillover countries,
and the number of these selected countries in parentheses. Model selection is performed using the HQ3
criterion (upper panel) and BIC criterion (lower panel). The models are run assuming r = 2 factors and
results are displayed only for the horizons h = 1 and h = 12. Spillovers are chosen over and above the PPP
and domestic idiosyncratic fundamentals as described in the text.
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Table 2.5: In-Sample Model Selection Results: 1999-2015 post-Euro era.
Selection Criterion: HQ3
h = 1 h = 12
Countries (m̂) Countries (m̂)
AUS - (0) - (0)
CAN - (0) SWE (1)
DNK - (0) SWE (1)
EUR - (0) SWE (1)
JPN - (0) CHE (1)
KOR - (0) - (0)
NOR - (0) SWE (1)
SWE - (0) - (0)
CHE - (0) SWE (1)
GBR - (0) - (0)
Selection Criterion: BIC
h = 1 h = 12
Countries (m̂) Countries (m̂)
AUS - (0) SWE, JPN, EUR, DNK (4)
CAN SWE (1) SWE, DNK, EUR (3)
DNK NOR (1) NOR, CAN, CHE, GBR (4)
EUR NOR (1) NOR, CAN, CHE, GBR (4)
JPN CHE (1) CHE, DNK, EUR, SWE (4)
KOR - (0) CHE, SWE, NOR, CAN, AUS (5)
NOR - (0) SWE (1)
SWE NOR (1) NOR, AUS, KOR (3)
CHE CAN (1) SWE, JPN, EUR (3)
GBR - (0) CHE, SWE (2)
Notes: For each country, the column “Countries (m̂)” displays the identity of selected spillover countries,
and the number of these selected countries in parentheses. Model selection is performed using the HQ3
criterion (upper panel) and BIC criterion (lower panel). The models are run assuming r = 2 factors and
results are displayed only for the horizons h = 1 and h = 12. Spillovers are chosen over and above the PPP
and domestic idiosyncratic fundamentals as described in the text.
empirical studies using the idiosyncratic components estimated from a factor model.
2.6.4 Pseudo Out-of-Sample Results
In order to assess how the model in Equation (2.13) performs out of sample, when spillovers
are selected by information criteria such as our new HQ3, we perform a pseudo out-of-sample
forecasting experiment. The evidence on out-of-sample predictive ability of long-horizon exchange
rate models is very mixed in the literature. The assertion of Meese and Rogoff (1983a,b) was
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that no model could outperform the na¨ıve no-change benchmark model. Since their work, there
has been a great many papers attempting to overturn this result, for example Mark (1995). The
paper of McCracken and Sapp (2005) also suggested that, using a range of different models and a
range of predictive ability test statistics, there is some positive evidence of beating the no-change
forecasting model. Nevertheless, we are not too hopeful of very positive evidence from an out-
of-sample perspective. However, it will be useful to see how parsimonious our model selection
procedures are in a pseudo out-of-sample setting.
For the pre- and post-Euro subsamples, we denote the total sample size as T + h and split the
sample into an ‘in-sample’ and ‘out-of-sample’ portion T = R+P − 1, having lagged the regressors
h periods for the direct forecasting scheme. We proceed to form P out-of-sample forecasts by
rolling through the sample with a rolling window length R, starting with the first R observations
of the subsample. In every rolling window, we first estimate the factor model and the idiosyncratic
errors using Principal Components. We then perform model selection using the HQ3 criterion and
estimate the parameters of the model by OLS before making the h-step ahead forecast.
This pseudo out-of-sample procedure yields a string of P forecast errors for the model in Equa-
tion (2.13) which we can write for country i as:
ε̂i,t+h = (si,t+h − sit)−
(
µ̂t + β̂t (sit − fit) + α̂itû(t)it + α̂jtû(t)jt
)
(2.14)
for all t = R, ..., T , where the estimated parameters µ̂t, β̂t, α̂it, α̂jt are the OLS estimators using
the rolling window of data from t−R+ 1, ..., t, and the idiosyncratic errors û(t)it and spillovers û(t)jt
are superscripted by t as they have also been estimated by Principal Components using the same
rolling window of the data.
The competitor model is the no-change forecast, which gives rise to the P forecast errors:
ε̂NCi,t+h = (si,t+h − sit)− 0 (2.15)
for all t = R, ..., T . For a country i, we will compare the two sets of forecasts in the expressions
(2.14) and (2.15) using the Relative Mean Squared Forecast Error (RMSFE) statistic:
RMSFEi =
MSFEi
MSFENCi
=
1
P
∑T
t=R ε̂
2
i,t+h
1
P
∑T
t=R
(
ε̂NCi,t+h
)2 (2.16)
Therefore, a value greater than 1 implies that the no-change benchmark outperforms the exchange
rate model, whereas a value less than 1 implies that the exchange rate model improves over the no-
change benchmark. In the results, rather than present individual statistics by country and model,
we instead look at the median RMSFE statistic across countries, in a similar way to Engel et al.
(2015).11
Since we select the models using the HQ3 criterion in each rolling window, it is possible that
11Results for the individual countries are available on request from the author.
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the model changes in every period, and it is therefore inappropriate to use Diebold-Mariano type
approaches to unconditional predictive ability. We will instead use the approach of Giacomini and
White (2006) for conditional predictive ability testing which allows the comparison of ‘forecasting
methods’ and not ‘forecasting models.’
Table 2.6 displays the results for three versions of the model in Equation (2.13) relative to the
no-change benchmark. The first version uses only the domestic idiosyncratic component and omits
the PPP and spillover terms by setting β = 0 and αj = 0. the second version omits the spillover
effects by setting only αj = 0 and the final version is the full unrestricted model.
Table 2.6: Pseudo Out-of-Sample Forecasting Results.
Pre-Euro
h = 1 h = 3 h = 6 h = 9 h = 12 h = 18 h = 24
ûit only Median RMSFE 1.07 1.23 1.32 1.41 1.37 1.15 1.15
# (RMSFE<1) 1 0 0 0 1 1 1
ûit + PPP Median RMSFE 1.08 1.27 1.49 1.44 1.49 1.08 0.85
# (RMSFE<1) 2 1 0 2 2 6 10
ûit + PPP + ûjt Median RMSFE 1.07 1.12 1.07 1.21 1.35 1.02 0.77
# (RMSFE<1) 3 4* 4 4* 3 8 11
Median m̂ 0.35 1.55 1.47 1.40 1.23 1.28 1.71
Post-Euro
h = 1 h = 3 h = 6 h = 9 h = 12 h = 18 h = 24
ûit only Median RMSFE 1.04 1.08 1.10 1.13 1.13 1.21 1.24
# (RMSFE<1) 2 0 0 0 1 2 2
ûit + PPP Median RMSFE 1.06 1.10 1.13 1.16 1.21 1.33 1.46
# (RMSFE<1) 1 0 0 1 0 2 4
ûit + PPP + ûjt Median RMSFE 1.05 1.08 1.15 1.16 1.01 1.30 1.26
# (RMSFE<1) 1 0 2* 2 4 4 4
Median m̂ 0.00 0.13 0.61 0.65 0.64 0.98 1.08
Notes: Results based on a number of factors r = 2. The Median RMSFE statistic is the median of the
countries’ relative mean squared forecast error statistic from Equation (2.16). The median is taken over
N = 17 countries in the Pre-Euro panel and N = 10 countries for post-Euro. The # (RMSFE<1) statistic
counts the number of countries for which the RMSFE is less than 1, i.e. the model has lower MSFE than the
no-change benchmark. The three entries with ∗ are cases where a single country had a statistically significant
improvement over the no-change model using the test of Giacomini and White (2006) at a 10% nominal size.
The results in Table 2.6 to a large extent confirm the results of other studies: that it is very
difficult to beat the no-change model in out-of-sample prediction. The median RMSFE is above 1
in most cases, except for at the largest forecast horizons. This is consistent with the findings of
Mark (1995), that predictive ability should increase with horizon. On the other hand, purely from
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a qualitative point of view, we can see that the addition of spillover effects above the PPP model
reduces the median RMSFE in almost all cases. The statistic #(RMSFE<1) also indicates that
this result holds not just for the median country, but it also increases the number of countries for
which the RMSFE is below 1. This result holds particularly in the pre-Euro area where for the
h = 24 horizon, 11 out of 17 countries have a RMSFE less than 1. However, the evidence from
the Giacomini and White (2006) test all but eliminates this result, as only a handful of results are
statistically significantly in favour of the exchange rate model.
Purely from a model selection point of view, which is the main purpose of this paper, we can
see that the HQ3 criterion selects a non-trivial amount of spillover effects on average. The Median
m̂ statistic takes the median of all countries’ number of selected spillover effects, averaged over all
pseudo out-of-sample observations. From this we can see that the number of chosen idiosyncratic
components tends to increase over the forecast horizon, indicating that the explanatory power of
these variables tends to be for longer-term prediction. The model selection, again, becomes more
conservative over the post-Euro period which may be due to the small sample size in N , which
results in between 0 and 1 idiosyncratic components being selected on average.
2.7 Conclusion
In this paper we have proposed information criteria for performing model selection in regressions
involving both estimated factors and idiosyncratic components. We show that existing information
criteria, even those which account for factor estimation error, are inconsistent when we additionally
use estimated idiosyncratic components in the regression. The first main contribution of the paper
presents results regarding the estimation error in the idiosyncratic component when used in time
series regression. We show that, under Principal Components estimation, this error vanishes at
a rate min
{√
T ,N
}
, whereas factor estimation error vanishes at a rate min {T,N}. This result
implies that, in cases where N is of larger order than
√
T , which we consider to cover the major-
ity of important macroeconomic datasets, then existing model selection criteria are inconsistent,
even those which allow for factor estimation in pure factor-augmented models such as Groen and
Kapetanios (2013). Also, we find that the standard BIC is inconsistent regardless of the relative
rate of increase between N and T , which means that this criterion should not be used in specifying
models involving factors and idiosyncratic components.
We therefore propose a class of information criteria with a penalty function which takes the
estimation error in the idiosyncratic component into account. By proposing precise functional forms
for these information criteria, we show that they perform well in Monte Carlo simulations, relative
to the existing information criteria which severely overfit the models in some or all configurations of
N and T . We illustrate these model selection methods with an empirical application to forecasting
exchange rates, extending the recent model of Engel et al. (2015) to allow for exchange rate spillover
effects. We find that our methods select a non-zero amount of spillover effects, even in a challenging
predictive environment when the models do not perform much better than a no-change benchmark.
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Future work can look at penalized LASSO-type regression for selection of these models. This was
proposed without formal justification by the empirical study of Luciani (2013). Formal results
using penalized regressions would provide a useful alternative to the information criteria proposed
in this paper.
2.8 Appendix A
2.8.1 Proof of Lemmas
The proof of the Theorem in the text makes use of the following Lemmas on estimation error in
the idiosyncratic components. Lemma 1 was discussed in the text, and Lemmas 2 and 3 are also
required. The proof of each of these Lemmas makes use of the following identity:
ûit − uit =
(
Xit − λ̂′iF̂t
)
− (Xit − λ′iFt)
= λ′iH
−1HFt − λ̂′iF̂t
= λ′iH
−1
(
HFt − F̂t
)
+
(
H ′−1λi − λ̂i
)′
F̂t
= λ′iH
−1
(
HFt − F̂t
)
+
(
H ′−1λi − λ̂i
)′
HFt (2.17)
+
(
H ′−1λi − λ̂i
)′ (
HFt − F̂t
)
where H is the rotation matrix described in Bai (2003) and Bai and Ng (2006).
Lemma 1 Let assumptions A-E of Bai and Ng (2006) hold and let the factors and idiosyncratic
errors be estimated by Principal Components. Then as N,T →∞,
1
T
T∑
t=1
Ft (ûit − uit) = Op
(
max
{
1
N
,
1√
T
})
(2.18)
Proof of Lemma 1
We can use Equation (2.17) to write for any i:
1
T
T∑
t=1
Ft (ûit − uit) = 1
T
T∑
t=1
Ftλ
′
iH
−1
(
HFt − F̂t
)
+
1
T
T∑
t=1
Ft
(
H ′−1λi − λ̂i
)′
HFt
+
1
T
T∑
t=1
Ft
(
H ′−1λi − λ̂i
)′ (
HFt − F̂t
)
=
(
1
T
T∑
t=1
Ft
(
HFt − F̂t
)′)
H ′−1λi +
(
1
T
T∑
t=1
FtF
′
t
)
H ′
(
H ′−1λi − λ̂i
)
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+(
1
T
T∑
t=1
Ft
(
HFt − F̂t
)′)(
H ′−1λi − λ̂i
)
Now the first term is Op
(
max
{
1
N ,
1
T
})
using Lemma A.1 of Bai and Ng (2006) and as H ′−1λi is
Op (1). We also know that the final term is of smaller order since
(
λ̂i −H ′−1λi
)
is op (1) by Bai
(2003) Theorem 2. However, for the middle term:(
1
T
T∑
t=1
FtF
′
t
)
H ′
(
H ′−1λi − λ̂i
)
= Op (1)×
(
H ′−1λi − λ̂i
)
= Op
(
1√
T
)
+Op
(
max
{
1
N
,
1
T
})
Since Bai (2003) Theorem 2 shows that for the Principal Components estimator of λ̂i we have:
λ̂i −H ′−1λi = H 1
T
T∑
t=1
Ftuit +Op
(
max
{
1
N
,
1
T
})
Now since we do not place any restriction on the relative rate of increase of T and N , Op
(
1√
T
)
+
Op
(
max
{
1
N ,
1
T
})
= Op
(
max
{
1
N ,
1√
T
})
and therefore:
1
T
T∑
t=1
Ft (ûit − uit) = Op
(
max
{
1
N
,
1√
T
})
as required.
Lemma 2 Let assumptions A-E of Bai and Ng (2006) hold and let the factors and idiosyncratic
errors be estimated by Principal Components. Then as N,T →∞,
1
T
T∑
t=1
(ûit − uit) εt+h = Op
(
max
{
1
N
,
1
T
})
(2.19)
Proof of Lemma 2
We can use Equation (2.17) to write for any i that:
1
T
T∑
t=1
(ûit − uit) εt+h = 1
T
T∑
t=1
εt+hλ
′
iH
−1
(
HFt − F̂t
)
+
1
T
T∑
t=1
εt+h
(
H ′−1λi − λ̂i
)′
HFt
+
1
T
T∑
t=1
εt+h
(
H ′−1λi − λ̂i
)′ (
HFt − F̂t
)
= λ′iH
−1
(
1
T
T∑
t=1
(
HFt − F̂t
)
εt+h
)
+
(
H ′−1λi − λ̂i
)′
H
(
1
T
T∑
t=1
Ftεt+h
)
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+
(
H ′−1λi − λ̂i
)′( 1
T
T∑
t=1
(
HFt − F̂t
)
εt+h
)
Therefore the first part is Op
(
max
{
1
N ,
1
T
})
by Lemma A.1 of Bai and Ng (2006) and as λ′iH
−1 =
Op (1). The last part is of smaller order because λ̂i − H ′−1λi = op (1) by Bai (2003) Theorem 2.
For the middle part,
(
H ′−1λi − λ̂i
)′
H
(
1
T
T∑
t=1
Ftεt+h
)
=
[
Op
(
1√
T
)
+Op
(
max
{
1
N
,
1
T
})]
×Op
(
1√
T
)
since the assumption E[Ftεt+h] = 0 implies that
(
1
T
∑T
t=1 Ftεt+h
)
= Op
(
1√
T
)
and as
(
λ̂i −H ′−1λi
)
=
Op
(
1√
T
)
+Op
(
max
{
1
N ,
1
T
})
by Bai (2003) Theorem 2. This part is therefore Op
(
max
{
1√
TN
, 1T
})
Combining these three results shows that
1
T
T∑
t=1
(ûit − uit) εt+h = Op
(
max
{
1
N
,
1
T
})
as required.
Lemma 3 Let assumptions A-E of Bai and Ng (2006) hold and let the factors and idiosyncratic
errors be estimated by Principal Components. Then as N,T →∞,
1
T
T∑
t=1
uit (ûit − uit) = Op
(
max
{
1
N
,
1
T
})
(2.20)
Proof of Lemma 3
In a similar way to Lemmas 1 and 2, we can write:
1
T
T∑
t=1
uit (ûit − uit) = 1
T
T∑
t=1
uitλ
′
iH
−1
(
HFt − F̂t
)
+
1
T
T∑
t=1
uit
(
H ′−1λi − λ̂i
)′
HFt
+
1
T
T∑
t=1
uit
(
H ′−1λi − λ̂i
)′ (
HFt − F̂t
)
=
(
1
T
T∑
t=1
uit
(
HFt − F̂t
)′)
H ′−1λi +
(
1
T
T∑
t=1
F ′tuit
)
H ′
(
H ′−1λi − λ̂i
)
+
(
1
T
T∑
t=1
uit
(
HFt − F̂t
)′)(
H ′−1λi − λ̂i
)
Now in this case, the first term is Op
(
max
{
1
N ,
1
T
})
by Bai (2003) Lemma B.1, the final part is of
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smaller order as λ̂i −H ′−1λi is op (1) and for the middle part we have:(
1
T
T∑
t=1
F ′tuit
)
H ′
(
H ′−1λi − λ̂i
)
= Op
(
1√
T
)
×
[
Op
(
1√
T
)
+Op
(
max
{
1
N
,
1
T
})]
since E[F ′tuit] = 0 implies that
(
1
T
∑T
t=1 F
′
tuit
)
= Op
(
1√
T
)
and
(
λ̂i −H ′−1λi
)
= Op
(
1√
T
)
+
Op
(
max
{
1
N ,
1
T
})
from Bai (2003) Theorem 2. This term is therefore Op
(
max
{
1√
TN
, 1T
})
. Com-
bining the three results gives:
1
T
T∑
t=1
uit (ûit − uit) = Op
(
max
{
1
N
,
1
T
})
as required.
2.8.2 Proof of Theorem
We have two regression specifications i and j:
yt+h = β
i′F̂ it + α
i′ûit + ε
i
t+h
with F̂ it and β
i of dimension ri × 1 and αi and ûit of dimension mi × 1; and:
yt+h = β
j′F̂ jt + α
j′ûjt + ε
j
t+h
with F̂ jt and β
j of dimension rj×1 and αj and ûjt of dimension mj×1. For simplicity we will write
these compactly as:
yt+h = θ
i′Ẑit + ε
i
t+h
and
yt+h = θ
j′Ẑjt + ε
j
t+h
Where Ẑit =
[
F̂ i′t , ûi′t
]′
and Ẑjt =
[
F̂ j′t , û
j′
t
]′
. Now in what follows we will relate the generated
regressors F̂ it and û
i
t to their probability limits H
iF it and u
i
t where H
i is the relevant submatrix of
H described in Bai and Ng (2006) and uit is not rotated as the common component is identified
without rotation. This gives the probability limit vectors Zit =
[
F i′t H i′, ui′t
]′
and Zjt =
[
F j′t Hj′, u
j′
t
]′
.
Now we can rewrite the sum of square error functions V (.) both for the estimated factor and
idiosyncratic components, and for their probability limits as:
V
(
F̂ i, ûi
)
= V
(
Ẑi
)
=
1
T
y′M̂ iy
V
(
F̂ j , ûj
)
= V
(
Ẑj
)
=
1
T
y′M̂ jy
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V
(
F iH i′, ui
)
= V
(
Zi
)
=
1
T
y′M iy
V
(
F jHj′, uj
)
= V
(
Zj
)
=
1
T
y′M jy
where M̂ i = I − Ẑi
(
Ẑi′Ẑi
)−1
Ẑi′, M i = I − Zi (Zi′Zi)−1 Zi′ and similarly for M̂ j and M j .
Therefore we can rewrite the statement in Theorem 1 as:
lim
N,T→∞
Pr
(
ln
[
1
T y
′M̂ jy
1
T y
′M̂ iy
]
< (ri +mi − rj −mj) g (N,T )
)
= 0
which we can manipulate in order to relate the estimated regressors back to the true (rotated)
factors and idiosyncratic errors as follows:
lim
N,T→∞
Pr
(
ln
[
1
T y
′M jy
1
T y
′M iy
]
+ ln
[
1
T y
′M̂ jy
1
T y
′M jy
]
− ln
[
1
T y
′M̂ iy
1
T y
′M iy
]
< (ri +mi − rj −mj) g (N,T )
)
= 0
(2.21)
The second and third terms on the left of this expression are both estimation error terms involving
the estimated factors and idiosyncratic components. We must first show the rate at which these
two terms vanish as T and N grow large. This proof deviates from those in Bai and Ng (2006) and
Groen and Kapetanios (2013) as the matrices M̂ i and M̂ j do not just contain estimated factors,
they additionally contain estimation error due to the idiosyncratic errors.
Consider the first of these for the model specification i. (That for j will follow the same
argument).
1
T
y′M̂ iy − 1
T
y′M iy =
1
T
y′
(
M̂ i −M i
)
y
=
1
T
y′
(
P i − P̂ i
)
y
where P̂ i and P i are projection matrices P̂ i = Ẑi
(
Ẑi′Ẑi
)−1
Ẑi′ and P i = Zi
(
Zi′Zi
)−1
Zi′. Now
make the following expansion:
1
T
y′
(
P i − P̂ i
)
y =
1
T
y′
(
Zi
(
Zi′Zi
)−1
Zi′ − Ẑi
(
Ẑi′Ẑi
)−1
Ẑi′
)
y
=
1
T
y′
(
Zi
(
Zi′Zi
)−1
Zi′
−
(
Ẑi − Zi + Zi
)(
Ẑi′Ẑi
)−1 (
Ẑi − Zi + Zi
)′)
y
=
1
T
y′Zi
[(
Zi′Zi
)−1 − (Ẑi′Ẑi)−1]Zi′y
− 1
T
y′
(
Ẑi − Zi
)(
Ẑi′Ẑi
)−1
Zi′y
− 1
T
y′Zi
(
Ẑi′Ẑi
)−1 (
Ẑi − Zi
)′
y
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− 1
T
y′
(
Ẑi − Zi
)(
Ẑi′Ẑi
)−1 (
Ẑi − Zi
)′
y
= I + II + III + IV
Consider part II:
II =
1
T
y′
(
Ẑi − Zi
)(
Ẑi′Ẑi
)−1
Zi′y
=
1
T
y′
(
Ẑi − Zi
)( 1
T
Ẑi′Ẑi
)−1 1
T
Zi′y
The product of the second and last part of this expression
(
1
T Ẑ
i′Ẑi
)−1
1
T Z
i′y gives a column vector
of dimension (ri +mi)×1 which is Op (1). The first part is a 1×(ri +mi) row vector. Now re-write
this part in terms of the estimates F̂ it and û
i
t using Ẑ
i
t =
[
F̂ i′t , ûi′t
]′
, or in matrix form Ẑi =
[
F̂ i, ûi
]
,
and substituting in the true model for y from Equation (2.2) we have:
1
T
y′
(
Ẑi − Zi
)
=
1
T
y′
[(
F̂ i − F iH i′
)
,
(
ûi − ui)]
=
1
T
(
F 0β + u0α+ ε
)′ [(
F̂ i − F iH i′
)
,
(
ûi − ui)]
Now the first ri elements of this row vector corresponding to factor estimation error are results
which have already been shown in the literature, namely:
β′
1
T
F 0′
(
F̂ i − F iH i
)
= β′
1
T
T∑
t=1
F 0t
(
F̂ it −H iF it
)′
= Op
(
max
{
1
N
,
1
T
})
and
1
T
ε′
(
F̂ i − F iH i
)
=
1
T
T∑
t=1
εt+h
(
F̂ it −H iF it
)′
= Op
(
max
{
1
N
,
1
T
})
both by Bai and Ng (2006) Lemmas A.1 (ii) and A.1 (vi), and
α′
1
T
u0′
(
F̂ i − F iH i
)
= α′
1
T
T∑
t=1
u0t
(
F̂ it −H iF it
)′
= Op
(
max
{
1
N
,
1
T
})
by Bai (2003) Lemma B.1 since the dimension of u0t is m
0 which is finite. However, the remaining
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three terms are new to this paper and are analysed in the Lemmas above, namely:
β′
1
T
F 0′
(
ûi − ui) = β′ 1
T
T∑
t=1
F 0t
(
ûit − uit
)′
= Op
(
max
{
1
N
,
1√
T
})
and
1
T
ε′
(
ûi − ui) = 1
T
T∑
t=1
εt+h
(
ûit − uit
)′
= Op
(
max
{
1
N
,
1
T
})
and finally:
α′
1
T
u0′
(
ûi − ui) = α′ 1
T
T∑
t=1
u0t
(
ûit − uit
)′
= Op
(
max
{
1
N
,
1
T
})
The same results are used in showing the other parts I, III and IV and as such we do not
repeat them here. Combining all of these results yields:
1
T
y′M̂ iy − 1
T
y′M iy = Op
(
max
{
1
N
,
1√
T
})
This differs to that of Groen and Kapetanios (2013), due to the consistency rate in Lemma A. This
result implies:
1
T y
′M̂ iy
1
T y
′M iy
= 1 +Op
(
max
{
1
N
,
1√
T
})
which in turn implies:
ln
[
1
T y
′M̂ iy
1
T y
′M iy
]
= Op
(
max
{
1
N
,
1√
T
})
And the same result holds for model j. Therefore we can rewrite the expression in Equation (2.21)
to be:
lim
N,T→∞
Pr
(
ln
[
1
T y
′M jy
1
T y
′M iy
]
+Op
(
max
{
1
N
,
1√
T
})
< (ri +mi − rj −mj) g (N,T )
)
= 0 (2.22)
To show Theorem 1, we assume that model i is correct and that the probability limits of F̂ it and û
i
t
are H0F 0t and u
0
t for all t, which because we impose orthogonality on the factors, means that model
i contains the true number of variables with ri = r
0 and mi = m
0. This means that M iF 0 = 0 and
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M iu0 = 0 so just as in Groen and Kapetanios (2013), the denominator of the first part in (2.22)
becomes:
1
T
y′M iy =
1
T
y′M iy
=
1
T
ε′M iε
= σ2ε +Op
(
1
T
)
To assess statement (2.22) we now take two exhaustive cases in which the candidate model j is
incorrectly specified:
Case 1: The probability limits of F̂ jt and û
j
t are such that: (i) M
jF 0 = 0 but M ju0 6= 0 (Model j has
correct factor specification but not all relevant idiosyncratic errors are included), (ii) M jF 0 6= 0 but
M ju0 = 0 (not all relevant factors are included, but all relevant idiosyncratic errors are included)
or (iii) M jF 0 6= 0 and M ju0 6= 0 (model missing relevant factors and relevant idiosyncratic errors).
In any of these three cases (i)-(iii), the numerator in Equation (2.22) is:
1
T
y′M jy =
1
T
ε′M jε+
1
T
(
F 0β + u0α
)′
M j
(
F 0β + u0α
)
= σ2ε + τ1 +Op
(
1
T
)
where τ1 > 0 and the form of τ1 depends on whether we are in Case 1 (i), (ii) or (iii). Therefore:
1
T
y′M jy − 1
T
y′M jy = τ1 +Op
(
1
T
)
which implies that
ln
[
1
T y
′M jy
1
T y
′M jy
]
≥ τ2 > 0
for some known τ2. Therefore using Equation (2.22), the statement in Theorem 1 will hold in Case
1 as long as we can show that:
lim
N,T→∞
Pr
(
τ2 +Op
(
max
{
1
N
,
1√
T
})
< (ri +mi − rj −mj) g (N,T )
)
= 0
and since (ri +mi − rj −mj) is finite, this statement is true when g (N,T ) → 0. This is required
by condition (i) stated in the Theorem, which proves what was required in Case 1.
Turning to Case 2:
Case 2: The probability limits of F̂ jt and û
j
t are such that both M
jF 0 = 0 and M ju0 = 0, but
more than the relevant variables are included with either (i) rj = r
0 but mj > m
0 (correct factor
specification but too many idiosyncratic errors included), (ii) rj > r
0 but mj = m
0 (too many
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factors specified, but correct idiosyncratic error specification) or (iii) rj > r
0 and mj > m
0 (too
many factors and idiosyncratic errors included).
In this case, the numerator in (2.22) is:
1
T
y′M̂ jy =
1
T
ε′M jε+
1
T
(
F 0β + u0α
)′
M j
(
F 0β + u0α
)
= σ2ε +Op
(
1
T
)
Therefore:
1
T
y′M jy − 1
T
y′M jy = Op
(
1
T
)
which implies that:
ln
[
1
T y
′M jy
1
T y
′M jy
]
= Op
(
1
T
)
Therefore using (2.22), the statement in Theorem 1 will hold in Case 2 as long as we can show that:
lim
N,T→∞
Pr
(
Op
(
max
{
1
N
,
1√
T
})
< (ri +mi − rj −mj) g (N,T )
)
= 0
Now since model i is the correct model with ri = r
0 and mi = m
0, each of Case 2 (i), (ii) and (iii)
imply that (ri +mi − rj −mj) < 0. Therefore this statement holds when g (N,T ) min
{√
T ,N
}
→
∞ and the right hand side diverges to −∞ at a quicker rate than the estimation error. Since this
corresponds to condition (ii) stated in the Theorem, this shows what was required in Case 2.
This completes the proof of the Theorem.
2.9 Appendix B
This Appendix reports the MSD results from Section 2.5. See Tables 2.7 and 2.8, below.
95
Table 2.7: Monte Carlo Average of the MSDu Statistic
r = 1 m0 = 1 r = 1 m0 = 2 r = 1 m0 = 3
T\N 20 50 100 200 20 50 100 200 20 50 100 200
AIC
50 3.57 4.10 4.14 4.16 3.87 4.34 4.48 4.78 4.67 5.07 5.42 5.93
100 3.41 3.99 4.00 4.00 3.13 3.16 3.18 3.24 3.70 3.03 3.06 3.31
200 3.49 4.00 4.00 4.00 2.96 3.00 3.00 3.00 2.96 2.06 2.04 2.05
400 3.57 4.00 4.00 4.00 2.93 3.00 3.00 3.00 2.56 2.00 2.00 2.00
BIC
50 2.07 3.63 4.10 4.16 2.63 3.93 4.44 4.77 3.63 4.65 5.37 5.92
100 1.64 2.87 3.71 3.99 1.81 2.36 2.99 3.24 2.76 2.54 2.93 3.30
200 1.86 3.00 3.48 3.93 1.60 2.08 2.62 2.92 2.11 1.59 1.86 2.02
400 2.02 3.58 3.73 3.89 1.74 2.49 2.63 2.88 1.84 1.62 1.79 1.92
BICM
50 0.83 0.73 2.99 4.13 1.93 1.70 3.60 4.74 2.96 2.88 4.54 5.91
100 0.74 0.09 0.50 2.86 1.98 0.97 0.71 2.39 3.00 2.40 1.60 2.78
200 0.70 0.01 0.05 0.47 2.00 0.61 0.06 0.44 3.00 2.47 0.57 0.44
400 0.72 0.00 0.00 0.05 2.00 0.37 0.00 0.02 3.00 2.69 0.13 0.02
HQICM
50 0.75 2.24 4.08 4.17 1.85 2.80 4.42 4.77 2.91 3.71 5.36 5.93
100 0.46 0.38 2.49 3.99 1.81 0.68 2.09 3.24 2.96 1.76 2.40 3.30
200 0.30 0.06 0.58 3.11 1.86 0.10 0.42 2.40 2.99 1.02 0.39 1.78
400 0.18 0.01 0.10 0.91 1.95 0.01 0.04 0.58 3.00 0.50 0.03 0.47
IC1
50 0.86 0.57 0.47 0.43 1.96 1.85 1.79 1.72 2.98 2.93 2.90 2.88
100 0.77 0.32 0.17 0.11 1.98 1.82 1.68 1.56 3.00 2.97 2.91 2.87
200 0.57 0.09 0.02 0.00 1.99 1.77 1.49 1.20 3.00 2.98 2.93 2.85
400 0.30 0.00 0.00 0.00 1.99 1.55 0.75 0.34 3.00 2.99 2.92 2.75
IC2
50 0.93 0.62 0.49 0.44 1.98 1.89 1.82 1.72 2.99 2.95 2.92 2.88
100 0.88 0.40 0.20 0.11 1.99 1.89 1.74 1.60 3.00 2.98 2.94 2.88
200 0.79 0.14 0.03 0.00 2.00 1.89 1.65 1.27 3.00 2.99 2.96 2.89
400 0.64 0.01 0.00 0.00 2.00 1.84 0.99 0.44 3.00 3.00 2.96 2.82
IC3
50 0.83 0.52 0.46 0.44 1.93 1.80 1.76 1.71 2.96 2.91 2.89 2.87
100 0.60 0.24 0.13 0.09 1.93 1.73 1.59 1.51 2.99 2.94 2.88 2.85
200 0.31 0.03 0.01 0.00 1.87 1.49 1.28 1.07 3.00 2.95 2.88 2.81
400 0.13 0.00 0.00 0.00 1.66 0.69 0.37 0.21 3.00 2.89 2.72 2.57
HQ1
50 0.75 0.44 0.62 1.01 1.85 1.65 1.71 2.16 2.91 2.81 2.82 3.37
100 0.48 0.13 0.05 0.04 1.84 1.37 1.10 0.93 2.97 2.79 2.55 2.43
200 0.29 0.01 0.00 0.00 1.84 1.05 0.63 0.38 2.99 2.82 2.47 2.16
400 0.14 0.00 0.00 0.00 1.86 0.40 0.08 0.02 3.00 2.73 1.99 1.20
HQ2
50 0.80 0.42 0.52 0.88 1.91 1.66 1.65 2.05 2.95 2.83 2.80 3.26
100 0.66 0.17 0.05 0.04 1.96 1.56 1.21 0.96 2.99 2.88 2.63 2.47
200 0.49 0.02 0.00 0.00 1.97 1.36 0.78 0.42 3.00 2.91 2.62 2.26
400 0.26 0.00 0.00 0.00 1.99 0.78 0.13 0.02 3.00 2.92 2.30 1.37
HQ3
50 0.75 0.46 0.64 1.04 1.84 1.65 1.72 2.17 2.91 2.80 2.84 3.39
100 0.41 0.11 0.05 0.04 1.76 1.25 1.04 0.88 2.92 2.69 2.47 2.38
200 0.22 0.01 0.00 0.00 1.52 0.70 0.49 0.31 2.94 2.57 2.22 2.00
400 0.13 0.00 0.00 0.00 0.88 0.08 0.02 0.01 2.88 1.83 1.27 0.86
Notes: Average taken across all M = 1000 Monte Carlo replications.
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Table 2.8: Monte Carlo Average of the MSDF Statistic
r = 1 m0 = 1 r = 1 m0 = 2 r = 1 m0 = 3
T\N 20 50 100 200 20 50 100 200 20 50 100 200
AIC
50 3.04 2.90 2.83 2.83 2.72 2.62 2.64 2.62 2.56 2.46 2.44 2.57
100 3.24 2.88 2.66 2.44 2.87 2.51 2.26 2.20 2.64 2.37 2.17 2.01
200 3.42 3.00 2.80 2.52 3.03 2.60 2.48 2.29 2.93 2.45 2.31 2.08
400 3.60 3.28 2.99 2.66 3.35 2.85 2.67 2.36 3.22 2.73 2.44 2.18
BIC
50 2.00 1.93 1.92 1.90 1.55 1.54 1.53 1.55 1.37 1.36 1.45 1.49
100 2.21 1.66 1.41 1.16 1.67 1.24 1.00 0.96 1.26 0.99 0.81 0.73
200 2.56 1.80 1.38 1.05 1.87 1.12 0.90 0.72 1.54 1.00 0.76 0.63
400 2.96 2.05 1.54 1.05 2.30 1.32 1.04 0.75 2.03 1.08 0.78 0.53
BICM
50 0.07 0.32 0.97 1.52 0.02 0.14 0.77 1.16 0.02 0.11 0.65 1.10
100 0.02 0.09 0.19 0.51 0.01 0.03 0.14 0.38 0.00 0.03 0.07 0.25
200 0.00 0.03 0.07 0.14 0.00 0.01 0.04 0.08 0.00 0.00 0.01 0.06
400 0.00 0.00 0.03 0.05 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.02
HQICM
50 0.27 1.11 1.85 2.16 0.10 0.82 1.46 1.81 0.07 0.69 1.36 1.74
100 0.09 0.39 0.82 1.16 0.02 0.19 0.52 0.97 0.01 0.13 0.39 0.75
200 0.04 0.14 0.33 0.69 0.00 0.06 0.18 0.43 0.00 0.03 0.14 0.34
400 0.01 0.05 0.14 0.26 0.00 0.01 0.04 0.19 0.00 0.00 0.04 0.09
IC1
50 0.04 0.02 0.01 0.02 0.01 0.01 0.00 0.00 0.01 0.00 0.00 0.00
100 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
200 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
400 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
IC2
50 0.02 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
100 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
200 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
400 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
IC3
50 0.07 0.03 0.01 0.02 0.02 0.01 0.01 0.01 0.02 0.00 0.01 0.00
100 0.04 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00
200 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
400 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
HQ1
50 0.27 0.12 0.12 0.13 0.10 0.05 0.07 0.07 0.07 0.03 0.04 0.07
100 0.06 0.04 0.02 0.02 0.02 0.01 0.00 0.00 0.01 0.00 0.00 0.00
200 0.04 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
400 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
HQ2
50 0.09 0.08 0.09 0.11 0.03 0.03 0.05 0.06 0.02 0.02 0.03 0.05
100 0.03 0.02 0.02 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00
200 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
400 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
HQ3
50 0.28 0.14 0.12 0.13 0.11 0.06 0.07 0.08 0.07 0.04 0.04 0.07
100 0.14 0.04 0.02 0.02 0.03 0.01 0.01 0.00 0.02 0.00 0.00 0.00
200 0.10 0.02 0.01 0.00 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00
400 0.11 0.01 0.01 0.00 0.01 0.00 0.00 0.00 0.01 0.00 0.00 0.00
Notes: Average taken across all M = 1000 Monte Carlo replications.
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CHAPTER 3
Revisiting Targeted Factors
3.1 Introduction
This paper revisits the idea of ‘targeting’ the factors estimated from a big dataset, when the purpose
is to use the factors for economic forecasting. The principle of targeted factors is to down-weight
or remove selected variables prior to factor estimation in order to improve the forecasts based on
those factor estimates for a particular forecast variable of interest. This literature has evolved along
two separate paths. On the one hand, Boivin and Ng (2006) suggested to down-weight variables
which have noisy idiosyncratic variation as these can worsen the precision of factor estimates. On
the other hand, Bai and Ng (2008a) suggested to use LASSO-type methods to pre-select a subset
of variables, targeted to a specific forecast variable, from which to estimate the factors. These
are both in contrast with the seminal work of Stock and Watson (2002a,b) who suggest to use
all available variables in the dataset, and weight these variables equally in the process of factor
estimation. In this paper, we explore the idea that both types of targeting might be used together.
We therefore propose methods which allow us to target the factor estimation procedure with both
the forecast variable and the factor model properties in mind.
The first main contribution of this paper proposes a method to directly combine the existing
methods of Bai and Ng (2008a) and Boivin and Ng (2006) for targeting factors. Our approach uses
elements of both of these methods to produce estimation weights for weighted Principal Components
Analysis (PCA). The weight assigned to each variable depends both on its ability to predict a given
forecast variable, and its properties with regards to idiosyncratic noise within the factor model
structure. This method is implemented by first removing the weak predictor variables based on a
LASSO-based selection procedure, as in Bai and Ng (2008a), and then performing weighted PCA
on the surviving variables. The implication of this method is that if there are two variables with
similar predictive power for the forecast variable, but one is noisy and the other is not, then both
variables will be retained for factor estimation, but the former will be down-weighted. This is not
possible using either the methodologies of Bai and Ng (2008a) or Boivin and Ng (2006) alone.
The second proposal we make is to extend the Bai and Ng (2008a) method to use weighted
PCA, rather than standard PCA, in order to reflect the relative strength of predictive power of
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different variables on the target variable. The existing approach of Bai and Ng (2008a) uses the
Elastic Net LASSO-based method of Zou and Hastie (2005) simply as a selection device and then
estimates the factors using standard PCA by placing equal weight on the surviving variables which
have non-zero Elastic Net coefficients. Similarly, the extension of Kim and Swanson (2014) uses
bagging and boosting as a way to pre-select variables prior to using standard PCA. We suggest
that, after the LASSO-based pre-selection phase, the coefficient values are retained and used as
weights in performing weighted PCA, rather than discarding the magnitude of these coefficients.
We finally propose a method which uses the idea of targeting to allow the implementation of
a Generalized Least Squares analogue to Principal Components Analysis. We call this Targeted
Generalized Principal Components Analysis (TGPCA). The paper of Boivin and Ng (2006) first
suggested a Generalized PCA procedure, but noted that this was not feasible because a typical esti-
mator of the variance-covariance matrix of the idiosyncratic errors is of reduced rank and therefore
not invertible. We overcome this limitation by suggesting a method which uses the LASSO-based
pre-selection phase to reduce the dimension of the problem and select a subset of variables whose
error variance-covariance matrix can be inverted. This method is therefore also a combination of
the two types of targeting, and additionally lets us solve the problem found by Boivin and Ng
(2006) regarding the Generalized PCA procedure.
We expect that these proposed methods will provide empirical forecasting improvements in a
wide variety of situations. Previous empirical studies such as Schumacher (2010) and Eickmeier
and Ng (2011) found that using the Bai and Ng (2008a) method provided improvements over other
forecasting methods. We envisage that using our combined method of targeting which also targets
factors based on factor model performance may provide yet further improvements. On the other
hand, other studies such as den Reijer (2012) and Castle et al. (2013) find less evidence in favour
of the Bai and Ng (2008a) targeting approach. It is possible that the results of these studies are
adversely affected because the targeted predictor method retains variables which give noisy factor
estimates. This point would be addressed by using our proposed methodologies.
To this end, we provide an empirical illustration of our proposed methodologies to forecasting
a range of macroeconomic and financial variables in the U.S. based on the Stock and Watson
(2002a,b) dataset. We compare these new methods to the existing targeted factor methodologies.
As a preview of the results, we find that our combined targeted methodologies prove to perform
better than all other methods in terms of the Mean Squared Forecast Error (MSFE) from a
pseudo out-of-sample forecast experiment. We confirm this feature with evidence form the Model
Confidence Set (MCS) procedure of Hansen et al. (2011).
The rest of the paper is organised as follows. Section 3.2 introduces the general framework
for factor estimation which allows us to describe the spectrum of different targeted factor method-
ologies. We also provide a section detailing the limitations of exiting methodologies. Section 3.3
outlines our new proposed methods for targeted factors. Section 3.4 describes the data, the differ-
ent competing models we use, and the pseudo out-of-sample forecasting experiment. Section 3.5
provides the results. Finally, Section 3.6 concludes the paper.
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3.2 Targeted Factors
In this section we introduce a general set-up which enables us to discuss the spectrum of existing
approaches to targeted factors. We then give a review of the most important targeting methods,
and conclude the section with a discussion of the limitations of existing methods, which we aim to
address in this paper.
3.2.1 Set-up
In forecasting a target variable yt+h at a forecast horizon h > 0, the literature of targeted factors is
underpinned by the “diffusion index”, or factor-augmented forecasting model of Stock and Watson
(2002a,b). This method assumes that a high-dimensional N × 1 vector of candidate predictors Xt
have a common factor structure:
Xt = ΛFt + ut (3.1)
where Ft is an r × 1 vector of unobserved factors, Λ is an N × r matrix of factor loadings and
ut is an N × 1 vector of idiosyncratic error terms. The diffusion index model uses the factors as
predictors in the forecasting model instead of Xt as this performs substantial data reduction when
r << N . The model can be written:
yt+h = β
′Ft + εt+h (3.2)
Since the factors, Ft, are unknown, they must be estimated from the data in order to make forecast-
ing using Equation (3.2) feasible. Stock and Watson (2002a,b) show that using standard Principal
Components Analysis (PCA) gives consistent factor estimates up to a rotation of the true factors.
Standard PCA estimates the T × r matrix of factors, F , as the r eigenvectors corresponding to the
r largest eigenvalues of the T ×T covariance matrix XX ′, under the identifying normalization that
F ′F/T = I.
The idea of targeted factors is that we may wish to give more or less weight to certain variables
in Xt when estimating the factors, in order to ‘target’ a specific scenario. At its most general, the
estimation of targeted factors is a form of Generalized Principal Components Analysis (GPCA),
solving the optimization problem:
min
Λ,F1,...,FT
1
NT
T∑
t=1
(Xt − ΛFt)′W (Xt − ΛFt) (3.3)
subject to the identifying normalization F ′F/T = I, and where W is an N ×N weighting matrix
whose form will be discussed throughout this paper. When W is data-dependent, it should be
indexed by the panel dimensions as WNT , though we drop these indices so as to simplify the
notation. When W = I, this optimization coincides with standard PCA, and therefore standard
PCA is merely a special case of the optimization procedure in Equation (3.3). In many of the
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approaches we will discuss, the weighting matrix W has the diagonal form:
W = diag (w)
where w is an N×1 vector of weights to be chosen by the researcher. The typical case of ‘targeting’
is when w only contains the values 1 and 0, and W is an inclusion matrix for performing standard
PCA on a subset of the variables in Xt. In the case of a diagonal weight matrix, the estimation
procedure reduces to Weighted Principal Components Analysis (WPCA), and the GPCA objective
function in Equation (3.3) can be rewritten as:
min
Λ,F1,...,FT
1
NT
N∑
i=1
wi
T∑
t=1
(
Xit − λ′iFt
)2
(3.4)
where the r × 1 matrix λi corresponds to the ith row of Λ. WPCA can be implemented easily by
performing standard PCA using each of the series Xit, weighted by w
1/2
i . We now discuss the most
important methods of choosing w suggested in the literature.
3.2.2 Targeting Forecast Model Predictors
Bai and Ng (2008a) considered the idea that, if only a subset of variables in Xt are relevant
in forecasting a particular variable yt+h but the subset is still large enough to require factor-
based methods, then we may improve forecasts by estimating the factors only using that subset of
variables. In this way, we obtain different factor estimates targeted to a forecast variable of interest.
This is in contrast to the classic diffusion index approach of Stock and Watson (2002a,b) which
estimates the factors using all available data, and the factor estimates are the same for each forecast
variable. Bai and Ng (2008a) suggest to use penalized regression techniques as a pre-selection device
to determine which variables are used for factor estimation. The use of penalized regressions is
motivated by the high-dimensionality of many macroeconomic datasets where, in many cases, N is
larger than T . The pre-selection phase uses the linear model:
yt+h = θ
′Xt + εt+h
and an estimation procedure which uses a penalty function p (θ; τ) to shrink the coefficients θ
towards zero, with the severity of the penalty determined by tuning parameter(s), τ . The estimate
of θ is the solution to the following penalized least squares problem:
θ̂ (p, τ) = arg min
θ
(
1
T
T∑
t=1
(
yt+h − θ′Xt
)2
+ p (θ; τ)
)
(3.5)
We index the estimator θ̂ by both p and τ to be clear that the estimator depends on the functional
form of the penalty and the severity implied by the tuning parameter(s) τ . Bai and Ng (2008a)
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suggest to use LASSO-type penalty functions as these are able to shrink coefficients exactly to zero,
thus performing model selection. The LASSO, proposed by Tibshirani (1996), uses the L1 penalty
with a single tuning parameter τ1 > 0 and penalty function p (θ; τ1) = τ1‖θ‖1. In practice, Bai
and Ng (2008a) found it to be more appropriate to use the Elastic Net penalty function of Zou
and Hastie (2005), whose selection properties improve over the basic LASSO in situations of highly
correlated variables. This method has a penalty function combining both the L1 and L2 norms
with two tuning parameters, τ1 > 0 and τ2 > 0, such that p (θ; τ1, τ2) = τ1‖θ‖1 + τ2‖θ‖2.
Using the Elastic Net estimates θ̂ (EN, τ1, τ2), Bai and Ng (2008a) suggest to define a weight
wENi for each variable by assigning 1’s and 0’s according to those variables with non-zero coefficients,
given τ1 and τ2:
wENi = 1
{
θ̂i (EN, τ1, τ2) 6= 0
}
(3.6)
where 1 {.} is the indicator function. This amounts to running standard PCA on the subset of
variables with non-zero Elastic Net coefficients. Bai and Ng (2008a) find that using generalized
cross-validation to select the tuning parameter, as suggested by Tibshirani (1996), gives a very
small number of retained variables; too small for factor estimation. They instead opt to choose
τ1 in such a way which allows 30 variables to enter the targeted dataset for factor estimation,
as they deem 30 as a small but appropriate number for factor estimation based on Monte Carlo
simulation evidence. Selection of the ‘top 30’ is made simple by using the least angle regression
(LAR) algorithm of Efron et al. (2004) which gives a full ordering of the Xt variables for a given
yt+h.
Subsequently, there has been significant interest in targeted predictors both from a methodolog-
ical and an empirical perspective. Kim and Swanson (2014) expand on this approach by looking a a
wider range of shrinkage methods such as bagging and boosting. In empirical studies, Schumacher
(2010) and Eickmeier and Ng (2011) use factor models on big international datasets in forecasting
German and New Zealand GDP growth respectively, and report success of targeting relative to
using the whole dataset. den Reijer (2012), however, finds no gains to pre-selection in forecasting
Dutch GDP and inflation.
3.2.3 Targeting the Factor Model
Another approach to targeting was proposed by Boivin and Ng (2006), who suggested methods of
down-weighting or eliminating variables with ‘noisy’ properties for factor estimation. Since Stock
and Watson (2002a,b) show that consistency of PCA requires that the idiosyncratic components
uit are not too strongly correlated, Boivin and Ng (2006) suggest to down-weight such variables by
using the analogue of Generalized Least Squares and setting the GPCA weighting matrix to be:
WGLS = Ω−1 (3.7)
where Ω is the variance-covariance matrix of the vector of idiosyncratic errors ut. However, they
note that there is no feasible analogue to this problem, as the N ×N estimator Ω̂ from an r-factor
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model is of rank N−r, and is not invertible. Therefore it is not feasible to use the GPCA procedure
of Equation (3.3) with the weight matrix of Equation (3.7).
Boivin and Ng (2006) suggest several ways to overcome this. The first approach, which they
call “Rule SWa”, suggests to take only the principal diagonal of the matrix Ω̂ and use the inverse
of these elements to form a diagonal weight matrix with entries:
wSWai = Ω̂
−1
ii (3.8)
These weights are then used in the WPCA procedure described in Equation (3.4). Since this
approach only uses the idiosyncratic variances, and not the covariances, they propose a second
approach, “Rule SWb”, which gives a weight to variable i equal to the inverse of the average
correlation of that idiosyncratic error with all other errors:
wSWbi =
 1
N
N∑
j=1
|Ω̂ij |
−1 (3.9)
This procedure uses all of the estimated idiosyncratic variances and covariances, but it only weights
the variances in the estimation procedure. They also consider another set of methods, “Rule 1”
and “Rule 2”, specifying a binary 1/0 selection vector which drops series whose errors are most
correlated with some other series.
Their results find that using estimated factors with these weighting schemes performs better
in forecasting a wide range of U.S. economic series than the factors estimated using the full set of
data series. Their results suggest that it may not be optimal to give equal weight to variables in
factor estimation, and that it is not always optimal to use as many series as possible.
3.2.4 Limitations of Targeting Methods
The targeted factor methods described in the previous sections have been seen to provide improve-
ments in empirical forecasting exercises. However, there are also shortcomings to these methods
which we wish to address in this paper.
The targeted predictors method of Bai and Ng (2008a), described in Section 3.2.2, attributes
equal weight to a subset of variables by performing standard PCA on the predictors selected using
a LASSO-type preliminary regression. This has two main limitations. Firstly, they use the LASSO
regression only as a means of obtaining a binary 1/0 selection vector, meaning that the researcher
loses information regarding the strength of prediction of each candidate predictor. If the aim is
to produce factors which are targeted to a specific variable, it might be sensible to assign factor
estimation weights which are proportional to the magnitude of the coefficient vector described in
Equation (3.5). Secondly, this procedure does not assign weights which penalise large idiosyncratic
variation for each variable. In this sense, the method of Bai and Ng (2008a) misses out on the
improvements of Boivin and Ng (2006).
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On the other hand, the methods of Boivin and Ng (2006), outlined in Section 3.2.3, are also
subject to some limitations. Firstly, due to the problem of non-invertability of Ω̂, the authors cannot
implement a feasible GLS procedure for PCA and are restricted to rule-based schemes which, in
their own words, implies “a certain ad hocness” to their methodology. Secondly, since this method
penalises variables based on their properties in the factor model and not the forecasting model, the
factor estimates are the same for any variable to be forecast. Therefore it may be the case that the
weighting scheme of Boivin and Ng (2006) gives small weight to a variable which is strongly related
to a given forecast variable. In a similar way as before, the method of Boivin and Ng (2006) misses
out on the improvements of Bai and Ng (2008a).
In the next section we propose forecasting methodologies which overcome the limitations de-
scribed in this section.
3.3 Methodology
3.3.1 Combined Targeted Principal Components Analysis
The first contribution of this paper is to provide procedures which combine the benefits of both
Bai and Ng (2008a) and Boivin and Ng (2006) by targeting the factors both with respect to the
factor model and the forecast model. We additionally provide a method which allows researchers
to choose how much to target factor estimation based on the factor model and the forecast model.
This is not possible in the methodologies of Bai and Ng (2008a) or Boivin and Ng (2006) which do
one form of targeting but not both. We also relax the procedure of Bai and Ng (2008a) so that the
magnitude of the LASSO-type coefficients are used to give varying weights to each variable.
We first propose a method which combines the existing weighting schemes from the targeting
methods of Boivin and Ng (2006) and Bai and Ng (2008a) by forming weights for WPCA which
are a product of the weights of both methods. From the definition of the weights wENi , w
SWa
i and
wSWbi in Equations (3.6), (3.8) and (3.9), we suggest combined weights w
1
i and w
2
i which combine
wENi respectively with w
SWa
i and w
SWb
i :
w1i = w
EN
i × wSWai
= 1
{
θ̂i (EN, τ1, τ2) 6= 0
}
× Ω̂−1ii (3.10)
and
w2i = w
EN
i × wSWbi
= 1
{
θ̂i (EN, τ1, τ2) 6= 0
}
×
 1
N
N∑
j=1
|Ω̂ij |
−1 (3.11)
The weights w1i and w
2
i have the dual effect of removing variables which are weak predictors for
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yt+h while also down-weighting those variables whose idiosyncratic errors are noisy.
However, as mentioned in the previous section, it may be useful to retain information regarding
the strength of predictive power of each variable for yt+h. In other words, rather than using the
indicator function as in Equation (3.6) and giving equal weights to the targeted variables in factor
estimation, we may use the actual (absolute) values of θ̂ (EN, τ1, τ2):
wθi = |θ̂i (EN, τ1, τ2)| (3.12)
To combine this with the SWa and SWb methods of Boivin and Ng (2006), we suggest to use a
Cobb-Douglas style function to calculate the weights, with a parameter α which controls the degree
to which the researcher targets based on predictive ability or targets for the factor model:
w3i =
(
wθi
)α (
wSWai
)1−α
=
(
|θ̂i (EN, τ1, τ2)|
)α (
Ω̂−1ii
)1−α
(3.13)
and finally:
w4i =
(
wθi
)α (
wSWbi
)1−α
=
(
|θ̂i (EN, τ1, τ2)|
)α 1
N
N∑
j=1
|Ω̂ij |
−11−α (3.14)
where α ∈ [0, 1] reflects the importance placed on targeting the factors to the forecast model as in
Bai and Ng (2008a), and therefore 1− α reflects the importance placed on targeting the factors to
factor model performance. To the best of our knowledge, this is the first paper to allow researchers
this flexibility. Note that this method still eliminates some of the variables prior to factor estimation
as the Elastic Net method sets some of the weights exactly to zero. If we, instead, wished to retain
all N variables in this framework, we could instead use estimates from Ridge estimation which is
a special case of the Elastic Net where τ1 = 0 in Equation (3.6). This would give all variables
non-zero weight, with the weights being a combination of the two types of targeting.
3.3.2 Targeted Generalized Principal Components Analysis
Our second proposed methodology is an estimation procedure which we call Targeted Generalized
Principal Components Analysis (TGPCA). In this method we attempt to solve the problem of
non-invertability of Ω̂. This allows us use Generalized PCA, unlike in Boivin and Ng (2006).
To describe this method, we first of all introduce some notation. For the pre-selection stage
with penalty function p and tuning parameter τ , letM (p, τ) be the set of variables corresponding
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to non-zero coefficients in the estimator θ̂ (p, τ):
M (p, τ) =
{
i : θ̂i (p, τ) 6= 0
}
let M (p, τ) be the number of non-zero coefficients in the estimator θ̂ (p, τ).1
The Targeted Generalized Principal Components Analysis approach we suggest forms an M×M
matrix Ω̂ (M), constructed by deleting the rows and columns for which j /∈ M from the non-
invertible matrix Ω̂. The dependence of M and M on p and τ is suppressed for notational conve-
nience. The estimate Ω̂ can be obtained using the standard PCA estimates ûit as in Boivin and
Ng (2006).
With the matrix Ω̂ (M), the estimation procedure for TGPCA is the following optimization:
min
Λ,F1,...,FT
1
MT
T∑
t=1
(Xt (M)− Λ (M)Ft)′
[
Ω̂ (M)
]−1
(Xt (M)− Λ (M)Ft) (3.15)
subject to F ′F/T = I, where the M × 1 vector Xt (M) and the M × r matrix Λ (M) are similarly
equal to Xt and Λ with rows j /∈M removed.
Clearly this methodology combines the best aspects of both types of targeted factor method-
ologies. The reliance of the objective function on M means that only the most relevant variables
for the target variable yt+h are retained. Furthermore, the weighting matrix
[
Ω̂ (M)
]−1
gives lower
weight to the variables with high idiosyncratic correlation. This results in the estimated factors
being different for each forecast variable, but in a way which takes the properties of the factor
model into account.
The most important implication, however, is that we can choose the tuning parameter τ (or
equivalently M) in such as way that the matrix Ω̂ (M) is invertible, by setting M << N − r. One
difficulty is that, even if M << N − r, it is still possible that the matrix
[
Ω̂ (M)
]−1
has reduced
rank and is not invertible. However, in practice this does not happen often, and this problem can
be overcome by a simple algorithm which removes the row and column which gives the smallest
minimum eigenvalue of the matrix.
Using this methodology, it is possible to weight both the variances and the covariances in the
objective function, which is a considerable improvement upon previous methodologies.
3.4 Data and Forecasting Methodology
We will perform a pseudo out-of-sample forecasting exercise to assess the relative forecasting per-
formance of the methods proposed in Section 3.3, applied to a range of U.S. macroeconomic and
financial variables. We will compare the performance of our methods to the existing targeted factor
methodologies of Bai and Ng (2008a) and Boivin and Ng (2006), described in Section 3.2, and the
1Note that in Bai and Ng (2008a) they choose M = 30 directly and select the tuning parameter by inverting the
equation 30 = #
(
i : θ̂i (p, τ) 6= 0
)
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standard PCA procedure of Stock and Watson (2002a,b). In total we will analyse 10 different meth-
ods, each of which can be written in terms of the feasible factor-augmented regression analogue to
Equation (3.2) with additional autoregressive components:
yt+h = β
′F̂t + α (L) yt + εt+h (3.16)
where α (L) is the lag operator. We will consider as a benchmark the autoregressive model which
has β = 0. For the remainder of the models we will use factor-augmented regressions where the
factors F̂t are estimated by the different methods mentioned above. The 10 models are summarized
in Table 3.1.
Table 3.1: Description of Forecasting Methods
Forecasting Method
AR Autoregressive Model
PCA Standard PCA - Stock and Watson (2002a,b)
LA(PC) Targeted PCA - Bai and Ng (2008a)
SWa Weighted PCA - Boivin and Ng (2006) SWa
SWb Weighted PCA - Boivin and Ng (2006) SWb
Method 1 Weighted PCA - Weights w1i in Equation (3.10)
Method 2 Weighted PCA - Weights w2i in Equation (3.11)
Method 3 Weighted PCA - Weights w3i in Equation (3.13)
Method 4 Weighted PCA - Weights w4i in Equation (3.14)
Method 5 Targeted Generalized PCA
It is important to note that, of the factor-based models PCA through to Method 5 in Table 3.1,
each of these will produce different factor estimates. Furthermore, due to the type of targeting,
LA(PC) and Methods 1 through 5 will produce a different (‘targeted’) set of factors for each forecast
variable. In contrast, the factors are the same for each forecast variable for models PCA, SWa and
SWb.
We will forecast a range of macroeconomic and financial variables in the U.S. from the Stock and
Watson (2002a,b) dataset. This dataset was extended by Kim and Swanson (2014)2 and contains
monthly observations on 144 variables, for which we use the observations from 1964:M1 to 2009:M7.
The forecast variables we are interested in are: the consumer price index (CPI), the producer price
index (PPI), total employees on non-farm payrolls, the index of total industrial production (IP),
the S&P 500 index and the 10-year treasury bills rate.
For the pseudo out-of-sample forecasting exercise, we split the sample into T = R+P−1, where
R is the estimation sample size and we make P pseudo out-of-sample forecasts. After taking lags
of the dependent variable for the direct forecasting scheme we have T = 545 observations and we
let R = 246 so that P = 300 forecasts are made for 25 years over the period 1984:M6 to 2009:M5.
We use the rolling scheme as in Kim and Swanson (2014), so that the estimation window length is
2We thank these authors for making their data available to us.
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held fixed at R in each pseudo out-of-sample horizon. This means that at the first horizon we use
data from 1 : R, make a forecast of R + h, and in the second horizon we use data from 2 : R + 1,
make a forecast of period R + h + 1 and so on. Since this sample spans the year 1984, which is
seen by many as a structural break point coinciding with the start of the “Great Moderation”, we
will also run results where we only estimate using data post-1984. This is motivated by studies of
Breitung and Eickmeier (2011) and Stock and Watson (2009) who find evidence of factor loading
instability around these dates.
For all variables we will use the cumulative h period growth for the dependent variable using
the logarithmic transformation yt+h = 100 (log (Yt+h)− log (Yt)), with the exception of the 10-year
Treasury Bill where we specify yt+h = (Yt+h − Yt). We will focus on the one-year ahead forecast
horizon with h = 12. Regarding model specification, we will set the number of autoregressive lags
at p = 6 in line with other studies, and set the number of factors equal to that chosen by the BIC3
criterion of Bai and Ng (2002). We keep these parameters fixed rather than re-estimating them
at each horizon as this makes the comparison between different factor estimation procedures more
direct. Finally, for the Elastic Net parameters used in the LA(PC) method of Bai and Ng (2008a)
and all of our competing Methods 1-5 in Table 3.1, we use M = 30 variables and fix the L2 tuning
parameter at τ2 = 0.5. Since Bai and Ng (2008a) report that their results are not sensitive to the
choice of τ2, this is not scrutinised further. Also for the α parameter in Methods 3 and 4, we choose
α = 1/2 so that the variables are weighted or down-weighted equally in terms of their prediction
and idiosyncratic noise.
The metric we use to compare forecasts is the mean squared forecast error (MSFE) loss func-
tion. For each model i, the pseudo out-of-sample forecast experiment gives rise to a string of P
pseudo out-of-sample forecasts ε̂t+h (i) = yt+h − ŷt+h (i). The MSFE for this model is estimated
as the average of the squared forecast errors:
MSFE (i) =
1
P
T∑
t=R
ε̂t+h (i)
2
To facilitate comparison across models, we will report the MSFE measure only for the autoregres-
sive model, and for all other models we report the relative MSFE:
RMSFE (i) =
MSFE (i)
MSFE (AR)
for i = 2, ..., 10. A value of RMSFE (i) less than 1 indicates that model i has lower MSFE than
the AR model.
It is important to assess the statistical significance of these differences in MSFE. In order to
do this we will use tests similar to those of Diebold and Mariano (1995) and West (1996). However,
since we have multiple models under consideration, we control for the multiple testing problem by
using the Model Confidence Set (MCS) approach of Hansen et al. (2011). The MCS procedure
aims to ‘estimate’ the best set of modelsM∗ from the total set of alternative modelsM0, which in
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our case contains 10 members. The procedure starts with all 10 models and eliminates the worst
models, according to rejection of the null hypothesis of equal predictive ability using the Diebold-
Mariano test, until it arrives at a set M̂∗. The main contribution of Hansen et al. (2011) is that
they provide conditions under which it can be shown that limn→∞ P
(
M∗ ⊂ M̂∗
)
≤ 1− α, where
α is the significance level of each of the tests.
It is possible that our various models are nested to some degree, as they all use factor estimates
which should converge to the same true factors. However, we feel that use of this procedure is still
justified as it was used for similar models in the empirical application of Hansen et al. (2011). The
performance of the MCS procedure based on test statistics involving estimated factors remains an
open research question which we leave for future work. To implement the test, we use the R package
MCS, written by Bernardi and Catania (2014).
3.5 Results
Table 3.2 presents the results for the pseudo out-of-sample forecasting experiment described in the
previous section. These results are based on the rolling estimation procedure using the full dataset
from 1964 to 2009. From these results a few key findings emerge. The first main finding is that one
of our proposed Methods 1-4 yields the lowest MSFE for all of the variables considered. While the
‘best’ method is not the same for all of the variables, it can be seen that Methods 2 and 4 are the
only ones of all methods considered which beat the AR model for every forecast variable. While the
LA(PC) method of Bai and Ng (2008a) also performs relatively well, our proposed Method 4 beats
LA(PC) in all but one case. This means that there appears to be improvement in our combined
targeting approach over the Bai and Ng (2008a) approach, which only targets the factors for their
predictive properties.
On the other hand, the standard PCA factor estimation method, methods SWa and SWb of
Boivin and Ng (2006), and our proposed Method 5 do not provide an improvement over the AR
benchmark in any of the 6 cases. These results imply that in terms of forecasting, it appears to be
more important to use factors which change with each dependent variable. This is in contrast to
the methods PCA, SWa and SWb which give the same factor estimates regardless of the forecast
variable, and do not perform as well.
The MSFE improvements over the na¨ıve AR benchmark model are at their largest for fore-
casting CPI inflation, producer prices and employment. In the case of employment this gain is as
large as 26%, and for CPI and PPI this difference is 17% and 12% respectively. For the remaining
three variables, the gain is less than 10% over the AR model for the best performing method.
Table 3.2 also provides the results for the Model Confidence Set at both the 90% and 75% levels,
which are the levels used by Hansen et al. (2011). These results confirm the strong performance of
our newly proposed methods with regards to statistical significance. For each dependent variable,
one of Methods 1 to 4 is included in the MCS. On the other hand, the methods which are most
frequently eliminated from the MCS are the SWa and SWb methods of Boivin and Ng (2006). This
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Table 3.2: Pseudo Out-of-Sample Forecasting Results - Full Sample
CPI PPI Employment IP S&P 500 10 Year T-Bill
MSFE
AR 1.85 7.35 1.98** 12.04* 334.71** 1.56
Relative MSFE
PCA 1.10 1.08 1.01** 1.16 1.11** 1.02
LA(PC) 0.84 0.92 0.77** 0.95** 1.02** 0.98
SWa 1.05 1.06 1.09 1.23 1.11** 1.03
SWb 1.08 1.05 1.04** 1.18 1.11** 1.03
Method 1 0.96 1.02 0.94** 1.06 1.04** 0.90**
Method 2 0.88 0.89 0.74** 0.95** 0.91** 0.91
Method 3 0.83** 0.94 0.78** 0.97** 1.01** 0.93
Method 4 0.91 0.88** 0.74** 0.91** 0.86** 0.91
Method 5 1.18 1.13 1.04** 1.11 1.11** 1.07
Notes: For the AR model, the MSFE is reported. This MSFE is sued to calculate the Relative MSFE
reported for the remaining models, as described in the text. Description of each of the 10 forecasting methods
are provided in Table 3.1. The forecasts in the sets M̂∗90% and M̂∗75% are denoted * and ** respectively.
appears to confirm that targeting factor estimation only for factor model properties does not yield
significant forecast improvements. For employment, IP and S&P 500, the MCS is populated with
a rather large number of models, which includes the na¨ıve AR model. This indicates that there is
little information contained in any of the models for forecasting those variables. The MCS for CPI,
PPI and the 10 year Treasury Bill is a singleton in each case, containing respectively Method 3, 4
and 1. This shows that it is important to target the factor estimates both for the forecast variable
and the factor model properties.
We also present the results from re-running the analysis only using post-1984 data. This involves
using T + h = 293 observations and we set R = 132 and P = 162 so as to have a similar fraction
P/R as in the full-sample case. The results for this sample split are displayed in Table 3.3.
In these post-1984 results, many of the key features remain unchanged relative to the full-sample
results. The best model for each forecast variable in terms of MSFE is one of the newly proposed
Methods 2 or 4, with the exception of the 10-year Treasury Bills variable. Each of Methods 2, 4
and LA(PC) improve over the AR model in 5 of the 6 forecast variables. Once again, the standard
PCA method, along with SWa and SWb of Boivin and Ng (2006) are among the worst-performing
models. We see that in the case of IP, S&P 500 and Treasury Bills, however, that the Model
Confidence Set procedure fails to eliminate even a single model, which means that none of the
methods provide much useful information. On the other hand, for CPI, PPI and Employment, the
only methods which survive elimination are either LA(PC) or Methods 1 through 4. This, again,
indicates that there is merit in targeting factor estimates to a particular forecast variable, and that
our methods which additionally target for factor model properties perform strongly.
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Table 3.3: Pseudo Out-of-Sample Forecasting Results - Post-1984
CPI PPI Employment IP S&P 500 10 Year T-Bill
MSFE
AR 1.35 8.02 2.13 16.84** 458.31** 0.66**
Relative MSFE
PCA 1.23 1.19 0.75 0.99** 1.10** 1.19**
LA(PC) 0.93 0.79** 0.54** 0.55** 0.98** 1.40**
SWa 1.29 1.25 0.76 0.97** 1.13** 1.22**
SWb 1.25 1.22 0.74 0.95** 1.11** 1.20**
Method 1 1.04 0.98 0.54** 0.63** 1.01** 1.32**
Method 2 0.87 0.79** 0.51** 0.47** 0.79** 1.34**
Method 3 0.96 0.85** 0.55** 0.58** 0.97** 1.28**
Method 4 0.86** 0.73** 0.55** 0.44** 0.75** 1.21**
Method 5 1.21 1.11 0.65 0.85** 1.09** 1.22**
Notes: Results are run using data post-1984. For the AR model, the MSFE is reported. This MSFE is
sued to calculate the RelativeMSFE reported for the remaining models, as described in the text. Description
of each of the 10 forecasting methods are provided in Table 3.1. The forecasts in the sets M̂∗90% and M̂∗75%
are denoted * and ** respectively.
Overall, the conclusions we draw from these results is that the best performing methods in most
cases tends to be our proposed methods which advocate targeting factors both for the forecast vari-
able and for factor model properties. We proposed 4 methods which were successful at forecasting
(Method 5 did not seem to be successful), in the sense that these had the lowest MSFE in all but
one case. Since no single method of the 4 was always the ‘winner’, one might consider averaging the
forecasts from these methods. On the other hand, care should be taken in using these conclusions
in forecasting financial variables such as stock prices and treasury bill yields.
3.6 Conclusion
In this paper we have proposed new methods of targeting factor estimates from big datasets for use
in economic forecasting. We suggest that factor-based forecasts may be improved if we adjust factor
estimation to up-weight the variables which are strong predictors for the target forecast variable,
and down-weight variables which are noisy and may worsen the precision of factor estimates. This
is in contrast to existing methods like Bai and Ng (2008a) and Boivin and Ng (2006) which are only
capable of adjusting factor estimates for one of these two purposes. In Section 3.3 we presented
new weighted Principal Components Analysis procedures where the weights reflected both of these
two targeting ideas. We also proposed a Targeted Generalized PCA procedure which allowed us to
overcome the problem of feasible Generalized PCA in non-targeted cases in which the idiosyncratic
error variance-covariance matrix is not invertible.
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We applied our new forecasting methodologies to a wide range of U.S. macroeconomic and
financial variables, in a pseudo out-of-sample context. We find strong evidence that our pro-
posed methods work better than competing targeted factor methods, and non-targeted methods.
Particularly in forecasting variables like CPI inflation, we find that our methods out-perform other
candidate methods, as evidenced by their survival in the Model Confidence Set procedure of Hansen
et al. (2011). Future work would apply these methods to a wider range of variables and countries,
to determine whether or not they may also be useful in situations other than forecasting the U.S.
economy.
112
Conclusions and Directions for Future Research
This thesis has presented contributions to three distinct aspects of factor-augmented forecasting.
Chapter 1 proposed methods of comparing the out-of-sample forecast accuracy of factor models
by extending Diebold-Mariano-West type tests to allow for the presence of generated regressors.
Chapter 2 proposed new information criteria for the selection of forecasting models using both
the idiosyncratic and common component of big datasets, as existing model selection criteria are
inconsistent in the presence of estimated idiosyncratic components. Finally, Chapter 3 looked
at ‘targeting’ factor estimates both so that they are both more relevant for a specific dependent
variable, and so that they reduce the effect of variables which ave a noisy idiosyncratic component.
Far from being an exhaustive study into factor-augmented models, the work of this thesis
opens up many more research questions which will be explored in future study. The literature on
dynamic factor models is itself ‘dynamic’, and as long as policy-making institutions and professional
forecasters remain interested, research into factor models will continue to thrive. In this final chapter
we provide some ideas and thoughts which attempt to lay out a pathway of future research questions
motivated by this thesis, and other interesting avenues to explore in related topics.
In Chapter 1 we provided an extension of the Diebold-Mariano-West approach to predictive
ability testing to allow for factor-augmented models, motivated by the fact that no research had been
done into these tests in the context of the generated regressors structure arising from rolling factor
estimation. This required the proposal of novel new identification and bootstrap procedures, due
to the problem that rolling window estimates of factor-augmented model coefficients are not sign-
identified which causes arbitrary sign-changing in the estimates, even when the true parameters are
stable. This research can be taken as a starting point to work on out-of-sample model comparison
with estimated factors. Already, recent research by Gonc¸alves et al. (2015) has extended this
approach to allow for the case of nested models, which we ruled out in our study. There are many
further extensions to the Diebold-Mariano-West approach which can also be considered for future
study with factor-augmented models. This may include the analysis of multiple model comparisons,
such as the Reality Check Bootstrap of White (2000) and the Model Confidence Set of Hansen et al.
(2011), which we used without formal justification in Chapter 3. Extending these approaches for
factor model comparisons would be valuable, particularly as many empirical forecasting studies
tend to compare many competing models of interest.
In Chapter 2 we proposed new information criteria for the selection of forecasting models in-
volving both factor and idiosyncratic components. We argued that this is useful in situations where
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the factors pick up the ‘big data’ effect and yet there is still residual idiosyncratic variation in some
variables which is useful in predicting a particular target variable. We find that estimation error in
the idiosyncratic component when used in time series regression vanishes at a slower rate rate than
the pure factor-augmented model case when
√
T is of smaller order than N , which makes existing
criteria inconsistent. We proposed new modified information criteria to overcome this problem.
One drawback of this approach was that we must first choose a subset of the very large set of
idiosyncratic components in order for a model search procedure to be computationally feasible. To
remedy this, future work may include forecast averaging with models involving factors and idiosyn-
cratic components which averages over all possible models and avoids the need to set up a candidate
search set. Cheng and Hansen (2015) provide such a procedure for model averaging in the pure
factor-augmented case. Alternatively, penalized regression techniques using LASSO-type penalties
could be used to estimate this model. Estimation of dynamic factor models with penalised regres-
sion was considered recently by Caner and Han (2014), though not for factor-augmented forecasting
models.
In Chapter 3 we presented new ways of combining data reduction methods to produce ‘targeted’
factors. Our methods provide ways to adjust factor estimates so that they are more relevant for
a specific target variable, and also to down-weight variables which are noisy and may reduce the
precision of factor estimates. Our empirical study finds that it is valuable to target factors with both
of these objectives in mind, relative to previous methods which could only target for one of these two
purposes. Since these methods are primarily of empirical interest, it would be interesting to apply
this to new datasets, potentially outside of the realm of macroeconomic forecasting, to see whether
this form of multiple data reduction can improve forecasts in other contexts. From a methodological
perspective, as mentioned earlier in this section, it would be useful to have ways of comparing the
forecast accuracy of multiple factor-augmented models which use different estimation procedures.
This may present new challenges as an asymptotic analysis based on competing estimates of the
same ‘true’ factors may cause a degeneracy along the same lines as nested model comparisons as
in Clark and McCracken (2001, 2005).
Of course, there are many interesting topics not mentioned in this thesis which remaining for
future research into factor models. In this thesis we have remained silent on the theme of factor
models for ‘nowcasting’ and the ‘ragged edge’ problem of data availability at the end of the sample.
All of the above methods might be extended to allow for a nowcasting procedure which is becoming
increasingly popular with central banks. Similarly, we have not analysed extensions to the factor-
augmented VAR (FAVAR) of Bernanke et al. (2005) or the data-rich DSGE approach of Boivin
and Giannoni (2006) which are used in monetary policy settings. These topics, and many more,
will be explored in future studies over the coming years.
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