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Аннотация. Для одного класса сингулярно возмущенных систем нелинейных дифферен­
циальных уравнений предложен высокоэффективный аналитико-численный метод решения, 
основанный на сочетании операторного метода Ньютона и метода продолжения по параметру, 
а также на построении начального приближения в явном виде. Эффективность метода про­
демонстрирована на важном частном случае этой системы, возникающем при моделировании 
взаимодействия физических полей в полупроводниковом диоде. Для этого случая производная 
Фреше и функция Грина соответствующего дифференциального уравнения найдены аналити­
чески. Численная реализация подтвердила высокую эффективность и сверхэкспоненциальную 
скорость сходимости предложенного метода.
Ключевые слова: сингулярно возмущенные системы, аналитико-численные методы, мо­
делирование полей.
1. Введение
При моделировании ряда важных физических явлений (в том числе включающих 
процессы перноса, диффузии и дрейфа заряженных частиц различных типов [1]- [6]) 
возникает краевая задача для сингулярно возмущенной системы из М  > 3 дифферен­
циальных уравнений следующего вида:
[е2(;г) +  £^Ф (;г), Р(^) j  =  signer , (1)
\ат (Ф) Р'тО) +  Ф'О) Ьт (Ф) Рт О ) ] ' =  Пт (х, Р ) , т =  1, М  -  1 , (2)
рассматривать которую будем на отрезке [—1,1]. Искомыми величинами здесь являются 
скалярная функция Ф(;г) и вектор-функция Р(#) =  { Pi (х) , . . .  , Рм-
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Для системы (1), (2) рассматриваются граничные условия Дирихле:
Ф(±1) =  ±1/ , Рт(±1) =  , т =  1 , М - 1 .  (3)
Фигурирующая в уравнении (1) величина s(x) представляет собой ступенчатую функ­
цию, определяемую по формуле
с(, \ _  f  £-  1 х  ^ [—1’ 0) ,
\  £+ , х  G (0,1] ,
где е± — малые положительные параметры, а присутствующая в том же уравнении 
величина £ (Ф ,Р ) является гладкой функцией от Ф и Рт, для которой выполняются 
условия согласования
£ ( ± У , Р ( ± 1))  =  ± 1 ,
уравнения (1) с краевыми условиями (3). В уравнениях (2) коэффициенты ат, Ът яв­
ляются гладкими функциями от Ф, причем ат  не обращаются в нуль, а правые части 
lZm (х , Р) этих уравнений достаточно гладко зависят от аргументов х  и Рт.
Уравнения (1), (2) понимаются в смысле выполнения соответствующих интеграль­
ных тождеств, что эквивалентно их поточечному удовлетворению на (—1, 1) \ { 0} и 
выполнению известных условий трансмиссии в точке х  =  0. При этом предполагается, 
что функции Ф и Рт принадлежат классу Б :=  С2(1~) П С 2(1+) П С[— 1, 1], где / ± 
определяются равенствами 1~ := [—1, 0], / + :=  [0 , 1].
В работе получены следующие результаты. Предложен аналитико-численный метод 
решения краевой задачи (1)-(3), основанный на сочетании операторного метода Ньюто­
на [7]- [9] и метода продолжения по параметру [10], а также на построении начального 
приближения в явном виде, см. разд. 2. Высокая эффективность метода продемон­
стрирована на примере задачи, возникающей при моделировании физических полей в 
полупроводниковом диоде, см. разд. 3, 4.
Полученные результаты является развитием [11]- [18].
1. Метод решения краевой задачи
2.1. Сведение к систем е и н те гр о -д и ф ф е р е н ц и а л ьн о го  и [М — 1) и н те гр а л ь н ы х  уравнений.
Обозначим через Rm(x) правые части уравнений (2), понимаемые как функции х ,
Rm (х) =  К т(х; Р) , т =  1, М  -  1, (4)
и перейдем от исходной задачи, сформулированной относительно неизвестных {Ф ,Р },
к задаче для неизвестных {Ф , R-}, где R  — вектор, образованный величинами (4):
R  =  { i ? i , . . . ,  Rm - i}  • (5)
Заметим, что дифференциальные операторы в левых частях уравнений (2) линей­
ны относительно искомых Рт и имеют специальный вид, который позволяет выписать
НАУЧНЫЕ ВЕДОМОСТИ Е|Я Серия: Математика. Физика. 2013. №19(162). Вып. 32 149
150 НАУЧНЫЕ ВЕДОМОСТИ Е гЯ  Серия: Математика. Физика. 2013. №19(162). Вып. 32
явно функции Грина Рт (Ф; х, £), соответствующие однородным условиям Дирихле на 
концах отрезка [—1, 1]:
Р (Ф ;± 1 ,£ ) =  0. (6)
Эти функции Грина даются равенствами
Рт(* ;х ,£ )  =  Р ± ( * ; х ,£ ) ,  £ е ( - 1 , 1 ) ,  х £ !* (£ ) ,  (7)
где / “ (£) := [—1, £], 1+( 0  '■= [Ci 1]) а функции определяются выражениями
,(ф ;х ,0  := - е - 1- '* ' Е }
Р + (Ф ;х ,0  :=
Е
X ■ а~1
1  • а-1-L'rri)
-1 1т]
-1
т
Е
Е-
1т 1 -1т
Im ] Я.-1т
Е 1  ■ с г 1-Чт
Здесь использованы обозначения
r/з i
Е'1 [u; v\ := / v(t) ехр [u(t)~\ dt. , Е  [м; v] :=  Е \  [u; v\ , а~I =  —  , (10)
J  а --Г
&1т(х) определяется через коэффициенты уравнения (2) по следующей формуле:
Ф(.т)
1т(х) :=
V
dt., т =  1, М  — 1. 
&т (t)
111
Используя функции Грина Рт , определяемые из (7)-(9), и вводя обозначение для 
свертки
(д(х,  О  * /(£) > := J  д(х, £)/(£) d£,
получаем из уравнений (2) с учетом граничных условий (3) и обозначений (4), (5) сле­
дующие выражения для функций Рт через функцию Ф и вектор-функцию R:
Рт{х) =  Vm [ф, R]  , ? п = 1 , М - 1 ;  (12
Ех \1т] ат ]
Vml*.  R] •= <рт (ф ;х ,0 *я т (0 > + е -1" (" ’ | р +  + (р , ;е 1"> -1|- Р + )
в  [2т ; а™1] ' ' ' 13
Первые слагаемые в правых частях равенств (13) представляют собой решения уравне­
ний (2) с однородными граничными условиями, а вторые — решения соответствующих 
однородных уравнений с неоднородными граничными условиями (3).
Заметим, что правые части формул (8), (9), (13) зависят от Ф через входящие в них 
коэффициенты ат уравнения (2), а также величины 1т) определяемые из (11).
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Подставляя Рт =  Vm [Ф, R], т =  1 , М — 1, из формул (12), (13), в уравнение (1), 
приходим к нелинейному интегро-дифференциальному уравнению относительно Ф, ко­
торое вместе с граничными условиями из (1) составляет краевую задачу
здесь интегро-дифференциальный оператор V  ( R )  [Ф], действующий на функцию Ф(#), 
определяется по формуле
Отметим, что для оператора С, и уравнения (14) функция R(x) играет роль параметра.
Подставляя Рт =  Vm [Ф, R] из формул (12), (13) в (4), получаем (М — 1) интеграль­
ное уравнение для функций R i (x ) , . . .  R m - i (x ):
интегральные операторы К,т (Ф) [R-], определяемые равенствами (17), действуют на функ­
цию Щх),  а функция Ф(#) играет роль параметра.
Таким образом, задача (1)-(3) для функций {Ф, Р }у  сведена к краевой задаче для 
интегро-дифференциального уравнения (14) и интегральных уравнений (17) относи­
тельно функций {Ф, R }y .  Индекс V  в приведенных обозначениях подчеркивает зави­
симость решений задачи (1)-(3) или задачи (14), (17) от параметра V  из граничных 
условий для Ф(#).
2.2. И тер ац и он н ы й  а л го р и тм . Для решения задачи (14), (17) предлагается метод, осно­
ванный на операторном методе Ньютона [7]- [9] и эффективном построении начального 
приближения для него при помощи способа, описанного ниже. Указанный итерацион­
ный процесс записывается в следующем виде:
где верхний индекс, означающий номер итерации, принимает значения п =  0 , 1, . . .  
В формулах (18), (19) линейные операторы D и Кт  действуют на аргументы в квадрат­
ных скобках и параметрически зависят от аргументов в круглых скобках. Они являются 
обратными операторами к производной Фреше соответственно для операторов Т) и JCm.
Таким образом, приближенное решение задачи (14), (17) строится по формулам (18), 
(19), а ее точное решение ищется в виде предела {Ф, R } y  =  lim {Ф'\ R ” }y- Подставляя
£>(Р)[Ф] =  0, Ф (-1 ) =  - У ,  Ф(1) =  У ; (14)
m m  — sign х . (15)
где введены обозначения
m m ]  := £ (ф (я ) ,  Р[Ф, R ]) , р [ф ^ ]  :=  { V 1№ , R 1] , . . . , V m - 1№ , R m - 1\ } .  (16)
(17)
ф , г + 1  =  ф П  _ (18)
К'т1 =  Кг -  К т ( Ф ' \  R ")  /Ст ( Ф га) [ Я ”  ] , т =  1, М  -  1 (19)
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предельные функции Ф(#) и R (# ) в формулы (12), (13), вычисляем Рт(х), т =  1, М  — 1, 
чем и завершаем решение исходной задачи (1)-(3).
2.3. П остроение начального  п ри б л и ж е ни я . Построение начального приближения 
{Ф°, R 0} у для итерационного процесса (18), (19) представляет собой самостоятельную 
трудную задачу. Предлагаемый аналитический способ построения такого приближения 
(см. [15], [17]) заключается в том, чтобы в качестве {Ф°, R ° } y  выбрать функции Ф° и 
R 0 =  7Z(x, Р°) =  {lZi(x, Р ° ) , . . . ,  Лм(х,  Р ° ) }, где Ф° и Р° — решение модифицированной 
системы (1), (2), в которой первое уравнение оставлено без изменения, т.е.
[е2(#) -^-Ф°(;г)1 +  с(ч>°(х), Р °(^ )) =  sign#, (20)
а х L ах J V /
а остальные (М — 1) уравнений упрощены, например, исходя из физического смысла 
системы (1)-(3). Отметим, что такой подход позволяет построить {Ф°, R ° } y  как прави­
ло для ограниченного диапазона параметра V, фигурирующего в граничных условиях 
(3). Для других значений V  начальное приближение строится при помощи метода про­
должения по параметру [10], заключающегося в следующем.
Пусть для V =  V* начальное приближение {Фо, Д о}у известно, а требуется найти 
решение задачи (1)-(3) при V =  V*. Согласно сказанному решение {Ф ,Д }у  строится 
при помощи процедуры (18), (19).
Чтобы получить начальное приближение при V =  V* разобьем отрезок [К*, V *] точ­
ками Vk (где к =  0, К)  так, что
Г. : 1.. Г, . . .  1, . . .  \/ч :=  V* , (21)
и обозначим через {Ф, R }v fc решение задачи (14), (17), соответствующее V  =  Т4 и со­
стоящее из функций Ф(Т4), R(Vfc). Здесь и далее аргумент Vk, указанный в круглых 
скобках, означает, что функция соотсетствует V =  Vk в граничном условии (1) или
(14). Если решение известно для V =  Vk-\, то в качестве начального приближения 
{Ф°, R ° }v fc Для выбираем функции
Ф°(П) := Ф (Н _!) +  (Vk -  Vk-г) х , R°(Vk) := R ^ - i ) ;  к = 1 , 2 , . . . ,  К ,  (22) 
и при помощи итерационного процесса (18), (19) получим в пределе
Ф(П) =  lim Фга(П ), R(Vfc) =  Иш R n(Vk) .  (23)п—^оо п—^оо
Поскольку решение {Ф, R }y 0 известно, то процедура (23) с начальным приближе­
нием (22) дает продолжение решения от меньших к к большим. При к =  К  с помощью 
(22), (23) получаем начальное приближение {Фо,Ро}у* и само решение {Ф ,Р }у*  за­
дачи (14), (17). Подставляя предельные функции Ф(У*), R(V*) в формулы (12), (13), 
завершаем построение решения {Ф ,Р }у* задачи (1)-(3).
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3. Приложение к расчету полей в полупроводниковом диоде
3.1. Постановка задачи. При моделировании полупроводникового диода в одномер­
ном диффузионно-дрейфовом приближении [19]- [23] возникает частный случай рас­
смотренной выше краевой задачи (1)-(3). При этом функция Ф является безразмерным 
электрическим потенциалом. Вектор Р состоит из двух функций, обозначаемых Р  и N,
Р(х) =  { P ( x ) , N ( x ) } ,
которые представляют собой соответственно безразмерные плотности дырок и электро­
нов. Функция sign#, фигурирующая в правой части (1), описывает плотность «вморо­
женных» зарядов. Будем рассматривать случай, когда материал диода однородный и, 
следовательно, е не зависит от х; эта величина представляет собой малый параметр 
порядка 1СГ4. Для рассматриваемого случая, возникающего при моделировании полу­
проводникового диода, функции £, ат, bm, Rm, фигурирующие в системе (1), (2), имеют 
следующий вид:
C (P ,N )  =  P - N ,  а1(Ф) =  а2(Ф) =  61(Ф) =  1, 62(Ф) =  - 1 ,  (24)
TZi(x, R) =  5р R , 7^ 2(#) R) = $n R ,
где 8р и $дг суть малые параметры порядка 10-4 ; R(x) — рекомбинационная функция, 
взятая в виде, предложенном Шокли, Ридом и Холлом [1],
P N  — N 2
R ( x ) = n \ P , N ] : = - --------------— —  , (25)
V ; L J N  +  Nt +  r (P  +  Щ  K J
где параметр г лежит в диапазоне [0.1,10], а параметр N  имеет порядок 10-9 . Из (24)
следует, что функции Х\ и Хг, определяемые в (11) принимают в данном случае вид
Х: (#) =  Ф(#) -  V ,  Х2(х) =  Ф(#) +  V .  (26)
Отметим еще, что величина V £ [—100,100], фигурирующая в граничных условиях 
(3), является половиной безразмерной разности потенциалов, подаваемой на диод; гра­
ничные условия для концентраций дырок и электронов имеют вид: Р ( —1) =  N(  1) =  0 ,
Р(1) =  N (—1) =  1. Таким образом, для рассматриваемого случая задача (1)-(3) пре­
вращается в следующую (см. [14]):
е2 ф" -|- р  — ]\[ =  sign х  , (27)
р "  +  ф>р> +  ф" р  =  8P R, N" -  Ф' N  -  Ф"N  =  5n R ; (28)
Ф(±1) =  ± У ; Р ( -1 )  =  0, Р ( 1) =  1; N ( - 1) =  1, N(  1) =  0 . (29)
Решение задачи (27)-(29) ищется в классе В :=  С 2[—1,0] П С 2[0,1] П С'1 [— 1, 1].
154 НАУЧНЫЕ ВЕДОМОСТИ Серия: Математика. Физика. 2013. №19(162). Вып. 32
Задача (27)-(29) является сингулярно возмущенной, поскольку множителем при 
старшей производной в уравнении (27) служит малый параметр s2 .
3.2. Сведение к систем е д в у х  уравнений . Поскольку краевая задача (27)-(29) является 
частным случаем задачи (1)-(3), то в соответствии со сказанным в разд. 2 она сводится 
к задаче, аналогичной (14), (17), где вместо (14) фигурируют следующие соотношения:
V {R )  [Ф] :=  s24>"(x) -  sign а; +  C(R) [Ф], Ф (-1 ) =  - У ,  Ф(1) =  У . (301
а вместо системы (17), состоящей из (М  — 1)-го интегрального уравнения, возникает 
одно интегральное уравнение
/С(Ф)[R] := R - П  Р[Ф, R], Л/” [Ф, R] 0 (31)
где 1Z выражается по формуле (25).
Интегральный оператор С, (R) [Ф] в (30) определяется выражением
С (Я) [Ф] := ev ~* -  ev+* ^  + SP { Р(Ф; х. £ )* /?«)>  -  SN < М(Ф; *, £)* Д « )
(32)
где использованы обозначения
Еа М := /  ехР [u(t)] d t , Е  [и] := Е 1_г [и] . (33)
J  а
Функции Грина в свертках (32) даются формулами
Р(Ф;я,£) =  Р± (Ф;^,е) , Н(Ф;я,£) =  ^ ( Ф ; ^ )  , * G /+ (£ ),
в которых для Р1*1 и справедливы формулы, вытекающие из (8), (9):
Р - ( Ф ; . г , С )  : =  , Р * ( Ф ; 1 , { )  : =  - ^ ! 3 1 ;
К ± ( Ф ; х , 0  =  Р ± ( - Ф ; г , 5 ) -
Для функций Р(х) и N(x) имеем вместо (12), (13) следующие представления через Ф 
и й :
Р(х) =  V  [Ф, R] := 5Р <Р(Ф; ж, £) * R ( 0 )  +  еу_ф(‘т) , (34)
Е[ Ф] '
N(x) =  Я  [Ф, R] := 5n <М(Ф; я, £) * R ( 0 )  +  еУ+Ф('т) (35)
Для решения задачи (26)-(28) в рассматриваемом случае, как и в общем, применя­
ется изложенный в разд. 2 метод, в сочетании с эффективным построением начального 
приближения. Итерационный процесс (18), (19) для данного случая имеет вид:
фп+i =  фП _  дп) \ v (R n)[Vn] (36)
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Операторы D и К, фигурирующие в (36), (37), построены в аналитическом виде, см. 
разд. 4, а начальное приближение {Ф°, R0} для итерационного процесса взято из [15],
[17]. Заметим также, что при реализации процесса (36), (37) удалось избежать числен­
ного дифференцирования.
4. Численная реализация для модели полупроводникового диода
4.1 . П роизводны е Ф реш е операторов V  и /С. Для того чтобы построить операторы L и 
К, фигурирующие в процессе Ньютона (36), (37), приведем вначале вид обратных к ним, 
т.е. производных Фреше операторов V  и /С. Производная Фреше [и] оператора
V  ( / )  [и] из (30), где C(f)[u] дается равенством (32), имеет вид
а производная Фреше К,' {и, / )  [и] оператора /С (и) [/] из формулы (31), где 7Z опреде­
ляется из (25), имеет вид
выражения для J7, Q и А  не приводятся здесь в силу их громоздкости.
4.2. Обращение производной Фреше оператора V. Обозначим через Фга+1 разность 
функций Ф'г+1 и Ф” , т.е. Фга+1 :=  ф 'г+1 — ф'\ Построение оператора D, фигурирующего в 
процессе Ньютона (36), эквивалентно решению следующей краевой задачи относитель­
но Фга+1:
R n+1 =  R n _  R nj /с(Фга)[Я га] . (37)
V  (и, / )  М =  - 2 v” (x ) -  Г  (и, / ;  х) V (х) +  Q(w, / )  [v] (38)
{u, / )  M =  V {x) -  8P A  (u, / )  H  ; (39)
(40)
(41)
* ( * " .  Я” ) [x S .l =  -U ( iT )  [Ф“] ; Х Й 1 ( ± ! )  =  0 ■ (42)
« ( « " . I T ) k5?J  =  I T ) t O ; x 2 ? , (± l )  =  0 . (43)
(44)
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т = 1, 2 , (451
правых частей уравнений (42), (43) с функцией Грина G(u, / ;  х , £) оператора % (и, / )  [и] 
с однородными условиями Дирихле t’(± l )  =  0. Таким образом, фигурирующий в (19) 
оператор D, обратный к производной Фреше оператора V,  находим в виде
Р(Фn,R n) V (R n){Ф (46)
где функция Ф'г+1 дается формулой (41).
Поскольку параметр е мал, то для вычислительных целей достаточно использовать 
вместо функции G главный член Go ее асимптотики при е —> 0, вид которого, получен­
ный методом ВКБ [24], следующий:
Go(x. О  =  - S - 1 [Р М  Л О ] " 1' 1 Sh ( J ’ j  sh ( J (‘ ) /  sh ( J ) (47)
e f t * .  О = ->0 JS : = e~' \J T{t) dt, J  := J \  ; (48)
в этих формулах для краткости G ^(u ,/ ;  #, £) заменено на G ^(#,£), а Т  (и, / ;  х’)  — на 
Т (х ) .
4.3. Обращение производной Фреше оператора /С. Обозначим через Rn+1 разность 
функций Rn+1 и Rn, т.е. Rn+1 := Rn+1 — Rn. Построение оператора К, фигурирующего 
в процессе Ньютона (37), эквивалентно решению следующего уравнения относительно 
Rn+i •
/С' (Ф'\ Rn) [Rn+1] =  - / С  (Фга) [Rn] .
Функции Rn+1 будем искать в виде ряда
О О
д „ + . = (49)
m —О
в котором функции даются следующими формулами:
ч,'+1 =  - к  <ф") m  -■ < й \ = л  <ф". я ") [-Й 7 11] . ш =  1. 2—
Таким образом, оператор К из (37), обратный к оператору производной Фреше опера­
тора /С, находим в виде
К(Фn,R n) /С(Фn)[R _ R n + l (50)
где функция Rn+1 дается формулой (49).
4.4. Реализация итерационного процесса. На нулевом шаге итерационного алгоритма 
строится начальное приближение {Ф°, R°}v  способом, описанным в п. 2.3. Точнее го­
воря, при V < V  < 0 взято начальное приближение, построенное [15] в аналитическом 
виде, а для произвольных V  приближение строится методом продолжения по парамет­
ру V. На первом и следующих шагах алгоритма вычисляются функции Ф” и Rn при 
помощи процесса Ньютона (36), (37), где для D и К используются формулы (46) и (50). 
Решение задачи (14), (31) ищется в виде предела {Ф, i?}y  =  lim {Ф'\ Rn}v,  после чего
га—оо
функции Р  и N  из (27)-(29) находятся подстановкой вычисленных функций Ф и R в 
формулы (34) и (35). Таким образом, решение {Ф, Р , N } v задачи (27)-(29) построено. 
О сходимости итерационного процесса см. в [17].
4.5. Замечание об эффективности метода. Изложенный метод решения задачи (27)- 
(29) был численно реализован. Искомые функции были вычислены для широкого диа­
пазона изменения входных параметров. Приведённые в работе численные данные соот­
ветствуют следующим их значениям:
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е =  4.35 • 10-4 , 5Р =  1.731 -И Г 4 , 5n =  0.577 • 10“ 4 , т =  1, ^  =  10“ 9.
Результаты, представленные на рис. 1-4, получены при V  =  0, на рис. 5-8 — при V  =  6 , 
Численные эксперименты показали, что для указанных значений входных параметров 
можно положить V =  — 1.
На рис. 1, 5 даны графики функции Ф(#) на всём отрезке [—1, 1], на рис. 2, 6 — 
графики той же функции на отрезке [—0.004, 0.004], т.е. вблизи начала координат, что 
позволяет более детально представить структуру внутреннего слоя; на рис. 3, 7 даны 
графики функции Р(х)  на отрезке [—1, 1]; на рис. 4, 8 даны графики функции N(x)  на 
отрезке [—1, 1].
Метод показал высокую эффективность при всех рассматривавшихся значениях 
входных параметров. В частности, данные, представленные на рис. 1-8, получены с 
относительной погрешностью 10“ 15 при использовании 5 итераций алгоритма (36), (37).
Сверхэкспоненциальная скорость сходимости наблюдалась при всех рассматривав­
шихся значениях входных параметров и проиллюстрирована на рис. 9, 10. На рис. 9 
изображен график приближенного решения Ф4(;г) задачи (27)-(29) при V  =  1. На рис. 
10 изображены графики функций Ф” (гг) =  Ф” — Ф” -1 , п = 1 ,4 .  Графики демонстри­
руют следующее соотношение |Ф” — Фга-1| =  С* ехр ( — 1.73 /?2), означающее указанную 
скорость сходимости.
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Рис. 1. График функции Ф(ж) на отрезке [—1,1] при V =  0.
Рис. 2. График функции Ф(ж) на отрезке [—0.004,0.004] при V =  0.
Рис. 3. График функции Р ( х )  на отрезке [—1,1] при V  =  0.
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Рис. 4. График функции N(x) на отрезке [—1,1] при V =  0.
Рис. 5. График функции Ф(ж) на отрезке [—1,1] при V =  6.
Рис. 6. График функции Ф(ж) на отрезке [—0.004,0.004] при V  =  6.
160 НАУЧНЫЕ ВЕДОМОСТИ Серия: Математика. Физика. 2013. №19(162). Вып. 32
Рис. 7. График функции Р(х) на отрезке [—1,1] при V =  6.
Рис. 8. График функции N(x) на отрезке [—1,1] при V =  6.
Рис. 9. График функции Ф4(ж) на отрезке [—1,1] при V  =  1.
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Ф2(ж)
(а) (б )
(в) (г)
Рис. 10. Иллюстрация сверхэкспоненциальной скорости сходимости метода при V = 1.
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THE CLASS OF SINGULARLY PERTURBED SYSTEMS 
OF NONLINEAR DIFFERENTIAL EQUATIONS.
ANALYTIC-NUMERICAL METHOD OF SOLUTION
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Abstract. The analytic numerical method is proposed for solving of the certain class of singularly 
perturbed systems of nonlinear differential equations. The method is based on the operator Newton 
method, on the parameter continuation method and on the constructing of initial approximation 
in explicit form. Effectiveness of the method is demonstrated on important special case of systems 
under consideration which appears when modeling physical fields in semiconductor diode. For this 
case the Frechet. derivative, the Green function of appropriate differential equation are found in 
analytic form. Numerical realization demonstrated high effectiveness and super-exponential rate of 
convergence of the proposed method.
Keywords: singularly perturbed systems, analytic-numerical method, physical fields, semicon­
ductor devices.
