Abstract-An analysis of the error signal of the Least-MeanSquare (LMS) algorithm is conducted from the robust control theory viewpoint. The difference equation that relates the input of the LMS algorithm and the error signal is presented. This equation is used to build the matrix S that maps the input vector to the error vector. It is shown that S has at least one singular value greater than 1. Therefore, the system may amplify noise at high frequencies. Nevertheless, the tap-weight vector may be chosen to prevent that noise amplification and improve the disturbance rejection performance of the LMS algorithm.
I. INTRODUCTION
T HE LMS algorithm has the diversity to be used in a broad range of applications [1] , [2] . However, testing the robustness of such an algorithm has not been an easy task and several researchers have tried it from the control theory point of view [2] - [9] . Also, in [10] the authors carried out a study of the stability of the algorithm.
In this paper, we formulate the LMS as usual [2] , [7] . The entries of the algorithm are (the tap-reference vector at the time instant ), (the primary input at the time instant ) and (the initial value of the tap-weight vector of the transversal filter). After iterations (starting from ), we obtain the error vector and the vector given by . . .
Here we show that, under certain conditions,
By taking into consideration the one degree-of-freedom control configuration for the LMS algorithm shown in [3] , from [11] it can be seen that is equal to or less than the -norm of the sensitivity function [3] - [5] . Therefore, for the case under anal- ysis, the magnitude of such a function may be greater than 1.
What is more, as this function is the same as the transfer function from the disturbance on the plant output to the estimate of the important information [2] (i.e., the output signal in [3] ), (2) means that the LMS algorithm may amplify measurement noise and disturbances on the plant output at high frequencies [11] , [12] . Moreover, in this paper it is shown that in spite of the fact that the designer chooses the value of the step-size parameter for optimality as given in [2] , [8] , [9] , may still be greater than 1. The methods developed in [3] - [7] are only valid for deterministic or stationary signals. They use modern control (stochastic control) or classical control technics [13] , [14] , and they do not guarantee that . Finally, we show that this problem may be solved by choosing a suitable initial value of the tap-weight vector of the transversal filter .
II. PROBLEM FORMULATION
We consider the closed-loop system shown in Fig At the time instant , and are samples of the input signals -primary and reference signals, respectively-of the algorithm used to build the input vector defined in (1) , where the tap-reference vector is given by (3) and is the length of the transversal filter. Also, is an estimate of the important information, and is the control error.
The gain from the input to the error is defined by
The problem is to design an LMS adaptive filter such that the gain given by (4) meets the performance requirement that
III. ERROR SIGNAL OF THE LMS ALGORITHM
For the analysis of the LMS algorithm, let us consider the input and output signals as they are defined in Section II and 1070-9908/$26.00 © 2009 IEEE shown in Fig. 1 . Also, at the time instant , the tap-weight vector of the transversal filter is given by (5) and the estimate of the important information is (6) According to [1] , [2] , the LMS algorithm can be summarized in the following two steps:
1) The algorithm should be initialized by using a prior knowledge of if available or, if not, set . 2) From compute the error signal and update the tap-weight vector of the transversal filter by using (7): (7) where is the step-size parameter. Therefore, by iterating (7) and can be written as
Thus, if the LMS algorithm is run for iterations, starting from , and we define , then (9) can be written in matrix form as follows (10) where is the error vector, , , and
is a strictly lower triangular matrix and it does not vanish unless the reference input signal is a Delta signal. However, this case will not be taken into consideration in this paper. So, from now on, . Since is invertible, the error vector can be given by (12) Finally, defining and recalling that we obtain (13)
IV. ANALYSIS OF THE ERROR SIGNAL OF THE LMS ALGORITHM
Before presenting the fundamental theorems of this section, recall that the norm of a matrix is defined as (14) and this supremum is achieved [15] . Also, (largest singular value of ). If is invertible, then (15) where is the least singular value of . Having made the above statements, at this point it is important to highlight that the performance behavior of the LMS algorithm is related to the value of the quotient given by (4) Proof: The algorithm admits the matrix expression of (13) . Taking norms, we consider the relative error (21) and, in accordance with (14) , the spectral norm of is achieved for a vector and following Theorem 1, it is greater than 1: 
• Considering the LMS algorithm as a system that transforms the excitation into the error , it can be said that the gain of such a system may be greater than 1 regardless the choice of and . 
where is an -by-lower triangular Toeplitz matrix whose row contains vector ; besides, its columns contain the signal , windowed by a shifted window of width .
By introducing(32) in (31), we have proven the following result:
then is the best choice for initial vector of the LMS algorithm, since it guarantees that . If the system (33) is consistent but has infinite solutions, we consider the minimal-norm one. If (33) is inconsistent, we compute the minimal-norm least-squares solution.
Alternatively, for the inconsistent cases, we also propose to reduce the linear system(33) by only considering its first equations:
where matrix is used instead of . This way, the new coefficient matrix is -by-; if it is invertible, we compute the unique solution of the system (34). Although it is not the best choice, because it is not a solution of (33), we have used it satisfactorily in the Matlab simulations of the next section.
VI. MATLAB SIMULATIONS
In order to show the importance of choosing an appropriate value of to meet the requirement that (35) the results of several Matlab simulations for different choices of and are presented in this section. In these simulations the LMS adaptive filter shown in Fig. 1 is used as an adaptive noise canceller [1] , [2] .
Here primary signal consists of a relevant signal that is a sinusoid of amplitude 2 V at 20 Hz corrupted by additive noise. Thus, is given by where the interval of time of analysis is 0.1 seconds, the sampling frequency is 10 kHz, . Also, let us assume both that part of the noise corrupts the primary signal without passing through any transfer function, and that part of the noise reaches the primary signal via a transfer function [7] that is a second order low-pass Butterworth filter with cutoff frequency equal to 100 Hz:
where . In addition, assume both that part of the noise goes directly to the reference signal without passing through any transfer function, and that part of the noise reaches the reference signal via a transfer function [7] that is a second order low-pass Butterworth filter with cutoff frequency equal to 50 Hz, and . In these simulations, the length of the filter is and, for any value of the parameter a of Table I , the values of are given by
In Table I , for each value of a a value of is obtained. Then, the gain is displayed for three different choices of the initial value of the tap-weight vector:
• ; • is the conjugate of the minimal-norm least-squares solution of (33); • is the conjugate of the solution of (34). Note that, in this example, when choosing the energy gain is always greater than 1. However, for is less than 1 for small enough values of and for is less than 1 for almost all the values of . In order to show how different tap-weight vectors affect the convergence rate of the LMS algorithm, additional simulations 
VII. CONCLUSION
In this paper, it has been shown that for the LMS algorithm the gain from the input signal to the error signal may be greater than 1 regardless of the value of . Also, in order to diminish such a gain and guarantee it to be less than or equal to 1, a novel approach has been presented. Finally, it has also been shown that, for reasonable values of , choosing the right initial value of the tap-weight vector is the key issue to avoid amplification of the linear system from the input to the error signal.
