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ABSTRACT
Construction of a phylogenetic tree for a number of species from their genome sequence is
very important for understanding the evolutionary history of those species. Rapid improvements
in DNA sequencing technology have generated sequence data for huge number of similar isolates
with a wide range of single nucleotide polymorphism (SNP) rates, where the SNP rate among some
isolates can be thousands of times lower than the others. This kind of genome sequences are difficult
for the existing methods because the subtree(s) (or clade) consisting of species or isolates with very
low SNP rates may have a very low level of resolution and their evolutionary history may not
be accurately represented. Identification of the informative columns in the alignment containing
important variations in the genome of those species is important in constructing their evolutionary
history. Here we describe a method for selecting informative regions for a set of isolates based on the
observation that the likelihood of informative columns are sensitive to changes in the tree topology.
We show that these informative columns increase the correctness of the phylogenies constructed for
the closely related isolates. Then we address the generalized version of this problem by developing a
hierarchical approach to phylogeny construction. In this method, the construction is performed at
multiple levels, where at each level, groups of isolates with similar levels of similarity are identified
and their phylogenetic trees are constructed. We also detect those multiple levels of similarity in
an automated manner. Our results show that this new hierarchical approach is much efficient and
sometimes more accurate than existing approaches of building the phylogenetic tree with maximum
likelihood from the whole alignment for all the isolates.
1
CHAPTER 1. OVERVIEW
Phylogenetics is the scientific study of evolutionary history and relationship of a group of or-
ganisms. Phylogenetic inference methods are developed to study these relationships among various
species or taxa. These phylogenetic inference methods are used to construct a phylogenetic tree or
a phylogeny where the leaves of the tree correspond to a living or an extinct organism. One of the
common approaches to construct a phylogenetic tree is formation of an alignment from the nucleic
acid (DNA) or amino acid sequences of the organisms or species and building the phylogeny from
that alignment. Due to tremendous advances in sequencing technology, now alignments can be
built where the similarity of sequences among some closely related species or isolates is hundreds of
times higher than the same among some other species. This variation in sequence similarity creates
several problems to the existing approaches of phylogeny construction like very low resolution for
closely related isolates (we have used isolate or taxon interchangeably throughout this dissertation)
and loss of accuracy in phylogeny for those isolates. Moreover, huge alignments also require a lot of
computations for which existing methods may not run to completion even after running for weeks in
modern parallel computing facilities. One common idea of existing approaches is to use the whole
alignment for all the isolates to build the phylogeny. Our idea is to use the informative columns
at multiple levels to construct the phylogenetic tree. We introduce a method for identification of
informative regions in the alignment in chapter 3. These informative regions make the construction
of phylogeny faster and more accurate for the closely related isolates. We describe a method of
hierarchical phylogeny construction in the next chapter. This hierarchical phylogeny construction is
much faster than the existing approaches for the datasets generated by simulation. Moreover, this
approach produces more accurate phylogenies for the majority of datasets with a good resolution
for all isolates.
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1.1 Introduction
Evolution is defined as the mechanism by which the diversity of living organisms has been
developed. Life likely started from a single common ancestor [Theobald, D. L. (2010); Steel, M.
and Penny, D. (2010)] from which new species have been being gradually generated through a
branching process [Cook, O. F. (1906)] called speciation. The split of one single evolutionary
lineage into two distinct species is defined as speciation. Phylogenetic trees are used to study these
evolutionary histories of organisms or species. A phylogenetic tree or a phylogeny is a tree that
describes the evolutionary history and relationships among a set of species through the time. The
nodes of a phylogeny may correspond to a species and then the phylogeny is called a species tree.
The generation of new species or speciation can be understood by observing the branching structure
of such a species tree. Mutations throughout the genomes of the species act as a major driving force
behind speciation. Reconstruction of the evolutionary history is possible from molecular sequences
because the evolutionary changes like mutation occur at the genomic level. Deoxyribonucleic acid
(DNA) is essential for construction of the chromosomes in the cells of all forms of living organisms.
The four types of nucleic acids are denoted by A, C, G and T. The genome of a species can be
represented by a sequence of A, C, G and T. We want to build a phylogenetic tree for a set of
species that can explain the sequences found from those species. We always refer to species tree
when we construct phylogeny for a set of species throughout this dissertation.
Phylogeny reconstruction from molecular sequence data has been studied as a statistical infer-
ence problem for a long time. Heuristics and approximate approaches are used frequently because
of the NP-hardness (non-deterministic polynomial-time hardness) for most of the problems in phy-
logenetics [Day, W. et al. (1986); Chor, B. and Tuller, T. (2006)], specially in the construction of
phylogenetic tree with the maximum likelihood [Guindon, S. and Gascuel, O. (2003); Zhou, X. et
al. (2017)]. Due to rapid advances in the sequencing technology [Quail, M. A. et al. (2012)], the
size of the alignment is increasing rapidly in both dimensions: number of isolates and number of
columns. This increase in the size of the alignment is creating multiple problems for the existing
methods for phylogeny construction. The resolution of the closely related isolates in the phylogeny
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is decreasing a lot due to massive variance of SNP (Single Nucleotide Polymorphism) rates among
the isolates. Moreover, the accuracy of the programs in constructing the phylogeny is also decreas-
ing for such huge alignments. Existing programs fail to run to completion with parallel computing
facilities for an alignment consisting of thousands of isolates and millions of columns. We address
all these problems in this dissertation and provide a solution to construct phylogenies at multiple
levels with the use of informative columns in each level.
1.2 Outline
Below we present an outline of this dissertation about the hierarchical construction of phylogeny
from genome sequences of species.
1.2.1 Background And Literature Review
We are going to discuss the details of phylogeny construction from an alignment of genome
sequences in chapter 2. We also discuss the meanings of branch length and other features of a
phylogenetic tree. Then we provide the details of phylogeny construction methods like distance
based methods, maximum parsimony method, maximum likelihood method and Bayesian method.
We also discuss the different Markov models of DNA sequence evolution. We also present the details
of some widely used programs for finding the phylogenetic tree with the maximum likelihood.
1.2.2 Identification Of Informative Regions For Construction Of Phylogeny
Construction of phylogeny for a group of isolates with huge differences in SNP rates or sequence
similarity is very difficult. Existing approaches build phylogenies for all the isolates from an huge
alignment considering all columns of the alignment resulting in a tree with very low resolution
for the closely related isolates or species. Moreover, the phylogeny for the closely related isolates
are not constructed very accurately. We present an algorithm for identification of informative
regions for any set of isolates from an alignment of their genome sequences in chapter 3. We also
present a method for detection of clades with low resolution from a given phylogeny. We show that
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reconstruction of phylogeny for the closely related isolates from the informative columns improves
the resolution and accuracy of the phylogenies constructed for those isolates.
1.2.3 Hierarchical Phylogeny Construction
We have presented the hierarchical approach of phylogeny construction in chapter 4. This
chapter contains the detail analysis of our approach of construction of phylogeny at multiple levels
in stead of constructing phylogeny of all the isolates in one level. We present the comparison of
our approach with the existing approach and show the superiority of our approach in term of speed
and accuracy. The details of the data generation by simulation are also provided. We show that
for any arbitrary number of levels of sequence similarity among the species, we can detect those
multiple levels and construct the phylogenies accordingly. We also show that both likelihood based
and distance based methods can run faster and construct phylogenetic trees with better accuracy
within our approach.
1.2.4 Summary And Conclusion
We have presented a summary of our works in chapter 5. We also discuss the future direction
of our work.
5
CHAPTER 2. BACKGROUND
We first describe phylogeny in more details in this chapter and explain how they help us to
understand the evolution of species. We discuss the phylogeny construction from an alignment
and also discuss several methods of phylogeny construction. We explain the computation of like-
lihood from an alignment and the use of different Markov models of DNA evolution to calculate
those likelihood values. We also discuss the methods of 3 frequently used programs for phylogeny
construction in maximum likelihood method: RAxML, IQ-TREE and FastTree.
2.1 Phylogeny
Phylogeny is generally represented by a network of species. We discuss only about phylogenetic
trees as phylogeny in this dissertation. The leaves of the trees represent the current species. The
taxa or species joined together are implied to descend from a common ancestor. Figure 2.1 shows
an example of a phylogeny of 4 different species.
Figure 2.1 Example of a phylogenetic tree of 4 species
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Here human and squirrel are shown to be descended from a common ancestor. Moreover, this
phylogenetic tree shows that human are close to squirrel than Iguana or Bass. Usually an internal
node of a phylogenetic tree represents an extinct ancestor of some current species. The branching
structure of a phylogenetic tree is called a topology.
2.1.1 Branch Length
The edges in an evolutionary tree are usually drawn in such a way that their length indicates
the amount of evolution the species has gone through after speciation. Mostly phylogenetic trees
are drawn such that the horizontal lines of the branches represent evolutionary changes over time.
The length of a branch is proportional to the amount of change. A horizontal bar at the bottom
of the figure of a phylogenetic tree is usually drawn to provide the scale for measuring the amount
of change. The unit of branch length is provided as the number of nucleotide or amino acid
substitutions per site without any information about time. We can transform this information into
rate of substitution per unit time by further assumptions about molecular clock [Bouckaert, R. et
al. (2014)].
2.1.2 Bipartition
A bipartition of the taxa is defined by each edge in the phylogenetic tree. Figure 2.1 shows such
a bipartition Iguana,Bass|Squirrel,Human. Each edge connecting two non-leaf nodes of the tree
produces such a non-trivial bipartition (a trivial one creates only a leaf as one partition) of species
or isolates.
2.2 Genome Sequence Alignment
The genome sequences in an organism are read through some widely used DNA sequencing
methods. Different types of sequencing methods like sequencing by synthesis (Illumina), single-
molecule real-time sequencing (Pacific Biosciences) [Rhoads, A. and Au, K. F. (2015)] etc. are
used to determine the order of DNA sequences in the chromosomes. A sequence alignment is
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usually done by arranging the sequences of DNA, RNA, or protein (mostly from different species
or isolates) according to regions of similarity. These similarities explain the relationships among
those sequences. Pairwise sequence alignment is performed to align two sequences to find the best
matching alignment. There are two widely used algorithms: the Needleman-Wunsch algorithm
[Needleman, S. and Wunsch, C. D. (1970)] for global alignment and the Smith-Waterman algo-
rithm [Smith, T. and and W. (1981)] for local alignment. Both these algorithms use dynamic
programming to find the best scoring alignment using a standard substitution matrix and gap
penalty.
A multiple sequence alignment is a sequence alignment of 3 or more sequences (mostly each
sequence from a different species or isolate) who have evolved from a common ancestor sequence.
It has been shown that multiple variants of multiple sequence alignment problem cannot be solved
in polynomial time [Wang, L. and Jiang, T. (1994)]. Therefore, heuristics based approaches are
widely used to construct a multiple sequence alignment. One such approach is the progressive
technique or tree method [Feng, D. and Doolittle, R. F. (1987)] where pairwise alignments are
gradually combined starting from the most similar pairs. This construction is performed at two
stages. First a guide tree is constructed to represent the relationships among the sequences using
some clustering techniques like neighbor joining or UPGMA. Then sequences are gradually added
to the growing multiple sequence alignment according to the guide tree. ClustalW [Larkin, M. et
al. (2007)] is one of the most commonly used tools to determine the multiple sequence alignment
in the progressive method.
2.2.1 Construction Of Alignment From SNPs
Whole genome sequencing has benefited tremendously by invention of faster and less expensive
technologies. Plenty of short read data are available through Next Generation sequencing tech-
nologies and single nucleotide polymorphisms (SNP) are easily identified by existing tools. As the
SNP calling is done based on a reference assembly, all the SNPs can be easily aligned according
to the positions of the reference genome. Thus we can create an alignment of SNPs and construct
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a phylogenetic tree from that alignment. Several programs like snpTree [Leekitcharoenphon, P.
et al. (2012)], SNPhylo [Lee, T. et al. (2014)], PhyloSNP [Faison, W. et al. (2014)], CFSAN
[Davis, S. et al. (2015)], snp-search [Al-Shahib, A. and Underwood, A. (2013)] are available for
streamlining of the process of SNP calling, building the alignment and constructing the phylogenetic
tree. We have also develpoed a program called detection and alignment of SNPs for construction
of phylogeny (DASNP) which uses sequence alignment programs and SNP calling methods, aligns
the SNPs and then provides it as the input alignment to the phylogeny building programs. This
approach of building a phylogenetic tree from an alignment of SNPs has become very common in
recent times [Leekitcharoenphon, P. et al. (2014); Park, S. et al. (2015); Xia, J. et al. (2015);
Wang, J. et al. (2016); Jarvis, D. et al. (2017)].
2.3 Construction Of Phylogeny From Sequence Alignment
Computational phylogenetics deals with the construction of phylogeny from sequence or mor-
phological data. We will discuss only about molecular phylogenetics where our goal is to assemble
a phylogenetic tree from sequence data. We want to build a phylogenetic tree representing a hy-
pothesis about the evolutionary ancestry of a set of genes, species, or other taxa from a multiple
sequence alignment of DNA sequences. We do not consider alignments with gaps for phylogeny
construction in this dissertation. Moreover, we are considering genome scale sequence alignments
throughout this dissertation. Therefore, we always refer to species tree by tree, phylogenetic tree
or phylogeny. The methods for building phylogeny from sequence alignment are discussed in later
sections after the discussion of the models of DNA evolution.
2.4 Models Of DNA Evolution
Many models of DNA evolution have been proposed as substitution models describing the
process of one sequence of phylogenetic symbols changing into another sequence of phylogenetic
symbols. They differ from each other by the parameters used to describe the rate of change of
one character into another character. These models are presented as Markov models not explicitly
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emphasizing on the mechanism of mutation nor explaining the action of natural selection, rather
describing the relative rates of different changes occurring throughout the genomes. We need to
first describe the DNA evolution as continuous-time Markov chain to explain the evolution of a
single site within a set of sequences with these models.
Let us consider a single site evolving over time t. We describe the probability of that site P (t)
as (pA(t), pC(t), pG(t), PT (t)). We define the state space ε = {A,C,G, T} and let µij denote the
transition rate from state x to state y satisfying the equation µx =
∑
y 6=x µxy for x, y ∈ ε. Now, for
another time t+ ∆t, we can write P (t+ ∆t) = P (t) +Q∆t, where Q is a 4× 4 matrix containing
the transition rates. Let i, j denote indices in the matrix Q and also in the set ε implying ε0 = A,
ε1 = C, ε2 = G, ε3 = T . Then, Q(i, i) = −µi and Q(i, j) = µεi,εj .
2.4.1 Jukes-Cantor Model
Jukes-Cantor model (JC69) [Jukes, T. et al. (1969)] is the simplest model with the assumption
of equal base frequencies and equal mutation rates. The only parameter in this model is the
substitution rate µ. Here Q(i, j) = µ/4. Felsenstein’s model [Felsenstein, J. (1981, 1996)] extends
this model by incorporating different base frequencies for each nucleotide.
2.4.2 K80 Model
K80 model [Kimura, M. (1980)] also assumes equal base frequencies but differentiates between
transitions (A↔ G and C ↔ T , i.e. purine to purine and pyrimidine to pyrimidine transitions) and
transversions (all pyrimidine to purine and purine to pyrimidine transitions). It was introduced with
two different parameters for those two different rates of changes, but later the rate of transversion
is considered as 1 and the ratio of transition/transversion is considered as κ.
2.4.3 GTR Model
The generalized time-reversible model [Tavaré. (1986)] is the most commonly used neutral, in-
dependent, finite-sites and time-reversible model. GTR parameters are defined by base frequencies
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denoted by πA, πC , πG and πT . The rate matrix is given by the following equation:
Q =

−(απG + βπC + γπT ) απG βπC γπT
απA −(απA + δπC + επT ) δπC επT
βπA δπG −(βπA + δπG + ηπT ) ηπT
γπA επG ηπC −(γπA + επG + ηπC)

(2.1)
Here, α = r(A ↔ G), β = r(A ↔ C), γ = r(A ↔ T ), δ = r(G ↔ C), ε = r(G ↔ T ) and
η = r(C ↔ T ). These 6 substitution rate parameters and 4 base frequency parameters define this
model’s rate matrix. We have used this model for all constructed phylogenies presented in this
dissertation.
2.5 Methods For Computing Phylogeny From Sequence Alignment
The four types of most widely used methods for constructing phylogenetic tree from sequence
alignment are described below.
2.5.1 Distance Based Methods
Distance based methods first construct a matrix where each entry denotes the pairwise dis-
tance among two isolates’ sequences. This distance can be defined as the number of mismatches
between the two sequences in the aligned positions. Then gradually the tree is produced by putting
close isolates under the same interior nodes. Some of the most commonly used approaches are
UPGMA (unweighted pair group method with arithmetic mean) [Sokal, R. R. (1958)], WPGMA
(weighted pair group method with arithmetic mean) and neighbor joining method [Saitou, N. and
Nei, M. (1987); Tamura, K. et al. (2004)]. A neighbor joining tree is used as a starting tree by
many programs for building maximum likelihood trees because it is can be constructed very quickly.
BIONJ is one widely used tool for building neighbor joining trees which uses an improvised version
of the neighbor joining algorithm [Gascuel, O. (1997)].
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2.5.2 Maximum Parsimony Method
Maximum parsimony method tries to find a evolutionary tree that minimizes the total num-
ber of character-state changes in the alignment, i.e. it tries to identify the smallest number of
evolutionary changes to explain the sequence alignment. The scoring of a tree under maximum
parsimony criterion is easy, but finding the tree with maximum parsimony is NP-complete [Day,
W. et al. (1986); Foulds, L. and and G. (1982)]. Therefore steepest descent style heuristic search
algorithms are used to find maximum parsimonious tree. PAUP (phylogenetic analysis using parsi-
mony) [Swofford, D. and Douglas P. B. (1993)] is one of the widely used tools in this method. TNT
[??] is another program for construction of phylogenies in maximum parsimony method which can
work on large datasets more efficiently than PAUP. It has been shown that maximum parsimony
method can be statistically inconsistent [Takezaki, N. and Nei, M. (1994)] and it may underesti-
mate the actual amount of evolutionary changes. Sometimes the tree with maximum parsimony is
used as a starting tree by some programs to find the phylogeny with maximum likelihood.
2.5.3 Bayesian Method
Bayesian inference methods [Larget, B. and Simon, D. L. (1999); Huelsenbeck, J. et al. (2001);
Ronquist, F. and Huelsenbeck, J. P. (2003)] are used to construct phylogenetic trees by using a
prior probability distribution of possible trees and by drawing the most likely clades depending
on the posterior distributions. Bayesian methods assume substitution models for sequence evolu-
tion. MrBayes [Ronquist, F. et al. (2012)] is one of the widely used tools in this method which
uses Markov Chain Monte Carlo algorithm as well as the Metropolis coupled MCMC variant to
approximate the posterior probabilities of trees.
2.5.4 Maximum Likelihood Method
The maximum likelihood method tries to construct the tree with maximum likelihood from the
sequence alignment [Olsen, G. et al. (1994)]. The likelihood of a tree is defined as the product of
likelihood of all columns with respect to the tree. This method uses substitution models for sequence
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evolution compute the probability of a mutation. Maximum likelihood tree finding problem is not
solvable in polynomial time [Addario-Berry, L. et al. (2004); Chor, B. and Tuller, T. (2005,
2006); Jin, G. et al. (2006)]. Therefore heuristics based stochastic search methods are used by
most of the widely used programs for the construction of maximum likelihood trees. First an initial
phylogeny is constructed using fast distance based methods or maximum parsimony methods. Then
the stochastic search methods look for a better solution by perturbing the current candidates and
evaluating them by computing the likelihood. Some most commonly used maximum likelihood tree
building programs are PhyML, RAxML, FastTree etc. Maximum likelihood method is shown to
be statistically consistent phylogeny estimation method [Truszkowski, J. and Goldman, N. (2015)]
for alignments with or without gaps. Moreover, likelihood based methods are shown to be very
accurate by different studies [Guindon, S. and Gascuel, O. (2003); Kuhner, M. and Felsenstein,
J. (1994); Ranwez, V. and Gascuel, O. (2001); Yang, Z. and Rannala, B. (2012)]. Therefore, it
is one of the most popular methods of construction of a phylogeny from a sequence alignment.
2.5.4.1 Computation of likelihood from an alignment
Here we show an example of computation of the likelihood of a phylogeny from an alignment
according to Felsenstein, J. (2004). Let us consider an alignment without gap shown in Figure 2.2.
We consider a DNA sequence alignment for this example. It consists of 3 species and 4 columns.
Let us denote this alignment by S where Si indicates i− th column of the alignment. Let us denote
the state space of characters by ε = {A,C,G, T}.
Figure 2.2 Example of an alignment of 3 species with 4 columns
We want to compute the likelihood of the tree τ shown in Figure 2.3. Here, t1, t2, t3 and t4 are
the branch lengths. The likelihood of this tree τ is given by the following equation:
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L(τ) = Prob(S|τ) =
4∏
i=1
Prob(Si|τ)
Figure 2.3 A tree of 3 species for calculating the likelihood
Here we have 4 columns in the alignment. Therefore, the likelihood of τ is the product of the
likelihood of these 4 columns with respect to τ . Now, we describe the computation of likelihood
of the 2nd column in S as an example of computing the likelihood of a column. We assume that
one character from the root has evolved throughout the time and generates different characters for
different species. The sequence in the alignment provides the characters for the leaves. The tree
with the unknown characters x and y for the non-leaf nodes and S2 column for the leaves is shown
in Figure 2.4.
Figure 2.4 A tree of 3 species with character states in the nodes
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We assume all possible characters for the non-leaf nodes (including root). Then we calculate
the likelihood by computing the summation of the conditional probabilities over all possible values
for the non-leaf node states by the following equation:
L(S2, τ) = Prob(Si|τ) =
∑
x∈ε
∑
y∈ε
Prob(A,C,G, y, x|τ)
Now, we use the following equation to compute the conditional probability of a particular set
of characters with respect to τ :
Prob(A,C,G, y, x|τ) = Prob(x)Prob(G|x, t4)Prob(y|x, t3)Prob(A|y, t1)Prob(C|y, t2)
Here, Prob(x) is given by the base frequencies of the model of evolution chosen for the com-
putation. All conditional probabilities in the form of Prob(y|x, t3) are also computed using that
model of DNA evolution. Prob(y|x, t3) denote the probability of x evolving into y within t3 amount
of evolutionary changes.
We can express the likelihood of S2 by reorganizing the terms of the previous equations and
derive the following equation:
L(S2, τ) =
∑
x∈ε
Prob(x)Prob(G|x, t4)
∑
y∈ε
Prob(y|x, t3)Prob(A|y, t1)Prob(C|y, t2)
The repeated computation of the likelihood of a subtree is avoided by reorganizing the summa-
tion and the terms of the conditional probabilities. We can compute the likelihood of the subtree
consisting of Taxon1, Taxon2 and their ancestor for a certain value of y and then we do not re-
compute this likelihood of the subtree for every value of x. Here, Prob(A|y, t1)Prob(C|y, t2) is the
conditional likelihood of this subtree for a certain value of y. Thus the computation of a likelihood
with respect to a column can be done in linear time in terms of the number of nodes in the tree.
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2.5.4.2 Operations on a phylogeny to explore possible topologies
The most commonly used operations to generate different phylogenies from a current phylogeny
are nearest neighbor interchange (NNI) [Moore, G. et al. (1973); Waterman, M. and Smith, T.
F. (1978)], subtree pruning and regrafting (SPR) [Allen, B. and Steel, M. (2001); Hordijk, W. and
Gascuel, O. (2005)] and tree bisection and reconnection (TBR) [Allen, B. and Steel, M. (2001)].
Nearest neighbor interchange is done by selecting an edge connecting two non-leaf nodes and ex-
changing the connectivity of the four subtrees shown in Figure 2.5. A nearest neighbor interchange
on an edge creates two new topologies.
Figure 2.5 Nearest neighbor interchange on an edge
Subtree pruning and regrafting is done by selecting a subtree in the existing tree, removing it
and reinserting it in a different place by creating a new node in the tree. SPR generates O(n2)
new neighboring topologies from a tree of n species. Therefore, SPR operation is used to conduct
a wider search on the possible topologies.
Tree bisection and reconnection is done by a split of the tree into two parts and considering all
possible connections between the edges of the two trees.
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2.6 Programs For Maximum Likelihood Phylogeny Construction
Here we briefly describe the techniques and methods used by most popular programs to find the
phylogeny with maximum likelihood from an alignment. All these programs deploy some heuristic
search algorithms [Shubert, B. O. (1972); Juels, A. (1996)] involving the following steps:
1. First a starting tree is generated quickly using distance based neighbor joining method or
maximum parsimony method.
2. Then the current candidate tree is perturbed using the topological rearrangement operations
like NNI or SPR moves and new candidate trees are generated.
3. The newly generated trees are evaluated under ML criterion. If a better tree is found, then
it replaces the starting tree and step 2 is repeated, otherwise the search for a better tree is
terminated.
Besides the four programs described below, MEGA [Kumar, S. et al. (2016)] and TREE-
PUZZLE[Schmidt, H. et al. (2002)] are two other well-known programs to construct phylogenetic
trees from molecular sequence data by maximum likelihood.
2.6.1 PhyML
PhyML [Guindon, S. et al. (2010)] is one of the most widely used programs to construct the
tree with maximum likelihood. It performed as well as other contemporary maximum likelihood
methods by performing only NNI operations on a distance based starting tree in the early 2000s
[Guindon, S. and Gascuel, O. (2003)]. Later, the algorithm was changed by using SPR moves
in the early stages of exploration of the solution space and NNI moves in the next stages of the
search for maximum likelihood tree [Guindon, S. et al. (2010)]. It uses both parsimony scores and
approximate maximum likelihood values to decide on the candidates in the tree search. NNI based
hill climbing methods are used later to optimize a topology after the convergence of SPR based
search. PhyML 3.0 has achieved improved accuracy due to inclusion of SPR based search at the
cost of increase in the running time.
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2.6.2 RAxML
RAxML (Randomized Axelerated Maximum Likelihood) [Stamatakis, A. (2014)] has been
considered as the state-of-the-art maximum likelihood based phylogeny construction program due
to its efficiency and accuracy. It uses parsimony trees as the starting trees with a very efficient
implementation [Stamatakis, A. (2006)]. It also uses SPR moves on the candidate trees, but its
SPR based hill-climbing method is optimized by heuristics like limiting the regrafting positions
based on the distance from the current trees and exclusion of all branches from a candidate tree
with worse likelihood values. Moreover, it has efficient implementation of the models of sequence
evolution RAxML for calculation of likelihood. It also implements sequential, PThreads-parallelized
and MPI-parallelized algorithm for computing phylogeny.
2.6.3 IQ-TREE
IQ-TREE [Nguyen, L. et al. (2014)] program has been recently developed to overcome the
problem that stochastic search methods can be stuck in the local optima of the solution space. It
starts from neighbor joining tree and maintains a pool of worthy candidates throughout the itera-
tions for finding the tree with maximum likelihood. IQ-TREE applies NNI moves after randomly
choosing a tree from the pool of candidates and then that perturbed tree is used for an NNI-based
hill climbing tree search. If a tree is found with better likelihood value, than the worst tree of
the candidate pool is replaced, otherwise the search terminates after a certain number of iterations
without any improvement. It achieves higher likelihood values compared to RAxML and PhyML
for a majority of cases when same CPU-time is allocated for these three programs.
2.6.4 FastTree
FastTree [Price, M. et al. (2009, 2010)] is one of the commonly used programs and probably the
fastest program for constructing approximate maximum-likelihood phylogenetic trees. It starts by
building an approximate neighbor-joining tree using very fast heuristics like remembering the best
join for every node and performing a hill-climbing search for better joins from a candidate join.
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The starting tree is then modified using both NNI and SPR moves under the minimum evolution
criterion and then further optimized by the NNI rearrangements. FastTree also uses a lot of other
optimization techniques like maximizing the likelihood of a quartet by optimizing only 5 branch
lengths in turn but discarding the topologies that are significantly (5 log-likelihood units) worse
after the first round and skipping traversal into the subtrees without any significant improvement
(≥ 0.1 log-likelihood units) in the previous 2 rounds. Multiple studies have found FastTree [Liu,
K. et al. (2011); Zhou, X. et al. (2017)] to be faster than any other existing maximum likelihood
phylogeny construction programs due to its computational efficiency, but it usually reports lower
likelihood scores for both small and large number of sequences.
2.7 Shortcomings Of Existing Approach
All the existing phylogeny construction methods attempt to build the phylogenetic tree from
the whole sequence alignment, except the Supertree methods [Steel, M. and Rodrigo, A. (2008);
Swenson, M. S. et al. (2011); Nguyen, L. et al. (2012)], where phylogeny is constructed from a
collection of subtrees consisting of overlapping subsets of taxa. Existing approach of building one
phylogeny from the whole alignment results in a huge increase in the amount of computations nec-
essary to find the likelihood of a tree. All widely used maximum likelihood tree building programs
use stochastic search techniques. Therefore, a huge increase in the computations within a certain
time reduces the possibility of further exploration of the search space. Moreover, construction of
a phylogeny for thousands of species with millions of columns and different levels of sequence sim-
ilarity result in large variations among the branch lengths and as a result reduces the resolution
of the closely related isolates or species. Moreover, the accuracy of building phylogenies for the
closely related isolates also decrease.
We want to address all these problems in the following chapters. It has been shown in some
studies [Shen, X. (2017)] that a very few sites or columns in the alignment can significantly affect the
phylogeny of a group of isolates. So it is important to identify the most influential sites for closely
related isolates. We describe a method for identification of such influential or informative columns in
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chapter 3 with a much faster algorithm. Construction of phylogeny for closely related isolates using
those informative columns improves the accuracy. Then we describe the hierarchical approach of
construction of phylogeny not only for closely related isolates but for all isolates at multiple levels in
chapter 4. This approach is designed to solve the generalized problem of construction of phylogeny
for isolates with different levels of sequence similarity. We demonstrate that existing phylogeny
construction programs within our approach perform much faster with better accuracy than the
existing programs using the common approach of considering all isolates at the same level.
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CHAPTER 3. RECONSTRUCTION OF LOW RESOLUTION CLADES
Building a phylogenetic tree for a number of species may become very difficult, because if
some of these species are more closely related (i.e. sequence similarity among some species is
hundred times larger than the sequence similarity among some other species) than others, then
the subtree(s) (or clade) of more closely related species may have a very low level of resolution.
Moreover, those subtree(s) may not accurately represent their evolutionary history. In this chapter
we address this issue and demonstrate a real data set and multiple simulated data sets where some
closely related species have a very low level of resolution. We define a region of the genome as
informative if that region contains significant variation among the species. Identification of these
informative regions in the genome of those species is important in constructing their evolutionary
history. Here we describe a novel approach for selecting informative regions so that a phylogenetic
tree of these closely related subspecies (isolates) with high resolution can be constructed from those
informative regions. This approach is based on the observation that the likelihood of informative
columns are significantly more sensitive to changes in the tree topology than the likelihood of
noninformative columns. We also explain a method for identifying clades with low resolution in the
tree using branch lengths and likelihoods. We demonstrate that reconstructed phylogenies from the
informative columns (identified by our method) for the closely related isolates are more accurate
and have better resolution than the phylogenies constructed from the whole alignment.
3.1 Introduction
A tree constructed by the maximum likelihood approach is built from a multiple sequence
alignment. Sometimes one or more groups of isolates contain all the variations in a small region
of the whole alignment. As a result, those isolates are so close that their phylogeny is considered
unresolved in one study [Shen, X. (2017)]. It has been shown that small regions or few columns
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of the alignment can significantly affect the resolution and topology of a particular clade [Shen,
X. (2017); Bar-Hen, A. et al. (2008)]. Therefore, identifying those small regions in the alignment
is helpful in constructing their phylogeny. Determining the influence of an outlier site (or column)
[Bar-Hen, A. et al. (2008)] on the phylogeny has been studied by removing the column from
the alignment and by constructing topology and likelihood from the resulting alignment. Tens of
thousands of microbial genome sequences are publicly available. Some of them have an extremely
low rate of single nucleotide polymorphism (SNP), e.g., one SNP in a million base pairs [Ahrenfeldt,
J. et al. (2017)]. On a data set of 101 whole genome sequences with low pairwise SNP rates, existing
programs were able to infer up to 71% of the clade structure [Ahrenfeldt, J. et al. (2017)]. To the
best of our knowledge, none of the existing programs has been designed to handle whole genome
sequences with both high and low SNP rates.
In a common approach to constructing a phylogenetic tree of isolates, multiple gene datasets
for the isolates are selected based on human knowledge, each gene dataset is used to build a
gene tree, and the gene trees are reconciled to obtain a specie tree [Górecki, P. and Eulenstein,
O. (2014)]. This approach has been used for isolates that are not highly similar. Note that
isolates with an extremely low SNP rate are identical in sequences over most loci. Here we describe
a complementary approach by eliminating human involvement in deciding which genome regions
are selected. Our approach uses computational and statistical techniques to decide which genome
positions are informative for which part of the species tree.
First we explain a method for identifying a group of isolates with low resolution using informa-
tive columns. Then we reconstruct the phylogeny (cladistic relationship) of those closely related
isolates using informative columns. Results from our method on simulated data show that the trees
constructed from the whole alignment are less accurate than the trees constructed from informative
alignment columns for the closely related isolates.
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3.2 Methodology
We address the problem of constructing a phylogenetic tree of isolates by building an unrooted
bifurcating tree [Felsenstein, J. (1981)] from a multiple alignment of genome sequences of the
isolates. An important feature about the multiple genome alignment is that the rate of substitution
between some genome sequences can be hundreds of times smaller than that between other genome
sequences in the alignment. As a result, some columns may not contain any variation among the
isolates or species. A column is called informative if it contains significant variations among the
isolates.
Below we first describe a method for selecting informative columns for a group of isolates and
then we present a method for detecting subtrees of isolates with low resolution.
3.2.1 Detection Of Informative Regions
There are well-known programs for building a tree from an alignment using the maximum
likelihood approach. Our method begins with one of such programs. First, a maximum likelihood
tree T is created using RAxML from a given multiple sequence alignment S. The program seeks to
find a tree with maximum likelihood. The likelihood of a tree with respect to the given alignment
is the product of the likelihood with respect to each column in the alignment. The likelihood value
of each column of the alignment can also be computed using this program for any given tree. We
use the following idea to evaluate the importance of a column:
If a column is informative for a particular clade, then there must be a significant change in the
likelihood value of that column with respect to a nonrepresentative topology for that clade.
We use the following two methods for generating these nonrepresentative topologies:
1. Performing the nearest neighbor interchange (NNI) operation [Moore, G. et al. (1973); Wa-
terman, M. and Smith, T. F. (1978)] on any edge (in the clade) connecting two non-leaf
nodes.
23
2. Randomly permuting the isolates so that it creates a random distribution of the isolates in
the clade.
Let N be the number of isolates in a clade. We can generate 2 nonrepresentative topologies by
applying the NNI operation on each of the N − 3 edges connecting two non-leaf nodes. We also
generate k (k ≤ N) random permutations of those isolates. Then we find the maximum deviation
of likelihood for a column with respect to these nonrepresentative topologies.
An example of deviation of likelihood values for one informative column and one noninformative
column is shown in Table 3.1. Here, T is the maximum likelihood tree (representative topology)
constructed from an alignment S and TNNI is the nonrepresentative topology generated by an NNI
operation on one edge of T . We can observe that the deviation of likelihood of the informative
column is 19.56 times that of the noninformative column with respect to this NNI operation.
Table 3.1 Deviation of likelihood for the alignment S
Log Likelihood of Informative Column Log Likelihood of Noninformative Column
T −5.661510 −1.867485
TNNI −7.524911 −1.962215
Deviation 1.853401 0.09473
Now we need to check whether this deviation is statistically significant or not. We introduce the
concept of noise alignment to make this decision. The noise for a particular column is generated
through a random permutation (different from the alignment S) of the rows. Thus we choose
a random permutation of rows for each column to form a noise alignment S′. Different random
permutations are used for different columns. An example of noise alignment is shown in Table 3.2.
Table 3.2 Noise alignment from sequence alignment
Given Alignment Noise Alignment
Taxon1 TACG CCAT
Taxon2 GCAT TAGG
Taxon3 ACGT GCAA
Taxon4 CGAA AGAT
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We do not expect a large difference between the deviation of likelihood values for non-informative
columns with respect to S′. For example, we can look at the deviation of likelihood values in
Table 3.3 for the informative and noninformative columns (presented in Table 3.1) with respect
to noise alignment S′. Both T and TNNI are the same trees mentioned in Table 3.1. Here, the
difference between the deviation of likelihood values for the informative and noninformative columns
is not very large. Moreover, the deviation of likelihood for the noninformative column with respect
to S shown in Table 3.1 is also close to the values of deviation shown in Table 3.3. We formulate
the following criteria to select informative columns based on these observations:
If a column generates a significantly higher deviation in likelihood value than the average devia-
tion of the columns when they are subjected to a noise alignment (i.e. the p-value of the deviation
of a column computed from the distribution of deviations with respect to noise is less than the
significance level α), then we classify that column to be informative for a clade.
Table 3.3 Deviation of likelihood for the alignment S′
Log Likelihood of Informative Column Log Likelihood of Noninformative Column
T −6.974545 −1.839750
TNNI −6.953124 −1.795106
Deviation 0.021421 0.044644
The key steps of our algorithm for selecting informative columns for N taxa from an alignment
S are summarized below. Here, T is the maximum likelihood tree constructed from S and L is the
number of columns in S.
1. A set Tn of nonrepresentative phylogenies is constructed, which contains k trees generated by
random permutation of N taxa and 2 ∗ (N − 3) trees generated by NNI operation on T .
2. A noise alignment S′ is generated from S.
3. The maximum deviation of likelihood value of each column over |Tn| nonrepresentative phy-
logenies with respect to S′ is computed. These values of maximum deviation for each column
form the noise distribution.
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4. The maximum deviation of likelihood value of each column over |Tn| nonrepresentative phy-
logenies with respect to S is computed. If the maximum deviation of likelihood of a column
is statistically significant with respect to the noise distribution, then this column is selected
as informative.
Here, steps 3 and 4 are the most costly steps of the algorithm with respect to time complexity.
In both steps, we compute the deviation for each of the L columns in the alignment S with respect
to |Tn| nonrepresentative topologies generated from T . Computing the likelihood value of a column
with respect to a topology t requires a traversal over t. This traversal requires O(N) operations
because there are 2∗N−1 nodes in the tree and any standard tree traversal algorithm (e.g Breadth-
First Search, Depth-First Search etc.) requires O(V ) computations where V denotes number of
nodes in the tree. Now, |Tn| = 2∗(N−3)+k, where we choose k ≤ N . So Tn contains O(N) different
tree topologies. Therefore, the complexity of this algorithm is O(L∗N2). As the complexity of this
algorithm is linear in terms of the number of columns in the alignment, this method is efficient on
large alignments. The pseudocode for selecting informative columns is shown in Figure 3.1.
3.2.2 Selection Of Clades With Low Resolution
We use a likelihood based method for selecting clades with low resolution in the tree T . We
consider each edge connecting two non-leaf nodes in the phylogenetic tree T constructed from the
sequence alignment S. Each non-leaf node is chosen in such a way that it has at least 4 taxa as its
descendants. We can form two components by removing the edge. We consider each component
as a clade where each clade consists of at least 4 taxa. Then for each clade, if the number of
informative columns (identified by the method described earlier) is less than a certain threshold,
then that clade is considered to have low resolution in the tree. This approach requires a lot of
time to identify all the clades with low resolution, because there are O(N) edges to select to divide
the tree into two clades. Then for each such clade, we need O(L ∗ N2) computations to find the
informative columns.
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Figure 3.1 Algorithm for selection of informative columns from a sequence alignment and
corresponding maximum likelihood tree
Therefore, We have used a heuristic based on the distribution of branch lengths to make this
step faster. If the average branch length within one clade is significantly less than the average
branch length within the tree T , then we consider this clade to be a candidate for having low
resolution. Thus we can avoid finding informative columns for every clade in the tree.
3.2.3 Reconstruction Of Phylogeny Of Closely Related Isolates
After the identification of closely related isolates with low resolution, we form a multiple se-
quence alignment Sc for those closely related isolates. Then we construct a phylogeny Tc from Sc
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using RAxML. Then we find informative columns and construct a phylogeny Tci (tree of closely
related isolates from informative columns).
3.3 Results
Our results are divided into two parts. First, we show that our method produced a tree with
high resolution from a large sequence alignment of 11 Fusarium isolates. Then we show that our
method produced a more accurate tree of closely related isolates on simulated data. We have used
0.01 for the significance level α on both real and simulated data.
3.3.1 Real Data
We used a sequence alignment of 11 Fusarium isolates [Huang, X. et al. (2016)] that cause
diseases in soybean. This alignment was created using a program named DASNP (Detection and
Alignment of SNPs for construction of phylogeny). We have developed this tool in perl which
aligns the short reads against the reference genome using bowtie [Langmead, B. et al. (2009)], uses
mpileup option in samtools [Li, H. et al. (2009)] for finding SNPs and then includes a SNP in the
alignment if that position in the reference genome is significantly covered by reads from all isolates.
Thus we constructed an alignment of 137, 718 columns where each column contains a SNP from at
least one of the 11 isolates. The maximum likelihood tree shown in Figure 3.2 was constructed by
RAxML.
Here the clade containing 4 F. virguliforme isolates has low resolution. Our method for selecting
clades with low resolution correctly identified this group of F. virguliforme isolates. Then we
applied the likelihood based column selection method to identify 319 informative columns from the
alignment of 137, 718 columns. Then we reconstructed their phylogeny using these columns with
high resolution. This high resolution phylogeny is shown in Figure 3.3.
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Figure 3.2 The maximum likelihood tree of 11 Fusarium isolates from an alignment of
137, 718 columns
3.3.2 Simulated Data
We used the Seq-Gen program [Rambaut, A. and Grass, N. (1997)] to generate a large number of
sequence alignments for 8 species (or taxa) from the tree with two groups in Figure 3.4. Each group
consists of 4 isolates. The data show a scenario where the species in each group have little variations
among themselves (about 100-1000 informative sites in an alignment of 4 or 5 million columns),
but any two isolates from different groups have many variations (20% of the total alignment). The
generalized time-reversible process (GTR) model [Tavaré. (1986)] was used as the nucleotide
model of substitution to generate these nucleotide sequences.
We used alignments of 2 different lengths: 4 and 5 million columns. Let R denote the ratio of
the number of informative columns between taxa from different groups to the number of informative
columns between two taxa from the same group. For each of the two alignment lengths, we used 4
different values of R: 1000, 2000, 5000 and 10, 000. For each of these 8 data types, 1000 alignments
of that type were generated. On each of these alignments, a maximum likelihood tree like the tree
shown in Figure 3.5 was constructed by RAxML.
29
Figure 3.3 The maximum likelihood tree of 4 F. virguliforme isolates from an alignment
of 319 informative columns
Figure 3.5 shows two groups of taxa with low resolution. It is not possible to understand
the phylogeny of those groups from this figure. Moreover, there were a few cases when RAxML
generated a wrong phylogeny. An example of such wrong phylogeny is shown in Figure 3.6. Here
Taxon07 is grouped with Taxon05 and Taxon06, which does not agree with the topology shown
in Figure 3.4.
Our method for selecting taxa with low resolution was applied on trees generated by RAxML
which are similar to the trees shown in Figure 3.5 and 3.6. It correctly identified the two groups
with low resolution for all the alignments.
Then our method for finding informative columns from the alignment was used for these closely
related taxa. A large percentage of informative columns within those groups were identified by our
method. The average number of columns (over 1000 alignments and 2 groups with low resolution for
each alignment) identified as informative are listed in Table 3.4. We know the number of columns
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Figure 3.4 The topology used to generate the sequences for all cases
generated by Seq-Gen for each of those groups. The percentages indicate the fraction of those
columns identified as informative.
Table 3.4 Number (percentage) of informative columns
Value of R Length of the Alignment
4, 000, 000 columns 5, 000, 000 columns
1000 623 (77%) 730 (73%)
2000 297 (74%) 386 (77%)
5000 127 (79%) 148 (74%)
10000 53 (66%) 77 (77%)
Then the phylogeny of those closely related taxa was constructed from the alignment consisting
of only informative columns. For all the alignments, the reconstructed phylogeny correctly grouped
Taxon01 with Taxon02, Taxon03 with Taxon04, Taxon05 with Taxon06, and Taxon07 with
Taxon08.
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Figure 3.5 Maximum likelihood tree of 8 taxa constructed by RAxML from an alignment
of 4, 000, 000 columns with R set to 5000
We computed the Robinson-Foulds distance [Robinson, D. F. and Foulds, L. R. (1981)] of the
trees Tw (constructed from the whole alignment) from the tree in Figure 3.4. We also computed
the same distance for reconstructed trees from informative columns (Tr). The average distances
over 1000 alignments for 8 data types are presented in Table 3.5.
Table 3.5 Robinson-Foulds distance of trees built from whole alignment (Tw) and from
informative columns (Tr)
Value of R Length of the Alignment
4, 000, 000 columns 5, 000, 000 columns
Tw Tr Tw Tr
1000 3.998 0 3.998 0
2000 3.998 0 3.996 0
5000 3.982 0 3.994 0
10000 3.986 0 3.996 0
From Table 3.5, we can conclude that the trees constructed from the whole alignment have
a Robinson-Foulds distance of 4 for most of the alignments. The evolutionary history presented
in the phylogeny constructed from the whole alignment does not completely agree with the tree
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Figure 3.6 Maximum Likelihood Tree of 8 taxa constructed by RAxML with a wrong
topology
used to generate the alignment. If we identify informative columns for the closely related taxa and
reconstruct the phylogeny of those groups using only informative columns, we get the trees with a
Robinson-Foulds distance of 0 from the tree used to generate the alignment.
3.4 Discussion
Sequence-based methods for constructing phylogeny of many species have been widely used to
understand the evolutionary relationships among them. Sometimes one or more specific regions for
some species contain more variations than other parts of the genome [Huang, X. et al. (2016)].
Detection of these regions and identification of the species (with variations among themselves in a
small part of the genome) is important for constructing the representative history of evolution. We
have demonstrated that our method works properly for identifying such clades with low resolution
in the tree on both real and simulated data and selects many informative columns for those clades.
Our method for finding informative columns does not require repeated construction of maximum
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likelihood trees from the whole alignment. Due to its linear complexity in terms of the length of
the alignment, our method is efficient in finding informative columns from large alignments.
It has been shown in some studies [Shen, X. (2017); Bar-Hen, A. et al. (2008)] that a very
few sites or columns in the alignment can significantly affect the phylogeny of a group of isolates.
So it is important to identify the most influential sites for closely related isolates. Determining the
influence of a column has been derived in one method [Bar-Hen, A. et al. (2008)] excluding the
column from the alignment and calculating the difference in likelihood with respect to the changed
topology. This method requires repeated computation of maximum likelihood tree for exclusion of
each column, which is computationally intensive. The time complexity of this method is O(L2nI),
where L is number of columns in the alignment, n is number of isolates and I is the number of
iteration required for finding maximum likelihood tree. We have proposed a method for finding
such informative columns with a time complexity of O(Ln2), which is much faster than the previous
method.
All the instances of simulated data presented in this paper are built from the tree in Figure 3.4.
This tree has a simple structure where each subtree with low resolution contains only 4 isolates.
Besides this simple structure, our method is expected to work on a complex branching structure
of many subtrees where each subtree represents a group of low resolution isolates. We also observe
that this method assumes that there will always be two levels of sequence similarity in the collection
of isolates, which is not a generalized version of the problem. We address the generalized phylogeny
construction at multiple levels in the next chapter for datasets consisting of arbitrary number of
levels of sequence similarity with arbitrary number of groups consisting of arbitrary number of
isolates.
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CHAPTER 4. HIERARCHICAL PHYLOGENY CONSTRUCTION
We have discussed in previous chapter that due to rapid improvements in DNA sequencing
technology, long genome sequences for a large number of similar isolates with a wide range of single
nucleotide polymorphism (SNP) rates can be created where some isolates can have thousands of
times lower SNP rates than others. We have also shown that genome sequences of this kind are
a challenge to existing methods for construction of phylogenetic trees. Here we address the issues
by describing a hierarchical approach to phylogeny construction. In this method, the phylogeny
construction is performed at multiple levels, where at each level, groups of isolates with similar levels
of similarity are identified and their phylogenetic trees are constructed. We achieve significant
improvement in the running time for these phylogeny constructions by using a sufficiently large
number of columns from the input alignment, instead of all its columns. We present hundreds
of simulated data sets to show that this new hierarchical approach finishes the construction of
phylogeny much faster than the widely used approach of building the phylogeny from the whole
alignment. Our results also show that the new approach is sometimes more accurate than existing
programs.
4.1 Introduction
We have discussed about reconstruction of phylogeny of low resolution clades in the previous
chapter using informative columns. We have shown that for both real and simulated data sets,
our method for identification of clades with low resolution successfully detected the clade with low
resolution and thus also reconstructed the phylogeny using informative columns. We consider a
more generalized version of that problem in this chapter. We have discussed that for closely related
isolates, sometimes one or more specific regions for some species contain more variations than other
parts of the genome [Huang, X. et al. (2016)] and other parts of the genome may not have any
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variation within those species. This may result in very low level of resolution and also errors in the
phylogeny constructed for those species. This problem can be more difficult if we want to construct
the phylogeny for thousands of isolates with millions of columns. This may create a situation where
the SNP rate within a group of isolates is hundreds of times lower than the SNP rate of some other
isolates and there exist some groups of isolates within that group whose SNP rate is hundreds of
times lower than the SNP rate of some other isolates in that group. Thus an alignment can be
created from the genome sequences of thousands of isolates such that groups of isolates with low
resolution can contain some other groups of isolates with even lower resolution. We address this
nested structure of low resolution isolates with a hierarchical approach towards construction of
phylogeny.
In this method, the construction is performed at multiple levels. At the top level, a group of
isolates with the lowest levels of similarity are identified and their phylogenetic tree is constructed
by using some informative columns. At the next level, groups of isolates with much higher levels
of similarity are considered. The same method continues at the next levels. This hierarchical
approach is more likely to produce trees with less variation in branch length. This approach also
saves time by selecting a sufficiently large number of columns for construction of phylogeny in
stead of all columns. We have created hundreds of data sets and tried our approach of hierarchical
phylogeny construction (HPC) on them. We show that HPC is always much faster and sometimes
more accurate than the existing approach of construction of phylogeny from the whole alignment.
4.2 Methods
Our method (HPC) takes as input an alignment S for a set of N isolates, and proceeds in the
following steps.
1. Partition the input set of isolates into a group of moderately similar isolates and subgroups of
highly similar isolates such that all isolates in every subgroup are highly similar to the same
isolate (called a representative isolate) in the group.
36
2. Form a proper alignment for the group from the input alignment by selecting, for each isolate
in the group, its alignment row.
3. Construct a phylogeny for the group of isolates with its alignment.
(a) If no subgroup contains any isolates, then terminate.
(b) Otherwise, for each subgroup of isolates, add its representative isolate to the subgroup,
form a proper sub-alignment for the subgroup, and recursively apply the above steps to
the sub-alignment.
Below we describe the partition and phylogeny construction in detail.
4.2.1 Partition Of Isolates
We use an evolutionary distance-based method for identifying moderately similar isolates. The
evolutionary distance Dp,q between two isolates p and q can be computed by applying a maximum-
likelihood method on their pairwise sequence alignment [Huang, X. (2008)]. Let Dmax denote
the maximum of the evolutionary distances between all pairs of isolates. Two isolates p and q are
highly similar if the ratio Dmax/Dp,q is greater than a distance ratio cutoff δ.
In practice, we can use a more efficient method for obtaining a value close to Dmax. In this
method, we randomly select an isolate and compute the evolutionary distance between this isolate
and every other isolate. Then the maximum among these distances is considered to be an estimate
for Dmax. Let D̂max denote the maximum of the computed evolutionary distances. It can be easily
shown that D̂max ≤ Dmax ≤ 2D̂max, so D̂max is used in place of Dmax.
We have applied another efficiency improvement by replacing the evolutionary distance between
two isolates by the percentage difference of their pairwise alignment. Here percentage difference
between two isolates p and q is defined as the percentage of differences between their alignment
in S, i.e. the ratio of the number of columns where these two isolates differ and the total number
of columns in the alignment. Let us consider two sequences ”CAGACGTC” and ”CAAATTCA”.
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Here they differ on 5 columns and the total number of columns is 8. So the percentage difference
between these two sequences is 5/8 or 62.5%.
Next we form a group H of moderately similar isolates such that no two isolates in the group
are highly similar. Initially one isolate is chosen at random as a first element of H. Then for every
other isolate, if it is not highly similar to any isolate in H, then it is added to H. Otherwise, it
is placed into a subgroup of isolates that were each highly similar to an isolate in H. Thus, the
partition step produces the group H and a subgroup of highly similar isolates for each isolate in
H. Note that some subgroups may be empty. If any subgroup of highly similar isolates contains
less than 4 isolates, then each of those isolates is included in H with an empty subgroup.
Figure 4.1 presents this idea of partition where each taxon or isolate is shown as a circle. The
method of partition is applied on the collection of isolates. Then we find the group of moderately
similar taxa or isolates and some non-empty groups of isolates where isolates or taxa in each such
group are similar to one isolate or taxon in the group of moderately similar isolates.
Figure 4.1 Partition of Isolates or Taxa
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4.2.2 Construction Of Phylogeny For The Current Group
We describe a phylogeny construction step for the current group of isolates with its alignment
S. Let dS be the number of columns each with different nucleotides (or letters) in the alignment. If
the number of identity columns (without different nucleotides) in the alignment is greater than the
maximum number β∗dS of allowed identity columns, then the extra number of identity columns are
removed from the alignment. Then we form a smaller alignment by randomly selecting α columns
without replacement from the alignment. Next we construct a phylogeny for the current group of
isolates by using an existing method on the smaller alignment. Finally we examine the phylogeny
by checking if the ratio of the maximum branch length to every branch length in the phylogeny is
below the distance ratio cutoff δ. If so, the construction terminates. Otherwise, double the value
α and repeat the process until it is not possible to reduce the number of branches whose ratios are
above the cutoff δ or the whole alignment is used in the construction. The values for the parameters
α, β and δ are determined based on the number of isolates in the group by simulation.
4.2.3 Learning Optimal Values For Parameters of HPC
Here we describe the methods of determining or learning the optimal values for different pa-
rameters of HPC.
4.2.3.1 Learning the value of α
We used simulation to select a proper initial value for the parameter α, which is the number of
alignment columns used to construct a phylogeny. True phylogenies for various numbers of isolates
were generated and for each of those phylogenies, alignments of various lengths were constructed
using the Seq-Gen program [Rambaut, A. and Grass, N. (1997)] by simulating the evolution of
nucleotide sequences over the phylogeny according to the general reversible process (GTR) model
of substitution [Tavaré. (1986)]. Then the whole alignments were used to build phylogenies with
existing programs, and the Robinson-Foulds distances [Robinson, D. F. and Foulds, L. R. (1981)]
between the true and constructed phylogenies were computed to assess the effect of the alignment
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length and the number of isolates on the Robinson-Foulds distance. Table 4.1 shows the Robinson-
Foulds distance of the phylogenies constructed using RAxML from true phylogenies for alignments
consisting of 30, 50, 60 and 75 isolates and 1000, 2000, 3000, 5000, 10000 and 20000 columns. The
average Robinson-Foulds distance over 5 instances for each choice of number of isolates and number
of columns is reported here. We observe from Table 4.1 that the Robinson-Foulds distance from
the true phylogeny decreases with the increase of number of columns in the alignment. Given the
number of isolates, we select the number of alignment columns (the value for the parameter α) such
that the Robinson-Foulds distance of the constructed phylogeny from the true phylogenies is small
(close to 0) on average. Let n be the number of isolates. The initial value for α was set to 8, 000
for n ≤ 30, to 20, 000 for 30 < n ≤ 60, and to 30, 000 otherwise.
Table 4.1 Robinson-Foulds distance (average over 5 instances) from true phylogenies for
various lengths of alignment
Number of taxa 1000 col. 2000 col. 3000 col. 5000 col. 10000 col. 20000 col.
30 16.4 7.6 2.8 3.2 2.8 2.2
50 40.8 24.8 16.8 16.4 6.8 1.6
60 43.6 24.4 24.8 19.2 10 3.2
75 57.6 37.2 21.6 24.4 4.8 3.6
4.2.3.2 Determining the value of δ
Let us assume that we are considering an alignment of n isolates. We determine the value of
distance ratio cutoff δ in each step of partitioning the isolates using the following steps:
1. A sample of n pair of isolates are created where each isolate is chosen with equal probability.
Each such pair consists of two distinct isolates.
2. The sequence dissimilarity (i.e. the number of positions with different character) between the
isolates in each pair is computed and these n dissimilarities are sorted in the decreasing order
of value.
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3. The ratio of each two consecutive dissimilarities is computed. If any ratio becomes much
larger than the average of the ratios found so far (more than 3 standard deviation away from
the average), we select the first such ratio to be the value of δ for current step of partitioning
the isolates, otherwise a default value of 50 is selected as distance ratio cutoff.
We can show that the expected number of pair of isolates from the same group of highly
similar isolates will be more than 1 with some assumptions. Say, there are m groups of highly
similar isolates and total number of isolates with high level of sequence similarity is h. We assume
n > h >
√
n ∗m for the datasets and each group of highly similar isolates contains h/m isolates.
Then the expected number of pair of isolates among the n pairs of isolates is h(h/m−1)n−1 . Now,
h2/m >> h and h2 > m ∗ (n − 1) by our assumption. Thus we expect at least 1 pair of isolates
from the same group of highly similar isolates and determine the value of δ.
4.2.3.3 Determining the value of β
β controls the number of identity columns used for the construction of phylogeny in our ap-
proach. The value of β is set to∞ for the groups of moderately similar isolates and 0 for the groups
of highly similar isolates. Better estimate for β can be found through simulation.
4.2.4 Workflow of HPC
Here we present a summary of hierarchical phylogeny construction in the Figure 4.2. This figure
shows a diagram of the steps in our method. It shows the partition of the input isolates or taxa
into a group of moderately similar isolates or taxa and several non-empty groups of highly similar
taxa. We can also observe that HPC is recursively applied on each non-empty group of highly
similar taxa by forming a new alignment for those taxa. The phylogeny for moderately similar taxa
is constructed through multiple iterations until the termination criterion is satisfied.
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Figure 4.2 Diagram of the steps of HPC on an alignment
4.3 Results
We evaluated the HPC and three existing programs on datasets generated by simulation over
given phylogenies (as the correct answers). First, we are going to discuss about the data sets
where there are clearly two different levels of sequence similarity. Then we are going to discuss
about the data sets with three different levels of sequence similarity. We are going to compare the
performance of existing approaches to our hierarchical approach using these data sets having two
and three levels of sequence similarity.
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4.3.1 Datasets With Two Levels Of Sequence Similarity
We generated 200 datasets each with 350 isolates of Narrow type, and 300 datasets each with
590 isolates of Wide type, where a major difference between the two dataset types was that the
branch lengths in the parts of the phylogeny for highly similar isolates were larger and had wider
variations for the Wide type than for the Narrow type. In each type of datasets, the alignment
length was one million columns, and there were a group of 50 moderately similar isolates and
24 subgroups of highly similar isolates. However, the size of each subgroup was 10 or 15 for the
Narrow type, and 10, 15, 20, 25, 30 or 35 for the Wide type. We have used three existing programs:
RAxML, IQ-TREE and FastTree and our hierarchical approach on these generated datasets.
4.3.1.1 Generation of one dataset
A simulated dataset was generated as follows. A true phylogeny for a group of 50 moderately
similar isolates was created using a program written in C++ which simulates the phylogenetic tree
according to the birth-death model. Then an alignment with one million columns was generated
with the Seq-Gen program [Rambaut, A. and Grass, N. (1997)] by simulating the evolution of
nucleotide sequences over the phylogeny according to the general reversible process (GTR) model
of substitution [Tavaré. (1986)]. We selected 0.05, 0.10, 0.15, 0.20, ..., 0.95 mutations per site
(with equal probability) as branch lengths in the true phylogeny for the group of moderately similar
isolates in both types of datasets. Each isolate in the group of moderately similar isolates was made
available as a potential representative for a subgroup of highly similar isolates. Then for each of
the 24 subgroups of highly similar isolates, we performed the following steps:
1. A true phylogeny was randomly created.
2. An alignment with one million columns was generated.
3. A representative was randomly selected from the moderately similar isolates and made un-
available for subsequent selections.
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4. The alignment was adjusted at each identity column by replacing each letter in the column
with the letter in the corresponding column of the representative isolate.
We used the distribution of branch lengths used for moderately similar isolates for generating
the alignment for highly similar isolates in Wide datasets. Initially, alignments with 2500, 3500,
5000, 6500, 8000 and 9500 columns were created according to the true phylogenies consisting of
10, 15, 20, 25, 30 and 35 highly similar isolates, respectively. Then each of these alignments was
extended to one million columns by adding identity columns. For each Narrow dataset, we selected
0.0001, 0.00009, 0.00007, 0.00005, 0.00003, 0.00001, 0.000005, 0.000003, 0.000001 mutations per
site (with equal probability) as branch lengths in the true phylogeny for each subgroup of 10 or
15 highly similar isolates to generate an alignment with one million columns. For both Wide and
Narrow datasets, any group of highly similar isolates had sufficient number of identical columns
among themselves so that the percent identity of any two highly similar isolates within one group
was at least 100 times higher than that of any two moderately similar isolates.
4.3.2 Comparison Of HPC With Existing Approach
Each of the three existing programs RAxML, IQ-TREE and FastTree was adapted as a phy-
logeny construction engine inside HPC, resulting in three HPC versions: HPCRAx, HPCIQ and
HPCFast. Each HPC version along with each existing program was evaluated on each of the
generated datasets in efficiency and accuracy. Improved running time and better accuracy of our
approach compared to the existing approach are discussed in the following sections.
4.3.2.1 Comparison Of Efficiency
The average time required by each of these programs on each type of generated datasets is
shown in Table 4.2. The average time of all the alignments in Wide and Narrow datasets by the
same program is reported here.
Here, RAxML could not produce any phylogeny for any of these datasets after running for more
than 2 weeks. RAxML is then adapted as phylogeny construction program inside our hierarchical
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Table 4.2 Time required by three versions of HPC and three existing programs
Data RAxML HPCRAx IQ-TREE HPCIQ FastTree HPCFast
Narrow > 168 hr 12 hr 31 hr 35 min 5 hr 15 min
Wide > 168 hr 15 hr 60 hr 1 hr 8 hr 20 min
approach. We can observe that it could successfully construct phylogenies for both moderately
and highly similar groups of isolates within 12 hours on average for Narrow datasets and within 15
hours on average for Wide datasets. This is obviously a significant improvement of running time
for construction of phylogeny using RAxML.
IQ-Tree is also known to be able to construct phylogeny faster than RAxML. We can observe
it from Table 4.2. It could produce maximum likelihood trees within 5− 6 days for Wide datasets.
Our approach, i.e. HPCIQ was able to construct phylogenies for both moderately and highly
similar isolates within one hour for the same type of datasets, which is a 60 times improvement of
running time. We observe similar improvement of running time also for Narrow datasets.
FastTree is expected to run faster than the other two programs [Zhou, X. et al. (2017)] which
is shown in our results. FastTree within HPC as phylogeny construction engine (HPCFast) runs
very fast to produce results for such huge datasets. HPCFast never required more than 30 minutes
to run on any Wide dataset. Moreover, we observe 24 times improvement of running time for Wide
datasets and 20 times improvement of running time for Narrow datasets. This clearly indicates that
our approach can reduce the running time required to construct phylogeny for both moderately
and highly similar isolates due to selection of different sets of informative columns for different sets
of isolates.
4.3.2.2 Comparison Of Accuracy
Our approach constructs the phylogenies for both moderately and highly similar isolates. The
phylogenies for moderately similar isolates are constructed very accurately in both the existing
approach and our hierarchical approach. Therefore, the accuracy of each program was assessed by
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computing the normalized Robinson-Foulds distance [Robinson, D. F. and Foulds, L. R. (1981)]
between the true and constructed phylogenies for each subgroup of highly similar isolates.
Robinson-Foulds distance measures the number of partitions present in one tree but absent
in the other tree. The maximum possible Robinson-Foulds distance between two unrooted trees
of n isolates is 2 ∗ n − 6. Normalized Robinson-Foulds distance is computed by the dividing the
Robinson-Foulds distance by the maximum possible Robinson-Foulds distance between the two
trees. This normalization prevents the distance for one dataset to be skewed by a wrong topology
for a large subgroup. We calculated the sum of these normalized Robinson-Foulds distances over all
24 subgroups in one alignment. Table 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9 and 4.10 show these distances
for 300 Wide datasets. As RAxML could not produce any result after running for more than
2 weeks for each alignment in Wide and Narrow datasets, we cannot compare the accuracy of
RAxML with HPCRAx. We can observe that the sum of the normalized Robin-Foulds distance
over 24 subgroups decreases for most of the cases in Wide datasets when IQ-TREE or FastTree is
used within our hierarchical approach.
Similarly, the sum of normalized Robinson-Foulds distance between the true and constructed
phylogenies for Narrow datasets are shown in Table 4.11, 4.12, 4.13, 4.14 and 4.15 . Here, IQ-
TREE constructs the correct phylogenies for a lot of highly similar groups of isolates. As a result,
we observe that the sum of normalized Robinson-Foulds distance is 0 for a lot of Narrow datasets
and there is not much scope of improvement for HPCIQ. We do not show the reduction percentage
for HPCIQ for the same reason, because most of them will be 0. We can observe an improvement
in the sum of the normalized Robinson-Foulds distance for FastTree which is similar to the the
improvement found for the Wide datasets. Moreover, the performance of RAxML within our
hierarchical approach, i.e. HPCRAx is very similar to the performance of HPCIQ.
There are two main reasons behind the better performance of all the programs in terms of
accuracy on the Narrow datasets than on the Wide datasets. The first reason is the number of
isolates in the highly similar groups being either 10 or 15 in Narrow datasets. The number of isolates
in the highly similar groups are 10, 15, 20, 25, 30 and 35 in the Wide datasets. This difference in the
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number of isolates creates a major difference in the accuracy of the programs. When the number of
isolates increases, the number of possible topologies for a given set of isolates also increases and the
search space for the maximum likelihood tree becomes larger and more difficult. The second reason
is the branch length distribution for generation of the true phylogeny. We have used very small
branch lengths for generation of true phylogenies for highly similar isolates in the Narrow datasets.
The branch length is directly proportional to the number of evolutionary changes over time. The
few evolutionary changes over a long time might have made the construction of phylogeny easier
for the programs.
The summary of the tables presented to compare the accuracy of the programs is given in
Table 4.16. Let DHS denote the sum of the normalized Robinson-Foulds distance over all highly
similar groups of isolates in one dataset. Here, the average ofDHS over all alignments in Narrow and
Wide datasets are reported. We observe that the normalized Robinson-Foulds distance decreases
on average when a phylogeny construction program is applied within our approach. We do not
have the result for RAxML as it did not run to completion, but the average values of DHS for
HPCRAx over all alignments in both Wide and Narrow datasets indicate that RAxML performs
even better than the other two programs when it is applied within our approach. Its accuracy is
better than the accuracy of HPCIQ and HPCFast.
We also plot the average normalized Robinson-Foulds distances for Wide and Narrow datasets.
Figure 4.3 shows the average normalized Robinson-Foulds distances of phylogenies constructed
by IQ-TREE and HPCIQ for Wide dataset. Similarly, Figure 4.4 shows the average normalized
Robinson-Foulds distances of phylogenies constructed by FastTree and HPCFast.
We observe from these figures that both HPCIQ and HPCFast provide better accuracy than
IQ-TREE and FastTree, respectively, on most of the instances of Wide dataset. Figure 4.5 shows
the average normalized Robinson-Foulds distances of phylogenies constructed by IQ-TREE and
HPCIQ for Narrow dataset. Here both the methods perform with almost equal and maximum
accuracy as both the methods produced most of the phylogenies for highly similar isolates with a
Robinson-Foulds distance of 0. Figure 4.6 shows the average normalized Robinson-Foulds distances
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Figure 4.3 The average normalized Robinson-Foulds distances between the true phyloge-
nies and the phylogenies constructed by IQ-TREE and HPCIQ on 300 Wide
alignments
of phylogenies constructed by FastTree and HPCFast for Narrow dataset. Here we observe similar
improvement of normalized Robinson-Foulds distances as found for the Wide dataset.
We have compared the performances of maximum likelihood methods in the existing approach
and within our approach. We also examined the performance of a distance based method BIONJ
[Gascuel, O. (1997)], which uses an improved version of the neighbor joining method. Figure 4.7
and Figure 4.8 show the average normalized Robinson-Foulds distances of phylogenies constructed
by BIONJ and HPCBIONJ for the Wide and Narrow datasets, respectively. These phylogenies were
generated as initial phylogenies used by IQ-TREE for finding the tree with maximum likelihood.
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Figure 4.4 The average normalized Robinson-Foulds distances between the true phylogeny
and the phylogeny constructed by FastTree and HPCFast on 300 Wide align-
ments
Our results show that there is significant improvement of normalized Robinson-Foulds distance
when BIONJ is used within our approach.
4.3.3 Datasets With Three Levels Of Sequence Similarity
The inspiration behind the hierarchical approach for construction of phylogenetic trees is to
construct phylogenies at multiple levels and to detect those multiple levels in an automated manner.
Therefore, we constructed alignments with three different levels of sequence similarity and tested
our approach on such datasets. First we describe the details of generation of such datasets. Then
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Figure 4.5 The average normalized Robinson-Foulds distances between the true phyloge-
nies and the phylogenies constructed by IQ-TREE and HPCIQ on 200 Narrow
alignments
we present the results of our approach and compare the performance with the existing methods of
phylogeny construction.
4.3.3.1 Generation Of Datasets
We have created 10 datasets with three different levels of sequence similarity. Each dataset
of this type consists of 345 isolates. A true phylogeny for a group of 25 isolates was created by
simulating the phylogenetic tree according to the birth-death model. This true phylogeny represents
the group of moderately similar isolates. Then an alignment with 50 million columns was generated
with the Seq-Gen program [Rambaut, A. and Grass, N. (1997)] by simulating the evolution of
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Figure 4.6 The average normalized Robinson-Foulds distances between the true phylogeny
and the phylogeny constructed by FastTree and HPCFast on 200 Narrow align-
ments
nucleotide sequences over the true phylogeny according to the general reversible process (GTR)
model of substitution [Tavaré. (1986)]. We selected 0.05, 0.10, 0.15, 0.20, ..., 0.90 mutations per
site (with equal probability) as branch lengths in the true phylogeny for the group of moderately
similar isolates. Each isolate in the group of moderately similar isolates was made available as a
potential representative for a subgroup of highly similar isolates. Here 4 groups of highly similar
isolates are used. Each of these 4 groups consists of 80 isolates. The alignment for each such group
of 80 isolates is constructed in a similar method described earlier for construction of Narrow dataset.
The same distribution of branch lengths were used to generate the alignments for moderately and
highly similar isolates within this group. The only differences between the alignment for such a
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Figure 4.7 The average normalized Robinson-Foulds distances between the true phyloge-
nies and the phylogenies constructed by BIONJ and HPCBIONJ on 300 Wide
alignments
group and an alignment in the Narrow datasets are the changes in the number of moderately and
highly similar isolates within this subgroup. We created each such group with 25 moderately similar
isolates and 4 subgroups of highly similar isolates. These 4 subgroups within the highly similar
group of isolates contain 10, 12, 15 and 18 isolates. Therefore, there are 16 subgroups of isolates
with the highest level of sequence similarity in each alignment.
Then for each of the 4 groups of highly similar isolates, we performed the following steps:
1. An alignment of one million columns was created using the steps followed for building an
alignment in the Narrow dataset.
2. This alignment was extended to 50 million columns by padding identity columns.
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Figure 4.8 The average normalized Robinson-Foulds distances between the true phylogeny
and the phylogeny constructed by BIONJ and HPCBIONJ on 200 Narrow
alignments
3. A representative was randomly selected from the moderately similar isolates and made un-
available for subsequent selections.
4. The alignment for the subgroup was adjusted at each identity column by replacing each letter
in the column with the letter in the corresponding column of the representative isolate.
Any group of highly similar isolates had sufficient number of identical columns among themselves
so that the percent identity of any two isolates within the same highly similar group was at least
30 times higher than that of any two moderately similar isolates. Moreover, the alignment for any
group of highly similar isolates was created by following the steps of generating an alignment in
Narrow dataset resulting in at least 100 times higher sequence similarity between any two isolates
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from the same subgroup of highly similar isolates than the sequence similarity between any two
moderately similar isolates within one group. Therefore, an alignment is generated with three such
different levels of sequence similarity.
4.3.3.2 Example Of Construction Of Phylogeny From An Alignment With Three
Levels Of Similarity
Here we present an example of construction of phylogeny at multiple levels from an alignment
with three levels of sequence similarity. First, HPC identifies 25 taxa with moderate level of
similarity and the remaining taxa are partitioned into 4 groups where each such group consists of
81 taxa. Figure 4.9 shows the phylogeny of the 25 taxa selected at the top level. The representative
taxa for the 4 groups are denoted by group01, group02, group03 and group04.
HPC recursively calls itself for each group of 81 isolates. HPC identifies 26 isolates with mod-
erate sequence similarity at this level and partitions the remaining isolates into 4 groups consisting
of 11, 13, 16 and 19 isolates. Figure 4.10 shows the phylogeny of such 26 taxa for one group of 81
isolates. Phylogeny of 26 taxa for other 3 groups are also constructed in a similar manner.
Then HPC calls itself again for the groups of 11, 13, 16 and 19 taxa. All taxa within one group
are equally similar at this level. So the phylogeny of all taxa in one group is constructed together.
Figure 4.11 shows the phylogeny for such a group consisting of 11 taxa.
4.3.3.3 Comparison Of Performance
The alignments created with such 3 levels of sequence similarity are huge. We tried to run
FastTree on such an alignment. FastTree ran for more than two weeks and then crashed without
producing any result. FastTree is the fastest among the existing phylogeny construction programs
in maximum likelihood method. Therefore, the other programs like RAxML and IQ-TREE also
could not produce any result on these datasets and we do not have any existing method to compare
the efficiency and accuracy of our approach.
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Figure 4.9 Phylogeny of 25 taxa at the top level
We tried HPCFast on such datasets. It could successfully produce results for such an alignment
within 2 hours. It could successfully identify two different values of δ for partition of isolates. Then
it built the phylogenies for moderately similar isolates and the subgroup of moderately and highly
similar isolates within the groups of highly similar isolates. All phylogenies were built with good
resolution and accuracy. The normalized Robinson-Foulds distances from the true phylogeny for
16 groups of isolates with the highest level of sequence similarity are presented in Table 4.17. We
can observe that the normalized Robinson-Foulds distance is 0 for most of these groups in the 10
alignments. Here, Group1, Group2, Group3 and Group4 are the groups consisting of 10 isolates,
Group5, Group6, Group7 and Group8 denote the groups consisting of 12 isolates, Group9, Group10,
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Figure 4.10 Phylogeny of 26 taxa at the 2nd level
Group11 and Group12 are the groups consisting of 15 isolates and Group13, Group14, Group15 and
Group16 denote the groups consisting of 18 isolates.
4.3.4 Computational Resources And Average Wall-clock Time
We used a Linux cluster with a large number of compute nodes at Iowa State University to run
IQ-TREE and HPCIQ on all datasets. A computation job by each program on every dataset was
submitted to one of the compute nodes in the cluster, where each node consists of two 8-core, 2.6
GHz Intel Haswell E5-2640 v3 processors (a total of 16 cores). The average wall-clock time taken
by all the jobs by the same program on the datasets of the same type was obtained.
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Figure 4.11 Phylogeny of 11 taxa with the highest level of sequence similarity
We used a different Linux server to process computation jobs by each of the programs HPCRAx,
FastTree and HPCFast on every dataset of each type. The jobs were submitted to the server one
at a time, requesting 16 threads, where the server has 24 cores, 2.90 GHz Intel Xeon E5-4617
processors. The average time of all the jobs by the same program on the datasets of the same type
was calculated.
4.3.5 Settings And Commands For RAxML, IQ-TREE And FastTree
The three existing programs RAxML, IQ-TREE and FastTree were used alone on the generated
datasets with the same set of parameter values as they were called as part of our HPC program.
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The general reversible process (GTR) model was used as the model of nucleotide substitution, along
with a request of 16 threads, for the three programs. For RAxML, we selected the ”-f a” option to
run a full analysis, 40 as the number of alternative runs on distinct starting trees, 44701 and 65701
as the random number seeds for parsimony inference and bootstrapping, respectively. The default
values were used for the other parameters of the three programs.
Here are the commands used to run these three programs:
• RAxML: ./raxmlHPC-PTHREADS-SSE3 -f a -x 65701 -p 44701 -# 40 -m GTRGAMMA -s
alignment.fasta -n alignment -T 16
• IQ-TREE: ./iqtree -s alignment.fasta -m GTR+G4 -nt 16
• FastTree: ./FastTreeMP -nt -gtr < alignment.fasta > alignment.nwk
We have also tried MEGA [Kumar, S. et al. (2016)] and PhyML [Guindon, S. et al. (2010)]
but these programs are too slow to run on such huge data sets. So the settings of parameters for
these programs are not presented here.
4.4 Discussion
Construction of a phylogeny from an alignment with high accuracy is very difficult with thou-
sands of isolates. If isolates have a wide range of evolutionary distances such that they can be
partitioned into a multiple-level structure with a much smaller number of similarly distanced iso-
lates at every level, the existing methods fail to construct phylogenies for such a set of isolates.
The existing methods require so much computing time that even the fastest available method could
not run to completion after two weeks on 50 million base pair long alignments. Our hierarchical
approach provides an efficient way to construct a much smaller tree at every level. Clearly, it is
less difficult and compute-intensive to construct a small tree than a large tree. The differences in
the running time between the exiting approach and our approach for Wide and Narrow datasets
indicate that selection of proper columns for construction of phylogeny is very important. Extrac-
tion of those informative columns in different levels of sequence similarity decreases the amount of
58
computation required for building the phylogenies and thus also decreases the running time of our
approach. Our hierarchical method of phylogeny construction can detect multiple levels of sequence
similarity within an alignment and builds the phylogenies accordingly.
We do not compute the sequence similarities between all pairs of isolates. Let us assume that
we are building a phylogenetic tree from an alignment consisting of N isolates with M moderately
similar isolates and L columns. Then the partition of isolates into groups of isolates with same level
of sequence similarity requires O(N ∗M ∗L) time, where computation of distances between all pairs
of isolates would require O(N2 ∗ L) computations. As M << N , this is a significant improvement
in running time of our approach. Moreover, we sample only N pair of isolates to find the proper
value of the distance ratio cutoff δ which requires only O(N ∗ L) time. Our approach has become
faster due to these efficiency improvements along with the selection of informative columns.
The existing methods also make some mistakes while constructing phylogenies for closely related
isolates. This is shown by the normalized Robinson-Foulds distance of the phylogenies constructed
by the existing methods from the true phylogenies. This distance can be reduced by applying
our approach. It signifies the importance of the use of proper columns to construct phylogenies.
We have applied our hierarchical approach on both likelihood based methods and distance based
methods. The phylogenies generated by our approach for closely related isolates represent the true
phylogenies with a better accuracy for both likelihood and distance based methods.
Moreover, our approach constructs all the phylogenies with high resolution which is not possible
if we consider all the isolates together from the whole alignment. The existing methods try to build
phylogenies from the whole alignment and thus create a major difference in resolution among the
isolates with very different levels of sequence similarity. The closely related isolates have very low
resolution in the phylogenetic trees built from such alignments. We have designed our method in
such a way that we try to construct trees for isolates with same level of sequence similarity and
thus maintain a high resolution for all the isolates.
Another benefit of our approach is that the constructed structure of trees makes it easier for
biologists to understand the evolutionary relationship among the isolates than a much larger flat
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tree does. The separation of distantly related isolates and closely related isolates is evident from
the steps of our approach. This separation will help the biologists to understand the evolutionary
changes among a large set of isolates or species.
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Table 4.3 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
1 1.52688 2.08353 1.86022 10.72 2.36509 1.75089 25.97
2 1.36770 2.27282 1.46524 35.53 2.08899 1.45097 30.54
3 1.91118 2.77167 1.78251 35.69 2.82302 1.65893 41.24
4 1.36957 2.28956 1.54347 32.59 2.30304 1.49330 35.16
5 1.97474 1.89300 2.08648 −10.22 2.19347 2.01475 8.15
6 1.53870 2.14472 1.31394 38.74 2.06118 1.42999 30.62
7 0.97588 2.12471 0.92201 56.61 2.34995 1.53531 34.67
8 2.26013 2.46263 2.06146 16.29 2.69653 1.92454 28.63
9 1.59071 2.01400 1.71203 14.99 2.01684 1.12097 44.42
10 1.35445 2.15214 1.31247 39.02 2.19231 1.00253 54.27
11 1.60190 1.98641 1.42094 28.47 2.74442 1.54519 43.70
12 1.38466 2.23331 1.15549 48.26 2.11473 0.94439 55.34
13 2.15841 2.26641 2.07652 8.38 2.83215 2.05826 27.33
14 0.87480 1.74415 1.21131 30.55 2.10703 1.47740 29.88
15 1.39382 2.46818 2.03679 17.48 2.56983 1.11006 56.80
16 0.86884 1.88286 0.78716 58.19 2.17129 0.83153 61.70
17 1.15361 2.54701 1.29019 49.34 2.75606 1.06483 61.36
18 2.01326 1.83404 1.71920 6.26 1.97525 1.38695 29.78
19 1.47602 2.19240 2.06955 5.60 2.45276 1.79537 26.80
20 1.86681 2.23995 1.69057 24.53 2.26060 1.31851 41.67
21 1.48462 2.02742 1.74894 13.74 2.24995 1.60472 28.68
22 1.94814 2.13237 2.03797 4.43 2.32068 1.43969 37.96
23 1.62739 2.37794 1.66443 30.01 2.83779 1.05450 62.84
24 1.39727 2.34340 1.38672 40.82 1.82853 1.66714 8.83
25 2.01468 2.52045 1.96670 21.97 2.52778 1.29328 48.84
26 1.49158 2.75084 1.39700 49.22 3.12722 1.20292 61.53
27 1.67916 2.58519 1.65395 36.02 2.55464 1.39307 45.47
28 1.80950 1.98297 2.08778 −5.29 2.08419 1.41510 32.10
29 1.82789 2.82249 1.54525 45.25 2.88980 1.64788 42.98
30 1.59878 2.34525 1.54942 33.93 2.36419 2.15502 8.85
31 1.84775 2.14977 2.43635 −13.33 2.36852 1.80591 23.75
32 1.57263 2.28580 1.50697 34.07 2.27654 1.48875 34.60
33 1.93683 3.70881 1.89633 48.87 3.89379 1.57466 59.56
34 2.61489 2.52056 2.92444 −16.02 2.65158 2.93445 −10.67
35 2.43326 2.00837 2.47221 −23.10 2.24344 2.04764 8.73
36 1.37394 2.26268 1.50357 33.55 2.23204 1.04241 53.30
37 1.52299 2.51529 1.12326 55.34 2.62903 1.04049 60.42
38 1.51775 1.97549 1.21293 38.60 1.80005 1.31489 26.95
39 2.54296 1.84825 2.60924 −41.17 2.04512 1.60345 21.60
40 1.53757 2.40121 1.61214 32.86 2.52757 1.52924 39.50
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Table 4.4 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
41 2.43793 2.30326 2.53358 −10.00 2.61061 1.93312 25.95
42 1.22871 2.24946 1.43052 36.41 2.33610 1.18769 49.16
43 1.62606 2.37656 1.52401 35.87 2.49820 1.78565 28.52
44 1.80798 2.61278 1.86383 28.66 2.75199 1.83365 33.37
45 1.95445 2.17508 1.70390 21.66 2.44128 1.76299 27.78
46 1.42210 1.74179 1.47071 15.56 2.01641 1.75963 12.73
47 1.20749 2.66529 0.84272 68.38 2.58205 1.13565 56.02
48 2.02911 2.68237 1.72492 35.69 2.66836 1.22055 54.26
49 1.17414 2.70227 1.61692 40.16 2.68202 1.27714 52.38
50 1.19156 2.27315 1.09758 51.72 2.74221 1.08410 60.47
51 1.65114 3.24345 1.82949 43.59 3.32182 1.97027 40.69
52 1.82298 2.67519 1.67336 37.45 2.20496 1.62897 26.12
53 2.60320 2.17083 2.55069 −17.50 1.98847 2.14941 −8.09
54 2.21510 2.14705 1.97415 8.05 2.41028 2.29610 4.74
55 1.92429 2.66335 2.01332 24.41 2.67566 2.42868 9.23
56 1.83961 2.34715 1.57046 33.09 2.41176 1.60484 33.46
57 3.07906 2.18826 2.85189 −30.33 2.01496 1.97163 2.15
58 1.81428 2.79279 1.54247 44.77 2.99840 1.59553 46.79
59 1.70637 2.65706 1.51540 42.97 3.04773 1.47598 51.57
60 1.47568 2.93747 1.67012 43.14 3.02210 1.52292 49.61
61 0.70992 2.41412 0.93772 61.16 2.77232 1.18485 57.26
62 1.71524 1.95313 1.39305 28.68 2.26974 1.49637 34.07
63 1.29228 2.84979 1.37025 51.92 2.83970 1.02404 63.94
64 1.34684 2.88555 1.39429 51.68 2.96804 1.97583 33.43
65 2.64594 2.53309 2.80136 −10.59 2.26750 1.81179 20.10
66 2.27732 2.60124 2.55159 1.91 2.56113 1.69531 33.81
67 1.89717 2.56002 1.55837 39.13 2.87346 1.60560 44.12
68 2.44217 2.27462 2.46669 −8.44 2.37416 1.78505 24.81
69 1.84874 1.41529 1.69912 −20.05 1.61069 1.15912 28.04
70 1.97388 2.37000 2.09595 11.56 2.60434 1.68975 35.12
71 2.12988 2.22032 2.40261 −8.21 2.33974 2.06736 11.64
72 2.33174 3.24718 2.49221 23.25 2.71877 1.40149 48.45
73 2.41886 2.55953 2.18273 14.72 2.64852 1.88076 28.99
74 1.21962 2.31161 1.43133 38.08 2.26808 1.50519 33.64
75 1.37724 1.96624 1.51381 23.01 2.62832 1.67127 36.41
76 1.95475 2.20883 2.18149 1.24 2.11560 1.71545 18.91
77 1.07554 2.61122 1.10679 57.61 2.58534 1.24164 51.97
78 1.54019 2.21651 1.39853 36.90 2.05591 1.25865 38.78
79 1.54080 2.86694 1.37841 51.92 2.18038 1.81169 16.91
80 2.26095 1.94720 1.81304 6.89 2.00191 1.48282 25.93
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Table 4.5 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
81 1.27928 2.29040 1.23961 45.88 2.52911 1.49705 40.81
82 1.44143 2.07336 1.54044 25.70 2.35788 1.61061 31.69
83 1.62310 2.13522 1.32069 38.15 2.24054 1.16822 47.86
84 3.03802 3.11945 2.80127 10.20 3.07652 2.39431 22.17
85 2.12367 3.32752 2.27825 31.53 3.37688 2.28855 32.23
86 2.05683 2.06645 1.91908 7.13 2.23619 2.20969 1.19
87 1.64338 3.02354 1.52964 49.41 3.23090 1.75797 45.59
88 1.28078 1.90587 1.40378 26.34 2.22960 1.39421 37.47
89 1.32927 2.36025 1.65236 29.99 2.41823 1.43035 40.85
90 1.08702 3.08100 1.01767 66.97 3.27815 1.78733 45.48
91 2.44776 2.52862 2.15473 14.79 2.45655 1.78043 27.52
92 0.85775 2.11928 0.70318 66.82 2.59989 0.77821 70.07
93 1.46038 2.50925 1.35452 46.02 2.65211 1.18054 55.49
94 1.76655 2.14835 1.71467 20.19 2.10159 1.99850 4.91
95 2.08532 2.43843 2.04099 16.30 2.01009 1.36393 32.15
96 2.50524 2.82405 2.41823 14.37 2.83079 1.64652 41.84
97 3.12073 2.37972 2.91555 −22.52 2.28209 2.33710 −2.41
98 2.21326 2.19662 2.10024 4.39 2.36498 2.00302 15.30
99 1.51980 1.55262 1.35745 12.57 1.63266 1.68097 −2.96
100 2.29573 2.51507 2.05047 18.47 2.63911 2.11029 20.04
101 1.45098 2.17500 1.51348 30.41 2.14375 1.25105 41.64
102 1.59410 1.90073 1.48265 22.00 2.01731 1.69511 15.97
103 2.58101 2.21970 2.46822 −11.20 2.73174 1.79209 34.40
104 2.05612 2.48394 2.32451 6.42 2.56727 1.97247 23.17
105 1.39265 2.47068 1.39687 43.46 2.68394 0.95928 64.26
106 2.35085 2.96767 2.39211 19.39 3.09870 1.84026 40.61
107 1.49919 2.61923 1.67260 36.14 2.72823 1.04397 61.73
108 1.61813 2.74530 1.67707 38.91 2.76792 1.65090 40.36
109 1.54420 2.73352 1.32534 51.52 2.60346 1.17279 54.95
110 1.20483 1.94003 1.38665 28.52 2.03330 1.64441 19.13
111 1.02053 2.45822 0.88216 64.11 2.39856 1.27084 47.02
112 1.82866 1.97889 1.98063 −0.09 2.35400 2.17282 7.70
113 1.70366 2.52328 1.37419 45.54 2.67406 1.90808 28.64
114 1.04487 2.89595 1.22143 57.82 2.84671 1.44002 49.41
115 2.14212 1.90964 1.74737 8.50 2.18592 1.62078 25.85
116 1.40479 2.65979 1.52906 42.51 2.28506 1.61797 29.19
117 1.67251 2.43341 1.19467 50.91 2.00187 1.33278 33.42
118 1.04817 2.24151 1.15149 48.63 2.54770 1.28632 49.51
119 1.89763 2.40564 1.75431 27.08 2.56790 1.49506 41.78
120 2.95802 2.63918 2.26066 14.34 2.54070 2.07270 18.42
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Table 4.6 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
121 0.98497 2.08477 1.11975 46.29 2.42933 1.12965 53.50
122 1.86358 1.95057 1.88693 3.26 2.16859 1.77573 18.12
123 1.27276 2.50275 1.34767 46.15 2.63069 1.29443 50.80
124 1.49922 2.92138 1.14399 60.84 3.02743 1.49717 50.55
125 1.64706 2.31496 1.67831 27.50 2.95234 1.68428 42.95
126 1.16482 1.61584 0.69536 56.97 1.78978 1.21501 32.11
127 1.67558 2.68762 1.53536 42.87 2.45902 1.78616 27.36
128 1.66062 2.45826 1.13106 53.99 2.90692 1.57832 45.70
129 2.29322 2.19456 2.29976 −4.79 2.29125 1.76174 23.11
130 1.24498 2.11822 0.89933 57.54 1.86044 1.29672 30.30
131 2.34680 2.38852 2.08660 12.64 2.79481 1.72324 38.34
132 1.71046 2.62285 1.46645 44.09 2.34531 1.21792 48.07
133 1.35278 2.83904 1.50830 46.87 2.27547 1.19116 47.65
134 1.62030 2.38721 1.51488 36.54 2.51800 1.48731 40.93
135 1.69983 3.00124 1.39993 53.35 2.79311 1.59763 42.80
136 2.07213 2.02180 2.38295 −17.86 2.08682 1.28649 38.35
137 1.80663 2.12721 1.81588 14.64 2.25881 1.55041 31.36
138 2.05066 2.10256 2.11547 −0.61 2.25313 1.50936 33.01
139 2.34858 1.86144 2.02285 −8.67 2.26260 1.69486 25.09
140 2.03599 3.31154 1.93280 41.63 3.36278 2.16680 35.57
141 1.65233 2.29819 1.51891 33.91 2.06334 1.23975 39.92
142 1.49156 2.54124 1.19463 52.99 2.38488 1.96710 17.52
143 2.77650 2.27737 2.28372 −0.28 2.44772 1.74783 28.59
144 1.80132 2.14027 1.45936 31.81 2.45026 1.69697 30.74
145 1.60530 2.32237 2.25357 2.96 2.90753 2.53079 12.96
146 0.78095 2.73828 0.85384 68.82 2.38885 1.09226 54.28
147 2.60004 2.69710 2.21881 17.73 2.68237 1.96943 26.58
148 2.28907 2.33668 1.83650 21.41 2.42392 1.95402 19.39
149 2.45012 2.61444 2.13424 18.37 2.59656 2.18042 16.03
150 1.74320 1.79934 1.63406 9.19 2.06091 1.49050 27.68
151 1.64303 2.16338 1.62437 24.92 2.62250 1.53599 41.43
152 2.37073 1.54218 2.54420 −64.97 1.52977 1.50967 1.31
153 1.82917 2.78427 1.89251 32.03 3.05592 1.64366 46.21
154 1.80503 2.30292 1.88952 17.95 2.00165 1.71244 14.45
155 2.37937 2.88577 2.02328 29.89 2.81170 2.49562 11.24
156 1.24245 2.25431 1.09851 51.27 2.52904 1.40982 44.25
157 2.38688 2.73752 2.62574 4.08 2.30401 2.19962 4.53
158 1.30107 2.33096 1.19833 48.59 2.66847 1.54081 42.26
159 1.21154 1.92532 1.21204 37.05 1.75168 1.09805 37.31
160 2.25572 2.75836 2.34495 14.99 2.39526 1.86694 22.06
64
Table 4.7 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
161 1.79600 2.73379 2.16637 20.76 2.78327 1.53157 44.97
162 1.85186 2.29631 1.99222 13.24 2.33439 1.79518 23.10
163 1.73241 2.95811 1.92414 34.95 2.58965 2.18213 15.74
164 1.79342 2.93223 2.08136 29.02 2.78461 1.61957 41.84
165 1.66337 1.89988 1.54879 18.48 2.16490 1.65915 23.36
166 1.71030 2.84629 1.60046 43.77 2.67054 1.42337 46.70
167 2.30445 2.48411 2.04787 17.56 2.42529 1.85087 23.68
168 1.90083 2.23760 1.33833 40.19 2.35334 1.63672 30.45
169 1.72874 2.52802 1.48779 41.15 2.89260 1.77970 38.47
170 2.29525 2.12915 2.29122 −7.61 2.56662 1.72912 32.63
171 1.96349 2.39531 1.65299 30.99 2.26157 1.92483 14.89
172 2.32264 2.28104 1.98384 13.03 2.56667 2.22355 13.37
173 2.91738 2.24683 2.75613 −22.67 2.30565 2.18058 5.42
174 1.82994 2.97305 1.37308 53.82 2.87304 1.77261 38.30
175 2.22532 2.05334 2.10504 −2.52 2.63239 2.03032 22.87
176 2.24417 2.28666 1.92965 15.61 2.56350 1.67203 34.78
177 2.05282 2.00173 1.97316 1.43 1.79129 1.51040 15.68
178 2.15962 2.41049 2.15300 10.68 2.26571 1.96337 13.34
179 1.94140 1.75786 1.58267 9.97 1.51038 1.52954 −1.27
180 1.94485 2.50750 1.63045 34.98 2.72394 1.80154 33.86
181 1.79661 2.39530 1.86785 22.02 2.64836 1.56663 40.85
182 1.85362 1.75409 1.51650 13.54 2.11288 1.41086 33.23
183 2.07849 3.34139 2.11489 36.71 3.35664 1.89972 43.40
184 2.36083 2.62189 2.51379 4.12 2.47562 2.02412 18.24
185 1.43567 2.39266 1.33214 44.32 2.12351 1.13362 46.62
186 2.34989 2.54509 2.40924 5.34 2.87422 1.66020 42.24
187 1.12067 2.65381 1.17226 55.83 2.59181 1.03485 60.07
188 1.85133 2.33818 1.74705 25.28 2.18845 1.78544 18.42
189 2.14083 2.94881 2.12926 27.79 3.60262 2.09250 41.92
190 2.06447 2.76853 1.66383 39.90 2.49969 1.79951 28.01
191 1.60502 2.11570 1.50335 28.94 2.37602 1.14920 51.63
192 2.35857 1.75589 2.20433 −25.54 1.87995 1.99106 −5.91
193 2.38687 2.85546 2.33860 18.10 3.22251 1.89391 41.23
194 1.45096 2.39390 1.57049 34.40 2.41523 1.47633 38.87
195 1.08335 2.08582 1.02085 51.06 2.29202 1.05217 54.09
196 1.75101 3.09482 1.97604 36.15 2.34847 1.73544 26.10
197 2.17392 2.26123 2.34366 −3.65 2.50292 1.60458 35.89
198 1.28008 2.03366 1.59258 21.69 1.70927 1.45285 15.00
199 2.03857 2.78322 1.77626 36.18 3.29430 1.77434 46.14
200 2.17754 1.94692 2.14262 −10.05 2.14420 1.98446 7.45
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Table 4.8 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
201 1.66125 2.19982 1.43903 34.58 2.16380 1.24964 42.25
202 1.49166 1.82377 1.32037 27.60 1.98033 1.14434 42.21
203 1.43895 2.62149 1.47862 43.60 2.52409 2.29309 9.15
204 1.14031 2.39068 1.65853 30.63 2.61984 1.60769 38.63
205 0.81463 2.05018 0.88271 56.94 2.04868 1.04474 49.00
206 1.19740 1.76719 1.58809 10.13 1.90955 1.16005 39.25
207 1.40060 2.15531 1.16469 45.96 2.17249 1.58051 27.25
208 1.75995 2.72732 1.91336 29.84 2.74971 1.41064 48.70
209 2.71438 2.30992 2.33549 −1.11 2.26999 1.60954 29.09
210 2.22971 2.40196 2.02140 15.84 2.36478 1.39561 40.98
211 1.57312 2.57001 1.40088 45.49 2.35922 1.41651 39.96
212 1.28110 1.77279 1.26405 28.70 2.13494 1.10370 48.30
213 1.09778 2.55464 1.17185 54.13 2.60010 1.58095 39.20
214 1.45070 2.37915 1.39188 41.50 2.34128 1.51723 35.20
215 1.94203 2.49635 2.03764 18.38 2.77966 1.74474 37.23
216 1.69202 2.02551 1.70391 15.88 2.21119 1.60223 27.54
217 1.32569 3.04914 1.53381 49.70 2.91227 1.44745 50.30
218 1.36773 1.91434 1.28029 33.12 2.01598 1.33628 33.72
219 2.80306 3.15165 2.52244 19.96 2.87625 1.84534 35.84
220 1.41315 1.93480 1.64538 14.96 2.29331 1.28268 44.07
221 1.69254 1.85786 1.90710 −2.65 1.87154 1.91438 −2.29
222 1.44286 2.35206 1.28545 45.35 2.78219 1.13681 59.14
223 2.51423 2.48806 2.59918 −4.47 2.50805 1.82080 27.40
224 1.94009 2.87247 1.93483 32.64 2.90583 1.84929 36.36
225 0.97720 3.13956 1.21249 61.38 3.15438 1.43889 54.38
226 1.41371 2.24248 1.26893 43.41 2.20178 1.38635 37.04
227 1.91453 2.46290 2.05392 16.61 2.36977 1.77565 25.07
228 2.03107 2.59082 1.93333 25.38 2.53200 1.68444 33.47
229 1.44881 2.68058 1.44965 45.92 2.79740 1.16929 58.20
230 1.43902 3.01913 1.46081 51.61 3.03252 1.59985 47.24
231 1.76677 1.59628 1.45511 8.84 1.74779 1.66574 4.69
232 1.65973 1.79057 1.36364 23.84 2.04068 1.46129 28.39
233 2.01785 2.40056 1.65148 31.20 2.99906 1.51017 49.65
234 1.32919 2.11236 1.52459 27.83 2.17851 1.42065 34.79
235 1.93331 1.90285 1.79505 5.67 1.97955 1.23757 37.48
236 1.19077 3.62525 0.95914 73.54 2.21180 0.68268 69.13
237 1.38137 2.50240 1.15990 53.65 2.57873 1.44019 44.15
238 2.22582 2.48071 2.46859 0.49 2.64061 1.94176 26.47
239 1.80300 2.43254 1.84137 24.30 2.10456 1.53254 27.18
240 1.76735 1.84862 1.47120 20.42 1.95791 1.60778 17.88
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Table 4.9 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
241 1.14515 2.51077 1.31925 47.46 2.29569 1.62544 29.20
242 2.42823 2.46463 2.30471 6.49 2.39210 2.52474 −5.54
243 1.10673 1.46405 0.95858 34.53 2.02924 0.97235 52.08
244 2.67906 2.56403 2.48379 3.13 2.50185 2.25566 9.84
245 1.31086 1.75715 1.56855 10.73 1.85490 1.21749 34.36
246 1.36413 2.86758 1.20681 57.92 2.76870 1.80861 34.68
247 1.97717 2.91531 1.71413 41.20 3.17275 1.56763 50.59
248 0.74744 2.64323 0.44550 83.15 2.18520 1.17412 46.27
249 2.72385 2.49893 2.41030 3.55 2.70537 2.02798 25.04
250 1.47462 2.88336 1.52953 46.95 3.11108 1.27152 59.13
251 2.75513 2.51780 2.70600 −7.47 2.84800 2.57305 9.65
252 1.89407 1.89379 1.57711 16.72 2.05004 1.28663 37.24
253 1.59915 2.40316 1.87431 22.01 2.72864 1.29735 52.45
254 1.96811 2.70692 1.67104 38.27 2.81939 1.58688 43.72
255 1.19264 2.13155 1.22496 42.53 2.28991 1.35465 40.84
256 1.13096 2.28513 1.31110 42.62 2.60300 1.53403 41.07
257 2.53945 2.19627 2.65203 −20.75 2.10715 2.20853 −4.81
258 1.41920 1.73942 1.21454 30.18 1.86408 0.81006 56.54
259 1.94243 2.73141 1.73241 36.57 2.87164 1.15038 59.94
260 1.70849 2.06568 1.82246 11.77 2.20856 1.23309 44.17
261 1.51453 2.62868 1.24002 52.83 2.78940 1.18222 57.62
262 1.89567 2.14441 1.72321 19.64 3.01678 1.69397 43.85
263 1.68833 2.49975 1.09080 56.36 2.50931 1.64547 34.43
264 1.48346 2.39037 1.61225 32.55 2.98046 1.21031 59.39
265 2.47995 2.27496 2.27898 −0.18 2.77234 1.60801 42.00
266 0.70352 2.52443 0.88060 65.12 2.47813 1.11010 55.20
267 2.33330 2.44246 2.20465 9.74 2.49497 1.78492 28.46
268 2.08186 1.73230 2.17842 −25.75 1.81479 1.32111 27.20
269 2.30999 2.64589 2.24255 15.24 2.58623 2.21755 14.26
270 1.37237 2.64628 1.28823 51.32 2.74381 1.38599 49.49
271 1.75193 2.38414 1.31310 44.92 2.50179 1.22756 50.93
272 1.75164 2.25619 1.75427 22.25 2.07391 1.80372 13.03
273 1.91827 2.34844 1.74119 25.86 2.39673 1.86807 22.06
274 2.24544 2.68646 2.44515 8.98 2.69793 1.56487 42.00
275 2.59146 1.83608 2.45593 −33.76 2.03386 2.06811 −1.68
276 1.82975 2.14056 1.66456 22.24 2.63759 1.87172 29.04
277 1.44637 1.91008 1.62293 15.03 1.91066 1.33946 29.90
278 1.86720 2.14678 2.00388 6.66 2.37729 1.54556 34.99
279 1.82950 2.32413 2.09981 9.65 2.58464 2.62442 −1.54
280 1.58776 2.43922 1.69393 30.55 2.80435 1.51301 46.05
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Table 4.10 Sum of normalized Robinson-Foulds distances over 24 groups in 20 Wide align-
ments
Case HPCRAx IQ-TREE HPCIQ Reduction (%) FastTree HPCFast Reduction (%)
281 1.60256 3.36422 1.66928 50.38 3.44093 1.24834 63.72
282 1.93081 1.93984 1.62304 16.33 2.24687 1.84656 17.82
283 1.86495 1.63404 1.78618 −9.31 1.94946 0.99845 48.78
284 1.90804 2.24802 1.64015 27.04 2.36471 1.74703 26.12
285 1.50529 2.79592 1.46741 47.52 3.14997 1.58641 49.64
286 1.65588 1.78216 1.69673 4.79 2.15912 1.68155 22.12
287 1.54262 1.88948 1.86648 1.22 2.25817 1.38709 38.57
288 1.69811 2.58192 1.58470 38.62 2.50889 1.31723 47.50
289 1.26786 2.20673 1.37022 37.91 2.16433 0.99277 54.13
290 1.98176 2.72687 1.48745 45.45 3.11321 1.70522 45.23
291 1.84760 3.35760 1.95107 41.89 2.94013 1.69648 42.30
292 1.77294 2.24075 1.37026 38.85 2.64910 2.06635 22.00
293 1.68583 2.05671 1.65437 19.56 2.35766 1.28083 45.67
294 1.69284 1.47078 1.75228 −19.14 1.80011 1.92853 −7.13
295 1.49816 2.99398 1.64017 45.22 2.40420 1.49147 37.96
296 0.89748 2.91535 1.26585 56.58 2.97261 1.26469 57.46
297 1.41028 2.51449 1.49361 40.60 2.51663 1.51630 39.75
298 1.34130 2.88424 1.10824 61.58 2.68186 1.33522 50.21
299 1.29773 2.46286 1.25441 49.07 2.69270 1.03142 61.70
300 1.47304 2.37802 1.39506 41.34 2.09794 1.71306 18.35
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Table 4.11 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Narrow
alignments
Case HPCRAx IQ-TREE HPCIQ FastTree HPCFast Reduction (%)
1 0.08333 0.00000 0.08333 0.22619 0.08333 63.16
2 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
3 0.00000 0.00000 0.00000 0.36905 0.14286 61.29
4 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
5 0.00000 0.00000 0.00000 0.28571 0.00000 100.00
6 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
7 0.00000 0.14286 0.00000 0.28571 0.00000 100.00
8 0.08333 0.08333 0.08333 0.08333 0.16667 −100.00
9 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
10 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
11 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
12 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
13 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
14 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
15 0.14286 0.14286 0.14286 0.14286 0.14286 0.00
16 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
17 0.00000 0.00000 0.00000 0.53571 0.00000 100.00
18 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
19 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
20 0.00000 0.00000 0.00000 0.22619 0.00000 100.00
21 0.00000 0.14286 0.00000 0.79762 0.00000 100.00
22 0.08333 0.08333 0.08333 0.90476 0.08333 90.79
23 0.00000 0.00000 0.00000 0.14286 0.14286 0.00
24 0.08333 0.08333 0.08333 0.79762 0.16667 79.10
25 0.00000 0.00000 0.00000 0.45238 0.14286 68.42
26 0.14286 0.14286 0.14286 0.14286 0.14286 0.00
27 0.08333 0.08333 0.08333 0.28571 0.08333 70.83
28 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
29 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
30 0.00000 0.00000 0.00000 0.67857 0.00000 100.00
31 0.00000 0.14286 0.00000 0.28571 0.00000 100.00
32 0.00000 0.08333 0.08333 0.16667 0.08333 50.00
33 0.00000 0.00000 0.00000 0.84524 0.00000 100.00
34 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
35 0.00000 0.00000 0.00000 0.59524 0.00000 100.00
36 0.00000 0.00000 0.00000 0.82143 0.00000 100.00
37 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
38 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
39 0.00000 0.08333 0.00000 0.00000 0.00000 0.00
40 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
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Table 4.12 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Narrow
alignments
Case HPCRAx IQ-TREE HPCIQ FastTree HPCFast Reduction (%)
41 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
42 0.00000 0.00000 0.00000 0.39286 0.00000 100.00
43 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
44 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
45 0.00000 0.00000 0.00000 0.39286 0.00000 100.00
46 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
47 0.00000 0.00000 0.00000 0.59524 0.00000 100.00
48 0.00000 0.00000 0.00000 0.39286 0.00000 100.00
49 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
50 0.08333 0.00000 0.08333 0.22619 0.08333 63.16
51 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
52 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
53 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
54 0.08333 0.00000 0.08333 1.16667 0.00000 100.00
55 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
56 0.00000 0.08333 0.00000 0.14286 0.00000 100.00
57 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
58 0.08333 0.08333 0.08333 0.45238 0.08333 81.58
59 0.00000 0.00000 0.00000 0.28571 0.00000 100.00
60 0.00000 0.00000 0.00000 0.57143 0.08333 85.42
61 0.00000 0.00000 0.00000 0.98809 0.00000 100.00
62 0.00000 0.00000 0.00000 0.33333 0.00000 100.00
63 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
64 0.00000 0.00000 0.00000 0.53571 0.00000 100.00
65 0.14286 0.14286 0.14286 0.67857 0.14286 78.95
66 0.00000 0.00000 0.00000 0.22619 0.00000 100.00
67 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
68 0.00000 0.00000 0.00000 0.90476 0.00000 100.00
69 0.00000 0.00000 0.00000 0.73809 0.00000 100.00
70 0.00000 0.00000 0.00000 0.36905 0.14286 61.29
71 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
72 0.00000 0.00000 0.00000 0.16667 0.14286 14.29
73 0.00000 0.08333 0.00000 0.36905 0.08333 77.42
74 0.00000 0.00000 0.00000 0.88095 0.00000 100.00
75 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
76 0.00000 0.00000 0.00000 0.08333 0.28571 −242.86
77 0.00000 0.00000 0.00000 0.28571 0.00000 100.00
78 0.00000 0.00000 0.00000 0.41667 0.14286 65.71
79 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
80 0.00000 0.00000 0.00000 0.64286 0.00000 100.00
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Table 4.13 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Narrow
alignments
Case HPCRAx IQ-TREE HPCIQ FastTree HPCFast Reduction (%)
81 0.08333 0.08333 0.08333 0.65476 0.08333 87.27
82 0.00000 0.00000 0.00000 0.65476 0.00000 100.00
83 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
84 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
85 0.08333 0.08333 0.00000 0.53571 0.16667 68.89
86 0.00000 0.00000 0.00000 0.59524 0.00000 100.00
87 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
88 0.00000 0.00000 0.00000 0.25000 0.00000 100.00
89 0.00000 0.00000 0.00000 0.53571 0.00000 100.00
90 0.00000 0.00000 0.00000 0.22619 0.00000 100.00
91 0.00000 0.00000 0.00000 0.59524 0.00000 100.00
92 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
93 0.00000 0.00000 0.00000 0.45238 0.00000 100.00
94 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
95 0.08333 0.00000 0.08333 0.47619 0.00000 100.00
96 0.00000 0.00000 0.00000 0.71428 0.00000 100.00
97 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
98 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
99 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
100 0.14286 0.00000 0.14286 0.53571 0.36905 31.11
101 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
102 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
103 0.08333 0.00000 0.08333 0.00000 0.00000 0.00
104 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
105 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
106 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
107 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
108 0.00000 0.14286 0.00000 1.08333 0.14286 86.81
109 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
110 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
111 0.08333 0.08333 0.08333 0.22619 0.00000 100.00
112 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
113 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
114 0.00000 0.00000 0.00000 1.08333 0.00000 100.00
115 0.00000 0.00000 0.00000 0.79762 0.00000 100.00
116 0.00000 0.00000 0.00000 0.25000 0.14286 42.86
117 0.14286 0.14286 0.14286 0.28571 0.14286 50.00
118 0.08333 0.00000 0.08333 0.86905 0.00000 100.00
119 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
120 0.08333 0.08333 0.08333 0.30952 0.08333 73.08
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Table 4.14 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Narrow
alignments
Case HPCRAx IQ-TREE HPCIQ FastTree HPCFast Reduction (%)
121 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
122 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
123 0.00000 0.00000 0.00000 0.28571 0.14286 50.00
124 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
125 0.00000 0.00000 0.00000 0.16667 0.14286 14.29
126 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
127 0.00000 0.00000 0.00000 0.45238 0.00000 100.00
128 0.14286 0.14286 0.14286 0.16667 0.14286 14.29
129 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
130 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
131 0.08333 0.08333 0.08333 0.51190 0.08333 83.72
132 0.00000 0.00000 0.00000 0.90476 0.00000 100.00
133 0.00000 0.14286 0.00000 0.84524 0.14286 83.10
134 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
135 0.00000 0.00000 0.00000 0.45238 0.14286 68.42
136 0.00000 0.00000 0.00000 0.95238 0.00000 100.00
137 0.00000 0.00000 0.00000 0.22619 0.00000 100.00
138 0.00000 0.00000 0.00000 1.07143 0.00000 100.00
139 0.08333 0.08333 0.08333 0.45238 0.08333 81.58
140 0.08333 0.08333 0.08333 0.08333 0.08333 0.00
141 0.00000 0.00000 0.00000 0.67857 0.00000 100.00
142 0.00000 0.00000 0.00000 0.53571 0.00000 100.00
143 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
144 0.00000 0.00000 0.00000 0.50000 0.00000 100.00
145 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
146 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
147 0.14286 0.00000 0.14286 0.79762 0.14286 82.09
148 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
149 0.00000 0.00000 0.00000 0.33333 0.14286 57.14
150 0.00000 0.00000 0.00000 0.42857 0.00000 100.00
151 0.08333 0.00000 0.08333 0.45238 0.00000 100.00
152 0.00000 0.00000 0.00000 0.16667 0.00000 100.00
153 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
154 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
155 0.00000 0.00000 0.00000 0.71428 0.00000 100.00
156 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
157 0.00000 0.00000 0.00000 1.00000 0.00000 100.00
158 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
159 0.00000 0.00000 0.00000 0.51190 0.00000 100.00
160 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
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Table 4.15 Sum of normalized Robinson-Foulds distances over 24 groups in 40 Narrow
alignments
Case HPCRAx IQ-TREE HPCIQ FastTree HPCFast Reduction (%)
161 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
162 0.00000 0.00000 0.00000 0.73809 0.00000 100.00
163 0.00000 0.00000 0.00000 0.67857 0.00000 100.00
164 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
165 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
166 0.00000 0.00000 0.00000 0.28571 0.00000 100.00
167 0.00000 0.00000 0.00000 0.22619 0.00000 100.00
168 0.00000 0.00000 0.00000 0.30952 0.00000 100.00
169 0.08333 0.08333 0.08333 0.16667 0.08333 50.00
170 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
171 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
172 0.00000 0.00000 0.00000 0.76190 0.00000 100.00
173 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
174 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
175 0.08333 0.00000 0.08333 0.08333 0.08333 0.00
176 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
177 0.00000 0.08333 0.14286 0.25000 0.22619 9.52
178 0.00000 0.00000 0.00000 0.71428 0.00000 100.00
179 0.00000 0.00000 0.00000 0.39286 0.00000 100.00
180 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
181 0.00000 0.08333 0.00000 0.30952 0.00000 100.00
182 0.00000 0.00000 0.00000 0.08333 0.28571 −242.86
183 0.08333 0.08333 0.08333 0.25000 0.08333 66.67
184 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
185 0.22619 0.14286 0.22619 0.85714 0.22619 73.61
186 0.00000 0.00000 0.00000 0.00000 0.00000 0.00
187 0.00000 0.00000 0.00000 0.47619 0.00000 100.00
188 0.00000 0.00000 0.00000 0.08333 0.00000 100.00
189 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
190 0.00000 0.00000 0.00000 0.45238 0.00000 100.00
191 0.00000 0.00000 0.00000 0.25000 0.00000 100.00
192 0.00000 0.00000 0.00000 0.28571 0.00000 100.00
193 0.00000 0.00000 0.00000 0.36905 0.00000 100.00
194 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
195 0.00000 0.00000 0.00000 0.14286 0.00000 100.00
196 0.00000 0.00000 0.00000 0.39286 0.00000 100.00
197 0.08333 0.08333 0.08333 0.82143 0.08333 89.86
198 0.00000 0.00000 0.00000 0.57143 0.00000 100.00
199 0.00000 0.00000 0.00000 0.47619 0.00000 100.00
200 0.00000 0.00000 0.00000 0.28571 0.00000 100.00
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Table 4.16 Average normalized Robinson-Foulds distance for each program
Data RAxML HPCRAx IQ-TREE HPCIQ FastTree HPCFast
Narrow N/A 0.0151 0.0167 0.0164 0.3807 0.0314
Wide N/A 1.5137 2.3819 1.7151 2.4674 1.5938
Table 4.17 Normalized Robinson-Foulds distance for 16 subgroups in 10 alignments
Case 1 2 3 4 5 6 7 8 9 10
Group1 0.000 0.000 0.000 0.000 0.000 0.143 0.000 0.000 0.000 0.000
Group2 0.000 0.000 0.000 0.142 0.143 0.000 0.000 0.000 0.000 0.143
Group3 0.000 0.000 0.286 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Group4 0.143 0.000 0.000 0.000 0.000 0.143 0.000 0.000 0.000 0.000
Group5 0.000 0.111 0.000 0.000 0.000 0.000 0.222 0.111 0.111 0.111
Group6 0.000 0.000 0.000 0.000 0.111 0.111 0.000 0.111 0.000 0.111
Group7 0.111 0.111 0.000 0.111 0.000 0.111 0.000 0.222 0.111 0.000
Group8 0.000 0.000 0.111 0.111 0.000 0.000 0.000 0.111 0.000 0.000
Group9 0.083 0.000 0.000 0.000 0.083 0.000 0.000 0.000 0.000 0.083
Group10 0.000 0.000 0.000 0.000 0.167 0.000 0.000 0.000 0.000 0.083
Group11 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.083
Group12 0.000 0.167 0.000 0.000 0.167 0.083 0.000 0.167 0.083 0.000
Group13 0.000 0.067 0.000 0.000 0.133 0.000 0.000 0.000 0.000 0.067
Group14 0.000 0.000 0.067 0.000 0.000 0.067 0.000 0.000 0.000 0.000
Group15 0.067 0.000 0.000 0.000 0.000 0.067 0.000 0.000 0.067 0.000
Group16 0.000 0.000 0.000 0.067 0.000 0.067 0.067 0.000 0.000 0.067
Sum 0.403 0.456 0.463 0.431 0.803 0.791 0.289 0.722 0.372 0.748
74
CHAPTER 5. SUMMARY AND CONCLUSION
Evolutionary studies of species depend a lot on the large scale genome sequencing data. The
genome sequencing data are organized into alignments for phylogenetic analysis. The size of these
alignments is increasing rapidly in both dimensions: the number of isolates and the number of
sites. This rapid growth of alignment creates multiple problems for the existing approaches. The
amount of required computations to build a phylogeny increases a lot with the increase of the size
of the alignment. We have seen that the existing approach with the fastest program cannot run
to completion after running for multiple weeks for huge datasets. Moreover, the closely related
isolates or species have a very low level of resolution due to low rate of variation among those
species. The existing approaches also loose accuracy with the increase of the size of the alignment.
We have tried to address these problems in this dissertation. We first provide a summary of our
approaches to overcome these challenges. Then we describe some future directions of our research
in the conclusion.
5.1 Summary
First we have tried to solve the problems using informative columns for closely related isolates
and detection of closely related groups based on the number of informative columns of the group.
Then we have developed the hierarchical approach to construct phylogenies at multiple levels.
5.1.1 Identification Of Informative Columns And Closely Related Isolates
Construction of phylogeny from a huge sequence alignment may result in a very low level of
resolution and loss of accuracy for closely related isolates when the rate of variation or the SNP
rate varies a lot among the isolates. We have demonstrated these problem with a real dataset and
multiple simulated datasets where some closely related species have a very low level of resolution.
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We define a region of the genome as informative if that region contains significant variation among
the species. Identification of these informative regions is done based on the deviations of likelihood
with respect to changes in the phylogeny. We have described the algorithm and provide an analysis
of this algorithm for identification of informative columns. Then we present a method of finding
the groups with low resolution from a phylogeny based on the number of informative columns and
likelihood. We have shown that these methods work well on both the real and simulated datasets
with better accuracy and improved resolution [Das, A. and Huang, X. (2018)]. We present the
reconstructed phylogenies from the informative columns. Moreover, our method for finding the
informative columns from the alignment can be also used to rank the columns according to their
evolutionary impact and importance.
5.1.2 Hierarchical Phylogeny Construction
We have presented a hierarchical approach of construction of the phylogeny in this dissertation.
This approach constructs the phylogenies at multiple levels. We have described the methods of
identification of multiple levels. Then we have explained the partition of isolates into those levels
and construction of phylogeny for a certain level. We have also explained the parameters used in
our approach and the learning of the optimal values for those parameters.
5.1.2.1 Improvement of running time
We have shown the improvement of running time for a huge number of simulated datasets.
We have seen about 60 times improvement of running time for IQ-TREE and about 20 times
improvement of running time for FastTree on average for both types of datasets with 2 levels of
sequence similarity. RAxML could not even run to completion for any of these alignments in the
Wide and Narrow datasets, but HPCRAx could produce results within a day. We observed that for
alignments containing isolates with 3 levels of sequence similarity, our approach runs to completion
within a reasonable amount of time, but the existing approach cannot produce any result with
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the fastest program after running for weeks. All these evidences show significant improvement of
running time in our approach.
5.1.2.2 Improvement of accuracy and resolution
We have also shown that there is significant improvement of accuracy in our approach for the
majority of the alignments in both Wide and Narrow datasets. We have observed that the accuracy
of FastTree improves more than the accuracy of IQ-TREE within our approach. We have also shown
that the accuracy of distance based methods increase a lot more than the improvement of accuracy
for the likelihood based methods.
Our hierarchical approach builds the phylogenies at multiple levels and selects the informative
columns in each level for construction of the phylogeny. Therefore, the phylogeny construction
programs are not burdened with a huge amount of columns and thus we always build phylogenies
with high resolution.
5.2 Conclusion
We have made our programs available so that the evolutionary studies can be benefited by
using our program to build large-scale phylogeny. We hope that use of informative columns for
construction of phylogeny at multiple levels will enhance the research towards building the tree
of life. We have worked with only DNA sequences and presented our results on DNA sequence
data, but we have never assumed anything about the characters in the alignment in any step of our
algorithms. Therefore, our methods can be adapted to also work on protein sequence alignments.
Our methods hierarchically not only builds phylogenies for isolates with different levels of se-
quence similarity but also identifies the regions with a higher rate of evolution. Identification of
regions of genome with different rates and types of evolution can be useful for understanding the
trends of evolution in the genomes of several species.
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