We give a new construction of cyclic homology of an associative algebra A that does not involve Connes' differential. Our approach is based on the complex Ω
Introduction
Throughout, we fix a field k of characteristic 0. By an algebra we shall always mean an associative unital k-algebra.
1.1
It is well-known that a regular vector field on a smooth affine algebraic variety X is the same thing as a derivation k[X] → k [X] , of the coordinate ring of X. Thus, derivations of a commutative algebra A play the role of vector fields.
It has been commonly accepted until recently that this point of view applies to noncommutative algebras A as well. A first indication towards a different point of view was a discovery by Crawley-Boevey [CB] that, for a smooth affine curve X with coordinate ring A = k[X], the algebra of differential operators on X can be constructed by means of double derivations A → A⊗A, rather than ordinary derivations A → A. Since then, the significance of double derivations in noncommutative geometry was explored further in [VdB] and [CBEG] .
1.2
To explain the role of double derivations, recall that ordinary derivations of A may also be thought of, algebraically, as 'infinitesimal automorphisms'.
Specifically, write A [[t] ] for the formal power series algebra with coefficients in A. For any k-linear map ξ : A → A, the assignment A → A [[t] ], a → t·ξ(a) can be uniquely extended to a continuous k [[t] is an algebra homomorphism.
All the above holds true, of course, no matter whether the algebra A is commutative or not. Yet, the element t, playing the role of formal parameter, is by definition a central element of the algebra A [[t] ].
In noncommutative geometry, the assumption for the formal parameters to be central is not quite natural, however. Thus, we are led to consider a free product algebra A * k [t] , freely generated by A and an indeterminate t.
Free product construction.
Recall that a free product of two algebras A and B, is an associative algebra A * B whose elements are formal k-linear combinations of words a 1 b 1 a 2 b 2 . . . a n b n , for any n ≥ 1 and a 1 , . . . , a n ∈ A, b 1 , . . . , b n ∈ B. These words are taken up to equivalence imposed by the relation 1 A = 1 B ; for instance, we have . . . In the special case where B = k[t], a polynomial algebra in one variable, we use simplified notation A t := A * k [t] . We will often view A t as an Abimodule via the algebra imbedding A ֒→ A t .
Any k-linear map f : A → A t can be extended to a map f t : A t → A t such that f t | A = f and f (t) = 0. The map f t is defined by a Leibniz type formula f t (a 1 t a 2 t . . . t a n ) = n k=1 a 1 t . . . a k−1 t f (a k ) t a k+1 t . . . t a n .
(1.3.1)
It is easy to see that if the map f : A → A t is a derivation of A (with coefficients in the A-bimodule A t ), then the extended map f t : A t → A t is a derivation of the algebra A t .
There is also a super-analog of the above construction. Specifically, given a graded algebra A = ⊕ k≥0 A k and a k-linear map f : A → A t , one introduces a map f − t : A t → A t defined, for any homogeneous elements a 1 , . . . , a n ∈ A, by the formula
The grading on A gives rise to a natural grading on A t , such that deg t = 0. It is clear that if f : A → A t is a super-derivation, i.e., if we have
for any homogeneous elements a, b ∈ A, then the map f − t is a super-derivation of the graded algebra A t . It is sometimes convenient to reinterpret the definition of the map f t , resp. f − t , given above in terms of a tensor algebra construction as follows. Given a k-vector space V , write T V = ⊕ k≥0 T k k V for the tensor algebra of V and
for the augmentation ideal in T V viewed as a non-unital k-algebra. For any k-linear map f : V → T + V, there is a unique way to extend f to a derivation f T :
Similarly, if the vector space carries an additional grading V = ⊕ j≥0 V j , then we let T + V be equipped with the induced grading such that we have deg(v 1 ⊗ . . . ⊗v n ) = deg v 1 + . . . + deg v n , for any homogeneous elements v 1 , . . . , v n ∈ V. Given a a k-linear map f : V → T + V, we may extend it uniquely to a super-derivation f
and such that for any homogeneous elements a, b ∈ T + V one has
We will frequently use the following trivial observation which is a special case of Lemma 2.2.5, to be proved in §2.2. Lemma 1.3.4. The assignment a 1 t a 2 t . . . t a n −→ a 1 ⊗a 2 ⊗ . . . ⊗a n yields a vector space (but not algebra) isomorphism
Under this isomorphism, the map f t : A t → A t , associated with a linear map f : A → A t , goes to the super-derivation f T .
There is a super-analog of this that relates the maps f − t and f − T in the case of graded algebras.
1.4 Exponential map in noncommutative geometry. Let A + t ⊂ A t be the two-sided ideal in A t generated by the element t. Thus, we have
We write A t for the completion of A t with respect to the A + t -adic topology.
We are going to argue that, once the formal power series algebra A [[t] ] is replaced by A t , the completed free product algebra, it becomes more natural to replace derivations A → A by double derivations A → A⊗ k A.
To see this, let Θ : A → A⊗ k A be any k-linear map which we write, using symbolic Sweedler notation, as a −→ Θ ′ (a) ⊗ Θ ′′ (a) (here and elsewhere, we will systematically omit the summation symbol). Then, the assignment
. The latter can be extended, via (1.3.1), to a map Θ t : A t → A + t . It is clear that the formal power series Id
Now, a free product analog of Lemma 1.2.1 reads.
Lemma 1.4.1. The map Θ : A → A⊗ k A is a derivation iff either of the following two maps
is an algebra homomorphism.
Thus, we see that in noncommutative geometry the algebra A t should play the role of the formal power series algebra A [[t] ]. Some aspects of this philosophy will be discussed further in the last section of the paper.
1.5 Layout of the paper. In §2, we recall the definition of the DG algebra of noncommutative differential forms. We also introduce Karoubide Rham complex and an extended Karoubi-de Rham complex, that will play a crucial role later. We further develop the basics of Noncommutative Calculus involving the action of double derivations on the extended Karoubide Rham complex, via Lie derivative and contraction operations.
In section 3, we state two main theorems of the paper. These theorems provide a description, in terms of de Rham complex, of Hochschild homology of an algebra A and of cyclic homology of A, respectively. The proof of the first theorem is given in §4; it is based on the properties of so called Karoubi operator. The second theorem is proved in §5 using Harmonic decomposition of the algebra of noncommutative differential forms introduced by CuntzQuillen, [CQ1] , [CQ2] .
The final section contains some additional remarks and constructions. Below, we will often apply the commutator quotient construction to free products. Thus, starting with an algebra B, we let B t = B * k [t] , and consider the commutator quotient R(B t ). In this construction, B t was regarded as an algebra without grading, so the space [B t , B t ] is spanned by ordinary commutators. However, the algebra B t comes equipped with a natural grading that counts the number of occurences of the letter t. Specifically, in order to use commutators rather than super-commutators, it is more convenient to introduce an even grading B t = ⊕ k≥0 B 2k t such that deg t = 2 and such that B is assigned grade degree zero. Now, the grading on B t makes R(B t ) a graded space. We have R 0 (B t ) = RB = B/ [B, B] , and for any n ≥ 1, the space R 2n (B t ) is spanned by cyclic words b 1 t b 2 t . . . t b n t, for instance, modulo commutators, we have b 1 t b 2 t b 3 t = t b 3 t b 1 t b 2 . Thus, for any n ≥ 1, we have a natural vector space isomorphism R 2n (B t ) ∼ = R n−1 (T + B), cf. Lemma 1.3.4. In particular, for n = 1 we have a natural identification R 2 (B t ) ∼ = B.
According to Sect. 1.3, any derivation f : B → B t can be extended to a derivation f t : B t → B t , furthermore, the latter descends to a linear map Rf t : R(B t ) → R(B t ). In the special case where f : B → B t B = B 2 t has degree +2 the corresponding map Rf t sends R 2k (B t ) to R 2(k+1) (B t ) so, using the above identifications, we get a chain of maps
2.2 Tensor algebra constructions. We write ⊗ = ⊗ k . For any algebra A, we view the space A ⊗ A as an A-bimodule with respect to the outer bimodule structure defined by the formula b(a ′ ⊗ a ′′ )c := (ba ′ ) ⊗ (a ′′ c), for any a ′ , a ′′ , b, c ∈ A. We will use the notation A out := A⊗A for this bimodule.
Given an A-bimodule N , let Der(A, N ) denote the space of derivations A → N, and let T • A N = ⊕ n≥0 T n A N be the tensor algebra of N over A. Let P be a T A N -bimodule. We may view P as an A-bimodule, by restriction of scalars. So, we may consider derivations T A N → P as well as derivations A → P .
Verification of the following result is straightforward.
Lemma 2.2.1. Let N be an A-bimodule, let P be a T A N -bimodule, and let δ 0 : A → P and δ 1 : N → P be two k-linear maps.
The assignment a ⊕ n −→ δ 0 (a) + δ 1 (n) extends to a derivation δ :
is a derivation and, for any a, a ′ ∈ A and n ∈ N, one has
We mention a special case of the Lemma that will be especially important.
Corollary 2.2.3. Let N be an A-bimodule. Any A-bimodule map δ 1 : N → N can be extended uniquely to a derivation, δ, of the algebra T A N, such that
If N has an additional grading by sub A-bimodules, then δ 1 can also be extended uniquely to a super-derivation δ − (of the algebra T A N equipped with induced grading) such that (2.2.4) holds.
Next, fix an A-bimodule M . We consider A out ⊕ M as an A-bimodule and put a grading on A out ⊕ M by assigning the direct summand M grade degree 0 and the direct summand A out grade degree 2. The grading on A out ⊕ M induces one on the tensor algebra
Lemma 2.2.5. For any A-bimodule M , the map
can be uniquely extended, by multiplicativity, to a graded algebra isomor-
Proof. The assignment in the Lemma, (
This map can be extended, by the universal property of the tensor algebra, to an algebra homomor-
To show that this homomorphism is an isomorphism, we construct an inverse map as follows.
is freely generated by the element t and the subalgebra
arbitrarily. Thus, we may define the homomorphism f :
is indeed an inverse of the homomorphism in the opposite direction constructed in the first paragraph of the proof.
In the special case M = 0, the above Lemma is due to Van den Bergh (private communication). 
The assignment v → dv := 1⊗v − v⊗1 gives a canonical derivation d : A → Ω 1 A. This derivation is 'universal' in the sense that, for any Abimodule M , we have a bijection
where the map i θ :
, called the algebra of noncommutative differential forms on A (we will interchangeably use the notation ΩA or Ω • A depending on whether we want to emphasize the grading or not). There is a standard isomorphism of left A-modules, see [CQ1] , Ω n A = A ⊗ T n k (A/k); usually, one writes a 0 da 1 da 2 . . . da n ∈ Ω n A for the n-form corresponding
Following Karoubi, we define the noncommutative de Rham complex of A to be the commutator quotient space
of the graded algebra Ω • A. The space DRA comes equipped with a natural grading and with de Rham differential d : DR
• A → DR •+1 A, induced from the one on Ω • A, c.f. also [Lo] for more details. In degree zero, we have
We also introduce an enlargement of the noncommutative de Rham complex of A. To this end, we set Ω t A := (ΩA) t = (ΩA) * k[t], a free product algebra. Applying Lemma 2.2.1 in the special case M = Ω 1 A, we obtain a canonical algebra isomorphism
The algebra Ω t A on the left comes equipped with a natural bi-grading
A, where the p-component counts twice the number of occurrences of the variable t (e.g. for any a, a ′ ∈ A we have deg(a t a ′ t) = 4), and the q-component corresponds to the grading induced by the natural one on Ω • A.
We may also define a bi-grading on the space A out ⊕Ω 1 A by assigning the summand A out bi-degree (2, 0), and assigning the summand Ω 1 A bi-degree (0, 1). The bigrading on A out ⊕ Ω 1 A induces a bigrading on T A (A out ⊕ Ω 1 A). The isomorphism in (2.3.3) respects the above defined bi-gradings.
Next, we perform the commutator quotient construction to the algebra Ω t A, viewed as a graded algebra with respect to the q-grading (the commutator quotient construction with respect to the total grading 2p + q clearly leads to essentially the same definition). This way, we obtain a bi-graded vector space
to be referred to as extended de Rham complex of A.
A. The latter descends to a well defined differential on the extended de Rham complex d : DR t A → DR t A of bi-degree (0, 1).
2.4 Lie derivative and contraction. The derivations A → A form a Lie algebra Der A := Der(A, A), with respect to the commutator of derivations.
Any derivation ξ ∈ Der A gives rise to a Lie derivative map L ξ : Ω • A → Ω • A, and also to contraction (with ξ) map i ξ : Ω • A → Ω •−1 A. The map L ξ is a degree zero derivation of the graded algebra Ω • A, while the map i ξ is a degree −1 super-derivation. The contraction map i ξ is defined on 1-forms by formula (2.3.2) and is extended to a map Ω • A → Ω •−1 A as a super-derivation using (1.3.2).
One has Cartan formula
The maps L ξ and i ξ both descend to well-defined operations on the de Rham complex DR
• A = R • (ΩA) satisfying a similar Cartan formula. As has been explained earlier, see (1.3.1), the derivation L ξ gives rise to a derivation (L ξ ) t : Ω t A → Ω t A of bi-degree (0, 0), resp. super-derivation i ξ gives rise to a super-derivation (i ξ )
− t both descend to the extended de Rham complex DR t A; abusing the notation, we will denote these maps by L ξ and i ξ , rather than (L ξ ) t and (i ξ )
induces similar identities for the corresponding operations on Ω t A and on DR t A.
We also consider 'double' derivations A → A ⊗ A = A out , and put Der A := Der(A, A out ).
Let Θ ∈ Der A. The double derivation Θ does not give rise to any natural map on either of the complexes Ω • A or DR
• A. However, there is a natural Lie derivative with respect to Θ and contraction with Θ operations on the extended de Rham complex. Below, we provide two different constructions of these operations.
2.5 First construction. Fix Θ ∈ Der A. For any 1-form α ∈ Ω 1 A, contraction with Θ gives an A-bimodule map, see (2.3.2):
(we omit summation symbol on the right, as usual). We use (2.5.1) to define the following A-bimodule map
By Corollary 2.2.3 applied to the A-bimodule N := A out ⊕ Ω 1 A, the above defined map δ 1 can be uniquely extended to a super-derivation
We let i Θ : Ω t A → Ω t A be a super-derivation obtained by transporting the super-derivation δ − via the canonical algebra isomorphism
Next, we construct the Lie derivative. To this end, we apply Lemma 2.2.1 to N := A out ⊕ Ω 1 A and P := T A N = T A (A out ⊕ Ω 1 A) . Similarly to the case of contraction, we introduce two maps 
Here, in the definition of δ Lie 0 we have used natural inclusions
and in the definition of δ Lie 1 we have used natural inclusions (
It is immediate to verify that the maps δ Lie 0 , δ Lie 1 satisfy the identities from equation (2.2.2). Hence, Lemma 2.2.1 gives rise to a derivation
We let L Θ : Ω t A → Ω t A be the derivation obtained by transporting the derivation δ via the canonical algebra isomorphism Ω t A ∼ = T A (A out ⊕ Ω 1 A). One finds that the restriction of this derivation to the subalgebra ΩA ⊂ Ω t A is given, for any a 0 , a 1 , . . . , a n ∈ A, by the following explicit formula
We will abuse the notation and write L Θ , resp. i Θ , instead of (L Θ ) t , resp. (i Θ ) − t , and refer to these maps as Lie derivative, resp. contraction, with respect to the double derivation Θ. The maps L Θ and i Θ have bidegrees (2, 0) and (2, −1), respectively.
Both the Lie derivative and contraction operations on Ω t A descend to the commutator quotient DR t A. This way, we have defined the Lie derivative operation L Θ and the contraction operation i Θ on the extended de Rham complex DR t A.
2.6 Second construction. Observe first that the tautological imbedding ΩA ֒→ Ω t A makes Ω t A an ΩA-bimodule.
We will apply Lemma 2.2.1 to N := Ω 1 A and P := Ω t A, viewed as a bimodule over T A (Ω 1 A) = ΩA. We let δ 0 := 0, and define
In this case, equation (2.2.2) holds trivially. Hence, a super-analog of Lemma 2.2.1 provides an extension of the above map δ 1 to a super-derivation i Θ : ΩA → Ω t A, of the algebra ΩA with coefficients in the ΩA-bimodule Ω t A. This super-derivation is given, for any n = 1, 2, . . . , and α 1 , . . . , α n ∈ Ω 1 A, by the following explicit formula
Finally, applying formula (1.3.2) to the super-derivation i Θ , one extends it further to obtain a super-derivation Ω t A → Ω t A. This is the contraction map i Θ .
We construct the Lie derivative in a similar fashion. Keep the above notation N = Ω 1 A and P = Ω t A, and consider two maps δ Lie 0 : A → P = Ω t A, and δ
given by the same formulas as the two maps in (2.5.2), but with the tensor product symbol ⊗ being replaced by insertion of t. Again, one verifies equations (2.2.2) and then uses Lemma 2.2.1 to obtain a derivation
Finally, one extends this derivation further, to the free product, by formula (1.3.1). We leave to the reader to check that the operations on Ω t A obtained via the first and second constructions coincide.
2.7 Noncommutative Calculus. The Lie derivative and contraction operations on Ω t A satisfy, for any Θ, Φ ∈ Der A and ξ ∈ Der A, the standard commutation relations
Further, it is immediate that the induced operations on the extended de Rham complex DR t A satisfy similar identities.
To prove (2.7.1), one first verifies these identities on differential forms of degrees 0 and 1, which is a simple computation. The general case then follows by observing that any commutation relation between (super)-derivations that holds on generators of the algebra holds true on all elements of the algebra.
Formulas (2.7.1) imply, in particular, that the Lie derivative L Θ commutes with the de Rham differential d.
Next, we apply formula (2.1.1) to the map Rf t = i Θ , resp. to the map Rf t = L Θ , and obtain a map of bi-degree (2, −1), resp. of bi-degree (2, 0). Disregarding the q-component in the bi-grading, i.e., counting the occurences of t and forgetting the degrees of differential forms, we thus obtain a chain of maps DR
Using the canonical identifications
this chain of maps takes the following explicit form
The first map in this chain, to be denoted ı Θ in the contraction case, resp. L Θ in the Lie derivative case, will be especially important for us. Thus, we have
One verifies that the map ı Θ in (2.7.3) is given, for any α 1 , α 2 , . . . , α n ∈ Ω 1 A, by the following explicit formula
The maps in (2.7.3) have been already introduced, in effect, in [CBEG] under the names of reduced contraction, resp. reduced Lie derivative. An ad hoc definition of these maps given in [CBEG] was based on explicit formulas (2.6.1) and (2.5.3). As a result, verification of commutation relations (2.7.1) was very painful; it was carried out in [CBEG] by rather long brute force computations. Our present approach based on the free product construction yields the commutation relations almost for free. It also allows to construct additional maps in (2.7.2) that may be thought of as 'higher' reduced contraction and reduced Lie derivative, respectively.
Main results

The derivation ∆. There is a distinguished derivation
The corresponding contraction map i ∆ : Ω 1 A → A ⊗ A is nothing but the tautological imbedding Ω 1 A ֒→ A ⊗ A.
(ii) For any a 0 , a 1 , . . . , a n ∈ A, we have
where for any a ∈ A and ω ∈ ΩA we write [ω, a] := ω a − a ω.
Proof. Both statements have been proved in [CBEG, Lemma 3.1.1]. There, part (ii) was verified by a straightforward computation. To prove (i), it suffices to check the equality L ∆ = ad t on the generators of the algebra Ω t . It is clear that L ∆ (t) = 0 = ad t(t), and it is easy to see that both derivations agree on 0-forms and on 1-forms.
It follows from Lemma 3.1.1(i) that the map L ∆ : DR • A → Ω • A vanishes, hence, from Cartan formula we get 
It has been shown by Cuntz-Quillen that, in the special case M = A, the Hochschild homology groups H • (A, A) may be computed using noncommutative differential forms. Adapting some of the arguments from [CQ2] , we will establish our first result.
Theorem 3.2.1. For any unital k-algebra A, there is a natural graded space isomorphism
This theorem will be proved in Sect. 4 below. To put Theorem 3.2.1 in context, following Cuntz and Quillen, consider a complex . . .
It has been explained in [CQ2] that this complex is isomorphic naturally to the Hochschild complex for the algebra A. Therefore, the cohomology groups H • (ΩA, b), of the above complex, may be identified with the Hochschild homology groups H • (A, A).
Cyclic homology.
We introduce a complex of relative differential forms (with respect to the field k ⊂ A) by setting Ω 0 := Ω 0 A/k = A/k, and 
. This differential may be thought of as some sort of equivariant differential for the 'vector field' ∆.
The following theorem, which is the main result of this paper, shows the importance of the reduced contraction map ı ∆ for Cyclic homology. 
where the Hochschild differential b has been defined in (3.2.2).
The maps d and b are related via an important Karoubi operator κ :
One has, see [CQ1] .
It follows that κ commutes with both d and b. It is easy to verify, cf. [CQ1] and proof of Lemma 4.1.2 below, that the Karoubi operator descends to a well-defined map κ : (Ω n A) ♮ → (Ω n A) ♮ , which is essentially a cyclic permutation; specifically, we have
Proposition 4.1.1. For any n ≥ 1, we have an equality
Furthermore, the map ı ∆ fits into a canonical short exact sequence
Here and below, (−) κ denotes taking κ-invariants, in particular, we write
We recall that the cohomology group H n (ΩA, b) that occurs in the above displayed short exact sequence is isomorphic, as has been mentioned in §3.2, to the Hochschild homology H n (A, A). Thus, Theorem 3.2.1 is an immediate consequence of the short exact sequence of the Proposition.
The proof of Proposition 4.1.1 is based on the following result, which was implicit in [CQ2] , [Lo] .
(ii) The map b descends to a map
Proof of Lemma 4.1.2. We follow the proof of Lemma 2.6.8 in [Lo] . Write Ω n := Ω n A and Ω := ⊕ n Ω n .
One observes from definitions that [A, Ω] = bΩ and [dA, Ω] = (Id − κ)Ω. Hence, we obtain, cf. [CQ1] :
We deduce that Ω ♮ = Ω/bΩ, and DR
Further, one has the following standard identities, see [CQ2, §2] 
The Karoubi operator κ commutes with b, hence induces a well-defined endomorphism of the vector space Ω n /bΩ n , n = 1, 2, . . . . Furthermore, from the first identity in (4.1.3) we see that κ n = Id on Ω n /bΩ n . Hence, we have a direct sum decomposition Parts (ii) and (iii) of the Lemma are clear from the proof of Lemma 2.6.8 in [Lo] .
Proof of Proposition 4.1.1. The first statement of the Proposition is immediate from the formula of Lemma 3.1.1(ii).
To prove the second statement we exploit the first identity in (4.1.3). Using the formula for ı ∆ and the fact that b commutes with κ, we compute
Hence, we deduce that the image of ı ∆ is contained in (bΩ) κ . Conversely, given any element α = b(β) ∈ (bΩ) κ , we find 1 (A, A) . Note that the map κ acts trivially on Ω 0 A ∼ = A. Therefore, in the special case n = 1, we have ı ∆ = b. Thus, using the identification H 1 (A, A) = H 1 (Ω • A, b) , the short exact sequence of Proposition 4.1.1 reads
Special case: H
The short exact sequence (4.2.1) may be obtained in an alternate way as follows. We apply the right exact functor (−) ♮ to the fundamental short exact sequence 0 → Ω 1 A → A ⊗ A → A → 0, see (2.3.1), of A-bimodules. The corresponding long exact sequence of Tor-groups reads Further, it is immediate from definitions that map b = ı ∆ in (4.2.1) is given by the formula
Remark 4.2.2. The map u dv → [u, v] has been considered by Cuntz and Quillen, see [CQ1] .
An application.
In this section we use Theorem 3.2.1 in order to prove the following Proposition 4.3.1. Let A be an algebra with H 2 (A, A) = 0 and such that the following sequence is exact
Proof. We will freely use the notation of [CBEG, §4.1] .
According to [CBEG] , Proposition 4.1.4, for any algebra A such that the sequence (4.3.2) is exact, one has the following commutative diagram
(4.3.3)
In this diagram, the map µ nc is a lift of the noncommutative moment map that has been introduced in [CBEG] . Assuming that HH 2 (A) = 0, we deduce from the short exact sequence of Proposition 4.1.1 for n = 2 that the map ı ∆ : DR 2 A → [A, Ω 1 A] is injective. We now exploit diagram (4.3.3). The map d in the bottom row of the diagram is injective due to acyclicity of the de Rham differential on Ω • A, cf. eg. formula (2.5.1) in [CBEG] . Further, the left vertical map ı ∆ in the diagram is surjective by (4.2.1). Therefore, using commutativity of diagram (4.3.3) we deduce by diagram chase that the upper horisontal map d must be surjective, and the map µ nc must be bijective.
This yields both statements of Proposition 4.3.1.
A version of Proposition 4.3.1 applies in the case where A is the path algebra of a quiver with n vertices. In that case, one has to consider algebras over a ground ring R := k ⊕ . . . ⊕ k (n copies) rather than over the base field k. The corresponding formalism has been worked out in [CBEG] .
Write DR 5 Proof of Theorem 3.3.1
5.1
Our proof is an adaptation of the strategy used in [CQ2, §2] , based on Harmonic decomposition
The differentials B, b, and d commute with κ, hence preserve Harmonic decomposition. Moreover, the differentials B and d are known to be proportional on P Ω. Specifically, exploiting the second identity in (4.1.3), it has been shown in [CQ2] , formula (11), that on P Ω n one has B = (n + 1) · d on P Ω n , ∀n = 1, 2, . . . . To prove (ii), let α ∈ Ω n . From the first identity in (4.1.3), we get α − κ n (α) ∈ bΩ. Hence, we find bα − κ n (bα) ∈ b 2 Ω = 0, since b 2 = 0. Thus, the operator κ has finite order on bΩ, hence, also on b(P Ω). But, for any operator T of finite order, one has Ker(Id − T ) = Ker((Id − T ) 2 ). It follows that if α ∈ P Ω n , then we have bα ∈ Ker((Id − κ) 2 ) = Ker(Id − κ). We conclude that the element bα is fixed by κ. Therefore, by Proposition 4.1.1, we obtain ı ∆ (α) = (1 + κ + κ 2 + . . .
and (5.1.2) is proved.
5.2
Harmonic decomposition being stable under all four differentials B, b, d, and ı ∆ , we may analyze the homology of each of the direct summands, P Ω and P ⊥ Ω, separately. First of all, it has been shown by Cuntz-Quillen, see Proposition 4.1(1) in [CQ2] , that the complex (P ⊥ Ω[u], B + u · b) is acyclic.
Further, the complex (Ω, d) being acyclic, cf. [CQ2, §1] or [CBEG] formula (2.5.1), we deduce The direct sum of the terms of this resolution may be identified with the tensor algebra T + B. We further identify T + B with B t using Lemma 1.3.4. This way, the Bar differential ∂ becomes a differential on B t .
I first learned the following result, which is a special case M = 0 of Proposition 6.3.1 below, from V. Drinfeld. 6.3 Relation to Tsygan complex. Let A be an algebra and M an Abimodule. Recall the notation A out = A⊗A and let π : A out ⊕ M → A be an A-bimodule map defined by (a ′ ⊗a ′′ ) ⊕ m −→ a ′ a ′′ .
We apply the construction of §6.2 to the algebra B = T A M. Thus, we get a differential for any x 1 , . . . , x n ∈ A out ⊕ M .
Proof. Straightforward computation.
The differential ∂ considered in the Proposition is a special case of the generalized Bar differential introduced by B. Tsygan in [T] .
