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CONSTRUCTING SEPARABLE ARNOLD SNAKES OF MORSE
POLYNOMIALS
MIRUNA-ŞTEFANA SOREA
Abstract. We give a new and constructive proof of the existence of a special class of univariate
polynomials whose graphs have preassigned shapes. By definition, all the critical points of a Morse
polynomial function are real and distinct and all its critical values are distinct. Thus we can associate
to it an alternating permutation: the so-called Arnold snake, given by the relative positions of its
critical values. We realise any separable alternating permutation as the Arnold snake of a Morse
polynomial.
Introduction
Let us consider a Morse polynomial function P : R → R in one variable. By definition, all the
critical points of P are real and distinct and all its critical values are distinct. Thus we can associate
to P an alternating sequence of real numbers and an alternating permutation called Arnold snake.
Both are given by its critical values.
Example. Consider the polynomial P : R→ R, P (x) := ∫ x0 (5t−5)(t−2)(t−4)(t−7)dt, which has
four real distinct critical points. The alternating sequence of its critical values is [20.7, 18.4, 28.8,−44.1].
The Arnold snake associated to P is the following alternating permutation σ :=
(
1 2 3 4
3 2 4 1
)
(see
the figure below). An alternating permutation is simply called a snake.
i
σ(i)
O
1 2 3 4
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4
Figure 1. The graph of P and its Arnold snake σ.
Conversely, two questions appear, both regarding the existence of polynomials whose graphs have
prescribed shapes:
Question 0.1. Given an alternating sequence of real numbers, can we find a Morse polynomial that
realises this alternating sequence?
Question 0.2. Given a permutation σ that is a snake, can we find a Morse polynomial that realises
σ as its Arnold snake?
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1 Introduction
The partial positive answer to Question 0.1 was given by Davis in [Dav57]. He proved the existence
of polynomials with prescribed critical values. Nevertheless, Davis’s approach was not constructive.
A similar proof to the one given by Davis can be found in [Dou97, page 17], where Douady gave a
proof of existence for polynomials of degree 4 and a sketch of the proof for the general case. For
more references, see [Myc70, page 853]. The partial affirmative answer to Question 0.2 was given by
Arnold in the theorem below. For the proof and for more information on the enumeration of snakes,
see [Arn92], [Arn00] or [Lan03, page 59] and [Sor18].
Theorem. [Arn92, Theorem 29, page 37] The number of snakes is equal to the number of topologi-
cally inequivalent Morse polynomials in one variable.
Our main result is the following theorem (see the precise statement in Section 5, Theorem 5.1).
Theorem. Let σ be a separable snake of n elements. For an appropriate explicit choice of the
univariate polynomials ai(x) ∈ R[x], define the polynomial Qx(y) ∈ R[x][y],
Qx(y) :=
∫ y
0
n∏
i=1
(
t− ai(x)
)
dt.
Then for sufficiently small x > 0, Qx(y) is a Morse polynomial and the Arnold snake associated to
Qx(y) is the given snake σ.
What motivates us to construct effectively polynomials in one variable with preassigned critical
values configurations is the fact that Davis, Arnold and Douady only proved the existence of such
polynomials.
Note that separable permutations were introduced in [BBL98]. They are the permutations that
do not “contain” ([Ghy17, page 13, 18]) either of the following two “patterns”:(
1 2 3 4
3 1 4 2
)
or
(
1 2 3 4
2 4 1 3
)
.
For more information see for instance [Bas+18] or [Kit11]. The most recent characterisation of
separable permutations is given in [Ghy17], where Ghys describes them in terms of the relative
positions of univariate polynomials that change when the polynomials cross a common zero at the
origin.
In the next sections we start by introducing in detail the main tools necessary for our construction:
Arnold snakes, the contact tree of a finite set of univariate polynomials, and separable permutations.
The last section of the paper is dedicated to the main result and its proof.
The context of this work is at the intersection between singularity theory and real algebraic
geometry. Interest in the study of real algebraic curves dates back to the works of Harnack, Klein, and
Hilbert ([Har76], [Kle73], [Hil91], [Vir08]). In addition, recent considerable progress has been made
in this subject, see for instance the results of Ghys ([Ghy17]), Itenberg ([IMR18]), and Sturmfels
([Stu+17]).
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1 Arnold snakes
Definition 1.1. Let A := [a1, a2, . . . , an] be a finite sequence of pairwise distinct real numbers,
where n ≥ 1. We say that A is an alternating sequence if one of the following conditions holds:
(a) a1 > a2 < a3 > a4 < . . . ;
(b) a1 < a2 > a3 < a4 > . . . ;
Let us present a related notion which was used by Arnold (see [Arn92], [Arn00]):
Definition 1.2. Consider a permutation σ : {1, 2, . . . , n} → {1, 2, . . . , n}. We say that σ is an
n-snake if [σ(1), σ(2), . . . , σ(n)] is an alternating sequence in the sense of Definition 1.1.
Remark. For a given snake σ :=
(
1 2 . . . n
σ(1) σ(2) . . . σ(n)
)
, consider the set {(i, σ(i)) | i = 1, . . . , n}
of points in the real plane. Then for each i = 1, . . . , n − 1 connect the consecutive points (i, σ(i))
and (i+ 1, σ(i+ 1)) by an edge. This is the graphic representation of snakes that we use throughout
this paper (see for instance Figure 2).
Note that André ([And79], [And81]) and Stanley ([Sta10]) were also interested in snakes and they
were calling them “alternating permutations”.
Notation 1.3. Denote by An the set of alternating sequences of n real numbers and by Sn the set
of n-snakes.
Our goal will be to associate snakes to Morse polynomials via the alternating sequence of their
critical values.
Definition 1.4. Let A := [a1, . . . , an] ∈ An be an alternating sequence of n distinct real numbers
ai ∈ R. Consider a second sequence A′ obtained by reordering the elements of A in a strictly
increasing way. Define the rank of ai, denoted rk(ai), to be the position of ai in this strictly
increasing sequence A′. The snake ϕA of A is defined by
ϕA(i) := rk(ai).
Now we can define the surjective function ϕ : An → Sn as follows: ϕ(A) := ϕA.
Example 1.5. Consider the following alternating sequence: [3 > 1 < 4 > −1 < 6]. See Figure 2.
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Figure 2. From an alternating sequence (left) to its snake σ (right), as in Example 1.5.
Thus the set of the real numbers to be ordered is {3, 1, 4,−1, 6}. We obtain rk(3) = 3, rk(1) = 2,
rk(4) = 4, rk(−1) = 1, rk(6) = 5. Hence, the 5-snake associated to [3 > 1 < 4 > −1 < 6] is
σ :=
(
1 2 3 4 5
3 2 4 1 5
)
.
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2 Arnold snakes
Definition 1.6. [Lan03, page 64] Let us fix n ≥ 1. We say that a polynomial P : R → R is an
n-Morse polynomial if it satisfies the following conditions:
(a) degP = n;
(b) P is monic, i.e. the leading coefficient of P is equal to 1;
(c) its critical points (i.e. the values xi ∈ C such that P ′(xi) = 0) are distinct (i.e. simple) and
real;
(d) its critical values (i.e. the values P (xi), where xi is a critical point) are all distinct.
Proposition 1.7. Between any two consecutive local maxima (respectively minima) of a polynomial
function P : R → R there exists a unique local minimum (respectively maximum) of P . In other
words, the minima and maxima alternate.
We leave the proof of Proposition 1.7 to the reader.
The following definition is similar to the one given in [Lan03, pages 66-67].
Definition 1.8. Let P : R → R be an n-Morse polynomial. The (n − 1)-snake associated to the
alternating sequence of the critical values of P (see Definition 1.4) is called the Arnold snake
associated to the polynomial P .
Remark. Since P is monic, the last critical value is a local minimum both in the case where P
has an even degree n, and in the case where P has an odd degree. Nonetheless, if we also consider
non-monic polynomials, for instance with the leading term being −xn, the last critical value could
be a local maximum. Without any loss of generality, throughout the paper we focus only on monic
polynomials.
2 The contact tree
A very important role in our construction will be played by a combinatorial object called the
contact tree, associated to a finite set of univariate polynomials.
2.1 Standard vocabulary for graphs and trees Let us first introduce briefly standard termi-
nology we use for graphs and trees. The reader who is already familiar with these notions is invited
to read directly Subsection 2.2.
Intuitively, a graph represents a collection of vertices and of edges such that each edge connects
two vertices. For a detailed description of graphs and for the basic terminology, the reader is invited
to refer to [Gos09], which represents the main source for the standard notions we introduce and use
in the paper. Other helpful sources are for example [Die10] or [PP01].
Definition 2.1. [Die10; Gos09] A graph G = (V,E, ϕ) consists of a non-empty finite set of vertices
V , a finite set of edges E and an incidence function ϕ that maps edges to unordered pairs of vertices.
If the two vertices in the unordered pair are the same vertex, then the edge is called a loop. The
valency of a vertex v is the number of edges of v.
We will be particularly interested in the following class of simple graphs:
Definition 2.2. [Gos09] A tree is a connected graph without cycles. A rooted tree is a tree
endowed with a base vertex, called its root.
As a consequence of Definition 2.2, trees have no loops, nor multiple edges. Theorem 2.3 below
can be seen as a characterisation of trees.
Theorem 2.3. [Gos09] A connected simple graph is a tree if and only if it contains a unique path
between any two vertices.
Definition 2.4. [Ser80] A geodesic between two vertices of a tree is the shortest path between the
two vertices.
4
2.1 Standard vocabulary for graphs and trees
In this subsection, our convention is to draw the root on the top of the tree.
Example 2.5. A geodesic is shown in Figure 3 below.
R
Vi
Vk
Figure 3. Geodesic in a tree, between the vertices Vi and Vk.
Definition 2.6. [Gos09, page 669] In a rooted tree, the length (i.e. the number of edges) of the
geodesic from the root to a vertex is called the level of the vertex. The root is at level zero. A
vertex p of a rooted tree is called the parent of a vertex c if p and c are adjacent and the level of
c is one plus the level of p. We say then also that c is a child of p. We call ancestor of a vertex
c every vertex on the path from c to the root (excluding c but including the root). The vertex c is
said to be a descendant of each of its ancestors. In a rooted tree, a vertex is called a leaf if it has
no children. A vertex that is not a leaf, i.e. it has children, is said to be an internal vertex. Let
v be a vertex of the rooted tree T . The subtree of T rooted at v is the tree consisting of all the
descendants of v in T , including v itself.
Remark. The following definition is inspired from [Tru93, Section 3] and [Gos09, page 624]. Note
the difference between the notion of planar tree (can be embedded in a real plane) and plane tree
(it is embedded in a real plane).
Definition 2.7. A plane tree is a tree which is embedded in a real oriented plane (i.e. a topological
surface which is oriented and homeomorphic to R2) without edge crossings.
Remark. One can also give the following abstract characterisation of plane trees: plane trees are
abstract ordered trees, in the sense that each vertex has a cyclic order of the edges adjacent to it
(see [Knu05, page 308]). Any embedding of a rooted tree in an oriented plane gives the order of
children for each vertex: from left to right, for instance (see [Wi ]). Note that, to give an abstract
order on a rooted tree is the same as cyclically ordering the set of children of the root and totally
ordering the set of children of any other vertex.
Example 2.8. Two different embeddings of the same abstract rooted tree in the real plane are
shown in Figure 4.
R R
Figure 4. Two different embeddings of the same abstract rooted tree.
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2 The contact tree
Definition 2.9. [AF08, page 410] Let T1 and T2 be two embeddings of the same tree in a real
oriented plane P. We say that the two embeddings are equivalent if there exists an orientation
preserving homeomorphism φ from P to P such that φ(T1) = T2 and the image of the root of T1 is
the root of T2.
Definition 2.10 is inspired from [Gos09], [Sta10], and [Sta12].
Definition 2.10. A binary tree is a rooted tree in which every vertex has at most two children.
A plane binary tree is called complete if the root and each of the internal vertices has exactly two
children.
Definition 2.11. [GBGPPP18, Definition 3.6] An end-rooted rooted tree is a rooted tree whose
root has exactly one neighbour.
2.2 Notations In this subsection we will set up some useful notations.
Definition 2.12. Let P ∈ R[x] and Q ∈ R[x] be two polynomials. We say that the polynomial
P is smaller than the polynomial Q to the right, denoted by P ≺+ Q, if and only if one has
P (x) < Q(x) for any sufficiently small 0 < x  1, that is to say there exists x0 > 0 such that for
any 0 < x < x0, one has P (x) < Q(x).
Let us consider the monic polynomial Px(y) ∈ R[x][y], such that
(1) Px(y) :=
m+1∏
i=1
(y − ai(x)) ∈ R[x][y],
where m ∈ N, the roots ai(x) ∈ R[x] for any i = 1, . . . ,m+ 1 and
(2) a1(x) ≺+ a2(x) ≺+ . . . ≺+ am+1(x).
Denote by
(3) A := {a1(x), . . . , am+1(x)}
the set of roots of Px(y) (see Figure 5).
x
y
δ1
δ2
δm
O
a1(x)
a2(x)
a3(x)
am+1(x)
Figure 5. The roots of Px(y), ordered.
In the sequel, we will consider only polynomials ai(x) such that their valuation νx(ai(x)) ≥ 1, i.e.
ai(0) = 0, for any i = 1, . . . ,m+ 1.
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2.2 Notations
Definition 2.13. For any i = 1, . . . ,m, the difference
δi(x) := ai+1(x)− ai(x)
is called the gap between ai+1(x) and ai(x).
Remark. Note that by the initial hypothesis (2), one has 0 ≺+ δi(x), for any i = 1, . . . ,m.
Definition 2.14. For any i = 1, . . . ,m, the number
Si(x) :=
∣∣∣∣∣
∫ ai+1(x)
ai(x)
Px(t)dt
∣∣∣∣∣
is called the i-th area.
Remember that our goal is to construct Morse polynomials with given Arnold snakes. Roughly
speaking, we will do this by controlling the configuration of areas Si(x) (see Figure 6 below).
δ1
δ2
δ3
δ4
a1(x)
a2(x)
a3(x)
a4(x)
a5(x)
S1
S2
S3
S4
y
Px(y)
Figure 6. A given configuration of areas Si(x).
Definition 2.15. Let us consider a sufficiently small 0 < x  1. From now on, ei stands for the
valuation of δi(x), namely
ei := νx(δi(x)) ∈ N.
We will sometimes denote shortly Si instead of Si(x), and ai instead of ai(x).
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2 The contact tree
2.3 Definition of the contact tree The combinatorial object described in what follows plays a
key role in our construction of snakes.
In order to study the type of contact between the polynomials ai(x) (i.e. the roots of the polyno-
mial Px(y)) for a sufficiently small 0 < x 1, we define a tree with numerical information attached.
In the sequel we give a constructive definition of this object, called the contact tree.
Remark. The notion of contact tree is inspired from the Eggers-Wall tree (see [GBGPPP18, Section
4.3], [Wal04, page 75, Section 4.2]). Our definition of the contact tree agrees with the one given by
Ghys in [Ghy13], [Ghy17, pages 27-28], and with the one in [Kap93, Section 3, Definition 3.5, pages
131-132], where Kapranov called it the Bruhat-Tits tree.
Let us first start with an example that makes Definition 2.17 easier to understand.
Example 2.16. Given two polynomials
a1 := m0x
0 +m1x
1 + . . .+mkx
k + . . .
and
a2 := n0x
0 + n1x
1 + . . .+ nkx
k + . . . ,
where mi = ni, for i = 1, . . . , k − 1 and mk < nk, let us construct their contact tree (see Figure 7
below). The relation mk < nk gives the order of the two polynomials: a1 ≺+ a2.
x0 x1 xk−1 xk
m0
m1 mk−1 mk
n0
n1 nk−1 nk
x
y
a1
a2
O
x
y
a2
a1
k
O
Figure 7. Construction of the contact tree of two polynomials.
The construction consists of identifying the points of the real plane up to the point where the
contact of the corresponding polynomials ends and the respective coefficients of the two polynomials
are starting to differ.
More precisely, if we consider the xOy coordinate system in the real plane, then let each polynomial
ai(x), i = 1, 2 be represented by the semi-straight line (y = i) ∩ (x > 0) in the first quadrant R2+.
The line is called the ai-axis.
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2.3 Definition of the contact tree
The point of coordinate (`, 0) on the Ox axis corresponds to the monomial x`. On each ai-axis a
point (`, i) is decorated with the coefficient corresponding to the monomial x`, as it appears in the
polynomial ai(x).
In this example, the valuation νx(a2(x) − a1(x)) = k. Let us now identify the points of the first
quadrant situated between a2(x) and a1(x), up to the point x = k, where the two polynomials
separate.
The vertices of the tree are: the root, the bifurcation vertex and the two leaves. By construction,
the contact tree is rooted and embedded in the real plane.
We are now ready to define the contact tree of a set of univariate polynomials:
Definition 2.17. Given the polynomials ai(x) ∈ A (see notation 3) such that ai(0) = 0, for any
i = 1, . . . ,m+ 1, we construct the contact tree associated to all the polynomials in A as follows.
Let us consider the xOy coordinate system in the real plane. In the first quadrant R2+, let each
polynomial ai(x) be represented by the semi-straight line (y = i) ∩ (x > 0). We call it the ai-axis.
Recall that, by hypothesis, the polynomials are ordered: a1 ≺+ a2 ≺+ . . . ≺+ am+1.
The point of coordinate (k, 0) on the Ox axis corresponds to the monomial xk. On each ai-axis a
point (k, i) is decorated with the coefficient corresponding to the monomial xk, as it appears in the
polynomial ai(x).
Note that for each i = 1, . . . ,m, the valuation νx(ai+1(x)− ai(x)) measures the contact between
the polynomials ai+1(x) and ai(x). In particular, it is the exponent of maximal contact between
ai+1(x) and ai(x).
For each i let us identify the points of the first quadrant situated between ai+1(x) and ai(x), up
to the point where the two polynomials separate. Formally, for each i = 1, . . . ,m let us consider the
equivalence relation: (x1, y1) ∼ (x2, y2) ⇔ x1 = x2 and x1, x2 ≤ νx(ai+1(x) − ai(x)), for any two
points (x1, y1) and (x2, y2) with i ≤ y1, y2 ≤ i+ 1.
Now we are able to construct inductively the contact tree, by applying the equivalence relation
described above, for all i = 1, . . . ,m. We denote by CT (A) the quotient given by this equivalence
relation and let us call Λ : R2+ → CT (A) the quotient map. By construction, the quotient CT (A)
is embedded in the real plane. This is due to the fact that the orientation of the contact tree, both
horizontally and vertically, is induced by the orientation of the real line R, since the polynomials
ai(x) are ordered increasingly as horizontal semi-straight lines with their ends on the Oy-axis, and
the valuations of their corresponding monomials increase along the Ox-axis.
In addition, one has Λ(0, 0) ≡ Λ(0, i), for any i. Therefore CT (A) is a rooted tree. Its root is
Λ(0, 0).
We call bifurcation vertices of the contact tree, the vertices whose valency is greater or equal
to 3. We preserve as numerical decoration only the values of the valuation function in its bifurcation
vertices νx(ai+1(x) − ai(x)), for any i = 1, . . . ,m. Namely, each bifurcation vertex of the contact
tree is the point where the contact of the corresponding polynomials ai(x) and ai+1(x) ends and the
respective coefficients of the two polynomials are starting to differ. For a bifurcation vertex v, we
shall denote this by νx(v) := νx(ai+1(x)− ai(x)).
The vertices of the contact tree are: the bifurcation vertices, the leaves and the root.
The leaves, i.e. the extremities of the maximal geodesics going from the root, are decorated with
arrows and are in a bijective correspondence with the polynomials ai(x) ∈ A. In other words, each
leaf of the tree is decorated with and denoted by its corresponding polynomial ai(x). For all i, denote
by Gi the geodesic from the root to ai(x).
The decorating valuations associated to the bifurcation vertices are, by construction, increasing
along any geodesic which goes from the root towards the leaves.
By construction, the contact tree is rooted and embedded in the real plane. This induces an
orientation on its leaves: its leaves are totally ordered, and the order is given by the vertical order
on the Oy-axis.
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2 The contact tree
Example 2.18. Let us give an example of a non binary contact tree:
CT (0, x1, x1 + x2, 3
2
x1 + x2,
3
2
x1 + x2 + x3),
presented in Figure 8 below. Namely, given a1(x) = 0, a2(x) = x1, a3(x) = x1+x2, a4(x) = 32x
1+x2,
a5(x) =
3
2x
1 +x2 +x3, there exist two gaps δ1(x) and δ3(x), such that e1 = e3 = 1. In this situation
the vertex a1 ∧ a2 coincides with the vertex a3 ∧ a4 and has valency 4.
x
y
O
1
a12
a2
a3
3
a4
a5
Figure 8. Example of a non binary contact tree, where the vertex a1 ∧ a2 is the
same as the vertex a3 ∧ a4.
2.4 Properties of the contact tree By construction, the contact tree is a rooted tree, embedded
in the real plane, whose leaves are labelled by the polynomials ai(x), for i = 1, . . . ,m+ 1.
The property of being a tree gives the contact tree also the structure of a lower semi-lattice.
Definition 2.19. [Vic89, page 13] A partially ordered set (called also poset) is a set endowed
with a binary relation that is reflexive, transitive and antisymmetric.
Definition 2.20. [Vic89, page 14] Let us consider a partially ordered set S and a subset A ⊆ S.
Take b ∈ S. We say that b is a greatest lower bound for the subset A, if the following conditions
hold:
(a) the element b is a lower bound for A;
(b) any other lower bound c for A has the property: c ≤ b.
Definition 2.21. [Vic89, page 38] A lower semi-lattice is a partially ordered set whose every
finite subset has a greatest lower bound.
Definition 2.22. Let us consider two vertices V1 and V2 of a rooted tree T . We denote by G1 the
geodesic from the root of T to V1 and by G2 the geodesic from the root of T to V2. If G1 ⊆ G2,
then we say that V1 ≤T V2. In other words, the smallest vertex is the one closer to the root on the
geodesic G2.
If V1 ≤T V2 or V2 ≤T V1, then we say that V1 and V2 are comparable vertices of the tree T . If
neither of the two cases mentioned above is true, then one says that V1 and V2 are not comparable.
Proposition 2.23. The contact tree is a lower semi-lattice.
Proof. This follows directly from the fact that any rooted tree is a lower semi-lattice (see [Vic89;
LG95] for more details). 
We are thus allowed to introduce the following definition:
Definition 2.24. We call the meet (or greatest lower bound) of any two distinct vertices vi and
vj ∈ R[x], with i 6= j, denoted by vi ∧ vj the vertex where the geodesic from the root to vi and the
geodesic from the root to vj separate in the contact tree. Namely, vi ∧ vj is the furthest vertex from
the root and it is the most recent common ancestor of vi and vj . See Figure 9.
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2.4 Properties of the contact tree
R
vi ∧ vj
vj
vi
Figure 9. The vertex vi ∧ vj where the geodesics of vi and vj separate.
Since the meet in any semilattice is associative as a binary operation (see [SS15, page 199]), one
has (ai ∧ aj) ∧ ak = ai ∧ (aj ∧ ak) and we usually skip the parentheses and use the simple notation
ai ∧ aj ∧ ak.
Remark 2.25. The important thing to note here is the fact that by Definition 2.24 and the notations
introduced before, the meet of two consecutive polynomials ai+1(x) and ai(x) ∈ A has the property
νx(ai ∧ ai+1) = νx(ai+1(x)− ai(x)) = νx(δi) = ei.
Proposition 2.26. The map (ai, ai+1) 7→ ai∧ai+1 is a surjection from the set of pairs of consecutive
leaves to the set of internal vertices of the contact tree.
Proof. By construction of the contact tree, for each internal vertex v, called also bifurcation vertex,
there is at least a pair of consecutive polynomials (ai, ai+1), such that the meet of ai and ai+1 is v,
where i ∈ {1, . . . ,m}. 
Lemma 2.27. If three polynomials ai, ai+1 and ai+2 ∈ A (see Subsection 2.2, notation 3), such that
ai ≺+ ai+1 ≺+ ai+2 are consecutive roots of the polynomial P ∈ R[x][y], i.e. three consecutive leaves
in the contact tree CT (A), then ai ∧ ai+1 ∧ ai+2 is either ai ∧ ai+1 or ai+1 ∧ ai+2. In particular, one
has:
νx(ai ∧ ai+1 ∧ ai+2) = min (νx(ai ∧ ai+1), νx(ai+1 ∧ ai+2)).
Proof. Recall that the meet in any semilattice is associative (see [SS15, page 199]) as a binary
operation, that is to say (ai ∧ ai+1) ∧ ai+2 = ai ∧ (ai+1 ∧ ai+2) = ai ∧ ai+1 ∧ ai+2. In addition, by
definition of the meet ∧, one has both
(4) νx(ai ∧ ai+1 ∧ ai+2) = νx((ai ∧ ai+1) ∧ ai+2) ≤ νx(ai ∧ ai+1)
and
(5) νx(ai ∧ ai+1 ∧ ai+2) = νx(ai ∧ (ai+1 ∧ ai+2)) ≤ νx(ai+1 ∧ ai+2).
However, there are only the following three possibilities, shown in Figure 10 below.
11
2 The contact tree
ai ∧ ai+1 ∧ ai+2
ai+2
ai+1
ai
ai ∧ ai+1 ∧ ai+2= ai ∧ ai+1
ai+1 ∧ ai+2
ai+2
ai+1
ai
ai ∧ ai+1 ∧ ai+2 = ai+1 ∧ ai+2
ai+2
ai+1 ∧ ai
ai+1
ai
Figure 10. The only three possible configurations of ai ∧ ai+1 ∧ ai+2.
The conclusion is true for all the three situations above, except for the one presented in Figure
11 below. The case in Figure 11 could be taken into consideration if we were thinking in terms of
graphs, but it is impossible in terms of trees, because it creates a cycle inside the contact tree, which
is not permitted by Definition 2.2. This concludes the proof.
ai ∧ ai+1 ∧ ai+2
ai+1 ∧ ai+2
ai ∧ ai+1
ai+2
ai+1
ai
Figure 11. Impossible configuration for ai ∧ ai+1 ∧ ai+2.

Corollary 2.28. If the polynomials ai, ai+1 and ai+2 ∈ A, ai ≺+ ai+1 ≺+ ai+2 are consecutive roots
of the polynomial Px(y) ∈ R[x][y], i.e. three consecutive leaves in the contact tree CT (A), then one
has the following equality: ai ∧ ai+1 ∧ ai+2 = ai ∧ ai+2.
Corollary 2.29. Let us consider an arbitrary number of consecutive roots of the polynomial P ∈
R[x][y], denoted by ai, ai+1, . . . , aj, j > i,. Therefore, ai, ai+1, . . . , aj are consecutive leaves of the
contact tree CT ({a1, a2, . . . , am+1}). Then one has the following equality:
νx(ai ∧ ai+1 ∧ . . . ∧ aj) = min (νx(ai ∧ ai+1), νx(ai+1 ∧ ai+2), . . . , νx(aj−1 ∧ aj)).
Moreover, one also has the following equality:
ai ∧ ai+1 ∧ . . . ∧ aj = ai ∧ aj .
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2.4 Properties of the contact tree
Example 2.30. An example of the conclusions presented in Corollary 2.29 can be seen in Figure
12.
R
ai ∧ aj
ai
ai+1
ai+2
aj ≡ ai+3
Figure 12. The maximal contact between several consecutive roots.
Proof. For the proof of Corollary 2.29, let us proceed by induction on the number, say n− 1, of the
leaves ai, ai+1, . . . , aj . Denote by P(k) the proposition “if ai, ai+1, . . . , aj are k consecutive leaves in
the contact tree CT (A), then νx(ai∧ai+1∧. . .∧aj) = min (νx(ai∧ai+1), νx(ai+1∧ai+2), . . . , νx(aj−1∧
aj)).”
By Corollary 2.28, the proposition P(3) is true.
Let us prove that if P(n− 1) is true then P(n) is also true. There are two situations, presented
in Figure 13 and Figure 14 below:
(a) either ai∧ . . .∧aj ≤CT aj ∧aj+1 and then by the hypothesis P(n−1) we conclude that P(n)
is also true;
Figure 13. Recursive step case (a).
(b) or ai ∧ . . . ∧ aj >CT aj ∧ aj+1; in this case, νx(ai ∧ ai+1 ∧ . . . ∧ aj ∧ aj+1) = νx(aj ∧ aj+1).
Since ai ∧ . . . ∧ aj >CT aj ∧ aj+1, we have νx(aj ∧ aj+1) = min (νx(ai ∧ ai+1), νx(ai+1 ∧
ai+2), . . . , νx(aj−1 ∧ aj)) and the induction step is finished.
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3 The contact tree
Figure 14. Recursive step case (b).

In the sequel we consider only complete plane binary contact trees, in order to have a bijection
between the bifurcation vertices and the pairs (ai+1, ai) for i = 1, . . . ,m.
Corollary 2.31. If the contact tree is an end-rooted complete plane binary plane tree then there is
a bijection between the set of internal vertices of the contact tree and the set of the vertices ai∧ai+1,
for i = 1, . . . ,m.
Remark 2.32. To be more precise, if the contact tree is complete plane binary, then there is a
bijection between the set {ai∧ai+1 | i = 1, . . . ,m} and the set of pairs {(ai, ai+1) | i = 1, . . . ,m−1}:
to each pair of consecutive polynomials it corresponds the unique vertex ai∧ai+1 and vice-versa. In
this case, the contact tree is necessarily an end-rooted complete plane binary tree.
3 A valuative study on the contact tree
This section consists of a valuative study for small enough x > 0. We start by giving an exact
computation of the valuation in x of any area Si(x), using the numerical information that decorates
the contact tree (see Proposition 3.1). This result is an important step towards the main goal of this
section: Proposition 3.11, which will be one of the key ingredients in our construction of separable
snakes.
In the sequel, let us fix i and compute the valuation νx(Si(x)), in terms of the contact tree and
of the valuations ej := νx(δj(x)), for j = 1, . . . ,m.
Recall that the roots of the polynomial
Px(y) :=
m+1∏
i=1
(y − ai(x)) ∈ R[x][y]
(see equation 1), namely ai(x) ∈ A verify equation 2:
a1(x) ≺+ a2(x) ≺+ . . . ≺+ am+1(x).
For any i = 1, . . . ,m+ 1, one has
δi(x) := ai+1(x)− ai(x),
νx(δi(x)) := ei
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and the area
Si(x) :=
∣∣∣∣∣
∫ ai+1(x)
ai(x)
Px(y)dy
∣∣∣∣∣ .
ai(x) ai+1(x)
Si(x)
δi(x)
y
Px(y)
Figure 15. Area Si, corresponding to δi = ai+1 − ai.
Proposition 3.1. Let us consider the geodesic Gi, from the root to ai ∧ ai+1. One has the formula:
(6) νx(Si(x)) = ei +
∑
{G∈Gi|G≤CT ai∧ai+1}
cG(i)νx(G),
where the coefficient cG(i) ∈ N represents the number of leaves of the contact tree CT (A), whose
most recent ancestor belonging to Gi is G. We shall further write cG(i) := cG if i is clear from the
context.
Before proceeding to the proof of Proposition 3.1, we strongly recommend the lecture of Example
3.2 below.
Example 3.2. Let us consider the following given roots of the polynomial Px(y) :
a1(x) = 0,
a2(x) = x
4,
a3(x) = x
3 + x4,
a4(x) = x
2 + x3 + x4,
a5(x) = x
1 + x2 + x3 + x4.
Therefore, we obtain:
δ1 := a2(x)− a1(x) = x4 and e1 := νx(δ1) = 4,
δ2 := a3(x)− a2(x) = x3 and e2 := νx(δ2) = 3,
δ3 := a4(x)− a3(x) = x2 and e3 := νx(δ3) = 2,
δ4 := a5(x)− a4(x) = x1 and e4 := νx(δ4) = 1.
We want to compute the valuation of the following area S3(x) :=
∣∣∣∫ a4(x)a3(x) Px(y)dy∣∣∣ .
We may write S3(x) =
∫ a4(x)
a3(x)
(y − a1(x))(y − a2(x))(y − a3(x))(a4(x)− y)(a5(x)− y)dy.
Consider the following change of variable: y := a3(x) + sδ3(x), where s ∈ [0, 1]. We obtain :
S3(x) =
∫ 1
0
(δ1(x) + δ2(x) + sδ3(x))(δ2(x) + sδ3(x))sδ3(x)(1− s)δ3(x)(δ4(x) + (1− s)δ3(x))δ3(x)ds =
= δ1(x)δ2(x)δ3(x)
3δ4(x)
∫ 1
0
s(1− s)ds+ δ1(x)δ2(x)δ3(x)4
∫ 1
0
s(1− s)2ds+ δ1(x)δ3(x)4δ4(x)
∫ 1
0
s2(1− s)ds+
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+δ1(x)δ3(x)
5
∫ 1
0
s2(1− s)2ds+ δ2(x)2δ3(x)3δ4(x)
∫ 1
0
s(1− s)ds+ δ2(x)2δ3(x)4
∫ 1
0
s(1− s)2ds+
+δ2(x)δ3(x)
4δ4(x)
∫ 1
0
2s2(1− s)ds+ δ2(x)δ3(x)5
∫ 1
0
2s2(1− s)ds+ δ3(x)5δ4(x)
∫ 1
0
s3(1− s)ds+ δ3(x)6
∫ 1
0
s3(1− s)ds.
Thus
νx(S3(x)) = min
{
νx(δ1(x)δ2(x)δ3(x)
3δ4(x)), νx(δ1(x)δ2(x)δ3(x)
4), νx(δ1(x)δ3(x)
4δ4(x)), νx(δ1(x)δ3(x)
5), νx(δ2(x)
2δ3(x)
3δ4(x)),
νx(δ2(x)
2δ3(x)
4), νx(δ2(x)δ3(x)
4δ4(x)), νx(δ2(x)δ3(x)
5), νx(δ3(x)
5δ4(x)), νx(δ3(x)
6)
}
= νx(δ3(x)
5δ4(x)) = 5e3+e4 = 11.
Let us now interpret the result obtained above, this time with respect to the contact tree. Denote
by Gi, the geodesic from the root to ai ∧ ai+1. See Figure 16.
x
y
O 1
G1
a1
a5
2
G2
a4
a3
3 4
a2
δ1
δ2
δ3
δ4
Figure 16. How to read the valuation of S3(x) on the contact tree of the roots ai(x) ∈ A.
We want to check that:
νx(S3) = e3 +
∑
{G∈G3|G≤CT a3∧a4}
cG(3)νx(G),
where the coefficient cG(3) ∈ N represents the number of leaves of the contact tree CT (A), whose
most recent ancestor belonging to G3 is G.
In this example, a3 ∧ a4 ≡ G2 and we can check that formula 6 gives us the same result, namely
νx(S3(x)) = 11: the vertices on the geodesic G3 which are ≤CT G2 are G1 and G2. We have
cG1(3) = 1 representing the number of leaves of the contact tree CT (A), whose most recent ancestor
belonging to G3 is G1. Also, cG2(3) = 4 representing the number of leaves of the contact tree CT (A),
whose most recent ancestor belonging to G3 is G2.
Thus νx(S3) = e3 + cG1(3)νx(G1) + cG2(3)νx(G2) = 2 + 1 × 1 + 4 × 2 = 11. The verification is
completed.
Proof. Let us prove Proposition 3.1. We have (recall equation 1)
Si(x) :=
∣∣∣∣∣
∫ ai+1(x)
ai(x)
Px(y)dy
∣∣∣∣∣ =
∣∣∣∣∣
∫ ai+1(x)
ai(x)
(y − a1(x))(y − a2(x)) · · · (y − am+1(x))dy
∣∣∣∣∣ .
Note that y ≥ ak(x), for any k ≤ i and that y ≤ ak(x) for any k ≥ i + 1, thus by taking the
absolute value we obtain:
Si(x) =
∫ ai+1(x)
ai(x)
(y− a1(x))(y− a2(x)) · · · (y− ai(x))(ai+1(x)− y)(ai+2(x)− y) · · · (am+1(x)− y)dy.
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For s ∈ [0, 1] (see Figure 17 below), make the change of variables y = ai(x) + sδi(x).
a1(x)
δ1
a2(x)
δ2
a3(x) ai(x)· · · y ai+1 · · · am
δm
am+1
Figure 17. Change of variable y = ai(x) + sδi(x)
Therefore:
Si(x) =
∫ 1
0
(δ1(x) + δ2(x) + · · ·+ δi−1(x) + sδi(x))(δ2(x) + · · ·+ δi−1(x) + sδi(x)) · · ·
· · · (0 +sδi(x))((1−s)δi(x))((1−s)δi(x) + δi+1(x)) · · · ((1−s)δi(x) + δi+1(x) + · · ·+ δm(x))(δi(x)ds).
Let us study the valuation in x of one of the parentheses, say
ν := νx((1− s)δi(x) + δi+1(x) + · · ·+ δj(x)).
The other parentheses can all be treated similarly.
The key fact is that by integrating in s one does not change the valuation in x.
Since a1 ≺+ a2 ≺+ . . . ≺+ am+1, one has δi(x) > 0, for any 0 < x 1 and for any i = 1, . . . ,m.
Thus we need to compute the valuation of a sum of positive terms. Therefore the valuation will
be equal to the minimum of the valuations of the terms in the chosen parenthesis, namely: ν =
min (νx(δi(x)), νx(δi+1(x)), . . . , νx(δj(x))). By Remark 2.25 we get ν = min (νx(ai∧ai+1), νx(ai+1∧
ai+2), . . . , νx(aj ∧ aj+1)). By Corollary 2.29, we obtain ν = νx(ai ∧ ai+1 ∧ . . .∧ aj+1). There are two
consequences of this fact, as follows:
(a) ν ≤ νx(ai ∧ ai+1) = ei;
(b) by Corollary 2.29, ν = νx(ai∧aj+1), namely the valuation of the vertex Gai∧aj+1 := G where
the geodesic of ai and the geodesic of aj+1 separate in the contact tree. Thus the vertex G
is on the geodesic Gi.
For fixed i, to each leaf aj , j = 1, . . . ,m+ 1, it corresponds a parenthesis in the expression of Si
as above. As we have just seen, the parenthesis corresponds to exactly one vertex G situated on the
geodesic Gi such that G ≤CT ai ∧ ai+1.
Let us count differently: for each vertex G laying on the geodesic Gi, with G ≤CT ai ∧ ai+1, we
count the number of leaves of CT whose most recent ancestor belonging to Gi is G. Denote this
number by cG. Note that we only consider the vertices G ≤CT ai ∧ ai+1 since we proved above that
for each parenthesis we have ν ≤ νx(ai ∧ ai+1) = ei.
In addition, since we made the change of variable, another factor δi(x) appeared in the product.
Thus the valuation ei = νx(δi(x)) has to be taken into consideration when we sum all the terms. In
conclusion,
νx(Si(x)) = ei +
∑
{G∈Gi|G≤CT ai∧ai+1}
cGνx(G).

Example 3.3. Given the roots a1(x) = 0, a2(x) = x6, a3(x) = x + x6, a4(x) = x + x2 + x6,
a5(x) = x+ x
2 + x3 + x6, a6(x) = x+ x
2 + x3 + x4 + x6, a7(x) = x+ x
2 + x3 + x4 + x5 + x6, let us
compute νx(Si(x)), for i = 4.
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x0 x
x6
a1
a2
x2
a3
x3
a4
x4
a5
x5
a6
a7
δ1
δ2
δ3
δ4
δ5
δ6
Figure 18. How to compute the coefficients ck in the formula for the valuation of
S4: for each of the vertices on the geodesic to a4 ∧ a5, count the leaves whose most
recent common ancestor is that vertex.
We have δ1 = x6, e1 = 6, δ2 = x, e2 = 1, δ3 = x2, e3 = 2, δ4 = x3, e4 = 3, δ5 = x4, e5 = 4,
δ6 = x
5, e6 = 5. Let us consider three steps: first we compute the valuation by integration; second
we compute the valuation by using formula 6; in the end, the third step is to check if the two results
coincide.
• Step 1: integration
We have
S4(x) =
∫ 1
0
(δ1+δ2+δ3+sδ4)(δ2+δ3+sδ4)(δ3+sδ4)sδ4(1−s)δ4((1−s)δ4+δ5)((1−s)δ4+δ5+δ6)(δ4ds) =
=
∫ 1
0
(x6+x1+x2+sx3)(x1+x2+sx3)(x2+sx3)sx3(1−s)x3((1−s)x3+x4)((1−s)x3+x4+x5)(x3ds).
We obtain νx(S4(x)) = νx(
∫ 1
0 x
1x1x2sx3(1− s)x3(1− s)x3(1− s)x3(x3ds)), hence
νx(S4(x)) = 2νx(x
1) + 1νx(x
2) + 4νx(x
3) + νx(x
3) = 2e2 + 1e3 + 4e4 + e4 = 19.
• Step 2: formula and contact tree
See Figure 18, where we compute the coefficients ck in the formula for the valuation of S4. The
vertex a4 ∧ a5 corresponds to δ4. Here a1 ∧ a2 6∈ G4, so e1 does not appear in the sum. For each
G on the geodesic G4 with G ≤CT a4 ∧ a5, we count the number of leaves of CT whose most recent
ancestor belonging to G4 is G. Thus ca2∧a3 = 2, ca3∧a4 = 1, ca4∧a5 = 4.
Thus νx(S4(x)) = 2× 1 + 1× 2 + 4× 3 + 3 = 19.
• Step 3: comparison of the two results
Both methods yield the same result: νx(S4(x)) = 19.
Corollary 3.4. With the hypotheses and notations from Proposition 3.1, one can write
νx(Si) = ei +
i∑
j=1
qijej ,
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where qij ∈ N, qij =
{
cG(i), if G is comparable to ai ∧ ai+1 and G ∈ Gi, G ≤CT ai ∧ ai+1;
0 else.
The purpose of Corollary 3.4 is to be able to express νx(Si) in function of all the ej , for j = 1, i,
even if some of the ej will have zero coefficient.
Under the notations from Proposition 3.1, we conclude this subsection with a lemma and a
corollary, which we use later, in Subsection 5.
Lemma 3.5. If Px(y) is a monic polynomial such that all its roots ai(x) ∈ A, i = 1, . . . ,m+ 1 are
distinct, then we have
∫ ai+1(x)
ai(x)
Px(t)dt = (−1)m+1−i Si.
Proof. Since Px(y) is a monic polynomial, we know that limy→∞ Px(y) =∞, and we obtain∫ am+1(x)
am(x)
Px(t)dt = −Sm
(namely the rightmost surface is always under the horizontal Oy-axis). By hypothesis, all the roots of
Px(y) are distinct, thus the areas are alternatively above and under the Oy-axis drawn horizontally.
One can conclude that a given area Si is above Oy-axis if and only if m+ 1− i is even and we have∫ ai+1(x)
ai(x)
Px(t)dt = (−1)m+1−i Si. 
Corollary 3.6. If Si :=
∣∣∣∣ ∫ ai+1(x)ai(x) Px(t)dt
∣∣∣∣, then Si is above Oy-axis if and only if m+ 1− i is even.
3.1 Inequalities between areas Si, read on the contact tree Considers the contact tree CT
and two comparable vertices vk and v`. The question is whether the order relation between the two
vertices gives us an order between the corresponding areas Sk and S`.
Proposition 3.7. Let vk := ak ∧ ak+1 and v` := a` ∧ a`+1 denote two comparable vertices of the
contact tree CT . If vk <CT v`, then we have the polynomial inequality Sk + S`.
Before reading the proof of Proposition 3.7, we suggest the following example.
Example 3.8. For the contact tree in Figure 19, we want to compare the coefficients which appear
in the computation of νx(S3), i.e. cai∧ai+1(3) with the coefficients which appear in the computation
of νx(S7), i.e. cai∧ai+1(7). We have the inclusion of geodesics G3 ⊂ G7.
Let us count the number of leaves that exit each vertex, for each geodesics. We find equality in
the case of the common vertices of the two geodesics:
ca1∧a2(3) = ca1∧a2(7) = 1,
ca2∧a3(3) = ca2∧a3(7) = 1.
Starting with the vertex a3 ∧ a4, which is the end on the first geodesic G3, we obtain different
number of leaves which exit the two geodesics:
ca3∧a4(3) = 6 and ca3∧a4(7) = 1.
Moreover, since the vertices a4 ∧ a5, a5 ∧ a6, a6 ∧ a7 and a7 ∧ a8 are not on the geodesic G3, it
follows that:
ca4∧a5(3) = ca5∧a6(3) = ca6∧a7(3) = ca7∧a8(3) = 0.
However, on the rest of the geodesic G7, i.e. on G7 \ G3 we have:
ca4∧a5(7) = 1, ca5∧a6(7) = 1;
Since a6 ∧ a7 /∈ G7 we have ca6∧a7(7) = 0.
Finally, we have ca7∧a8 = 3, wince there are three leaves that exit G7 at the vertex a7 ∧ a8.
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R
a1 ∧ a2
a1
a2 ∧ a3
a2
a3 ∧ a4 a3
a4 ∧ a5 a4
a5 ∧ a6 a5
a7 ∧ a8
a6 ∧ a7
a6
a7
a8
Figure 19. Computing the valuation of S3(x), respectively of S7(x).
Proof. Let us prove Proposition 3.7. By Definition 2.22, since vk <CT v`, we obtain that Gk ⊂ G`.
The main idea is to compare the number of leaves on each vertex of the geodesic to v`. Namely, on
the common geodesic Gk, the number of leaves that exit the geodesic at a vertex different from vk is
the same both in the computation of νx(Sk) and in the computation of νx(S`): for {G ∈ G` | G <CT
ak−1 ∧ ak} we have cG(k) = cG(`). Furthermore, in the case of νx(Sk), the number of leaves that
exit the geodesic at vk (denoted by cak∧ak+1(k)) is the sum of all the leaves that exit the geodesic
G` computed for νx(S`) i.e.
(7)
∑
{G∈G`|ak∧ak+1≤CT G≤CT a`∧a`+1}
cG(`) = cak∧ak+1(k).
Remember Proposition 3.1: if we denote by ek := νx(vk), we have
νx(Sk) = ek +
∑
{G∈Gk|G≤CT ak∧ak+1}
cG(k)νx(G),
where the coefficient cG(k) ∈ N represents the number of leaves of the contact tree CT (A) whose
most recent ancestor belonging to Gk is G.
Similarly, if we denote by e` := νx(v`) we have
νx(S`) = e` +
∑
{G∈G`|G≤CT a`∧a`+1}
cG(`)νx(G),
where the coefficient cG(`) ∈ N represents the number of leaves of the contact tree CT (A), whose
most recent ancestor belonging to G` is G.
By Definition 2.17, since on each geodesic the integers decorating the bifurcation vertices of CT (A)
form a strictly increasing subsequence, we obtain that ek < e`.
Thus
νx(S`) = e` +
∑
{G∈G`|G≤CT a`∧a`+1}
cG(`)νx(G) >
> ek +
∑
{G∈G`|G≤CT ak−1∧ak}
cG(`)νx(G) +
∑
{G∈G`|ak∧ak+1≤CT G≤CT a`∧a`+1}
cG(`)νx(G).
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Since for {G ∈ G` | G <CT ak−1 ∧ ak} we have cG(k) = cG(`) and for {G ∈ G` | ak ∧ ak+1 ≤CT
G ≤CT a` ∧ a`+1}, we have νx(G) > ek, we obtain
νx(S`) > ek +
∑
{G∈G`|G<CT ak−1∧ak}
cG(k)νx(G) +
∑
{G∈G`|ak∧ak+1≤CT G≤CT a`∧a`+1}
cG(`)ek =
= ek +
∑
{G∈G`|G<CT ak−1∧ak}
cG(k)νx(G) + ek
∑
{G∈G`|ak∧ak+1≤CT G≤CT a`∧a`+1}
cG(`).
By formula 7,
∑
{G∈G`|ak∧ak+1≤CT G≤CT a`∧a`+1} cG(`) = cak∧ak+1(k), which implies that
νx(S`) > ek +
∑
{G∈G`|G<CT ak−1∧ak}
cG(k)νx(G) + ekcak∧ak+1(k) =
= ek +
∑
{G∈Gk|G≤CT ak∧ak+1}
cG(k)νx(G) = νx(Sk).

Remark 3.9. By Definition 2.17 and by the initial hypothesis that a1 ≺+ a2 ≺+ . . . ≺+ am+1, if
Vk <CT V`, then one has ek < e`, which is equivalent to δk + δ`. By Proposition 3.7, Sk + S`.
However, if V` and Vk are not comparable, then it may happen that either Sk + S`, or Sk ≺+ S`.
See Example 3.10.
Example 3.10. Let us study the contact tree given in Figure 20 below and let us compute the
valuations of S7, S1 and S3 using Corollary 3.4. We get νx(S7) = 2 · 6 + 2 · 4 + 4 = 24, νx(S1) =
2 ·8+1 ·6+3 ·3+2 ·2+8 = 43 and νx(S3) = 2 ·2+3 ·6+3 = 25. Here the vertices a7∧a8 and a3∧a4
are not comparable. We cannot apply Proposition 3.7. We have e3 = 3 < e7 = 4 thus δ7 ≺+ δ3, i.e.
S3 ≺+ S7. On the other hand, for other two non comparable vertices a7 ∧ a8 and a1 ∧ a2 we have
e7 = 4 < e1 = 8 thus δ1 ≺+ δ7 but we obtain the opposite inequality, namely S1 ≺+ S7.
Figure 20. Illustration for Example 3.10.
Proposition 3.11 below represents one of the main arguments in the proof of our main result,
namely Theorem 5.1.
Proposition 3.11. Let us consider the contact tree CT (A) of the roots ai(x) ∈ A, i = 1, . . . ,m+ 1
of the polynomial Px(y). Suppose that the contact tree is complete plane binary. If i < j and Sk
denotes the unique area corresponding to the bifurcation vertex ai ∧ aj, then
νx (±Si ± Si+1 ± . . .± Sj−1) = νx(Sk) .
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Proof. Let us take ` ∈ {i, . . . , j − 1} such that ` 6= k. By Corollary 2.29, we obtain vk <CT v`. Now
by Proposition 3.7, νx(S`) > νx(Sk). Thus Sk has the minimal valuation in the sum ±Si ± Si+1 ±
. . .± Sj−1. Since the contact tree is binary, this valuation appears only once and we conclude that
νx (±Si ± Si+1 ± · · · ± Sj−1) = νx(Sk). 
4 Separable permutations
While we know that the existence of Morse polynomials with any given snake was proven by
Arnold, the goal of this paper is to give a constructive answer, for a special class of snakes, namely
the separable ones.
Let us first define the separable permutations.
Definition 4.1. [Kit11, page 57] Let pi : {1, . . . ,m} → {1, . . . ,m} and σ : {1, . . . , n} → {1, . . . , n}
be two permutations. Then their direct sum pi ⊕ σ and their skew sum pi 	 σ are defined as
follows:
pi ⊕ σ(i) :=
{
pi(i), i = 1, . . . ,m;
σ(i−m) +m, i = m+ 1, . . . ,m+ n.
pi 	 σ(i) :=
{
pi(i) + n, i = 1, . . . ,m;
σ(i−m), i = m+ 1, . . . ,m+ n.
Example 4.2. Let us consider the following two permutations: pi :=
(
1 2 3 4 5 6
4 6 5 3 1 2
)
and
σ :=
(
1 2 3
1 3 2
)
. Thus by Definition 4.1, we obtain:
pi ⊕ σ =
(
1 2 3 4 5 6 7 8 9
4 6 5 3 1 2 7 9 8
)
pi 	 σ =
(
1 2 3 4 5 6 7 8 9
7 9 8 6 4 5 1 3 2
)
A very useful visual matrix representation of the direct sum (respectively of the skew sum) of pi
and σ can be seen in Figure 21 (respectively in Figure 22) below (inspired from [Kit11, page 4]).
1 2 3 4 5 6
1
2
3
4
5
6
⊕
1 2 3
1
2
3
=
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
Figure 21. The direct sum pi ⊕ σ.
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1 2 3 4 5 6
1
2
3
4
5
6
	
1 2 3
1
2
3
=
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
Figure 22. The skew sum pi 	 σ.
The notion of separable permutation was introduced in [BBL98].
Definition 4.3. [Kit11, page 57] A separable permutation is a permutation that is obtained
by applying several times the ⊕ and 	 operations to the identity permutation of a single element,
denoted by   :=
(
1
1
)
.
See Example 4.8.
Definition 4.4. Given a separable permutation σ, a decomposition of σ consists of a sequence
of operations ⊕ and 	 applied to the identity permutation  , such that the result gives us σ.
Remark 4.5. The ⊕ operation is (individually) associative and the 	 operation is (individually)
associative (see [AHP15, page 2]). Therefore, a separable permutation may have several distinct
decompositions.
For a new characterisation of the set of separable permutations in terms of graphs of univariate
polynomials in the neighbourhood of a common zero and in terms of sub-patterns, the reader should
refer to Étienne Ghys’s recent book [Ghy17, page 27].
Definition 4.6. [Kit11, page 5] An interval is a non-empty sequence of contiguous integers.
Example. For instance, a permutation is an interval.
Recall Definition 2.11 of an end-rooted complete plane binary tree. The following definition of a
binary separating tree associated to a separable permutation follows the one given in [BBL98, page
280].
Definition 4.7. If σ is a separable permutation of {1, 2, . . . ,m + 1}, then a binary separating
tree associated to the separable permutation σ is a complete plane binary tree T such that:
(a) its root is at the top;
(b) its leaves are decorated with σ(1), σ(2),. . . , σ(m+ 1) in this order from left to right;
(c) for every internal vertex v, the leaves (seen as a non-ordred set of numbers, for instance (2 3
1)) of the subtree of v form an interval, which we call the interval of the node v;
(d) let us denote by vleft and by vright the left child and the right child of the node v, respectively;
the internal vertices of T are decorated with ⊕ or 	 as follows:
-if all the numbers of the interval of vleft are smaller than all the numbers of the interval
of vright, then v is a positive vertex and is decorated with the ⊕ sign;
-if all the numbers of the interval of vleft are bigger than all the numbers of the interval
of vright, then v is a negative vertex and is decorated with the 	 sign.
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4 Separable permutations
To obtain a separating tree, one should follow step by step a decomposition in direct sums and skew
sums of a separable permutation.
Remark. To a separable permutation one may associate several binary separating trees: see Ex-
ample 4.8. This is due to the associativity mentioned in Remark 4.5.
Example 4.8. An example of a separable permutation is σ :=
(
1 2 3 4 5 6 7
6 7 4 5 1 3 2
)
. Two possi-
ble ways in which σ can be decomposed by repeatedly applying the ⊕ and 	 operations are presented
in Figure 23 and in Figure 24 . The algorithm from Definition 4.7 gives us two binary separating trees
of σ. The non-unicity of the decompositions of a separable permutation is due to the associativity
of the operation ⊕ and of the associativity of the operation 	.
1 2 3 4 5 6 7
1
2
3
4
5
6
7
1 2
1
2
1
1
1
1
1 2 3 4 5
1
2
3
4
5
1 2
1
2
1
1
1
1
1 2 3
1
2
3
1
1
1 2
1
2
1
1
1
1
	
⊕ 	
⊕ ⊕
	
6 7
4 5
1
3 2
Figure 23. One possible decomposition: σ = ( ⊕ )	 (( ⊕ )	 ( ⊕ ( 	 ))).
1 2 3 4 5 6 7
1
2
3
4
5
6
7
1 2 3 4
1
2
3
4
1 2
1
2
1
1
1
1
1 2
1
2
1
1
1
1
1 2 3
1
2
3
1
1
1 2
1
2
1
1
1
1
	
	
⊕ ⊕
⊕
	
6 7 4 5
1
3 2
Figure 24. Another possible decomposition: σ = (( ⊕ )	 ( ⊕ ))	 ( ⊕ ( 	 )).
Remark. [BR06, page 3] If one also considers non-binary separating trees, then each separable
permutation possesses a unique contracted tree, obtained from any of its binary separating trees by
contracting all edges between vertices decorated with the same sign (see Figure 25). This is again
due to the associativity properties of ⊕, respectively 	, operations. We shall not go into further
details, since our interest are the binary trees associated to separable permutations. See [AHP15,
page 4].
Example 4.9. Let us consider the same separable permutation σ :=
(
1 2 3 4 5 6 7
6 7 4 5 1 3 2
)
from
Example 4.8. Thanks to the associativity of the 	 operation, we can contract any of its two binary
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separating trees (see Figure 23 and Figure 24) in a non-binary contracted tree (in Figure 25). This
can be repeated every time a parent and its child have the same sign (here, 	).
1 2 3 4 5 6 7
1
2
3
4
5
6
7
1 2
1
2
1
1
1
1
1 2
1
2
1
1
1
1
1 2 3
1
2
3
1
1
1 2
1
2
1
1
1
1
	 	
⊕ ⊕ ⊕
	6 7 4 5 1
3 2
Figure 25. The associativity of 	 gives us σ = ( ⊕ )	 ( ⊕ )	 ( ⊕ ( 	 ))
and the unique contracted tree associated to a separable permutation from any of its
binary separating trees.
Remark 4.10. Below we provide a recursive definition of the set of complete plane binary trees
(inspired from [Knu05, page 308]). The first step is the basic one: we specify an initial collection of
elements of the set. The second step is the recursive one: we give a rule to form new elements from
those already known to be in the set.
The advantage of using the recursion for this definition lies in the fact that we will use structural
induction (see [Sha]) for the proof of Proposition 4.14.
The set of complete plane binary trees is defined recursively as follows:
(a) the tree consisting of a single vertex is a complete plane binary tree whose root is itself.
(b) if T1 and T2 are disjoint complete plane binary trees whose roots are R1 and R2 respectively,
let us denote by T the tree consisting of a root R with edges connecting R to the roots R1
and R2 such that T1 is the left subtree and T2 is the right subtree. Then T is also a complete
plane binary tree.
By Definition 4.3, the separable permutations have a recursive structure. We give now a recursive
definition (see Remark 4.10) of these binary decompositions that are obtained by applying several
times the ⊕ and 	 operations.
Definition 4.11. The set of binary decompositions is defined recursively as follows:
(a) the trivial permutation   :=
(
1
1
)
is itself a binary decomposition;
(b) if d1 and d2 are two binary decompositions, then the direct sum d1 ⊕ d2 and the skew sum
d1 	 d2 are both binary decompositions.
The above recursive definition will play an important role in establishing a bijection between the
set of all the binary decompositions of a separable permutation σ and the set of all the binary sepa-
rating trees associated to σ (recall the recursive Definition 2.10 and Definition 4.7), as Proposition
4.14 shows.
Notation 4.12. If T1 and T2 are two complete plane binary trees, then by T1 ⊕ T2 (respectively
T1 	 T2) we denote the new complete plane binary tree obtained by creating a new vertex decorated
with the sign ⊕ (respectively 	) such that its left subtree is T1 and its right subtree is T2.
A reformulation of Definition 4.3 is the following:
Proposition 4.13. [BBL98, page 280] A permutation σ is separable if and only if there exists a
binary tree that is a separating tree associated to σ.
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4 Separable permutations
Proposition 4.14. There is a bijection between the set of all the binary decompositions of a separable
permutation σ and the set of all the binary separating trees associated to σ.
Proof. We give an inductive proof that follows the structure of the recursively defined sets (see
Definition 2.10 and Definition 4.11). The proof has two parts: (a), where we show that the propo-
sition holds for all the minimal structures of the set, and (b) where we prove that if it holds for the
immediate substructures of a certain structure S then it must hold for S too.
(a) First let us show by structural induction that to every binary decomposition one can associate
a unique binary separating tree.
- to the trivial permutation one can associate uniquely the tree with one vertex;
- if d1 and d2 are two binary decompositions which have each a uniquely associated binary
separating tree T1 and T2 respectively, then to d1⊕d2 (respectively d1	d2) we shall associate
the unique binary separating tree T1 ⊕ T2 (respectively T1 	 T2).
(b) A similar structural recursive proof can be given to show that to each binary separating tree
one can associate a unique binary decomposition.

Remark. Given a complete plane binary tree such that all its vertices, except from the leaves are
decorated with ⊕ or 	 sign, we can construct the unique separable permutation corresponding to
it, by using Proposition 4.14 to obtain the decomposition of the permutation.
In other words, one can see any binary decomposition of a separable permutation σ as a complete
plane binary tree which is in fact one of the binary separating trees of σ. In addition, if the binary
decomposition has m signs, then the tree has m internal nodes and m+ 1 leaves.
Example 4.15. An example which illustrates the bijection from Proposition 4.14 is shown in Figure
23 and Figure 24.
We have now a Corollary of Proposition 4.13, as follows:
Corollary 4.16. A permutation σ is separable if and only if σ has a binary separating decomposi-
tion.
We conclude by emphasizing the fact that there is a bijective correspondence between the signs in
a binary decomposition of σ and the internal vertices of the corresponding binary separating trees
associated to σ. In addition, the internal vertices are not only decorated with the corresponding
signs ⊕ or 	, but they also correspond to a certain matrix as one can see in the following definition.
Definition 4.17. Let us consider a separable permutation σ and one of its binary separating trees,
say T (σ). Let us suppose that i < j. We denote by σ(i) ∧ σ(j) the internal vertex of T (σ) where
the geodesics from the root to the leaves σ(i) and σ(j) separate.
Definition 4.18. Let us consider a separable permutation σ. Let us denote by mat(σ(i)∧σ(j)) the
minimal submatrix of σ that contains σ(i) and σ(j).
In order to understand better the notion of minimal submatrix of a permutation, the reader is
invited to read Example 4.19.
Example 4.19. If σ :=
(
1 2 3 4 5 6 7
6 7 4 5 1 3 2
)
, see Figure 26 (in red) the matrix mat(σ(1)∧σ(4)) =(
1 2 3 4
3 4 1 2
)
, which represents the minimal submatrix of σ that contains both σ(1) = 6 and
σ(4) = 5. In addition, we have sign(σ(1) ∧ σ(4)) = 	. Note that σ(1) > σ(4), i.e. 6 > 5.
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1 2 3 4 5 6 7
1
2
3
4
5
6
7
1 2 3 4
1
2
3
4
1 2
1
2
1
1
1
1
1 2
1
2
1
1
1
1
1 2 3
1
2
3
1
1
1 2
1
2
1
1
1
1
	
	
⊕ ⊕
⊕
	
σ(1) = 6 7 4 σ(4) = 5
1
3 2
Figure 26. The matrix (in red) of σ(1) ∧ σ(4) (in red) and the sign 	 of its corre-
sponding vertex in the separating tree of σ.
Proposition 4.20. Let us consider a separable permutation σ and one of its binary separating trees,
say T (σ). Let us suppose that i < j. If one denotes by σ(i)∧ σ(j) the internal vertex of T (σ) where
the geodesics from the root to the leaves σ(i) and σ(j) separate, then
σ(i) < σ(j)⇔ sign(σ(i) ∧ σ(j)) = ⊕
and
σ(i) > σ(j)⇔ sign(σ(i) ∧ σ(j)) = 	.
Proof. We have sign(σ(i) ∧ σ(j)) = ⊕ (respectively sign(σ(i) ∧ σ(j)) = 	) if and only if we can
decompose the submatrix mat(σ(i) ∧ σ(j)) = m1 ⊕m2 (respectively mat(σ(i) ∧ σ(j)) = m1 	m2)
such thatm1 contains σ(i) andm2 contains σ(j). Now by Definition 4.1, mat(σ(i)∧σ(j)) = m1⊕m2
if and only if σ(i) < σ(j) (respectively mat(σ(i) ∧ σ(j)) = m1 	m2 if and only if σ(i) > σ(j)). 
5 Realising any given separable snake as an Arnold snake
We are now ready to prove the main result of this paper:
Theorem 5.1. Consider m ∈ N and fix a separable (m + 1)-snake σ : {1, 2, . . . ,m + 1} →
{1, 2, . . . ,m+ 1} such that σ(m) > σ(m+ 1). Choose the polynomials ai(x) ∈ R[x] such that their
contact tree is one of the binary separating trees of σ and construct a polynomial Qx(y) ∈ R[x][y],
Qx(y) :=
∫ y
0
n∏
i=1
(
t− ai(x)
)
dt.
Then for sufficiently small x > 0, Qx(y) is (m + 2)-Morse (see Definition 1.6) and the Arnold
snake associated to Qx(y) is the given snake σ.
Note that effective constructions of (counter-)examples of families of (multivariate) polynomials
with certain properties is a subject of interest in the study of the geometry and topology of real
algebraic varieties: see for instance results from Bodin ([Bod02]), Brugallé [BM12], Itenberg ([IV96]),
Sturmfels ([Stu+17]), Viro ([Vir89]).
Before the proof of Theorem 5.1, let us prove some useful lemmas.
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Lemma 5.2. Let σ : {1, 2, . . . ,m + 1} → {1, 2, . . . ,m + 1} be a separable permutation. A binary
decomposition of σ has alternating signs ⊕ and 	 if and only if σ is an (m+1)-snake (see Definition
1.2).
Proof. By Definition 4.1 and Definition 4.3, if there are two signs ⊕ (respectively two signs 	) that
appear consecutively in the binary decomposition, then σ is not a snake. Reversely, if σ is not a snake,
then it has three leaves such that σ(i) < σ(i+ 1) < σ(i+ 2) (respectively σ(i) > σ(i+ 1) > σ(i+ 2))
and this implies the existence of two signs ⊕ (respectively two signs 	) that appear consecutively
in the binary decomposition. 
Corollary 5.3. Let σ : {1, 2, . . . ,m+ 1} → {1, 2, . . . ,m+ 1} be a separable snake such that σ(m) >
σ(m+1). Then any binary decomposition of σ has alternating signs ⊕ and 	 such that the rightmost
sign is 	.
Lemma 5.4. Let K+ be an end-rooted complete plane binary tree, which has m + 1 leaves. Then
there exist m + 1 polynomials with real coefficients ai(x) ∈ R[x], for i = 1, . . . ,m + 1, such that
ai(0) = 0 for i = 1, . . . ,m + 1 and K+ = CT (a1(x), . . . , am+1(x)), where CT (a1(x), . . . , am+1(x))
represents the contact tree of the polynomials ai.
The result of Lemma 5.4 is already mentioned in [Ghy17, page 29]. Let us provide a constructive
proof.
Proof. Construct the polynomials ai(x) ∈ R[x] as follows: decorate each internal vertex, i.e. bifur-
cation vertex, with a positive integer number such that the sequence of integer numbers is strictly
increasing on each geodesic from the root towards any leaf. The root is decorated with 0. In other
words: by taking into account the fact that on each geodesic starting from the root the valuations
of the monomials in x are increasing, we can assign to each vertex a valuation, say ν(v) := p ∈ N
(the root is assigned the 0 valuation); since K+ is an end-rooted complete plane binary tree by
hypothesis, each internal vertex v of K+ has exactly two children. Each of the two children of v is
connected to v by an edge. Since K+ is embedded in the real plane, one can decide which is the first
child and which is the second child of v, by the induced orientation of R2. Now let us label the edge
connecting v to its first child with the coefficient cfirst(v) := 0 (obtaining thus the monomial 0×xp).
Similarly, let us label the edge connecting v to its second child with the coefficient csecond(v) := 1
(obtaining thus the monomial 1× xp). The unique edge starting from the root will have coefficient
0. Now for each leaf ai(x) we add the monomials on the geodesic Gi from the root to ai(x), thus
obtaining ai(x) =
∑
v∈Gi c∗(v)x
ν(v), where ∗ is either first or second, depending on the geodesic we
are following. 
Remark. The condition ai(0) = 0 for i = 1, . . . ,m+ 1 is realisable since by hypothesis the tree K+
is an end-rooted complete plane binary tree.
Example 5.5. Given the end-rooted complete plane binary tree K+ with 5 leaves like in Figure 27,
one can construct the following polynomials ai(x), i = 1, . . . , 5 such that they realise K+ as their
contact tree: a1(x) := 0, a2(x) := x3, a3(x) =: x2, a4(x) := x2 + x5 and a5(x) := x2 + x5 + x6.
28
xy
O x2
a1 G1
x3
a2
a3
x5
x6
a4
a5
0 0 0
11
1
1
0
0
Figure 27. Our choice of polynomials realising a given end-rooted complete plane
binary tree as their contact tree.
Proof. Let us prove now Theorem 5.1.
There are several steps. First, given a separable (m + 1)-snake σ : {1, 2, . . . ,m + 1} →
{1, 2, . . . ,m + 1} such that σ(m) > σ(m + 1), we construct one of its binary decomposition
trees, denoted by K+. By Definition 4.7, the leaves of K+ are in a bijective relation with
{σ(1), . . . , σ(m + 1)}. By Lemma 5.4 we can choose real polynomials a1(x), . . . , am+1(x) such
that (after adding an extra root to K+, thus transforming it into an end-rooted complete plane
binary tree) we have K+ = CT (a1(x), . . . , am+1(x)). By the construction of the contact tree, the
polynomials are in bijective correspondence with the leaves of the contact tree. In this proof, by
abuse of language, if a leaf corresponds to the label σ(i) we will sometimes label it with ai(x), for
any i ∈ {1, . . . ,m+ 1}. Since K+ is an embedded tree which represents both a contact tree and a
binary separating tree of σ, this double labelling of the leaves will enable us to identify in the tree
the vertices as follows: ai∧aj ≡ σ(i)∧σ(j). Furthermore, we define the one real variable polyno-
mials Px(y), Qx(y) ∈ R[x][y], Px(y) :=
∏m+1
i=1
(
y − ai(x)
)
and then Qx(y) := (m + 2)
∫ y
0 Px(t)dt.
Denote by ci(x) the critical values of Qx(y). Finally, we prove that for a sufficiently small x > 0,
this construction gives us the desired equivalence ci(x) > cj(x) if and only if σ(i) > σ(j).
• Step 1: By hypothesis, σ is separable, thus by Proposition 4.13 σ has at least one binary
decomposition. By Proposition 4.14, the binary decomposition corresponds to a binary separating
tree. Let us denote this tree byK+. Now, we obtainedK+, a complete plane binary tree. In addition,
since σ is also an (m+1)-snake σ : {1, 2, . . . ,m+1} → {1, 2, . . . ,m+1} such that σ(m) > σ(m+1),
by Lemma 5.2 and by Corollary 5.3 we know that the signs of the internal vertices of K+ alternate
and that the rightmost internal vertex is decorated with the 	 sign (see Example 5.6).
• Step 2: After adding an extra root to K+, thus transforming it into an end-rooted complete
plane binary tree, let us now apply Lemma 5.4 and construct a set of polynomials ai(x) ∈ R[x] that
realise this tree as their contact tree, namely such that K+ = CT (a1(x), . . . , am+1(x)).
• Step 3: Define the unitary polynomial Px(y) ∈ R[x][y], of degree m+ 1 in the variable y such
that the polynomials ai(x) constructed above are the simple real roots of Px(y):
Px(y) :=
m+1∏
i=1
(
y − ai(x)
)
.
Denote by
Si(x) :=
∣∣∣∣ ∫ ai+1(x)
ai(x)
Px(t)dt
∣∣∣∣.
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By Corollary 3.6, we have that the area Sm is situated below the Ox-axis and then the positions
of the areas alternate above and below. In other words, we say that an area Si is situated below
(respectively above) the Ox-axis when the integral
∫ ai+1(x)
ai(x)
Px(t)dt is negative (respectively positive),
thus we associate the minus (respectively plus) sign to the area Si.
Similarly, the reader should remember that the signs of a binary decomposition of the separable
snake σ are alternating and ending with 	. Therefore we obtain
sign(σ(i) ∧ σ(i+ 1)) = 	 ⇔
∫ ai+1(x)
ai(x)
Px(y)dy < 0
and
sign(σ(i) ∧ σ(i+ 1)) = ⊕ ⇔
∫ ai+1(x)
ai(x)
Px(y)dy > 0.
• Step 4: Furthermore, denote by
Qx(y) := (m+ 2)
∫ y
0
Px(t)dt,
the unitary polynomial in R[x][y] such that ∂Qx(y)∂y = (m + 2)Px(y), Qx(0) = 0. Therefore, the
critical points of Qx(y) are the roots of Px(y), i.e. the polynomials ai(x), for i = 1, . . . ,m+ 1. The
critical values of Qx(y) are thus
ci(x) := Qx(ai(x)),
for i = 1, . . . ,m+ 1.
• Step 5: Now by using Corollary 3.6, let us compute the difference between two arbitrary critical
values of Qx(y), say
cj(x)−ci(x) = Qx(aj(x))−Qx(ai(x)) = (m+2)
∫ aj(x)
ai(x)
Px(t)dt = (m+2)((−1)m+1−iSi+. . .+(−1)m+1−jSj).
For a better understanding, the reader is invited to see Figure 28 below.
Figure 28. The critical points of Qx(y) are the roots of Px(y) .
By Proposition 3.11, if i < j, we have:
νx (±Si ± Si+1 ± . . .± Sj−1) = νx(Sk),
where Sk denotes the unique area corresponding to the bifurcation vertex ai ∧ aj . Thus for small
enough 0 < x 1, we have: cj(x)−ci(x) > 0 if and only if the area Sk is situated above the Ox-axis,
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that is if and only if sign(σ(i) ∧ σ(j)) = ⊕. By Proposition 4.20, the last equality is equivalent to
σ(j) > σ(i).
• Step 6: The proof is completed: we constructed a polynomial Qx(y) ∈ R[x][y] such that for a
sufficiently small 0 < x  1 the critical values of Qx(y) verify cj(x) > ci(x) ⇔ σ(j) > σ(i), where
σ is the given separable snake. 
Remark. Note that the separability of the snakes is due to the hypothesis we impose on the contact
trees: they are complete and binary.
Example 5.6. Given the separable snake σ :=
(
1 2 3 4 5
4 5 1 3 2
)
, let us construct a real univariate
6-Morse polynomial Qx(y) ∈ R[x][y] such that its associated snake is σ.
Step 1: obtain a binary separating tree of σ, denoted by K+, and its associated binary decom-
position (see Figure 29 below).
1 2 3 4 5
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3
4
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1
2
1
1
1
1
1 2 3
1
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1
1 2
1
2
1
1
1
1
	
⊕ ⊕
	
4 5
1
3 2
Figure 29. A binary separating tree of σ = ( ⊕ )	 ( ⊕ ( 	 )).
Step 2: construct the polynomials ai(x), for i = 1, . . . , 5 such that CT (a1(x), . . . , a5(x)) is the
separating tree K+ of σ. This has already been done for this tree, in Example 5.5: a1(x) = 0,
a2(x) = x
3, a3(x) = x
2, a4(x) = x
2 +x5 and a5(x) = x2 +x5 +x6. For a better vision we just rotate
the embedded separating tree pi/2 counterclockwise.
Steps 3 and 4: For a sufficiently small 0 < x  1, define Px(y) ∈ R[x][y], Px(y) :=
∏5
i=1(y −
ai(x)) (see Figure 30), then Qx(y) := 6
∫ y
0 Px(t)dt (see Figure 31). The critical points of Qx(y) are
the roots of Px(y).
Step 5: Let us denote by ci(x) := Qx(ai(x)) the i-th critical value of Qx(y). We have cj(x) >
ci(x)⇔ σ(j) > σ(i).
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⊕
a1 a2
⊕
a3 	
a4 a5
Figure 30. The graph of Px(y) for 0 < x  1 small enough: the 5 roots of the
polynomial Px(y) are in bijective correspondance with the leaves of the binary decom-
position tree of the given separable snake σ; any sign decorating an internal vertex of
the tree corresponds with the position of the respective area Si (⊕ for an area above
Ox, respectively 	 for an area below Ox).
Figure 31. The graph of Qx(y) for 0 < x 1 small enough.
1 2 3 4 5
1
2
3
4
5
Figure 32. The Arnold snake σ associated to Qx(y).
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