In this paper the authors address likelihood ratio statistics used to test simultaneously conditions on mean vectors and patterns on covariance matrices. Tests for conditions on mean vectors, assuming or not, a given structure for the covariance matrix, are quite common, since they may be easily implemented. But, on the other hand, the practical use of simultaneous tests for conditions on the mean vectors and a given pattern for the covariance matrix, is usually hindered by the non-manageability of the expressions for their exact distribution functions. The authors show the importance of being able to adequately factorize the c.f. of the logarithm of likelihood ratio statistics in order to obtain sharp and highly manageable nearexact distributions, or even the exact distribution in a highly manageable form. The tests considered are the simultaneous tests of equality or nullity of means and circularity, compound symmetry or sphericity of the covariance matrix. Numerical studies show the high accuracy of the near-exact distributions and their adequacy for cases with very small samples and/or large number of variables. The exact and near-exact quantiles computed show how the common chi-square asymptotic approximation is highly inadequate for situations with small samples or large number of variables.
Introduction
Testing conditions on mean vectors is a common procedure in multivariate statistics. Often a given structure is assumed for the covariance matrix, without testing it, or otherwise this test to the covariance structure is carried out apart. This is often due to the fact that the exact distribution of the test statistics used to test simultaneously conditions on mean vectors and patterns on covariance matrices is too elaborate to be used in practice. The authors show how this problem may be overcome with the development of very sharp and manageable near-exact distributions for the test statistics. These distributions may be obtained from adequate factorizations of the characteristic function (c.f.) of the logarithm of the likelihood ratio (l.r.) statistics used for these tests.
The conditions tested on mean vectors are • the equality of all the means in the mean vector • the nullity of all the means in the mean vector and the patterns tested on covariance matrices are
• circularity • compound symmetry • sphericity.
Let X = [X 1 , . . . , X p ] be a random vector with V ar(X) = Σ c . The covariance matrix Σ c is said to be circular, or circulant, if Σ c = [σ ij ] , i, j = 1, ..., p, with σ ii = V ar(X i ) = σ 2 0 , σ i,i+k = σ i+k,i = Cov(X i , X i+k ) = σ 2 0 ρ k , where ρ k = ρ p−k = Corr (X i , X i+k ), for i = 1, ..., p ; k = 1, ..., p − i.
For example, for p = 6 and p = 7 we have
1 ρ 1 ρ 2 ρ 3 ρ 3 ρ 2 ρ 1 ρ 1 1 ρ 1 ρ 2 ρ 3 ρ 3 ρ 2 ρ 2 ρ 1 1 ρ 1 ρ 2 ρ 3 ρ 3 ρ 3 ρ 2 ρ 1 1 ρ 1 ρ 2 ρ 3 ρ 3 ρ 3 ρ 2 ρ 1 1 ρ 1 ρ 2 ρ 2 ρ 3 ρ 3 ρ 2 ρ 1 1 ρ 1 ρ 1 ρ 2 ρ 3 ρ 3 ρ 2 ρ 1 1
Besides the almost obvious area of times series analysis, there is a wealth of other areas and research fields where circular or circulant matrices arise, such as statistical signal processing, information theory and cryptography, biological sciences, psychometry, quality control, signal detection, as well as spatial statistics and engineering, when observations are made on the vertices of a regular polygon.
We say that a positive-definite p×p covariance matrix Σ cs is compound symmetric if we can write Σ cs = bE pp + (a − b)I p = aI p + b(E pp − I p ) , with − a/(p − 1) < b < a .
For example, for p = 4 we have If in (1) , b = 0, we say that the matrix is spheric. The l.r. tests for equality and nullity of means, assuming circularity and the l.r. tests for the simultaneous test of equality or nullity of means and circularity of the covariance matrix were developed by [1] , while the test for equality of means, assuming compound symmetry and the test for equality of means and compound symmetry was formulated by [2] and the test for nullity of the means, assuming compound symmetry and the simultaneous test for nullity of the means and compound symmetry of the covariance matrix was worked out by [3] . The exact distribution for the l.r. test statistic for the simultaneous test of equality of means and circularity of the covariance matrix was obtained in [6] and is briefly referred to in Section 2, for the sake of completeness, while near-exact distributions for the l.r. test statistic for the simultaneous test of nullity of the means and circularity of the covariance matrix are developed in section 3. Near-exact distributions for the l.r. test statistics for the simultaneous test of equality and nullity of the means and compound symmetry of the covariance matrix are developed in sections 4 and 5, using a different approach from the one used in section 3. The l.r. statistics for the tests of equality and nullity of all means, assuming sphericity of the covariance matrix may be analyzed in Appendix C and the l.r. statistics for the simultaneous tests of equality and nullity of all means and sphericity, together with the development of near-exact distributions for these statistics, may be examined in Sections 6 and 7.
Since, as referred above, the exact distributions for the statistics for the simultaneous tests of conditions on means vectors and patterns of covariance matrices are too elaborate to be used in practice, the authors propose in this paper the use of near-exact distributions for these statistics. These are asymptotic distributions which are built using a different concept in approximating distributions which combines an adequately developed decomposition of the c.f. of the statistic or of its logarithm, most often a factorization, with the action of keeping then most of this c.f. unchanged, and replacing the remaining smaller part by an adequate asymptotic approximation [4, 5] . All this is done in order to obtain a manageable and very well-fitting approximation, which may be used to compute near-exact quantiles or p-values. These distributions are much useful in situations where it is not possible to obtain the exact distribution in a manageable form and the common asymptotic distributions do not display the necessary precision. Near-exact distributions show very good performances for very small samples, and when correctly developed for statistics used in Multivariate Analysis, near-exact distributions display a sharp asymptotic behavior both for increasing sample sizes as well as for increasing number of variables.
In sections 3-7, near-exact distributions are obtained using different techniques and results, according to the structure of the exact distribution of the statistic.
In order to study, in each case, the proximity between the near-exact distributions developed and the exact distribution, we will use the measure
with max
The likelihood ratio test for the simultaneous test of equality of means and the circularity of the covariance matrix
Then, for a sample of size n, the (2/n)-th power of the l.r. statistic to test the null hypothesis
where m = p/2 , A is the maximum likelihood estimator (m.l.e.) of Σ, V = nU AU where U is the matrix with running element with Y = [y j ] = √ n XU , where X is the vector of sample means. This test statistic was derived by [1, sec. 5.2] , where the expression for the l.r. test statistic has to be slightly corrected.
According to [1] ,
where
are a set of p − 1 independent r.v.'s. From this fact we may write the c.f. of
− 1 degrees of freedom. Although this is a valid approximation for large sample sizes, in practical terms this approximation is somewhat useless given the fact that it gives quantiles that are much lower than the exact ones, as it may be seen from the quantiles in Table 1 , namely for small samples or when the number of variables involved is somewhat large. From the values in Table 1 we may see that even for quite large sample sizes and rather small number of variables as in the case of p = 10 and n = 460, the asymptotic chi-square quantile does not even match the units digit of the exact quantile, a difference that gets even larger as the number of variables increases. The chi-square asymptotic quantiles are always smaller than the exact ones, its use leading to an excessive number of rejections of the null hypotheses, problem that becomes a grievous one when we use smaller samples or larger numbers of variables.
3 The likelihood ratio test for the simultaneous test of nullity of means and the circularity of the covariance matrix
For a sample of size n, the (2/n)-th power of the l.r. test statistic to test the null hypothesis
where m, v j and w j , as well as the matrices A and V , are defined as in the previous section. According to [1] ,
are a set of p independent r.v.'s. Taking W 2 = − log Λ 2 and following similar steps to the ones used in [6] to handle the c.f. of W 1 , we may write the c.f. of W 2 as
, for r j given by (7) . This shows that the exact distribution of W 2 is the same as that of the sum of a GIG distribution of depth p with an independent Logbeta((n − 1)/2, 1/2) distributed r.v..
But then, using the result in expression (3) of [8] we know that we can replace asymptotically a Logbeta(a, b) distribution by an infinite mixture of Γ b − 2j, a + b−1 2 distributions (j = 0, 1, . . . ), for large values of a. This means that we can replace, asymptotically
.
As such, in order to obtain a very sharp and manageable near-exact distribution for W 2 we will use as near exact c.f. for W 2
where the weights π j , j = 0, . . . , m − 1, will be determined in such a way that
is the c.f. of a mixture of m + 1 Generalized Near-Integer Gamma (GNIG) distributions of depth p + 1 (see [4] for the GNIG distribution).
As such, using the notation for the p.d.f. and c.d.f. of the GNIG distribution used in section 3 of [5] , the near-exact p.d.f.'s and c.d.f.'s for W 2 = − log Λ 2 and Λ 2 are
with r 1 , . . . , r p given by (7) .
In Table 2 we may analyze values of the measure ∆ in (2) for the near-exact distributions developed in this section, for different values of p and different sample sizes. We may see how these near-exact distributions display very low values of the measure ∆, indicating an extremely good proximity to the exact distribution, even for very small sample sizes, and how they display a sharp asymptotic behavior for increasing values of p and n. 
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In Table 3 we may analyze the asymptotic quantiles for nW 2 for the common chi-square asymptotic approximation for l.r. statistics, here with
degrees of freedom and the quantiles for the nearexact distributions that equate 2, 6 and 10 exact moments. These quantiles are shown with 26 decimal places in order to be possible to identify the number of correct decimal places for the quantiles of the nearexact distributions that match 2 and 6 exact moments. We should note that the quantiles of the near-exact distributions that match 10 exact moments always have much more than 26 decimal places that are correct. Also for the statistic in this section, we may see the lack of precision of the asymptotic chi-square quantiles. 4 The likelihood ratio test for the simultaneous test of equality of means and compound symmetry of the covariance matrix
We are interested in testing the hypothesis
where Σ cs represents a compound symmetric matrix, as defined in (1) . For a sample of size n, the (2/n)-th power of the l.r. test statistic is (see [2] ),
with X being the n×p sample matrix and E nn a matrix of 1's of dimension n×n,
and
Wilks [2] has also shown that
form a set of p − 1 independent r.v.'s.
As such, the h-th moment of Λ 3 may be written as
Since the expression in (14) remains valid for any complex h, we may write the c.f. of
which may be re-written as
Then, we may apply on Φ W3,2 (t) the relation
to obtain
with
Expression (16) shows that the exact distribution of W 3 is the same as that of the sum of a GIG distributed r.v. of depth p with an independent sum of p−2 independent Logbeta n−j
Our aim in building the near-exact distribution will be to keep Φ W3,2 (t) unchanged and approximate asymptotically Φ W3,1 (t).
In order to obtain this asymptotic approximation we will need to use a different approach from the one used in the previous section. We will use the result in sec. 5 of [9] , which implies that a Logbeta(a, b) distribution may be asymptotically replaced by an infinite mixture of Γ(b + j, a) (j = 0, 1, . . . ) distributions.
Using a somewhat heuristic approach, we will thus approximate Φ W3,1 (t) by a mixture of Γ(r + j, λ * ) distributions where
is the sum of the second parameters of the Logbeta r.v.'s in Φ W3,1 (t), and λ * is the common rate parameter in the mixture of two Gamma distributions that matches the first 4 moments of Φ W3,1 (t), that is,
As such, in order to build the near-exact distributions for W 3 we will use as near exact c.f. for W 3
where the weights π j , j = 0, . . . , m − 1, will be determined in such a way that (19) is, for integer r, the c.f. of a mixture of m + 1 GIG distributions of depth p + 1, or, for non-integer r, the c.f. of a mixture of m + 1 GNIG distributions of depth p + 1, with shape parameters r 1 , . . . , r p , r + j (j = 0, . . . , m) and rate parameters
* . This will yield, for non-integer r, near-exact distributions which p.d.f.'s and c.d.f.'s for W 3 = − log Λ 3 and Λ 3 are
with r 1 , . . . , r p given by (17). For integer r we will only have to replace in the above expressions, the GNIG p.d.f. and c.d.f. by the GIG p.d.f. and c.d.f., respectively.
In Table 4 we may analyze values of the measure ∆ in (2) for the near-exact distributions developed in this section, for different values of p and different sample sizes. We may see how these near-exact distributions display, once again, very low values of the measure ∆ even for very small sample sizes, indicating an extremely good proximity to the exact distribution, and how, once again, they display a sharp asymptotic behavior for increasing values of p and n, although for large values of p, namely for p = 50 in Table 4 , one may have to consider larger values of n in order to be able to observe the asymptotic behavior in terms of sample size. The asymptotic quantiles for nW 3 in Table 5 , for the common chi-square asymptotic approximation for l.r. statistics, now with
− 3 degrees of freedom, display again, as in the previous sections, an almost shocking lack of precision, mainly for small sample sizes and/or larger numbers of variables. On the other hand, the near-exact quantiles show a steady evolution towards the exact quantiles for increasing number of exact moments matched, with the quantiles for the near-exact distributions that match 6 exact moments displaying more than 20 correct decimal places, for the larger sample sizes. 
Let us assume now that X ∼ N p (µ, Σ). We are interested in testing the hypothesis
We may write
where H 02|01 : µ = 0, assuming Σ = Σ cs , and H 01 : Σ = Σ cs .
While, for a sample of size n, the (2/n)-th power of the l.r. statistic to test H 02|01 may be shown to be (see Appendix A, for details)
whereâ andb are given by (11) and
where X is the n×p sample matrix, the l.r. test statistic to test H 01 is shown by [2] to be
again withâ andb given by (11) and A given by (10) . The l.r. test to test H 0 in (24) is thus
For a sample of size n, Λ 2|1 , the (2/n)-th power of the l.r. test statistic to test H 02|01 may be shown to be distributed as (see [3] and Appendix A for details) Y 
while [2] shows that the (2/n)-th power of the l.r. statistic to test H 01 is distributed as 
Based on Theorem 5 in [10] , it is then possible to show that the l.r. statistics to test H 01 and H 02|01 are independent, since Λ 1 is independent of (â −b) p−1 (â + (p − 1)b) and Λ 2|1 in built only on this statistic, since
is the same statistic in a constrained subspace. From this fact, we may show that the (2/n)-th power of the l.r. statistic to test H 0 in (24), Λ 4 , is distributed as (see Appendix B for details)
We note that the r.v.'s Y * * j are the same as the r.v.'s Y j in (12) and (13). As such, the c.f. of W 4 = − log Λ 4 may be written as
with r j given by (17). Then, following a similar approach to the one used for W 3 and Λ 3 , in the previous section, we obtain near-exact distributions with a similar structure to those in that section, now with
and with λ * determined as the solution of a system of equations similar to the one in (18), with Φ W3,1 replaced by Φ W4,1 .
This will yield for Λ 4 and W 4 near-exact distributions with p.
d.f.'s and c.d.f.'s given by (20)-(23), now with r given by (34).
We should note that, as it happens with Λ 3 and W 3 , also for W 4 and Λ 4 , r may be either an integer or a half-integer, so that in those cases where r is an integer, the near-exact distributions are mixtures of GIG distributions, while when r is non-integer, they are mixtures of GNIG distributions.
In Table 6 we may analyze values of the measure ∆ in (2) for the near-exact distributions developed in this section, for different values of p and different sample sizes. We may see how these near-exact distributions display similar properties to those of the near-exact distributions developed for Λ 3 in the previous section. 
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In Table 7 are made available the asymptotic chi-square quantiles for the common chi-square asymptotic approximation for l.r. statistics, now with
− 2 degrees of freedom, as well as the near-exact quantiles for nW 4 . Similar conclusions to those drawn in the previous sections, apply here. 
where, for a sample of size n, the (2/n)-th power of the l.r. statistic to test H 02|01 , versus an alternative hypothesis that assumes sphericity for the covariance matrix and no structure for the mean vector, may be shown to be (see Appendix C for details)
where A is the matrix in (10) and
We have
where X = [X ij ] (i = 1, . . . , n; j = 1, . . . , p) is the sample matrix and
In (38), from standard theory on normal r.v.'s, since X ij ∼ N (µ j , σ 2 ), independent for i = 1, . . . , n,
and, since, under H 02|01 , we have
Thus, since the r.v.'s in (39) are independent for j = 1, . . . , p,
while, from (40),
Since A * and B * are independent, given that A * is independent of all X j (j = 1, . . . , p) and B * is defined only from the X j , then
From [12, 5] and [11, sec. 10.7] , the (2/n)-th power of the l.r. statistic to test H 01 in (35), is given by
with (see [5] )
where, for j = 2, . . . , p,
are a set of p − 1 independent r.v.'s. The (2/n)-th power of the l.r. statistic to test H 0 in (35) is thus
where, from Theorem 5 in [10] , we may assure the independence between Λ 2|1 and Λ 1 , and as such say that
where all r.v.'s are independent, Y j being the r.v.'s in (43) and Y * is a r.v. with the same distribution as Λ 2|1 in (42).
Let us take W 5 = − log Λ 5 , W 2 = − log Λ 2|1 and W 1 = − log Λ 1 . Then we will have
where, using (15), we may write, for odd p,
and, for even p, following similar steps,
Taking for Φ W1 (t) the expression for Φ W3 (t) in (A.6) in [5] , we may write
where k * = p/2 ,
Then, following a similar approach to the one used for W 3 and Λ 3 , in section 4, we obtain near-exact distributions with a somewhat similar structure to those in that section, now with
and with λ * determined as the solution of a system of equations similar to the one in (18), with Φ W3,1 replaced by Φ W5,1 .
This will yield for W 5 near-exact distributions which are mixtures of m + 1 GIG or GNIG distributions, according to the fact that r is an integer or a non-integer, of depth p+ , r 1 , . . . , r p , r + j;
, r 1 , . . . , r p , r + j; , r 1 , . . . , r p , r + j;
, r 1 , . . . , r p , r + j;
We should note that, as it happens with Λ 3 and W 3 , also for W 5 and Λ 5 , r may be either an integer or a half-integer, so that in those cases where r is an integer, the near-exact distributions are mixtures of GIG distributions, while when r is non-integer, they are mixtures of GNIG distributions.
In Table 8 are displayed the values of the measure ∆ in (2) for the near-exact distributions developed for W 5 and Λ 5 and in Table 9 we may find the chi-square asymptotic quantiles for nW 5 , based on a chi-square distribution with
− 2 degrees of freedom and the quantiles for the near-exact distributions with m = 2, 6 and 10. Similar conclusions to those drawn for the asymptotic and near-exact distributions for the l.r. statistics in the previous sections also apply here. Table 8 where all r.v.'s are independent, Y j being the r.v.'s in (43) and Y * is a r.v. with the same distribution as Λ 2|1 in (56).
Then, if we take W 6 = − log Λ 6 , W 2 = − log Λ 2|1 and W 1 = − log Λ 1 , we may write
where, using (15), we may write, for even p,
while for odd p, we may write,
Following then a similar procedure to the one used in the previous section, in order to build near-exact distributions for W 6 and Λ 6 , we take for Φ W1 (t) the expression for Φ W3 (t) in (A.6) in [5] , and write
where k * = p/2 , and the r j are defined in (45). Then, we may obtain near-exact distributions for W 6 and Λ 6 , with a similar structure to those in the previous section, now with
with λ * determined as the solution of a system of equations similar to the one in (18), with Φ W3,1 replaced by Φ W6,1 . In Tables 10 and 11 are displayed the values of the measure ∆ in (2) for the near-exact distributions developed for W 6 and Λ 6 and the chi-square asymptotic quantiles for nW 6 , based on a chi-square distribution with
− 1 degrees of freedom, together with the quantiles for the near-exact distributions with m = 2, 6 and 10. In these tables we may observe the same developments discovered in previous sections. Although in Table 10 we may observe a slight increase in the values of the measure ∆ when we go from p = 10 to p = 15, as well as when we compare the near-exact distributions that match only 2 exact moments for p = 10 and p = 25, the near-exact distributions developed end up having a sharp asymptotic behavior for increasing p, which is clearly visible when we compare the values of ∆ for p = 50 with those for any other p.
Conclusions
The near-exact approximations developed in this paper allow the practical and precise implementation of simultaneous tests on conditions on mean vectors and of patterns on covariance matrices. These approximations are based on mixtures of Generalized Near-Integer Gamma or Generalized Integer Gamma distributions which are highly manageable and for which there are computational modules available in the internet: https://sites.google.com/site/nearexactdistributions/home . Numerical studies show the quality and accuracy of near-exact distributions developed, contrary to what happens, for example, with usual chisquare approximation. A natural extension of this work will be to develop approximations that will allow the implementation of simultaneous tests on the equality or nullity of several mean vectors and on the equality of the corresponding covariance matrices to a given matrix which may have a specific structure. The l.r. statistic to test the null hypotheses
H 1 : Σ = Σ cs (and any µ)
is the l.r. statistic to test the null hypothesis H 02|01 in (25), which is
where L 0 , the likelihood function under H 0 in (63) above, is, for Σ cs defined as in (1), for which we have
where X is the n×p sample matrix, and L 1 , the likelihood function under H 1 in (63), is
where E n1 is an n×1 vector of 1's.
Since under H 1 we haveâ andb, the m.l.e.'s of a and b given by (11) , and the m.l.e. of Σ cs isΣ cs = 1 n âI p +b(E pp − I p ) , so that
where A = X − E n1 X X − E n1 X is the matrix defined in (10), with X, the vector sample means, which is the m.l.e. of µ.
In (64),
Under H 0 the m.l.e.'s of a and b areâ 0 andb 0 , given by (27), and the m.l.e. of Σ cs isΣ cs(0) =
where A 0 is the matrix defined in (28). Given the definition ofâ 0 andb 0 in (27), following similar steps to the ones used under H 1 , tr[A 0Σcs(0) ] = np, so that finally As such, we have Λ 1 n E nn ) = 1 which yields for A the distribution in (67) and yielding for Λ 2|1 in (26) the distribution stated in section 5, as also stated by Geisser in [3] , but where the expression for the l.r. statistic should be corrected, to be stated as in (66).
B -On the distribution of Λ 4 in (29)
In order to show the distribution of Λ 4 in (29) as mentioned in (32) But then, since both Λ where X ij is the element in the i-th row and j-th column of X, and A is the matrix in (10 
Under the null hypothesis H 02|01 in (69) the m.l.e. of µ iŝ H 12|01 : Σ = σ 2 I p (and no structure for µ) ,
based on a sample of size n. Under H 12|01 in (72) the m.l.e.'s of µ and Σ are the same as those in Appendix C, since this hypothesis is the same as the alternative hypothesis in (69) in Appendix C, and as such, the function L 1 , the maximum of the likelihood function under H 12|01 in (72) is the same as L 1 in (70) in Appendix C.
Under the null hypothesis H 02|01 in (72) the m.l.e. of Σ iŝ
where A 0 is the matrix in (53), so that the maximum of the likelihood function under H 02|01 in (72) is given by a similar function to that in (71), now with A 0 given by (53) andσ , so that its (2/n)-th power is the statistic Λ 2|1 in (52).
