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ABSTRACT 
Intelligent mechatmnics makes it possible to compensate 
for  effects that are dificult to compensate for by construction 
or by linear control, by including some intelligence into the 
system The compensation of state dependent effects, e.g. fric- 
tion, cogging and mass deviation, can be realised by Learning 
FeedForward Control. This method identifies these diszurbing 
effects asfunction of their states and compensates for these, 
before they introduce an error Because the effects are leamt 
asfunction of their states, this method can be used for  non- 
repetitive motions. 
The learning of state dependent effects relies on the update 
signal that is used In previous work, the feedback control sig- 
nal was usedas an error measure between the approximation 
and the true state dependent effect. If the effects introduce 
a signal that contains frequencies near the bandwidth, the 
phase sh@ between this signal and the feedback signal might 
seriously degenerate the performance of the approximation. 
The use of phase correction overcomes this problem This is 
validated by a set of simulations and experiments that shows 
the necessity of the phase corrected scheme. 
1 INTRODUCTION 
The fusion of control engineering and mechanical engi- 
neering results in the mecbatronic approach to system devel- 
opment, in which the system is designed as a whole, and not 
in separate blocks. The performance of the controlled system, 
in terms of the tracking error, can be increased even more by 
including intelligence into the control. Increasing the perfor- 
mance by including intelligence in the control is pursued by 
the field of intelligent mechatronics. Effects that are diffi- 
cult to compensate for by construction or feedback control, 
e.g. friction and cogging, might be compensated for by using 
learning control [6].  
A well known intelligent control scheme for systems that 
have to perform repetitive task> is Iterative Learning Con- 
trol (ILC) [7, 81. This control scheme learns a feed-forward 
signal as a function of the time. Whenever the system starts 
with its task, which is repetitive, the errors that were mea- 
sured during the previous execution of the task, are incorpo- 
rated in the existing feed-forward signal and so fine-tunes the 
feed-forward signal to compensate for these errors. The kind 
of errors that can be compensated for are the errors that oc- 
cur at a predictable moment in time during execution of the 
task. Commonly, these errors originate from state dependent 
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Figure 1 : The classic LFFC-scheme 
effects, because they will introduce the same error each time 
the state is passed. The state dependent effects that induce 
the errors have to be rather smooth if they are to be compen- 
sated for by feedforward, because the calculated feedforward 
signal should compensate for the effect, while this same feed- 
forward signal shall slightly alter the state the plant will pass 
in the next run. If the magnitude of the effect changes con- 
siderably due to the state change induced by the feedforward 
signal, the effect will not be nullified by the calculated feed- 
forward signal. 
A drawback of the ILC-scheme is that it can only be ap- 
plied if the task is repetitive. If, instead of learning a feedfor- 
ward signal as a function of time, the state dependent effects 
are identified as function of their states, the influence these ef- 
fects have on the behaviour of the plant can be compensated 
for, independent of the commanded motion. The learning of 
the effects as function of the states is known as feedback error 
learning [51 and the control configuration is called Learning 
FeedForward Control (LFFC) 19,121. 
The above mentioned references on LFFC use the output of 
the feedback controller as a measure of the error between the 
true state dependent effects and the approximation thereof. 
This might be sensible if the influence of these effects con- 
tains only frequencies well within the bandwidth of the con- 
trolled system, but if this influence contains high frequencies, 
the control signal is not a good representation of the error be- 
tween the approximated and the true state dependent effects. 
The use of this incorrect representee of the approximation er- 
ror might jeopardise the performance and the stability, as dis- 
cussed in [12]. 
In this paper, we will study bow the approximation of the 
state dependent effects can be adapted such that the high fre- 
quency components will not lead to incorrect adaptation. This 
is achieved by using ILC techniques in the calculation of a 
correct error signal. 
To address this problem, first the background on LFFC and 
ILC will be treated in section 2. With the theory used in ILC 
it is possible to correct the phase for the learning signals in 
LFFC and this will be treated in section 3. The method will 
be validated with a set of simulations and experiments in sec- 
tion 4. A conclusion will be drawn in section 5. 
2 BACKGROUND 
Because ILC is a common technique, it will be treated con- 
cisely. For a thorough treatment of ILC, see e.g. [7, 81. The 
pari on LWC will be treated more elaborately. It will be ex- 
plained what the basic idea is, with emphasis on the condi- 
tions under which it will fail. For the interested reader, we 
refer to [Y, 121 and the references therein. 
2.1 Learning Feedfolward Control 
Learning Feedforward Control tries to identify state depen- 
dent effects, and uses this identification to compensate for 
these effects by feedfonvard. Because these effects are identi- 
fied as function of the states, a feedforward signal can be gen- 
erated for arbitrary motions. The LFFC-scheme is depicted in 
figure 1. 
The plant P, with transfer function P(s) ,  is assumed to 
be stable, linear and of the controllable canonical form. The 
(non-linear) state dependent effects, NL, act on the input of 
the plant and are assumed to be bounded and smooth. Com- 
monly encountered effects are friction, cogging and mass de- 
viation. The controller C, with transfer function C(s), is as- 
sumed to be stable. The closed loop system is also assumed 
to be stable. The LFF-block is responsible for generating 
the feedforward signal on basis of the reference signal and 
is adapted on basis of the feedback signal. The signals en- 
countered in this figure are r,  the reference, e the error, d the 
so called disturbance signal. This disturbance signal origi- 
nates from the state dependent effects. U* is the feedforward 
signal, U% the feedback signal, U the total control signal and 
ue the excitation signal to the linear part of the plant. 
The LFF comprises a function approximator that should 
learn the feedfomani signal as a function of the states. This 
feedfonvard signal should contain the negate of the state de- 
pendent effects. Unknown parameters of the plant can be in- 
cluded in the block N L  due to the assumption of the control- 
lable canonical form. By learning ?he negate of the signal d 
asfunction of irs stares, an appmximarion of the block NL is 
found. This can be used to create a feedforward signal that 
should nullify these effects. 
In the literature on LFF, the feedback control signal is com- 
monly used as an approximation of the signal d, because the 
actual signal d cannot be measured. The transfer function 
from the signal d to the feedback signal U* can be calculated, 
omitting the arguments s for notational convenience, as: 
In this calculation it is assumed that the disturbance signal is 
decoupled from the plant. This transfer function from the dis- 
turbance signal d to the feedback output is equal to one in the 
Figure 2: lnstabilily due to phase shlfi 
lower frequency range. However, for higher frequencies this 
transfer function will be smaller in absolute value and there 
will be a phase lag, if the plant and the controller are proper. 
When the phase shift of this transfer function becomes larger 
than YO" and the feedback signal is used as approximation of 
the signal d, it is shown in [I21 that the system will become 
unstable. The instability is due to the phase shift between the 
actual signal d and the approximation of it by the feedback 
signal as illustrated in figure 2. In this figure z denotes some 
state on which the effect depends. The magnitude of the ef- 
fect is given by U. The true relation between the state and 
the magnitude of the effect is given by the solid line. Suppose 
that the state is passed with a constant velocity, the dotted line 
shows the feedback control signal as function of the current 
state with a phase shift larger than 90". From this figure it 
is clear that the phase shifted feedback signal is not a good 
measure of the actual disturbance signal. 
If the feedback signal is (partially) used for the feedforward 
signal in the next run, the sum of the disturbance signal and 
the feedforward signal gives the new excitation signal to the 
input of the linear part of the plant, U,. This is shown in the 
figure with the dashed line. For stable learning, the combma- 
tion of these should be smaller than the original disturbance 
signal, otherwise the excitation signal to the linear pari of the 
plant will be larger as is the case in this example. This growth 
will continue the next iteration if the phase shift is again more 
than 90" and will cause instability. 
2.2 Iterative Learning Control 
When a task has to be performed repeatedly, and the start- 
ing state is the same at each starting time. then the tracking 
error will also be the same for every run, except for ump 
ducible disturbances like noise. Based on the tracking error, a 
feedforward control signal can be calculated that would com- 
pensate for the recorded tracking error. If this control signal is 
applied to the system in the next run, it will nullify the track- 
ing error [7]. This control scheme is depicted in figure 3. In 
this figure uk is the feedforward signal, eh is the error sig- 
nal, r is the reference signal and yk is the output, all at run k. 
These signals are time signal, furthermore, for the reference 
signal it holds that r ( t )  = r ( t  + T) in which T-denotes the 
task execution time. As in figure 1, C is the controller, P is 
the plant and H, are filters. 
It is assumed that the controlled system is stable and that the 
plant is time invariant. Under these conditions, an update 
algorithm can be calculated for the feedforward signal that 
should nullify the error in the next run. The feedfonvard con- 
trol signal for the next run for the scheme depicted in figure 3 
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is given as: 
Uk+1 = HiUk + Hzek. (2) 
The transfer function from the feedforward signal to the error 
is: 
(3) 
Substituting this in the update equation (2), results in: 
P 
e!-+' = -- 
1 +CPU!-+' 
The error will converge if the next error is smaller than or 
equal to the present, which results in [SI: 
Next to the convergence, the asymptotic error is of impor- 
tance. The asymptotic error is shown to be [8]: 
Based on ( 5 )  and (6) the following filters will be used for H,: 
Hi = 1 HZ = ( L 1 - I  1+CP = U-' (7) 
The following should be noted on H2: 
* If U ( s )  contains zeros in the right half plane, then its 
inverse, H z ( s ) ,  will have poles in the right half plane 
and will be unstable. 
* Since P ( s )  is usually proper as well as C(s), U ( s )  is 
proper. Therefore H ~ ( s )  is not proper, resulting in am- 
plification of high frequencies. 
U ( s )  is uncertain, especially for higher frequencies, 
which makes Hz(s)  uncertain. 
The first of these items can be coped with by the Zero 
Phase Error Tracking Control (ZPETC) method of [I I]. This 
method finds a stable inverse of a discrete plant, and com- 
pensates for the phase shift that is induced by the uncancelled 
zeros. The cancelling of the phase is important because this 
causes that the next feedforward control signal will be applied 
at the correct time. This importance is furthermore stretched 
in [3]. The result of the ZF'ETC algorithm on a proper plant 
will result in a transfer function with negative delay. This is 
not a problem for ILC, because the filtering is done off-line. 
The last two problems can be solved by including a low- 
pass filter, Q, in the learning filter. The new update rule be- 
comes: 
uk+l = Q (Hl'Jk + Hzek) ,  (8) 
by which the condition for stability ( 5 )  becomes: 
The inclusion of this low-pass filter is needed to guarantee 
stability, but it degenerates the performance. Fast alterations 
required to compensate for the state dependent effects cannot 
realised anymore, therewith making it impossible to nullify 
these fast changing effect. 
3 PHASE CORRECTED LFFC 
ror signal is given as: 
The transfer function from the disturbance signal to the er- 
e P 
d l + C P '  
- = _- 
which is equal to (3). The inverse of this transfer function 
gives the disturbance signal based on the error signal. So, in- 
stead of using the feedback control signal as an estimation of 
the disturbance signal, the filtered ermr signal can be used to 
obtain an disturbance estimate. This estimate will not contain 
the phase error. The transfer function of this filter is identical 
to the learning filter in the ILC case, and therefore the same 
methodology given in section 2.2 can be used to obtain a sta- 
ble inverse. This control scheme is depicted in figure 4. In this 
scheme the learning filter in combination with some low-pass 
filter is denoted as Q1L. The filter Qz is a second low-pass 
filter that is used to filter the output of the function approxi- 
mator. In this figure the dashed lines represent the adaptation 
signals, while the solid lines represent the control loop. 
The transfer function of L is the stable inverse of the U as 
given in (7) and can be computed by the ZF'ETC algorithm. 
This learning filter requires information of the future, because 
it comprises the inverse of a time delay. In the off-line ILC 
setting, this might not pose a problem, however in on-line 
control this information is not present. Hence, it is not feasi- 
ble to apply ZPETC to learn for the current command state, 
however, instead of trying to update the appmximator for the 
current.co"ond state, it is possible to update the feedfor- 
ward signal for several steps in the p u t .  Because for that 
sample, several steps in thefuture are known. This makes it 
possible to implement the phase correction. 
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3.1 Some notes on Stability 
This section will give some notes on the stability to get 
insight in the these issues for phase corrected LFFC; a math- 
ematical proof is not presented. 
The difference between the LFFC and the ILC scheme to 
compensate for state dependent effects, if the task is repeti- 
tive, is concentrated on how the information is stored. In the 
LFFC scheme the information is stored as a functions of the 
states, while in the ILC scheme the information is stored as 
function of the time. If the function approximator is capa- 
ble of storing the required feedforward signal perfectly, the 
generated feedforward signal of ILC and LFFC are identical. 
This means that the stability condition of ILC, (eq. 5) ,  has to 
hold for both schemes. 
In ILC the feedforwad control signal is computed for the 
next run. This means that the output of the the memory will 
not influence the error th is  run. Due to this, the loop of 
the error to the memory will not contain dynamics that can 
destabilise the controlled system. However, LFFC is not re- 
stricted to repetitive motion tasks, and therefore the update of 
the approximator will introduce dynamics through the adap  
tion of the function approximator. The effect of the alteration 
can be made so small, by adapting the function approxima- 
tor only a small part in the direction of the update signal, that 
the dynamics of the approximator are neglectable. The small 
adaptation makes the function approximator quasi-static and 
therefore will not cause instability. 
3.2 Some notes on Performance 
The steepness of the state dependent effect plays an impor- 
tant role in the final tracking error. This is due to two factors: 
1. Learning at commanded states 
2. Low-pass filter Q 
The effects are told to be learnt as function of the states. How- 
ever, not all the required states can generally be measured, 
and those that can be measured will contain noise. If states 
are estimated from the noisy measurements, these calculated 
states can contain considerable uncertainty, especially if dif- 
ferentiation is needed. Therefore, LFFC uses not the actual 
states, hut the commanded states. These commanded states 
are present as by-product of the reference signal, and are 
therefore noise free. However, there will be some deviation 
between the actual states and the commanded states. This 
will limit the performance, because a feedfoward signal is 
generated for an incorrect state. The difference between the 
feedforward signal and the actual state dependent effect, and 
relative to this the tracking error, will dependent on the steep 
ness of the state dependent effect. 
Furthermore, due to the low-pass filters Q,, the learning 
signal will not be infinitely steep, and is therefore not be able 
to compensate for fast (seemingly discontinuous) effects. 
4 VALIDATION 
Both simulations and experiments are used to validate the 
phase correction. Simulations are used, because they make 
it possible to focus on a sole phenomena while this might 
be impossible by experiments. Experiments are performed to 
show that the tracking error will decrease under real circum- 
stances. The setup that will be used in both simulations and 
experiments is a linear motor. 
4.1 Simulations 
ulations are performed: 
To show the effect of the phase correction two sets of sim- 
1. Test the influence of the phase correction on the learning. 
2. Test the effect of the steepness of the non-linear effect. 
The simulations will be performed with a model of a syn- 
chronous linear motor. The dominant linear behaviour is that 
of moving mass. On the input-force of the moving mass two 
non-linear state dependent effects act. These effects are fric- 
tion and cogging. The equation of this system is given as: 
(10) 
in which m denotes the mass, Ffij,(k) the friction force, 
F,,,(z) the cogging force and F,, the extemally applied 
force. The cogging and the friction that are used in the model, 
are measured values of these effects on the real Setup. The 
used feedback controller is a PD-controller which has been 
tuned to give realistic performance with the plant. Because 
the final setup will be partly continuous, the motor, and partly 
discrete, the controller, this configuration is also mimicked in 
the simulation. 
The function approximator that is used in the simulations 
and the experiment is a Znd-order B-Spline Network [ 11. This 
function approximator can be seen as a multidimensional in- 
terpolation table. To obtain the output for an input that is not 
specified in the table, the neighbour values are interpolated. 
The learning filter L is chosen as the inverse of the discre- 
tised transfer function U. The final filter equals the filter as 
given in [3]. The low-pass filter is a FIR-filter by which the 
coefficients are calculated to minimise the least squares cri- 
terion for a low-pass filter [IO]. This results in the following 
coefficients: 
m2 + Ffric(i) + Feog(z) = Fat 
( 1  1) 
sin(wcT8(n - N / 2 ) )  
a ( n  - N / 2 )  b(n) = 
in which the n is the coefficient number, N the order of the 
filter, wc the cutoff frequency and T, the sample time. 
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Flgure 5: TracWng emr tor the slow motlon. Uncorrected phase. 
4.1 . I  Phase influence 
To test the influence of the phase correction, one non-linear 
effect is assumed to be present, namely the cogging. Cogging 
is approximately a sine function that depends on the position. 
To clearly demonstrate the effect of the phase on the learning, 
the motion that is performed during learning is done first slow 
and later on the same motion is performed fast. The slow 
motion will inject a signal d within the bandwidth resulting 
in a good approximation of this signal by the feedback signal, 
while for the fast motion, this will not be the case. The motion 
is to the end of the motor and back again. 
In figure 5 the tracking error for the phase uncorrected 
scheme is given. In figure 6 the estimation of the disturbance 
signal in the phase uncorrected scheme is shown as function 
of the position. The phase lag of 9 is 0.5" for the dominant 
injected frequency. Due to the small phase shift, the feed- 
back signal is a good estimate of the disturbance signal and 
the learning of the feedback signal as function of the position 
can compensate well for the cogging. The phase corrected 
scheme is not shown, because it is identical to the given fig- 
In figure 7 the estimation of the disturbance signal for the 
phase uncorrected scheme is given as function of its state for 
the fast motion. The phase lag for the dominant injected fre- 
quency is approx. 75" and the feedback signal is a bad repre- 
sentation of the disturbance signal, making it nearly impossi- 
ble to identify the cogging based on these signals. For the fast 
motion, stable behaviour could not be obtained with phase un- 
corrected learning. The phase corrected scheme gave results 
equal to those of figure 5 and 6. The phase corrected leaming 
method &d not have any problems with the fast movements 
and could therefore compensate for the cogging in both sim- 
ulations. 
4.1.2 Steepness 
W S .  
The final tracking error of the learning scheme is influ- 
enced by the steepness of the state dependent effect. To em- 
phasise the influence of the steepness, a simulation is per- 
formed with only one steep state dependent effect. This ef- 
fectisgivenby f(z) = Atanh(s(z-zo)) whicbdependson 
the state z, which has a steepness parameters, passes through 
zero at 50 and has an amplitude of A. 
Flgure 6 The disturbance estimatlon for the slow motion. 
10, I 
I 
0.2 
position [m] 
Figure 7: The disturbance estimation for Le fast motion. 
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Figure 8: Remaining tracking error due to steep tunctlon 
The tracking error after learning of the phase corrected 
method is given in figure 8. In this figure the solid line is 
for s = lo2 while the dashed line is for s = 10'. 
It can be observed that a tracking error will remain for steep 
functions. The tracking error given in figure 8 illustrates that 
a steeper function will give a larger final tracking error. This 
is due to two factors: first the deviation between the true states 
and the command states and second due to the low pass fil- 
ter Q. 
4.2 Experiment 
. 
The actual linear motor exhibits, next to friction and cog- 
ging, position and velocity dependent friction as well. Fur- 
thermore, the linear part of the motor contains vibration 
modes starting at about 40 Hz that were not included in the 
model. The motor is controlled by a PD-controller, running 
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Figure 9: Comparison of tracking error for corrected and uncor- 
rected learning on the true setup. 
at a frequency of 2 kHz. The bandwidth of the controller 
and the low-pass filter Q were tuned such that system per- 
formed well. The learning rate was tuned such that the sys- 
tem remained stable. The B-Spline network that is used in 
the experiment is a parsimonious network [2]. This means 
that not one two-dimensional network is used, but two one- 
dimensional networks. The first network learns the effects 
as function of the velocity, while the second network learns 
the effects as function of the position. Although we known 
that velocity-position dependent friction is present, this par- 
simonious setup is used, because the effect of the velocity- 
dependent friction is small relative to the velocity dependent 
friction and the position dependent cogging. Furthermore, by 
using more parameters the variance on these parameters will 
increase [4]. 
In figure 9 the tracking error of both the phase uncorrected 
and phase corrected LFFC schemes are shown. In this fig- 
ure the dashed line is the uncorrected LFFC, while the solid 
line is the corrected LFFC. The offered motion profile was a 
second order path with an acceleration of 5 d s 2 ,  a velocity 
of 0.9 m/s and a stroke of 0.5 m. The tracking error of the 
phase corrected method is clearly smaller in this case than of 
the phase uncorrected method. Due to the introduced phase 
shift, the feedback signal is unable to learn the cogging. The 
learning rate of the uncorrected method had to remain lower 
in order to keep the scheme stable. In this figure it can be 
observed that the tracking error is rather large if the velocity 
changes sign. This is due to the friction which has a discon- 
tinuity around zero. This makes it impossible to leam per- 
fectly as seen in subsection 3.2. The remaining error can be 
explained by the position dependent friction as well as the 
presence of higher order dynamics that were not incorporated 
in the design of the learning filter L. 
5 CONCLUSION 
In this paper a phase correction is introduced for Laming 
Feedforward Control. This phase correction decreased the 
tracking error relative to ordinary LFFC as shown with sim- 
ulations as well as with experiments. This phase correction 
makes use of the ideas of Iterative Learning ControI and the 
Zero Phase Error Tracking Method. Although these meth- 
ods require to have knowledge of the future, this is not re- 
quired if the update of the learning feedfonvard element is 
postponed for this time. Furthermore, during the experiments 
it was found that the learning rate could be larger then for 
phase uncorrected LFFC, resulting in faster learning. 
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