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Slow and fast light is an important and fascinating phenomenon in quantum optics. Here, we
theoretically study how to achieve the ultraslow and ultrafast light in a passive-active optomechanical
system, based on the ideal optomechanically induced transparency (OMIT). Under the conditions
of the ideal OMIT, an abnormal (inverted) transparency window will emerge accompanied with a
very steep dispersion, resulting that the ultraslow light can be easily achieved at the transparency
window by adjusting the dissipation rates of the two cavities, even with usual mechanical linewidth
(such as Hz linewidth). Particularly, as the decay rate of the passive cavity tends to the gain rate
of the active cavity, the ideal stopped light can be achieved. Similarly, the ultrafast light can be
achieved at transparency window by tuning the coupling strength and the decay rates in the system.
PACS numbers: 42.50.Gy, 42.50.Wk, 42.50.Nn
I. INTRODUCTION
Over the last few decades, slow and fast light has fasci-
nated the optical physics community for the exotic phe-
nomenon where the group velocity of light can be larger
(even be negative) or less than the speed of light in a
vacuum, and for the appealing applications in optical
telecommunication and interferometry [1–4]. In general,
it is critical to obtain slow and fast light that the mate-
rial system can exhibit an abnormal dispersion when the
pulse propagates through. Fortunately, the technology
based on “Electromagnetically Induced Transparency”
(EIT) [5] exactly can provide the platform. At the trans-
parency window accompanied with an abnormal disper-
sion, the group velocity of light passing through the ma-
terial will change dramatically. This aspect of the effect
has been utilized to conjure schemes whereby light may
turn slow or fast [6–14]. Such as, taking advantage of
EIT in ultracold atom gases, light could be slowed down
to the “human” scale of 17 m/s [13] and light storage has
been demonstrated in Bose-Einstein Condensates [14].
In parallel, cavity optomechanics [15] exploring the
interaction between engineered optical and mechanical
modes has been sufficiently studied, where various in-
teresting quantum phenomena can be realized, such as
mechanical ground-state cooling [16–18], quantum entan-
glement [19–21], photon antibunching [22–25], especially
optomechanically induced transparency (OMIT) [26–48]
and the OMIT-based slow and fast light [32–34, 49–52].
Nevertheless, all these studies of slow and fast light are
not based on ideal OMIT. In fact, the conditions of the
ideal OMIT are very critical for the response of optome-
chanical systems to the signal light [48].
Recently, we studied the slow light effect in one-cavity
optomechanical system [53] based on the conditions of
ideal OMIT according to the method in Ref. [48]. We
find there is only slow light effect in the one-cavity op-
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tomechanical system, and the upper bound of the opti-
cal group delay of the transmitted probe light is exactly
equal to the mechanical ringdown time. It means that if
we want to obtain significant slow light effect, we have to
manufacture the mechanical resonator with small enough
dissipation rate. However, this is not a easy thing to
do under the current experimental conditions, although
now the mechanical oscillators with dissipation rate of
millihertz can be manufactured experimentally [54–57].
Therefore, we want to know whether there exist some
other proposals whereby the significant optical group de-
lay can easily exceed the upper bound (mechanical ring-
down time) even with usual mechanical bandwidth, and
whether the fast light can be realized at the transparency
window of the ideal OMIT.
Here, we theoretically study how to realize ultraslow
and ultrafast light based on the conditions of the ideal
OMIT in a passive-active optomechanical system (a pas-
sive optomechanical cavity coupled to an active cavity,
see Fig. 1) [34–36]. The existence of the active cav-
ity can strongly affect the response of the system to the
probe field. First, we obtain the conditions of the ideal
OMIT in the system according to the method in Ref.
[48]. Under these conditions, we find an abnormal (in-
verted) transparency window will emerge, accompanied
with a very steep and negative dispersion. Secondly, we
obtain the expression of the optical group delay and that
of the dispersion slope at the transparency window, and
find the optical group delay is exactly equal to the nega-
tive value of the dispersion slope. Thirdly, the ultraslow
light can be easily achieved at the transparency window
even with the usual mechanical linewidth (such as Hz
linewidth), particularly when the decay rate of the pas-
sive cavity tends to the gain rate of the active cavity, the
ideal stopped light can be achieved. Finally, not like the
case in one-cavity optomechanical system where there is
only slow light effect, in this system, the ultrafast light
can be easily achieved by adjusting the coupling strength
between the two cavities and the decay rates. We believe
the results can be used to control optical transmission in
modern optical networks.
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FIG. 1: Sketch of a passive-active optomechanical system.
The cavity aˆ1 is driven by a coupling field with frequency
ωc (amplitude εc) and a weak probe field with frequency ωp
(amplitude εp). The two cavities aˆ1 and aˆ2 are coupled to
each other by interaction strength J .
II. MODEL AND EQUATIONS
We consider a system of two coupled whispering-
gallery-mode microtoroid resonators (see Fig. 1). The
first resonator with frequency ω1 is passive and contains
a mechanical mode with frequency ωm and mass m. The
second resonator with frequency ω2 is active and coupled
to the first one through an evanescent field. The coupling
strength J between the two resonators can be tuned by
changing the distance between them. The annihilation
operator of the passive (active) cavity is denoted by aˆ1
(aˆ2), and the position and momentum operators of the
mechanical resonator are represented by xˆ and pˆ, respec-
tively. Cavity aˆ1 is also coupled to the mechanical res-
onator via optomechanical interaction −~g0aˆ
†
1aˆ1xˆ with
the interaction strength g0 = ω1/R and R is the radius
of the passive microtoroid cavity. The cavity aˆ1 is driven
by a strong coupling field with frequency ωc (amplitude
εc) and a weak probe field with frequency ωp (amplitude
εp). Then, the Hamiltonian in the rotating frame at the
frequency of the coupling field ωc is
H = ~∆1aˆ
†
1aˆ1 + ~∆2aˆ
†
2aˆ2 +
pˆ2
2m
+
1
2
mω2mxˆ
2
− ~g0aˆ
†
1aˆ1xˆ− ~J(aˆ
†
1aˆ2 + aˆ
†
2aˆ1)
+ i~εc(aˆ
†
1 − aˆ1) + i~(aˆ
†
1εpe
−iδt − aˆ1ε
∗
pe
iδt). (1)
Here, δ = ωp − ωc (∆1,2 = ω1,2 − ωc) is the detuning
between the probe field (cavity field) and coupling field.
In this paper, we deal with the mean response of the
system to the probe field in the presence of the coupling
field, hence we do not include quantum fluctuations. Us-
ing the factorization assumption 〈aˆ1xˆ〉 = 〈aˆ1〉〈xˆ〉, and
then the mean value equations can be given by
a˙1 = −(κ1 + i∆1 − ig0x)a1 + iJa2 + εc + εpe
−iδt,
a˙2 = (κ2 − i∆2)a2 + iJa1,
p˙ = −γmp−mω
2
mx+ ~g0|a1|
2.
x˙ =
p
m
, (2)
Here, γm is the mechanical damping rate and κ1 (κ2) is
the decay (gain) rate of the passive (active) cavity. In
the absence of the probe field εp, from Eq. (2) the mean
values in the steady state can be obtained respectively as
a1s =
εc
κ1 + i∆1 − ig0xs +
J2
i∆2−κ2
,
a2s =
iJa1s
i∆2 − κ2
,
xs =
~g0|a1s|
2
mω2m
,
ps = 0. (3)
In the presence of the probe field εp, we can expand
each mean value as the sum of its steady state value and
a small fluctuation around that value, i.e., ai = ais+ δai,
x = xs + δx and p = ps + δp. Substituting them into
Eq. (2) and keeping only the linear terms, we obtain the
linearized Langevin equations
δa˙1 = −(κ1 + i∆¯1)δa1 + ig0a1sδx+ iJδa2 + εpe
−iδt,
δa˙2 = (κ2 − i∆2)δa2 + iJδa1.
δp˙ = −γmδp−mω
2
mδx+ ~g0a
∗
1sδa1 + ~g0a1sδa
∗
1,
δx˙ =
δp
m
, (4)
here, ∆¯1 = ∆1 − g0xs. Using the usual method [26–
28, 33], we can solve Eq. (4) by writing the solution in
the form δs = s+e
−iδt+s−e
iδt (s = a1, a2, x, p). Inserting
them into Eq. (4) and comparing the coefficients of e±iδt
on both sides of the equation, then we obtain
a1+ =
εp
κ1 − i(δ − ∆¯1) + A+
β
δ2−ω2m+iδγm
2iωm
−
β
κ1−i(δ+∆¯1)+B
,(5)
here,
β =
~g20|a1s|
2
2mωm
, (6)
A = −
J2
κ2 + iδ − i∆2
, (7)
B = −
J2
κ2 + iδ + i∆2
. (8)
Based on Eq. (5), we can study the response of the op-
tomechanical system to the probe field. Because it is
known that the coupling between the cavity and the res-
onator is strong at the near-resonant frequency, we con-
sider ∆¯1 = ∆2 = ωm in this work.
III. ULTRASLOW LIGHT AT δ = ωm
The quadrature of the optical components with fre-
quency ωp in the output field can be defined as εT =
2κ1a1+/εp [26]. The real part Re[εT ] and the imaginary
3FIG. 2: The real part Re[εT ] (red-solid) and the imaginary
part Im[εT ] (blue-dashed) vs. normalized frequency detuning
(δ − ωm)/γm are plotted with parameters ωm = κ1/1.1 =
κ2 = 10
4γm under the conditions in Eqs. (9) and (10).
part Im[εT ] represent the absorptive and dispersive be-
havior of the optomechanical system to the probe field,
respectively. Since the slow and fast light is based on the
properties of OMIT, we first give the conditions of ideal
OMIT at δ = ωm. According to the pole location of the
subfraction in Eq. (5) [48], the conditions of ideal OMIT
at δ = ωm can be obtained as
β =
γm(κ1 − κ2)
2
, (9)
J = ±
√
κ22 + 4ω
2
m, (10)
which means the ideal OMIT at δ = ωm can be achieved
only when κ1 > κ2 because β > 0 according to Eq. (6).
In Fig. 2, we plot Re[εT ] (red-solid) and Im[εT ] (blue-
dashed) vs. normalized frequency detuning (δ−ωm)/γm
according to Eq. (5) with parameters ωm = κ1/1.1 =
κ2 = 10
4γm under the conditions in Eqs. (9) and (10).
It can be seen from Fig. 2 that with these parameters,
the abnormal (inverted) transparency window emerges at
detuning δ = ωm (Re[εT ] < 0 near the transparency win-
dow), accompanied by a steep dispersion (blue-dashed)
with a negative slope. In fact, the real part Re[εT ]
will become positive near the transparency window if
J2 < κ1κ2 (we will not show the OMIT in the case be-
cause there is nothing else special, such as, the dispersion
slope is also negative there).
In Fig. 3, we plot the normalized dispersion curve
slope γmK (K =
∂Im[εT ]
∂ωp
and see the blue-dashed line)
vs. normalized frequency detuning (δ−ωm)/γm with the
same parameters in Fig. 2. It can be seen from Fig. 3
that the dispersion curve slope K will take the negative
maximum at the transparent window δ = ωm. The ex-
pression of the slope K is too lengthy to be presented
here. While it will become very simple at the transpar-
ent window δ = ωm. According to Eq. (5), the slope at
FIG. 3: The normalized time delay γmτ (red-solid) and the
dispersion curve slope γmK (blue-dashed) vs. normalized fre-
quency detuning (δ − ωm)/γm are plotted with the same pa-
rameters in Fig. 2.
the transparency window can be obtained as
Kmax = −
4κ1[(κ1 − κ2)κ
2
2 + 4(γm + κ1 − κ2)ω
2
m]
γm(κ1 − κ2)2(κ22 + 4ω
2
m)
. (11)
which means that the slope Kmax is always negative and
will approach infinity in the limit of κ1 → κ2. We will
see such steep dispersion behavior can cause the ultraslow
light in the system.
According to the input-output relation [15], the optical
group delay of the transmitted light is given by [27, 33]
τ =
∂arg[1− εT ]
∂ωp
. (12)
The positive (negative) value of the delay τ represents
slow (fast) light [58] in the system. In Fig. 3, we plot
the normalized time delay γmτ (red-solid) vs. normalized
frequency detuning (δ − ωm)/γm with the same param-
eters in Fig. 2. It can be seen from Fig. 3 that the
maximum time delay τmax occurs exactly at the trans-
parent window. According to Eqs. (5), (9), (10) and
(12), we obtain the analytic expression of the maximum
time delay τmax (at the transparent window δ = ωm) as
τmax =
4κ1[(κ1 − κ2)κ
2
2 + 4(γm + κ1 − κ2)ω
2
m]
γm(κ1 − κ2)2(κ22 + 4ω
2
m)
, (13)
which is exactly equal to −Kmax in Eq. (11). It means
that the steeper the slope of dispersion curve is, the larger
the slow light effect becomes. It can be seen from Eq.
(13) that if κ1 → κ2, the group delay τmax will approach
infinity, which means the light will be stopped.
It can be seen from Eq. (13) that if γm ≪ κ1 − κ2
resulting that the term γm in the numerator can be ig-
nored, then the τmax can be simplified as
τmax =
4κ1
γm(κ1 − κ2)
. (14)
4FIG. 4: The normalized time delay γmτ vs. the normalized
detuning (δ−ωm)/γm is plotted with ωm = 5× 10
3γm (blue-
dashed), ωm = 10
4γm (black-dotted), ωm = 2 × 10
4γm (red-
solid). Other parameters are κ1 = 2κ2 = 2× 10
4γm.
It means in this case τmax will not be related to ωm,
which can be verified in Fig. 4 where we plot the
normalized time delay γmτ vs. the normalized detun-
ing (δ − ωm)/γm with ωm = 5 × 10
3γm (blue-dashed),
ωm = 10
4γm (black-dotted), ωm = 2×10
4γm (red-solid),
and κ1 = 2κ2 = 2 × 10
4γm. It can be seen from Fig. 4
that the mechanical frequency ωm does not affect the
maximum value of the time delay, but will affect the
width of the delay spectrum.
If κ1− κ2 ≪ γm resulting that the term κ1− κ2 in the
numerator in Eq. (13) can be ignored, the τmax can be
simplified as
τmax =
16κ1ω
2
m
(κ1 − κ2)2(κ22 + 4ω
2
m)
. (15)
It means that the time delay will not be related to γm,
which can be verified in Fig. 5 where we plot the time
delay τmax vs. the difference ξ (= κ1 − κ2) according to
Eq. (13) with ωm = κ2 = 10
4, γm = 10 (red-line) and
γm = 100 (blue-dashed). It can be seen from Fig. 5 that
the two curves with different γm will tend to the same
value τmax given by Eq. (15) as ξ ≪ γm.
From the above analysis, we can know the maximum
time delay τmax in this system can easily exceed the
mechanical ringdown time τm =
2
γm
[59] (the upper
bound of time delay in one-cavity optomechanical system
[53]). Actually, the ultraslow light can be achieved in our
present system even with the usual Hz linewidth. Such
as, if γm = 0.76 Hz [59] and κ2 = ωm = 10ξ = 10
4 Hz,
the time delay τmax is about one minute that is much
larger than the mechanical ringdown time τm (≃ 2.63
second). If we adopt the mechanical resonator with mHz
linewidth [54–57] and with the same other parameters,
the time delay τmax can be enhanced to about half a day.
These ultralong time delays may be used for OMIT-based
memories in the future.
FIG. 5: The maximum time delay τmax in Eq. (13) vs. the
difference ξ (= κ1−κ2) is plotted with parameters ωm = κ2 =
104 and γm = 10 (red-line), γm = 100 (blue-dashed).
IV. ULTRAFAST LIGHT AT δ = −ωm
Now we study the ultrafast light which can be achieved
based on the OMIT at δ = −ωm. According to Eq. (5),
we find a beautiful transparency window at δ = −ωm will
appear when
β =
γm(J
2 − κ1κ2)
2κ2
, (16)
J = ±
√
κ22 + 4ω
2
m, (17)
which means that J2 must be larger than κ1κ2.
In Fig. 6, we plot Re[εT ] (red-solid) and Im[εT ] (blue-
dashed) vs. normalized frequency detuning (δ+ωm)/γm
with ωm = κ1/4 = κ2 = 10
4γm under the conditions in
Eqs. (16) and (17). It can be seen from Fig. 6 that
with these parameters, the transparency window (red-
solid) appears at detuning δ = −ωm, accompanied by a
positive dispersion slope (blue-dashed) which is entirely
FIG. 6: The real part Re[εT ] (red-solid) and the imaginary
part Im[εT ] (blue-dashed) vs. normalized frequency detuning
(δ +ωm)/γm are plotted with parameters ωm = κ1/4 = κ2 =
104γm under the conditions in Eqs. (16) and (17).
5FIG. 7: The normalized time delay γmτ (red-solid) and the
dispersion curve slope γmK (blue-dashed) vs. normalized fre-
quency detuning (δ + ωm)/γm are plotted with the same pa-
rameters in Fig. 6.
different from the above OMIT at δ = ωm. In fact, it
is just the positive dispersion slope that causes the fast
light effect in the system.
According to Eq. (5) and with the conditions in Eqs.
(16) and (17), the dispersion curve slope at the trans-
parency window (δ = −ωm) can be obtained as
Kmax =
4κ1[κ2(κ
2
2 + 4ω
2
m − κ1κ2) + 2γmω
2
m]
γm(κ22 + 4ω
2
m − κ1κ2)
2
. (18)
Similarly, according to Eqs. (5) and (12), we obtain the
maximum time delay at detuning δ = −ωm as
τmax = −
4κ1[κ2(κ
2
2 + 4ω
2
m − κ1κ2) + 2γmω
2
m]
γm(κ22 + 4ω
2
m − κ1κ2)
2
, (19)
which is exactly equal to −Kmax in Eq. (18). Here, τmax
is always negative (due to J2 > κ1κ2), which corresponds
to fast light effect. In Fig. 7, we plot the normalized
dispersion curve slope γmK (blue-dashed) and time delay
γmτ (red-solid) vs. normalized frequency detuning (δ +
ωm)/γm with parameters ωm = κ1/4 = κ2 = 10
4γm. It
can be seen from Fig. 7 that the dispersion curve slope
K and time delay τ will take the maximum value at the
transparent window δ = −ωm. The maximum values
γmKmax = 16.0032 = −γmτmax according to Eq. (18)
and (19), which are consistent with the results in Fig. 7.
It can be seen from Eq. (19) that if κ1 ≪ J
2/κ2 result-
ing that the γm term in the numerator can be ignored,
then τmax can be simplified as
τmax = −
4κ1κ2
γm(κ22 + 4ω
2
m − κ1κ2)
. (20)
Similarly, if κ1 → J
2/κ2, the τmax in Eq. (19) can be
simplified as
τmax = −
8κ1ω
2
m
(κ22 + 4ω
2
m − κ1κ2)
2
, (21)
FIG. 8: The time delay −τmax vs. the difference η (= J
2/κ2−
κ1) is plotted according to Eq. (19) with parameters ωm =
κ2 = 10
4 and γm = 10 (red-line), γm = 100 (blue-dashed)
under the conditions in Eqs. (16) and (17).
which means that in this case the τmax will not be related
to γm. In Fig. 8, we plot the time delay −τmax vs. η
(= J2/κ2−κ1) according to Eq. (19) with ωm = κ2 = 10
4
and γm = 10 (red-line), γm = 100 (blue-dashed). It
can be seen from Fig. 8 that the ultrafast light can be
achieved with small η (κ1 → J
2/κ2), and in this case, all
curves with different mechanical decay rates γm will tend
to the same value given by Eq. (21), while the τmax will
tend to the value given by Eq. (20) for large η.
V. CONCLUSION
In summary, we have theoretically studied the op-
tomechanically induced ultraslow and ultrafast light in
a passive-active optomechanical system based on the
ideal optomechanically induced transparency (OMIT).
We first obtain the conditions of the ideal OMIT, and
under which we attain the analytic expressions about
the dispersion curve slope and the optical group delay
of the transmitted light. From the theoretical results, we
can draw some important conclusions: (1) The optical
group delay is exactly equal to the negative value of the
dispersion curve slope at the ideal transparency window
(δ = ±ωm). (2) at the transparency window δ = ωm, the
ultraslow light can be easily achieved by adjusting the
difference between the decay rate κ1 and the gain rate
κ2, even with the usual mechanical linewidth (such as
Hz linewidth), and the time delay can easily exceed the
mechanical ringdown time (the upper bound of the time
delay in one-cavity optomechanical system); (3) similarly,
at the transparency window δ = −ωm, the ultrafast light
can be achieved by adjusting the coupling strength and
the dissipation rates in the system. We believe these re-
sults can be used to control optical transmission in quan-
tum information processing.
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