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Introduction
It is an important issue to detect the causal relation among several time series and it starts with two series, see, for example, Chiang, et al. [6] , Leung and Wong [23] , Qiao, et al. [31, 32] , and the references therein for more discussion. To examine whether past information of one series could contribute to the prediction of another series, Granger causality test (Granger [16] ) is developed to examine whether lag terms of one variable significantly explain another variable in a vector autoregressive regression model. Linear Granger causality test can be used to detect the causal relation between two time series. However, the linear Granger causality test does not perform well in detecting nonlinear causal relationships. To circumvent this limitation, Baek and Brock [2] develop a nonlinear Granger causality test which is modified by Hiemstra and Jones [19] later on to study the bivariate non-linear causality relationship between two series by examining the remaining nonlinear predictive power of a residual series of a variable on the residual of another variable obtaining from a linear model. Nevertheless, the multivariate causal relationships are important but it has not been well studied, especially for nonlinear causality relationship. Thus, it is important to extend the Granger causality test to nonlinear causality test in multivariate settings.
In this paper, we first discuss linear causality tests in multivariate settings briefly and thereafter develop a non-linear causality test in multivariate settings. For any n variables involved in the causality test, we discuss a n-equation vector autoregressive regression (VAR) model to conduct the linear Granger test, and test for the significance of relevant coefficients across equations using likelihood ratio test. If those coefficients are significantly different from zero, the linear causality relationship is identified. We then extend the nonlinear Granger test from bivariate settings to multivariate settings. We notice that the bivariate nonlinear Granger test is developed by mainly applying the properties of U-statistic developed by Denker and Keller [7, 8] . Central limit theorem can be applied to the U-statistic whose arguments are strictly stationary, weakly dependent and satisfy mixing conditions of Denker and Keller [7, 8] . When we extend the test to multivariate settings, we find that the properties of the U-statistic for bivariate settings could also be used in the development of our proposed test statistic in multivariate settings, which is also a function of U-statistic.
The paper is organized as follows. We begin in next section to review the literature. Section 3 introduces definitions and notations and state some basic properties for the bivariate linear and nonlinear Granger causal tests. In Section 4, we first discuss the linear Granger causality tests in multivariate settings and thereafter develop the nonlinear Granger causality tests in multivariate settings. Section 5 gives a summary of our paper.
Detailed proof will be given in the appendix.
Literature Review
Wiener [38] and Granger [16] first introduce the concept of causality which becomes a fundamental theory for analyzing dynamic relationships between variables of interest.
Sims [37] provides a variant. Other substantial review and discussion in this area include Pierce and Haugh [30] , Newbold [28] , and Geweke [15] . Granger [16] first defines causality to be one period ahead predictability of a variable by another variable, which is also called causality in mean. Lütkepohl [24] , Tjφstheim [34] , and others further extend this concept to vectors of variables. Thereafter, Lütkepohl [25] and Dufour and Renault [12] define causality in terms of predictability at any number of periods ahead.
In addition, Hosoya [20] extends the theory to analyze causality for stationary shortrange dependent processes which do not necessarily follow a vector autoregressive model (VAR) whereas Lütkepohl and Poskitt [26] extend the theory by using a V AR(∞) model.
On the other hand, Hidalgo [18] proposes to examine the test by covering long-range dependence while Saidi and Roy [35] extend the tests by deriving optimal rank-based tests for noncausality in the sense of Granger between two multivariate time series.
The Granger causality test introduced by Granger [16] is based on the assumption of linear relationships between variables and is, therefore, not able to explore the nonlin-ear causal relationship. However, Scheinkman and LeBaron [33] , Brock, et al. [3] , and others find evidence of significant nonlinear dependence in stock returns. In addition, there are many evidences of nonlinear causal relationships between variables in economics and finance. For example, Hsieh [21] notices that the nonlinear structure in stock price movements is motivated by asset behaviour that follows nonlinear models. Hiemstra and Jones [19] document evidence of significant nonlinear interaction between stock returns and trading volume.
To circumvent the limitation of the linear Granger causality test, Brock, et al. [4] propose a test that is based on the concept of correlation integral (Grassberger and Procaccia [17] ). Moreover, Brock, et al. [5] develop an estimator of spatial probabilities across time to examine the identically and independently distributed assumption on the error term.
In addition, Baek and Brock [2] propose a nonlinear Granger causality test to deal with the nonlinearity issue. The test is further modified by Hiemstra and Jones [19] .
Bivariate Granger Causality Test
In this section, we will review the definitions of linear and nonlinear causality and discuss the linear and non-linear Granger causality tests to identify the causality relationships between two variables.
Bivariate Linear Granger Causality Test
Granger causality test is designed to detect causal direction between two time series by examining a correlation between the current value of one variable and the past values of another variable. Based on Granger's definition of causality, Y is strictly Granger causing X if the conditional distribution of X t , given the past observations X t−1 , X t−2 , · · · and 
and 
It is well-known that one can test for linear causal relations between {x t } and {y t } by testing the following null hypotheses separately:
From testing these hypotheses, we have four possible testing results:
( 
Bivariate Nonlinear Causality Test
The general test for nonlinear Granger causality is first developed by Baek and Brock [2] and, later on, modified by Hiemstra and Jones [19] . As the linear Granger test is inefficient in detecting any nonlinear causal relationship, to examine the nonlinear Granger causality relationship between a pair of series, say {x t } and {y t }, one has to first apply the linear models in (1a) and (1b) to {x t } and {y t } for identifying their linear causal relationships and obtaining their corresponding residuals, {ε 1t } and {ε 2t }. Thereafter, one has to apply a non-linear Granger causality test to the residual series, {ε 1t } and {ε 2t }, of the two variables, {x t } and {y t }, being examined to identify the remaining nonlinear causal relationships between their residuals.
We first state the definition of nonlinear Granger causality and discuss the corresponding test developed by Hiemstra and Jones as follows: 
Definition 3.2. For any two strictly stationary and weakly dependent series {X t } and

{Y t }, the m-length lead vector of X t and L x -length lag vector of X t are defined as
Under Definition 3.2, the non-linear Granger causality test statistic is given by
where 
Lx s−Lx , e , and
The test statistic, see Hiemstra and Jones [19] , possesses the following property: 
Multivariate Granger Causality Test
In this section, we first discuss the linear Granger causality tests in multivariate settings and, thereafter, develop the non-linear Granger causality tests from bivariate settings to multivariate settings.
Multivariate Linear Granger Causality Test
We first discuss the linear Granger causality test from bivariate settings to multivariate settings.
Vector Autoregressive Regression
The linear Granger test is applied in the vector autoregressive regression (VAR) scheme.
For t = 1, · · · , T , the n-variable VAR model is represented as:
where (y 1t , · · · , y nt ) is the vector of n stationary time series at time t, L is the backward
, and e t = (e 1t , · · · , e nt )
is the disturbance vector obeying the assumption of the classical linear normal regression model.
In practice, it is common to set all the equations in VAR to possess the same lag length for each variable. So a uniform order p will be chosen for all the lag polynomials 
Multiple Linear Granger Causality Hypothesis and Likelihood Ratio Test
To test the linear causality relationship between two vectors of different stationary time
, where there are n 1 + n 2 = n series in total, one could construct the following n-equation VAR as follows:
where A We note that one could consider one more situation as follows:
(5) x t and y t are rejected to be independent when either A xy (L) and A yx (L) is significantly different from zero. This is the same situation as either (1), (2) or (3) is true.
Testing the above statements is equivalent to testing the following null hypotheses: with n 1 × n 2 × p degrees of freedom. The conventional bivariate causality test is a special case of the multivariate causality test when n 1 = n 2 = 1. Besides using the F test, one could also use the likelihood ratio test to identify the linear causality relationship for any two variables in bivariate settings.
ECM-VAR model
Engle and Granger [13] show that if two non-stationary variables are cointegrated, we need to specify a model with a dynamic error correction representation when testing for (2), one should impose the error-correction mechanism (ECM) on the VAR to test for Granger causality between these variables and obtain the ECM-VAR framework as follows:
. . .
where ecm t−1 is the error correction term. In particular, in this paper, we consider to test the causality relationship between two non-stationary vector time series,
in which x it = ∆X it and y it = ∆Y it are the corresponding stationary differencing series, where there are n 1 + n 2 = n series in total.
If X t and Y t are cointegrated with residual vector vecm t , then, instead of using the nequation VAR in (3), one should adopt the n-equation VAR in the following:
Multivariate Nonlinear Causality Test
In this section, we will extend the nonlinear causality test for a bivariate setting developed by Hiemstra and Jones [19] to a multivariate setting.
Multivariate Nonlinear Causality Hypothesis
As discussed in Section 3.2, to identify any nonlinear Granger causality relationship from any two series, say {x t } and {y t } in bivariate settings, one has to first apply the linear models in (1a) and (1b) We first define the lead vector and lag vector of a time series, say X i,t , similar to the terms defined in Definition 3.2 as follows. For X i,t , i = 1, · · · , n 1 , the m x i -length lead vector and the L x i -length lag vector of X i,t are defined, respectively, as Given m x , m y , L x , L y , and e, we define the following four events: where P r(· | · ) denotes conditional probability.
Test Statistic and It's Asymptotic Distribution
Similar to the bivariate case, the test statistic for testing non-existence of nonlinear
Granger causality can be obtained as follows:
where
, e , and
In this paper, we extend the theory by developing the following theorem: [7] , if the null hypothesis, H 0 , is true, the test statis-
e) . When the test statistic in (6) is too far away from zero, we reject the null hypothesis. A consistent estimator of
, of the covariance matrix Σ is given by:
e) , and
A consistent estimator of Σ i,j elements is given by:
The proof of Theorem 4.1 is shown in the appendix.
Conclusion Remarks
In this paper, we first discuss linear causality tests in multivariate settings and thereafter develop a non-linear causality test in multivariate settings.
We 
We note that in Definition 5.1 "multivariate" refers to the dimension of U-statistic.
Now, we proceed on to prove Theorem 4.1. We denote that 
and the strict Granger noncausality condition can be stated as
Instead of analyzing i.i.d. samples, we take vector samples from strictly stationary, weakly dependent series which also satisfy the mixing conditions of Denker and Keller [7] such
, and θ 4 ≡ C 4 L x , e). In addition, we denote
. One could easily show that U n is a one-sample, 2-argument, and 4-variable U-statistic vector with kernel vector h z t , z s ) = h 1 , h 2 , h 3 , h 4 ) , where
and
Since function I x, y, e) is symmetric with respect to x and y, h z t , z s ) is symmetric with two arguments z t and z s . In addition, we notice that This modification does not affect the asymptotic properties of the U-statistic vector used in the test. As in the bivariate case, the central limit theorem proved by Denker and Keller [7] can be applied to the U-statistic vector U n ; that is, under the assumption that series {x 1,t , · · · , x n 1 ,t , y 1,t , · · · , y n 2 ,t } are strictly stationary, weakly dependent, and satisfying one of the mixing conditions of Denker and Keller, we have: [8] , the sequence U n of U-statistics converges to Θ in probability. Now, we present our proposed test statistic as a function of U n such that
Under the null hypothesis that {Y t } does not strictly Granger cause {X t }, we have
Thus, using the delta method (Serfling [36] , pp.122-125), √ n[f (U n ) − f (Θ)] has the same limit distribution as √ n[∇f (Θ)
T · (U n − Θ)], and hence, we have
where ∇f (Θ) is the derivative of f evaluated at Θ such that Â and the assertion of the theorem follows.
