Introduction
In 1967 Furstenberg, in his seminal paper [F] , proved that any closed subset of the torus T = R/Z which is invariant under the action of multiplication by 2 and by 3 ( mod 1) is either finite or T. For every n ∈ N we denote by T n the following map on T:
T n (x) = nx ( mod 1), x ∈ T.
The structure of (T 2 , T 3 )-invariant measures on the torus is still not fully understood.
Problem (Furstenberg): Is it true that a (T 2 , T 3 )-invariant ergodic Borel probability measure on T is either Lebesgue or has finite support?
The best known result regarding Furstenberg's measure rigidity problem is due to Rudolph [R] who proved measure rigidity for the (T 2 , T 3 ) action under the additional assumption of positivity of entropy.
We prove that if a Borel probability measure µ on T is invariant under the action of a "large" multiplicative semigroup (lower logarithmic density is positive) and the action of the whole semigroup is ergodic then µ is either Lebesgue or has finite support, without any entropy assumption. Let µ be an ergodic Σ-invariant Borel probability measure on T = R/Z. Then either µ is supported on a finite number of points or µ is Lebesgue measure.
Note that if Σ has a positive upper density then the statement of the theorem follows by an application of the Wiener lemma. This work is motivated by recent results of Bourgain, Furman, Lindenstrauss and Mozes (see [BFLM] ) but it is much simpler. Our case is much easier because the semigroup Σ is abelian. The largeness of Σ makes it possible to deduce that zero entropy implies finiteness of a support of µ. The latter enables us to apply Johnson's result from [J] , which is a generalization of Rudolph's theorem 1.1. This paper shows, in the concrete setting of endomorphisms of T, that positivity of entropy is a checkable condition (see lemma 3.2). The reader is strongly recommended to consult the papers [BL] , [EKL] , [EL] , [ELMV1] , [ELMV2] , [L] and [MV] , to see examples of number-theoretic implications of the checkability of positivity of entropy in more complex situations. The authors would like to thank A. Furman, E. Lindenstrauss and T. Ward for fruitful discussions.
Main ingredients
We remind the reader of the Shannon-McMillan-Breiman theorem.
Theorem 2.1 Let (X, B, µ, T ) be a measure preserving system such that B is a countably generated σ-algebra, and let ξ be a countable measurable partition of X with finite entropy
is the information function of the partition ξ defined by The other ingredient is Johnson's theorem ( [J] ) which is a generalization of Rudolph's theorem 1.1. We remind the notion of a nonlacunary multiplicative semigroup. 
where B δ (x) is the ball of radius δ with center at x.
Proof. Let p ∈ Σ such that h µ (T p ) = 0. Take the partition
and k ∈ {0, 1, . . . , p n − 1} we have
By the a.e. convergence in the Shannon-McMillan-Breiman theorem it follows that for every ε > 0 there exists a measurable set X ′ ⊂ T with µ(X ′ ) > 1 − ε and an N such that for every n ≥ N we have
for every x ∈ X ′ . Take δ 0 = p −N and let δ be any positive number with δ ≤ δ 0 . Let N ′ be the smallest integer such that
. Therefore, for every x ∈ X ′ , we have
So we have, for every x ∈ X ′ , 1
The latter implies that
Lemma 3.2 In the setting of Theorem 1.2, if h µ (T p ) = 0 for some p ∈ Σ, then the measure µ has finite support.
Proof. Assume that h µ (T p ) = 0 for some p ∈ Σ. From lemma 3.1 it follows that for every ε > 0 and any β > 0 there exists a set X ′ ⊂ T such that µ(X ′ ) > 1 − ε and there exists δ 0 > 0 such that for every positive δ < δ 0 and every
At this point we use the invariance of µ under Σ. For every q ∈ Σ∩[1, . . . , M] we write A = qB δ (x). Then B δ (x) ⊂ T −1 q (A), and so by invariance of µ under the action of T q we get
There exists M as large as we wish with # (Σ ∩ [1 
If M is very large, then δ is very small, so we can assume that δ ≤ δ 0 . The
The latter implies that for any given x ∈ X ′ there exist
Thus there exist i 1 , i 2 ∈ B δ (x) such that
The formulae
To summarize: For every ε > 0 and every β > 0 there exists X ′ ⊂ T and δ 0 > 0 (depending on X ′ ) such that for every positive δ ≤ δ 0 , for every x ∈ X ′ , there exists a rational
Take β to be small enough to ensure that β ≤ . This implies
We fix x ∈ X ′ .
We showed that for every positive δ ≤ δ 0 there exists a rational r(δ) = k l , such that
Take any positive δ 1 ≤ δ 0 . Denote by
a rational r(δ 2 1 ). So, we have
If we suppose that
1 .
On the other hand, For δ 1 sufficiently small (there exists positive δ 2 ≤ δ 0 such that δ 1 should satisfy δ 1 ≤ δ 2 ), we get a contradiction. Thus
. Repeating the argument for the given x ∈ X ′ infinitely often shows that x = k 1 l 1 . The last argument proves that X ′ has only finitely many points. Taking ε running on the sequence { 1 n } we deduce that µ has a countable support. So µ has atoms. By ergodicity, we get that µ has a finite support.
The main theorem follows from A.Johnson theorem cited in the introduction combined with lemma 3.2.
