We present a new algorithm based on an gradient ascent for a general Active Exploration bandit problem in the fixed confidence setting. This problem encompasses several well studied problems such that the Best Arm Identification or Thresholding Bandits. It consists of a new sampling rule based on an online lazy mirror ascent. We prove that this algorithm is asymptotically optimal and, most importantly, computationally efficient.
Introduction
Several recent and less recent analyses of bandit problems share the remarkable feature that an instance-dependant lower-bound analysis permits to show the existence of an optimal proportion of draws, which every efficient strategy needs to match, and which is used as a basis for the design of optimal algorithms. This is the case in Active Exploration bandit problems, see Chernoff [9] , Soare et al. [28] , Russo [25] and Garivier and Kaufmann [15] but also for the Regret Minimization bandit problems, from the simplest multi-armed bandit setting Garivier et al. [17] to more complex setting Lattimore and Szepesvari [20] , Combes et al. [10] . To reach the asymptotic lower bounds one needs to sample asymptotically according to this optimal proportion of draws. A natural strategy is to sample according to the optimal proportion of draws associated with the current estimate of the true parameter, with some extra exploration. See for example Antos et al. [2] , Garivier and Kaufmann [15] , Lattimore and Szepesvari [20] and Combes et al. [10] . This strategy has a major drawback, computing the optimal proportion of draws requires to solve an often involved concave optimization problem. Thus, this can lead to rather computationally inefficient strategy since one must solve exactly at each steps a new concave optimization problem.
In this paper we propose to use instead a gradient ascent to solve in an online fashion the optimization problem thus merging the Active Exploration problem and the computation of the optimal proportion of draws. Precisely we perform an online lazy mirror ascent, see Shalev-Shwartz et al. [26] , Bubeck [6] , adding an new link between stochastic bandits and online convex optimization. Hence, it is sufficient to compute at each steps only a (sub-)gradient, which greatly improves the computational complexity. As a byproduct the obtained algorithm is quite generic and can be applied in various Active Exploration bandit problems, see Appendix A.
The paper is organized as follows. In Section 1.1 we define the framework. A general asymptotic lower bound is presented in Section 1.2 . In Section 1.3 we motivate the introduction of the gradient ascent. The main result, namely the asymptotic optimality of Algorithm 1 and its proof compose Section 2. Section A regroups various examples that are described by the general setting introduced in Section 1.1. Section 3 reports results of some numerical experiments comparing Algorithm 1 to its competitors.
Notation. For K ∈ N * , let [1, K] = {1, . . . , K} be the set of integers lower than or equal to K.
We denote by Σ K the simplex of dimension K − 1 and by {e a } a∈ [1,K] the canonical basis of R K . A distribution on [1, K] is assimilated to an element of Σ K . The Kullback-Leibler divergence between two probability distributions w, w on [1, K] is (with the usual conventions) kl(w, w ) = K a=1 w a log w a w a .
Problem description
For K ≥ 2, we consider a Gaussian bandit problem N (µ 1 , σ 2 ), . . . , N (µ K , σ 2 ) , which we unambiguously refer to by the vector of means µ = µ 1 , . . . , µ K . Without loss of generality, we set in the following σ 2 = 1. We denote by M the set of Gaussian bandit problems. Let P µ and E µ be respectively the probability and the expectation under the bandit problem µ.
We fix a finite number of subsets of bandit problems S i ⊂ M for i ∈ I with |I| < ∞ and we assume that the subsets S i are pairwise disjoint, open and convex. We will explain latter why we need these assumptions on the sets S i . For a certain bandit problem µ in S := ∪ i∈I S i our objective is to identify to which set it belongs, i.e. to find i(µ) such that µ ∈ S i(µ) . Namely, we consider algorithms that output a subset index i ∈ I after τ > 0 pulls. This setting is quite general and encompasses several Active Exploration bandit problems, see Section A.
Two approaches for this problem have been proposed: first, one may consider a given budget τ and try to minimize the probability to predict a wrong subset index, this is the Fixed Budget setting, see Bubeck et al. [7] , Audibert and Bubeck [3] and Locatelli et al. [22] . The second approach is the Fixed Confidence setting, where we fix a confidence level δ and try to minimize the expected number of sample E µ [τ δ ] under the constraint that the predicted subset index is the right one with probability at least 1 − δ, see Chernoff [9] , Even-Dar et al. [12] , Mannor and Tsitsiklis [23] and Kaufmann et al. [19] . In this paper we will consider the second approach.
The game goes as follow: at each round t ∈ N * the agent chooses an arm A t ∈ {1, . . . , K} and observes a sample Y t ∼ N (µ At , 1) conditionally independent from the past. Let F t = σ(A 1 , Y 1 , . . . , A t , Y t ) be the information available to the agent at time t. In order to respect the confidence constraint the agent must follow a δ-correct algorithm comprised of: -a sampling rule (A t ) t≥1 , where A t is F t−1 -measurable, -a stopping rule τ δ , a stopping time for the filtration (F t ) t≥1 , -a decision rule i F τ δ -measurable, such that for all µ ∈ S the fixed confidence condition is satisfied P µ i = i(µ) ≤ δ and that the algorithm stop almost surely P µ τ δ < ∞) = 1. In this paper we will focus our attention on the sampling rule since stopping rules are now well understood and decision rule are straightforward to find.
Lower Bound
The Kullback-Leibler divergence between two Gaussian distributions N (µ 1 , 1) and N (µ 2 , 1) is defined by
The set of alternatives of the problem µ ∈ S is denoted by Alt(µ) := ∪ i =i(µ) S i . One can prove the following generic asymptotic lower bound on the expected number of samples when the confidence level δ tends to zero, see Garivier and Kaufmann [15] and Garivier et al. [16] . Theorem 1. For all µ ∈ S, for all 0 < δ < 1/2,
where the characteristic time T (µ) is defined by
In particular (1) implies that
As already explained by Chernoff [9] , it is interesting to note that asymptotically we end up with a zero-sum game where the agent first plays a proportion of draws w trying to minimize the sum in (2) then the "nature" plays an alternative λ trying to do the opposite. The value of this game is exactly T (µ) −1 . In the sequel we denote by
the function that the agent needs to maximize against a "nature" that plays optimally. An algorithm is thus asymptotically optimal if the reverse inequality of (3) holds with a limsup instead of a liminf.
Intuition: what is the idea behind the algorithm?
To get an asymptotically optimal algorithm the agent wants to play accordingly to an optimal proportion of draws w (µ), defined by
in order to minimize the characteristic time in (2) . But, of course, the agent has not access to the true vector of means. One way to settle this problem is to track the optimal proportion of the current empirical means. Let µ(t) be the vector of empirical means at time t:
where N a (t) = t s=1 1 {As=a} denotes the number of draws of arm a up to and including time t. We will denote by w(t) = N (t)/t the empirical proportion of draws at time t. Following this idea, the sampling rule could be
This rule is equivalent to the direct tracking rule (without forced exploration, see below) by Garivier and Kaufmann [15] . But this approach has a major drawback, at each time t we need to solve exactly the concave optimization problem in (5) . And it appears that in some case we can not solve it analytically, see for example Garivier et al. [16] . Even if there exists an efficient way to solve the optimization problem numerically like for example in the Best Arm Identification problem some simplest and efficient algorithms give experimentally comparable results. We can cite for example Best Challenger type algorithms, see Garivier and Kaufmann [15] and Russo [25] .
The idea of our algorithm is best explained on the simple example of the Thresholding Bandit problem (see Section A.1), where the set of all arms larger than the threshold T is to be identified. There exists a natural and efficient sampling rule (see Locatelli et al. [22] ):
It turns out that this sampling rule leads to an asymptotically optimal algorithm. We are not aware of a reference for this fact. In order to give an interpretation of this sampling rule, let takes one step back. In this problem we want to maximize with respect to the first variable the following concave function (see Section A.1)
The sub-gradient of F (·, µ) at w, denoted by ∂F (w, µ), is a convex combination of the vectors
for the active coordinates b that attain the minimum in (7) . With this notation, the sampling rule (6) can be rewritten in the following form e At+1 ∈ arg max
where ∇F w(t), µ(t) is some element in the sub-gradient ∂F w(t), µ(t) . Then the update of the empirical proportion of draws follows the simple rule
Here we recognize surprisingly one step of the Frank-Wolfe algorithm [14] for maximizing the concave function F ·, µ(t) on the simplex. The exact same analysis can be done with a variant of the Best Challenger sampling rule for the Best Arm Identification problem. This is described in Section A.2. It is not the first time that Frank-Wolfe algorithm appears in the stochastic bandits field, see for example Berthet and Perchet [5] . Precisely in the aforementioned reference they interpret the classical UCB algorithm as an instance of this algorithm with an "optimistic" gradient. The main difficulty here, which does not appear in the Regret Minimization problem, is that the function F (·, µ) is not smooth in general (as an infimum of linear functions). Thus we can not directly leverage the analysis of Frank-Wolfe algorithm in our setting as Berthet and Perchet [5] . In particular it is not obvious that the sampling rule driven by the Frank-Wolfe algorithm will converge to the maximum of F (·, µ), for the general problem presented in Section 1, even in the absence of noise (i.e. σ = 0).
But we can keep the idea of using a concave optimizer in an online fashion instead of computing at each steps the optimal proportion of draws. Indeed there is a candidate of choice for optimizing non-smooth concave function namely the sub-gradient ascent. Now the strategy is clear, at each steps we will perform one step of sub-gradient ascent for the function F ·, µ(t) on the simplex. Nevertheless, the update of the proportion of draws will be more intricate than in (8), we will need to track the average of weights proposed by the sub-gradient ascent and force some exploration, see next section for details. Note that this greatly improve the computational complexity of the algorithm since one just needs to compute an element of the sub-gradient of F at each time step. In various setting this computation is straightforward, see Appendix A, in general it boils down to compute the projection of the vector of empirical means on the closure of alternative sets thanks to the particular form of the function F , see (4) . Since the set S i are convex, if the weights w(t) are strictly positive (which will be the case in Algorithm 1) the projection always exists.
Gradient Ascent
Before presenting the algorithm we need to fix some notations. Since µ(t) does not necessary lie in the set S, we first extend F (w, ·) on the entire set M, by setting
Then, ∇F (w, µ) will denote some element of the sub-gradient ∂F (w, µ) of F (·, µ) at w.
As motivated in Section 1.3, we will perform a gradient ascent on the concave function F ·, µ(t) to drive the sampling rule. More precisely we use an online lazy mirror ascent (see Bubeck et al. [8] ) on the simplex, using the Kullback-Leibler divergence to the uniform distribution π as mirror map:
where, for an arbitrary constant M > 0, we clipped the gradient
. This is just a technical trick to handle the fact that the gradient may be not uniformly bounded in the very first steps. In practice, however, this technical trick seems useless and we recommend to ignore it (that is, take M = +∞). There is a closed formula for the weights w(t + 1), see Appendix F. Note that it is crucial here to use an anytime optimizer since we do not know in advance when the algorithm will stop. Then we skew the weights w(t) toward the uniform distribution π to force exploration
This trick is quite usual as for example in the EXP3.P algorithm, see Bubeck et al. [7] . In some particular settings this extra exploration is not necessary, for example in the Thresholding Bandits problem. We believe that there is a more intrinsic way to perform exploration but this is out of the scope of this paper. Since we perform step size of order η t ∼ 1/ √ t we can not use the same simple update rule of the empirical proportion of draws as in (8) where the steps size is of order 1/t. But we can track the cumulative sum of weights w as follows
It is important to track the cumulative sum of weights here because the analysis of the online mirror ascent provides only guarantees on the cumulative regret.
For the stopping rule we use the classical Chernoff stopping rule (12), see Chernoff [9] , Garivier and Kaufmann [15] , Garivier et al. [16] , That is, we stop when the vector of empirical means is far enough from any alternative with respect to the empirical Kullback-Leibler divergence. Note that, here, the threshold β(N (t), δ) does not depend directly on t, but via the vector of counts N (t). This allows to use the maximal inequality of Proposition 1, which yields a very short and direct proof of δ-correctness: see Section 2.1.
The decision rule (13) just chooses the closest set S i to the vector of empirical means with respect to the empirical Kullback-Leibler divergence. Putting all together, we end up with Algorithm 1.
Algorithm 1
Initialization Pull each arms once and set w(t) = w (t) = π for all 1 ≤ t ≤ K Sampling rule, for t ≥ K Update the weights (sub-gradient ascent)
(10) Pull the arm (track the cumulative sum of weights)
Stopping rule
Decision rule
In order to preform a gradient descent we need that the sub-gradient of F (·, µ) is bounded in a neighborhood of µ. For the examples presented in Appendix A or if the S i are bounded this assertion holds but for some pathological examples this assertion can be wrong (see Appendix G.3). That why we make the following assumption where we denote by B ∞ (x, κ) the ball of radius κ for the infinity norm | · | ∞ centered at x. Assumption 1. We assume that for all µ ∈ S there exists κ 0 that may depend on µ such that:
We can now state the main result of the paper.
, Algorithm 1 is δ-correct and asymptotically optimal, i.e.
In the rest of this section we will present the main lines of the proof of Theorem 2. A detailed proof can be found in Appendix C.
δ-correctness of Algorithm 1
The δ-correctness of Algorithm 1 is a simple consequence of the following maximal inequality, see Appendix D for a proof. Proposition 1 (Maximal inequality). For δ > 0 and the choice of the threshold
where C is a universal constant defined in the proof of Proposition 5 in Appendix D, it holds
Indeed, if the algorithm returns the wrong index i = i(µ) we know that the true parameter is in the set of alternatives at time τ , i.e. µ ∈ Alt µ(τ δ ) . Therefore thanks to the stopping rule (12) then (15) it holds
We will prove that τ δ is finite almost surely in the next section.
Asymptotic Optimality of Algorithm 1
First we need some properties of regularity of the function F around µ in order to prove a regret bound on the online lazy mirror ascent. In Appendix G we derive the following proposition. Proposition 2 (Regularity). For all µ ∈ S and ε > 0 there exists constants
Fix ε > 0 some real number and consider the typical event
where g(T ) ∼ T 1/4 , for some horizon T . We want to prove that for T large enough, on the event E ε (T ), the difference between the maximum of F for the true parameter, namely T (µ) −1 = F w (µ), µ and its empirical counterpart at time T , F w(T ), µ(T ) is small, precisely of order ε. To this aim we will use the following regret bound for the online lazy mirror ascent proved in Appendix F. Proposition 3 (Regret bound for the online lazy mirror ascent). For the weights w(t) given by (9) , and a constant C 0 that depends on K, L, M , on the event E ε (T ) it holds
The expression of C 0 can be found in Appendix F.
We then need a consequence of the tracking and the forced exploration, proved in Appendix E, to relate F w(T ), µ(t) to F w(T ), µ(t) . Proposition 4 (Tracking). Thanks to the sampling rule, precisely (10) and (11), for the choice
Using Proposition 2, 3 and 4 one can proves that for T 1/ε 2 , on the event E ε (T )
Hence if we rewrite the stopping rule (12) 
since β N (T ), δ ∼ log(1/δ) the algorithm will stop as soon as T log(1/δ)/(T (µ) − ε). Thus for such T we have the inclusion E ε (T ) ⊂ {τ δ ≤ T }. But thanks to the forced exploration, see Lemma 2, we know that
. Therefore we obtain
. Thus dividing the above inequality by log(1/δ) and letting δ go to zero then ε go to zero allows us to conclude.
Numerical Experiments
For the experiments we consider the Best Arm Identification problem described in Section A. The experiments compare several algorithms: the Lazy Mirror Ascent (LMA) described in Algorithm 1, the same algorithm but with a constant learning rate (LMAc), the Best Challenger (BC) algorithm given in Section A.2, the Direct Tracking (DT) algorithm by Garivier and Kaufmann [15] , Top Two Thompson Sampling (TTTS) by Russo [25] and finally the uniform Sampling (Unif) as baseline. See Appendix B for details. Note in particular that all of them use the same Chernoff Stopping rule (12) with the same threshold β(t, δ) = log((log(t) + 1)/δ) and the same decision rule (13) . This allows a fair comparison between the sampling rules. Indeed it is known (see Garivier et al. [16] ) that the choice of the stopping rule is decisive to minimize the expected number of sample. We only investigate here the effects of the sampling rule here because it is where the trade-off between uniform exploration and selective exploration takes place. Table 1 displays the average execution time of one step of these algorithms. Unsurprisingly all the algorithms perform better than the uniform sampling. LMA compares to the other algorithms but with slightly worse results. This may due to the fact that lazy mirror ascent (with a learning rate of order 1/ √ t) is less aggressive than Frank Wolfe algorithm for example. Indeed using a constant learning rate (LMAc) we recover the same results as BC. But doing so we loose the guaranty of asymptotic optimality. The four mentioned algorithms share roughly the same (one step) execution time which is normal since they have the same complexity, see Appendix B. The Direct Tracking of the optimal proportion of draws performs slightly better than the other algorithms but the execution time is much longer (approximately 100 times longer) due to the extra cost of computing the optimal weights. Note that TTTS also tends to be slow when the posteriors are well concentrated, since it is then hard to sample the challenger. But it is the only algorithm that does not explicitly force the exploration.
Conclusion
In this paper we developed an unified approach to Bandit Active Exploration problems. In particular we provided a general, computationally efficient, asymptotically optimal algorithm. To avoid obfuscating technicalities, we treated only the case of Gaussian arms with known variance and unknown mean, but the results can easily be extended to other one-parameter exponential families. For this, we just need to replace the maximal inequality of Proposition 1 by the one of Theorem 14 by Kaufmann and Koolen [18] and to adapt the threshold accordingly.
Several questions remain open. It would be interesting to provide an analysis for the moderateconfidence regime as argued by Simchowitz et al. [27] . An other way of improvement could be to explore further the connection with the Frank-Wolfe algorithm. Nevertheless the main open question, from the author point of view, is to find a natural way to explore instead of forcing the exploration. One possibility could be to use in this setting the principle of optimism. Because even for the Active Exploration problems there is trade-off between uniformly explore the distributions of the arms and selectively explore the distribution of specific arms to find in which set the bandit problem lies.
[ 
A Examples
In this appendix we present some classical and less classical active exploration bandit problems that can be described by the general framework presented in Section 1.1. Note that for all examples presented below Assumption 1 holds. For the three first examples it is a direct consequence of the expression of the sub-gradient. For the last one just needs to remark that the projection λ of a certain µ on an alternative set S i (for i = i(µ)) is such that λ i belongs to the interval
A.1 Thresholding Bandits
We fix a threshold T ∈ R. The objective here is to identify the set of arms a above this threshold, {a : µ a > T}. Therefore, to see this problem as a particular case of the one presented in Section 1.1 we choose I = P [1, K] the power set of [1, K] and
For µ ∈ S, it turns out that there is an explicit expression for F and the characteristic time in this particular case,
In the function F we recognize the minimum of the costs (with respect to the weights w) for moving the mean of one arm to the threshold. Thanks to this rewriting the computation of the sub-gradient is direct
for a that realize the minimum in (18) (the non-zero coordinate is at position a).
A.2 Best Arm Identification
Here the objective is to identify the arm with the greatest mean. We set I = [1, K] and
For µ ∈ S i , we can simplify a bit the expression of the characteristic time. Indeed, using well chosen alternatives, see Garivier and Kaufmann [15] , we have
whereμ w i,a is the mean between the optimal mean µ i and the mean µ a with respect to the weights w:
We can see the weighted divergence that appears in (4) as the cost for moving the mean of arm a above the optimal one µ i and thus make the arm a optimal. Precisely we move at the same time µ i and µ a to the weighted meanμ w i,a . The computation of the sub-gradient is also straightforward in this case
for active coordinates a = i that realize the minimum in (19) (the non-zero coordinates are at positions i and a). A variant of the Best Challenger sampling rule introduced by Garivier and Kaufmann [15] , see also Russo [25] , is given by
it,a (t)
where we denote by i t the current optimal arm (the one with the greatest mean) at time t. At a high level, we select the best challenger C t of the current best arm i t with respect to the cost that appear in (19) . Then we greedily choose between C t and i t the one that increases the most this cost. Again, as in the previous example, this sampling rule rewrites as one step of the Frank-Wolfe algorithm for the function F ·, µ(t) e At+1 ∈ arg max
A.3 Signed Bandits
This is a variant of the Thresholding Bandits problem where we add the assumption that all the means lie above or under a certain threshold T. Thus we choose I = {+, −} and
It is easy to see, for µ ∈ S, that the function F and the characteristic time reduce to
In the function F we recognize the cost (with respect to the weights w) for moving all the means to the threshold T. The sub-gradient of F (·, µ) at w is
This example is interesting because if we follow a sampling rule based on the Frank-Wolfe algorithm, see (21) (which is equivalent to track the optimal proportion of draws in this case), it would boil down to a kind of Follow the Leader sampling rule. And it is well known that it can fail to sample asymptotically according to the optimal proportion of draws which is in this case:
where L is the number of arms that attain the maximum that appears in the definition of the characteristic time, see (22) . This highlights the necessity to force in some way the exploration.
A.4 Monotonous thresholding bandit
It is again a variant of the Thresholding Bandit problem with some additional structure. We fix a threshold T and assume that sequence of means is increasing. The objective is to identify the arm with the closest mean to the threshold. Hence, we choose I = [1, K] and
Unfortunately there is no explicit expressions for F neither for the characteristic time in this problem. But it is possible to compute efficiently an element of the sub-gradient of F using isotonic regressions, see Garivier et al. [16] .
B Details on Numerical Experiments
As stated in the Section 3 we consider the Best Arm Identification problem (see Appendix A) for µ = [1, 0.85, 0.8, 0.75]. For all the algorithms we used the same stopping rule (12) with the threshold β(t, δ) = log((log(t) + 1)/δ) and decision rule (13) . We consider the following sampling rules:
-BC: it is the sampling rule given by (20) plus forced exploration as proposed by Garivier and Kaufmann [15] (if the number of pulls of one arm is less than ∼ √ t then this arm is automatically sampled). The complexity of one step is of order O(K), see (20) .
-TTTS: it is basically the sampling rule of Top Tow Thompson Sampling by Russo [25] . We use a Gaussian prior N (0, 1) for each arms and we slightly alter the rule to choose between the best sampled arm I and its re-sampled challenger J. Inspired by (20) , if we denote by µ the sample from the posterior where I is optimal and by µ the re-sample where J is optimal, we choose arm
Here the complexity of one step is dominated by the sampling phase, in particular the sampling of the challenger, which can be costly if the posterior are concentrated. -LMA: this is Algorithm 1. We do not try to optimize the parameters. We choose a learning rate of the form
where L is of order the norm of the sub-gradients and the same exploration rate γ t as Theorem 2. The complexity of one step is of order O(K) (for computing the sub-gradient).
-LMAc: Exactly the same as above but with a constant learning rate.
-DT: this is the Direct Tracking (DT) algorithm by Garivier and Kaufmann [15] , it basically tracks the optimal weights associated to the vector of empirical means plus some forced exploration (same as BC). For the Best Arm Identification problem, to compute the optimal weights, one needs to find the root of an increasing function, e.g. by the bisection method, whose evaluations requires the resolution of K scalar equations. -Unif : the arm is selected at random.
C Proof of Theorem 2
where g(T ) := T 1/4 , for some horizon T such that T ≥ K and 2g(T ) ≤ T (T ≥ 3 is sufficient). We also impose T to be greater than the smallest integer T M such that M g(T M ) ≥ L. This condition allows to get rid of the effects of clipping the gradient on E ε (T ).
Using Proposition 2 we can replace the vector of empirical means µ(t) by the true vector of means µ in the first sum of (16) at cost εT
similarly, we can replace µ(t) by µ(T ) in the second sum
Hence, we deduce from (16), with T = (T − g(T ) + 1), on the event E ε (T )
Now we need to compare the sum in (24) with the quantity T F w(T ), µ(T ) . To this end we will use Proposition 3, which is a consequence of the tracking and the forced exploration, see (11) and (10) . Thus, using the concavity of F ·, µ(t) then Proposition 2 we have
Before applying Proposition 4 we need to handle the fact that the sum in the last inequality above begins at g(T ). But it is not harmful because g(T ) is small enough, one can proves:
Indeed, using the triangular inequality we have
It remains to notice that
where in the last line we used g(T ) ≤ √ T , by definition. Now, using (25) then (17) we obtain
Thus, using the above inequality in (24) and dividing by T we get
where in the last line we used T / T ≤ 2, thanks to the choice of T . For T ≥ (C 1 /ε) 2 , we finally obtain the bound announced in Section 2.2
Hence the algorithm will stop at T if β N (T ), δ /T ≤ T (µ) −1 − 5ε. We use the following technical lemma (proved in Appendix G) to characterize such T . Lemma 1. There exits a constant C 3 (ε) that depends on ε and K, such that for
We also need to use that E ε (T ) is a typical event. Quantitatively, using the consequence of the forced exploration (17), we can prove the following deviation inequality, see Appendix G. Lemma 2. There exists two constants C 4 (ε) and C 5 (ε), that depend on ε, µ and K, such that
.
Putting all together, for T large enough, for example:
we have the inclusion E ε (T ) ⊂ {τ δ ≤ T }, hence using Lemma 2
It remains to remark that, using the above inequalities,
Thus dividing (27) by log(1/δ) and letting δ go to zero, we obtain
letting ε go to zero allows us to conclude.
D Deviations Inequality
Let θ be a certain parameter in R d . We consider the linear model
where {η t } t∈N are i.i.d. from a Gaussian distribution N (0, 1) and A t ∈ R d is a random variable
A s A s be the Gram matrix and θ t be the least square estimator of θ (defined when V t is invertible)
We assume that A s = e s the s-nth vector of the canonical basis of R d for 1 ≤ s ≤ d, such that V t is invertible for t ≥ d. We want to prove a maximal inequality on the self-normalized following quantity
where S t := t s=1 A s η s and |x| V := x V x is the norm induced by the symmetric positive definite matrix V . In addition we will assume that for all t ≥ 1 the random variable A t ∈ (e l ) l∈ [1,d] is an element of the canonical basis. Thus the Gram matrix V t is diagonal and for all l ∈ [1, d]
Proposition 5. For δ > 0 and 1 > β > 0,
see the end of the proof for an explicit formula. And if we do not care about the constant in front of the term in loglog(n), it holds
see the end of the proof for an explicit expression of the constant C.
Proposition 1 is a simple rewriting of (30) for d = K. Indeed, the Kullback-Leibler divergence in (28) rewrites with the diagonal assumption on the Gram matrix
The constant in front of the loglog(n) in (29) is optimal when β goes to 0 with respect to the Law of the Iterated Logarithm, for the particular case of uniform sampling, i.e. A t = t mod K, see Lemma 2 of Finkelstein et al. [13] . The proof of Proposition 5 is a variation on the method of mixtures, see Peña et al. [24] for an introduction to the method, Lattimore and Szepesvári [21] and Abbasi-Yadkori et al. [1] for the use of this methods in the bandit setting. It turns out that the prior used is really close to the one used by Balsubramani [4] in their proof of Lemma 12.
Proof Proposition 5. We will use the method of mixtures with the prior on
with f a density on R given by
where C β is the normalizing constant. Hence, we consider the martingale
We can rewrite this martingale to make appear the quantity of interest
Using that f is symmetric and non-increasing on R + , we can lower bound the martingale as follows
Thanks to the method of mixtures this lower bound leads to the following maximal inequality
(32) We can simplify a bit the expression in (32) using that log log |S t,a |/N t,a ) + 2/N t,a + 2 ≤ log log( N t,a /2) + 2 + log |S t,a |/ 2N t,a + 1
where we used in the last line the fact that log(x + y) ≤ log(x) + y/x for x, y > 0. Indeed, injecting this inequality in (32) we obtain
Now we will bootstrap this inequality to get rid of the |S t,l |/ 2N t,l inside the log. Noting that by concavity of the logarithm and log(x + 1) ≤ x/2 + log(2) for
we can degrade (33), with the choice β = 0.5, to
This last inequality implies the following one
where C is a constant such that log(C) = 1 − 2 log(C 1/2 ). Let A be the event that appears in (33) with δ/2 instead of δ, B be the event that appears in (34) with δ/2 instead of δ and D be such that
By (33) and (34), it holds
≤ P(A) + P(B) ≤ δ . We just proved that
(35) To conclude we will specify (35) in two ways. First if t ≤ n, using that in this case N t,l ≤ n, we obtain
And using again log(x + y) ≤ log(x) + x/y, for β = 1/2 and C := 5 log(2C) we get
E Tracking results
This section is devoted to prove Proposition 4. We will need one tool extracted from Garivier and Kaufmann [15] , namely the next tracking lemma which corresponds to Lemma 15 of the aforementioned reference.
Proof of Proposition 4. Thanks to Lemma 3 and the definition of the weights in (10) we have
where in the last lines we used that γ t = 1/(4 √ t) and a comparison series integral. This proves the first part of the proposition, for the second part we just use that w a (t) ≥ γ t /K and Lemma 3,
F Online Concave Optimization
We consider the classical setting of online optimization on the simplex Σ K . Consider a sequence of gain f t ∈ R K such that 0 ≤ f t,a ≤ C t , for some constant C t . The objective is to minimize the regret against any constant strategy w ∈ Σ K , T t=1 f t · (w − w t ) .
To this aim we can use the Exponential Weights algorithm: let w 1 = π be the uniform distribution and define the other weights as follow
where η t is the learning rate. There is a closed formula for these weights
where
f s with the convention G 0 = 0. The next lemma is a simple adaptation of the Theorem 2.4 of [6] . We add its proof for the sake of completeness.
Proof. We decompose the following quantity in two terms
To bound the first term we use the Hoeffding inequality
For the second term, we consider the potential function
, with the convention Φ 0 (t) = 0. Thanks to (36) we have
Putting together (37), (38), (39) and summing over t we obtain An Abel transformation on the penultimate term of the previous inequality leads to
where we used that Φ 0 (η 1 ) = 0. Since it holds that
To conclude it remains to show that Φ t (·) is non-decreasing for all t since η t is non-increasing. To this end we just check that Φ t (η) ≥ 0, Φ t (η) = −1 η 2 log 1 K We are now ready to prove Proposition 3.
Proof of Proposition 3. We will use Lemma 4 with the choices
Indeed thanks to Assumption 1 and the definition of E ε (T ) we know that 0 ≤ ∇ a F w(t), µ(t) ≤ C t on this event. Therefore, using Lemma 4 up to a translation of all the indices by K − 1, we obtain the following regret bound
T t=K
Clip s ∇F w(t), µ(t) · w (µ) − w(t) ≤ log(K)
It remains to control the terms inside the sums for t ≤ g(T ). Using that the clipped sub-gradient is bounded by C t and Holder's inequality, we have 
Similarly, one obtains, using the definition of C t T t=1
Thus, combining (40), (41) and (42), we get ∇F w(t), µ(t) · w (µ) − w(t) ≤ (log(K) + KM + 4L 2 + 2M 2 )
:=C0 √ T .
Note that the clipping has no effects since t ≥ g(T ) and T ≥ T M . The concavity of F ·, µ(t) allows us to conclude 
G Other Proofs
We regroup in this section proofs of auxiliary results.
G.1 Technical lemmas
Proof of Lemma 1. Let C 3 (ε) > 0 a constant that depends on ε and K be such that for all T ≥ C 3 (ε), 6K log log(T ) + 3 + K C ≤ εT .
Then, using that N a (T ) ≤ T , for all a, for T ≥ max C 3 (ε), log(1/δ) + K log 4 log(1/δ) + 1 T (µ) −1 − 6ε , it holds β N (T ), δ T ≤ log(1/δ) + K log 4 log(1/δ) + 1 + 6K log log(T ) + 3) + K C T ≤ log(1/δ) + K log 4 log(1/δ) + 1
which concludes the proof.
Proof of Lemma 2. It is an adaptation of the proof of Lemma 19 by Garivier and Kaufmann [15] with the Chernoff inequality for Gaussian distributions. We have
P µ µ a (t) ≤ µ a − κ ε + P µ µ a (t) ≥ µ a + κ ε .
Thanks to (17) we know that for all a, √ t/(4K) − 2K ≤ N a (t) ≤ t. Let denote by µ a,n the empirical mean of the first n samples from arm a (such that µ a (t) = µ a,Na(t) ). Using the union bound then Chernoff inequality, we get .
