INTRODUCTION size of a model with the number of observations. It is clear that
The linear feature selection problem in multiclass pattern the rate of growth of states for nonzero nonunity p must ulti-recognition can be regarded as that of linearly transforming mately become at least 1/2 since the only sequences of R A's and statistical information from n-dimensional (real Euclidean) space N -R B's giving an average number of states less than N/2 into k-dimensional space, while requiring that average interclass are those with R = 0 and R = N. The probabilities of the divergence in the transformed space decrease as little as possible.
occurrence of these sequences are pN and (1 -p)N, respectively, Divergence, as used in this paper, will be the expected interboth of which decline to zero with increasing N unless p is zero class divergence derived from Hajek two-class divergence as or unity. Thus the slightest introduction of probabilistic acausal-defined, for example, in [4] . It is known [3 ] that there always ity gives rise to models whose complexity is proportional to the exists a k x n matrix B such that the transformation determined length of observation.
by B maximizes the divergence in k-dimensional space. It is also following (3) and (4). Hence b) ATA is a diagonal matrix having exactly k diagonal entries and 2 < k < n, we require for each i that equal to one with the remaining diagonal entries equal to zero.
where Ck(,)1 is a (k-1) x (k -1) positive diagonal submatrix, E (di. and Z denotes the zero submatrix of appropriate dimension.
dn", By direct computation, it follows that then AEAT is a diagonal matrix ing [1] , data reorganization [3] , block decomposition [3] , I Z Ik1 production flow analysis [5] , and numerical taxonomy [5] . Clearly, both A1 and A2 satisfy conditions 1) and 2) of Section columns for the matrix array such that the permuted array of II, and thus, by the derivation in that section, DA = DA = D. coefficients appear in clustered form. Second, evolve a criterion Thus both A1 and A2 yield divergence which is the same as the on the basis of which the cluster can be identified in a meaningful divergence using all n channels of information, and it is, there-way. An additional objective, which is usually unstated, is that fore, best possible.
the two aforementioned steps be carried out at minimum comFinally, we observe that A1 and A2 are not row equivalent. putational cost. Suppose, to the contrary, that there exists an invertible k x k
The clustering model of this algorithm is similar to the bond matrix Q such that A2 = QA1. Then the subspace of n-space energy algorithm of McCormick et al. [3] , consequently, it is spanned by the row vectors of A1 is equal to the subspace also akin to the algorithm of Slagle et al. [1] . The translation spanned by the row vectors of A2. However, ek+ 1 = (0,..., of the ideas underlying these two algorithms as evidenced in the 0,1,0,---,0) is the kth row of A1, and clearly ek+1 is not in the modification of our procedure results in definite computational subspace spanned by the row vectors of A2. Therefore, A1 and savings. The proposed scheme reduces the required computations A2 are not row equivalent, by a factor of n for row ordering and m for column ordering of a m x n matrix. This new algorithm also uses integer arithmetic CONCLUSION similar to the methods of [1 ] and [3] .
In this correspondence we have given a family of examples to II. BOND ENERGY AND SHORTEST SPANNING PATH ALGORITHMS show that, even under extremely strong conditions, it is not possible to assume that all matrix solutions which maximize A Bond Energy Algorithm transformed divergence are row equivalent.
Step 1: Place one of the rows of an m x n array arbitrarily.
