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Abstract
For the cotangent bundle T ∗Q of a smooth Riemannian manifold acted upon by the lift of a smooth and proper action by
isometries of a Lie group, we characterize the symplectic normal space at any point. We show that this space splits as the direct
sum of the cotangent bundle of a linear space and a symplectic linear space coming from reduction of a coadjoint orbit. This
characterization of the symplectic normal space can be expressed solely in terms of the group action on the base manifold and the
coadjoint representation. Some relevant particular cases are explored.
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1. Introduction
One of the most important tools in the study of the local geometry of Hamiltonian G-spaces (symplectic manifolds
acted upon by a smooth and proper action of a Lie group G with an equivariant momentum map) is the so-called
Symplectic Slice Theorem obtained in [5,9], and generalized in [2]. This result, which provides a semiglobal model
of a neighborhood of a group orbit by an equivariant analogue of Darboux charts, has proved to be of fundamental
importance in the study of not only the geometrical properties of Hamiltonian G-spaces but also of the qualitative
dynamics of symmetric Hamiltonian systems defined on them.
A key ingredient of the Symplectic Slice Theorem is a linear space N called the symplectic normal space. The
space N has played an important role in the study of the Marsden–Weinstein reduced spaces at singular points of
the momentum map (see [2,15,26]), notably for proving that such a reduced space is Whitney stratified, and can be
locally modelled on a symplectic quotient of N with respect to the linear action of a compact Lie group. On the
dynamics side, the symplectic normal space has been extensively used to produce results on the stability, persistence
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(see for instance [8,12–14,20,21]). The abstract space N can be realized as a concrete subspace V of the tangent space
to our symplectic manifold at the point under consideration, and hence in applications, V provides a concrete way to
study the symplectic normal space N .
This work is devoted to the construction of models of N and V when the Hamiltonian G-space under study is
the cotangent bundle T ∗Q of a G-manifold Q, equipped with the canonical symplectic form and acted upon by
the cotangent lift of the action of G on Q. The main motivation for this study comes from geometric mechanics
where cotangent bundles are universal phase spaces, in the sense that most Hamiltonian systems arising from classical
mechanics are formulated on cotangent bundles of some configuration spaces, or realized as the symplectic or Poisson
reduced spaces of appropriate cotangent bundles by the action of some symmetry group. Despite the importance of
cotangent bundles in mechanics and of the symplectic normal space in the study of singular points of the momentum
map, there has not been an intensive research in this area. Our approach exploits the specificity of this bundle structure
and of the cotangent-lifted action. Our aim is to reduce the problem as much as possible to the study of the geometry
of Q and of the G-action on it, rather than on the whole symplectic manifold T ∗Q, thus providing a computational
foundation for concrete applications. For this, we use the fact that all the information about the symplectic geometry
of T ∗Q and its supported Hamiltonian lifted action is obtainable from geometric data on Q and the G-action on it.
The paper is organized as follows: In Section 2, we review the construction of the space N for a general Hamiltonian
G-space. In Section 3, we first construct a metric-dependent isomorphism between the tangent space at a point px of
T ∗Q and TxQ ⊕ T ∗x Q and then we identify this space with (r ⊕ S) ⊕ (r∗ ⊕ S∗), where S is a linear slice at x for the
G-action on Q and r is a linear slice at the identity for the right Gx -action on G. In Section 4 we introduce a family of
local vector fields on Q and we prove a number of technical results about them that will be computationally important
for the main results. In Section 5, Theorem 5.1 gives the infinitesimal cotangent-lifted action at px in (r⊕S)⊕(r∗⊕S∗)
coordinates. Our first main result is in Section 6, in Theorem 6.1, where we provide an explicit choice for the space V
isomorphic to the symplectic normal space N as a subspace of Tpx (T ∗Q) at any point px ∈ T ∗Q. Our second main
result is Corollary 6.1 which shows that in general the symplectic normal space at a point px ∈ T ∗Q is isomorphic
to the direct sum of the cotangent bundle of a linear space with the symplectic normal space at μ = J(px) for the
action of Gx on the coadjoint orbit through μ. This corollary also provides normal forms for its symplectic form
and momentum map. Finally, Section 7 is devoted to some particular cases of geometric and dynamical relevance for
which the normal form for the symplectic form is particularly simple.
We view the aforementioned results in Sections 6 and 7 as the main results of the paper. We believe that the results
of Section 7.1 can be applied to the study of the local properties of a new stratification for the singular reduced space
of T ∗Q at zero momentum, found in [19]. Also, as the results contained in Section 7.2 are applicable to every relative
equilibrium of a simple mechanical system, it is expected that they will contribute to the study of the stability and
bifurcations of relative equilibria for systems of this type. Indeed in the singular context these results are well-suited
to implement the ideas introduced in the regular case in [25]. There, the authors reduce the degree of complexity of the
stability analysis by expressing the “Hessian criterion” on the symplectic normal space only in terms of the geometry
of Q and the G-action on it. This research direction has been pursued in [22], where the results obtained here are
applied to the study of the stability of relative equilibria for simple mechanical systems at singular momentum values.
Another interesting future research direction is to see how the results for the symplectic normal space obtained here
can advance towards a general explicit Symplectic Slice Theorem for cotangent-lifted actions. In general the proof of
this theorem does not provide an explicit equivariant symplectomorphism between the model space and the tubular
neighborhood of the group orbit in the Hamiltonian G-space. Only the existence of such a map can be shown, together
with its main properties. However, recent results (see [24]) show that, at least for group orbits consisting of points
with totally isotropic momenta, such an explicit construction is possible in the cotangent bundle case. In [24], using
a completely different approach based on singular commuting reduction, the expressions for the symplectic normal
space for cotangent-lifted actions at some particular types of points are also computed, in agreement with our results
in Sections 7.1 and 7.2. Since we obtain a characterization of the symplectic normal space at any point in T ∗Q, it is
expected that this will contribute to generalizing this explicit symplectomorphism for cotangent-lifted actions from
totally isotropic to general momentum values.
Notation. Unless otherwise specified, Q will denote a smooth and finite dimensional manifold. Throughout this paper
we use the symbol X(Q) for the space of smooth vector fields on Q and LY : X(Q) → X(Q) for the Lie derivative
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Whenever a Lie group G acts smoothly on a space X we denote by Gx the stabilizer of the element x ∈ X and by g · x
the action of an element g ∈ G on x ∈ X. We denote by g or Lie(G) the Lie algebra of G and by ξ · x or ξX(x) the
infinitesimal action of ξ ∈ g on X. All actions are assumed to be smooth. If V is a linear space the canonical pairing
between V ∗ and V is denoted by 〈·,·〉. Finally, the annihilator in V ∗ of a vector subspace K ⊂ V is denoted by K◦.
2. Hamiltonian actions and the symplectic normal space
Let (P,ω) be a symplectic manifold endowed with a smooth and proper Hamiltonian action of a Lie group G with
Lie algebra g and equivariant momentum map J : P → g∗. Let z ∈P be a point with stabilizer Gz = {g ∈ G: g ·z = z}
and momentum J(z) = μ and denote by Gμ the stabilizer of μ for the coadjoint representation of G and by gμ its Lie
algebra. The symplectic normal space at z is the linear space N = kerTzJ/(gμ · z). The space N is endowed with a
natural symplectic form defined as
Ω
([u1], [u2]) := ω(z)(u1, u2),
where u1, u2 ∈ kerTzJ. The induced linear Gz-action on TzP descends to a linear Hamiltonian action on N , with
associated momentum map JN : N → g∗z .
We obtain a realization of N as a linear subspace of TzP in the following way: Choose a Gz-invariant splitting
(2.1)(g · z)ω = gμ · z ⊕ V,
where (g · z)ω denotes the symplectic orthogonal of g · z. The space V , equipped with the restricted symplectic form
ω|V , is a Gz-invariant maximal symplectic subspace of (g · z)ω . The group Gz acts on V in a Hamiltonian fashion
with associated equivariant momentum map JV : V → g∗z . Any such choice of invariant complement V provides a
Gz-equivariant symplectomorphism N 
 V that relates JN and JV . Thus, all choices of the subspace V at z are
also symplectomorphic. We can think of N as the equivalence class of all such subspaces V ⊂ TzP . For this reason,
hereafter we will also refer to both V and N as the symplectic normal space.
3. The isomorphism Tpx (T ∗Q) T ∗(TxQ)
The setup for the rest of the paper is the following: Let P = T ∗Q equipped with its canonical symplectic form,
where (Q, 〈〈·,·〉〉) is a Riemannian manifold. A Lie group G acts on Q properly by isometries and on T ∗Q by cotangent
lifts. This lifted action is also proper and Hamiltonian, with equivariant momentum map
(3.1)〈J(px), ξ 〉= 〈px, ξQ(x)〉, ∀px ∈ T ∗x Q ⊂ T ∗Q, ξ ∈ g.
By construction, the bundle projection τ : T ∗Q → Q is also equivariant. We are interested in constructing the sym-
plectic normal space V at any point px .
To achieve this objective, our first task is to obtain convenient descriptions of the infinitesimal generators of the
cotangent-lifted action of G on T ∗Q at px , and we want these descriptions to incorporate the bundle structure of
our symplectic manifold T ∗Q into the description of the tangent space Tpx (T ∗Q). For that purpose, we consider the
Ehresmann connection on T ∗Q associated to the Levi-Civita connection ∇ on Q, and the corresponding Whitney
sum vector bundle
T (T ∗Q) =H(T ∗Q)⊕ V(T ∗Q),
where H(T ∗Q) and V(T ∗Q) are respectively the horizontal and vertical bundles relative to this connection.
Let px ∈ T ∗Q be a given point over x. The connection map K : Tpx (T ∗Q) → T ∗x Q is defined as follows: Let
Y ∈ Tpx (T ∗Q) and let cˆ(t) be a local curve in T ∗Q such that cˆ(0) = px and dcˆ(t)dt |t=0 = Y . Then
(3.2)K(Y) := D
∇
c cˆ(t)
Dt
∣∣∣∣
t=0
∈ T ∗x Q,
i.e. the evaluation at time zero of the covariant differential associated to ∇ of the covector field cˆ(t) along c(t) =
τ(cˆ(t)). At px , the vertical space is given by Vpx := kerTpx τ , and the horizontal space byHpx (T ∗Q) := kerK . As the
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I : Tpx (T ∗Q) → TxQ⊕ T ∗x Q by
(3.3)I (Y ) := (Tpx τ (Y ),K(Y )).
We will call I (Y ) the I -representation of Y .
Since G acts on Q by isometries, the horizontal and vertical distributions are G-invariant, and hence the map I
is Gpx -equivariant with respect to the induced linear Gpx -actions on Tpx (T ∗Q), TxQ and T ∗x Q. Another way to see
this is to realize H(T ∗Q) as the orthogonal complement to V(T ∗Q) with respect to the Sasaki metric on T ∗Q, for
which the lifted action is isometric (see [23]).
We consider now finer properties of the isomorphism I due to the presence of the isometric G-action. Let px ∈ T ∗x Q
and let H = Gx , with Lie algebra h. Since Gpx is compact by the properness of the lifted G-action, we can choose a
Gpx -invariant splitting of g (see Section 6 for details)
(3.4)g = h ⊕ r.
According to (3.4), we can write every element of g uniquely as η = ηh + ηr, with ηh ∈ h and ηr ∈ r. Also, with
respect to 〈〈·,·〉〉 the tangent space TxQ is split orthogonally as TxQ = g · x ⊕ S, where S = (g · x)⊥ is a linear slice at
x for the G-action on Q.
In this paper we will consider the following linear actions of several subgroups of G: The group Gpx acts on r and
r∗ by restricting the adjoint and coadjoint representations of G. The group H acts on S by its induced representation
on TxQ and on S∗ by its contragredient representation, 〈h · β,b〉 = 〈β,h−1 · b〉, for h ∈ H , b ∈ S and β ∈ S∗. The
infinitesimal generator map g → g · x, ξ → ξQ(x) is not in general an isomorphism since it may have nontrivial
kernel h. However, by (3.4) this map is an isomorphism if its domain is restricted to r. The locked inertia tensor,
introduced next, is a useful family of bilinear forms on g that will help us to express the I -representation of vectors in
Tpx (T
∗Q). It can be seen as a family of (degenerate) metrics on g induced from the Riemannian metric on Q by the
infinitesimal generator map.
Definition 3.1. The locked inertia tensor on a Riemannian manifold (Q, 〈〈·,·〉〉) equipped with an isometric action of
a Lie group G is the map that associates to each point x ∈ Q the symmetric bilinear form on g defined by
(3.5)I(x)(ξ, η) := 〈〈ξQ(x), ηQ(x)〉〉.
The following well known property of the locked inertia tensor will be used throughout this paper. Its proof can be
found in Chapter 5 of [10].
Lemma 3.1. For every ξ, η,λ ∈ g, g ∈ G and x ∈ Q the following identities hold.
I(g · x)(Adg η,Adg λ) = I(x)(η,λ), and(
DI · ξQ(x)
)
(η,λ)+ I(x)(adξ η, λ)+ I(x)(η, adξ λ) = 0,
where Ad and ad denote respectively the adjoint representations of G and g.
The locked inertia tensor I(x), seen as a bilinear symmetric two-form on g, is degenerate with kernel equal to the
Lie algebra h = gx . Consequently, its restriction
Iˆ0 := I(x)|r×r : r × r → R
is a well-defined inner product on r. In order to economize notation, we will denote by the same symbols the maps
I(x) : g → g∗ and Iˆ0 : r → r∗ induced by I(x) and Iˆ0 respectively. Since TxQ = g · x ⊕ S and as g · x is isomorphic to
r through the infinitesimal generator map ξ → ξQ(x), we can form the Gpx -equivariant linear isomorphisms
(3.6)TxQ 
 r ⊕ S and T ∗x Q 
 r∗ ⊕ S∗,
with the first isomorphism r⊕ S → TxQ defined by (ξ, a) → ξQ(x)+ a, and the second, T ∗x Q 
 r∗ ⊕ S∗ obtained by
dualization.
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covector 〈〈vx, ·〉〉 ∈ T ∗x Q, is written as
(3.7)〈FL(ξ1, a1), (ξ2, a2)〉= I(x)(ξ1, ξ2)+ 〈〈a1, a2〉〉S = Iˆ0(ξ1, ξ2)+ 〈〈a1, a2〉〉S,
where ξ1, ξ2 ∈ r, a1, a2 ∈ S and 〈〈·,·〉〉S denotes the restriction to S of the inner product in TxQ induced by the metric.
Note that r 
 g/h and r∗ 
 h◦.
Finally, the composition of the two isomorphisms (3.6) with I defined in (3.3) allows us to identify Gpx -
isomorphically Tpx (T ∗Q) 
 (r ⊕ S) ⊕ (r∗ ⊕ S∗). Therefore, the I -representation of a vector vpx tangent to T ∗Q
at px is given by the quadruple
I (vpx ) = (ξ, a;ν,α) ∈ (r ⊕ S)⊕ (r∗ ⊕ S∗),
where ξ, a, ν and α are uniquely defined by
Tpx τ (vpx ) = ξQ(x)+ a ∈ TxQ, and
K(vpx ) = FL
((
Iˆ
−1
0 (ν)
)
Q
(x)
)+ α.
Remarks.
(1) There is no loss of generality in supposing that Q is a Riemannian manifold and that G acts isometrically on it as
long as Q is paracompact since, by properness of the G-action, one can always find a Riemannian structure on Q
invariant under the given action (see [3]).
(2) A trivial but extremely important observation when working with cotangent-lifted actions is that, since both
τ : T ∗Q → Q and J : T ∗Q → g∗ are G-equivariant, for a point px ∈ T ∗Q with base point x = τ(px) and mo-
mentum μ = J(px), the following relation among the three involved isotropy groups holds: Gpx ⊂ Gx ∩Gμ.
The canonical symplectic form of T ∗Q has a particularly simple expression in the representation provided by the
map I .
Lemma 3.2. Let ω denote the canonical symplectic form on T ∗Q and Y1, Y2 ∈ Tpx (T ∗Q). Then
(3.8)ω(px)(Y1, Y2) =
〈
K(Y2), Tpx τ (Y1)
〉− 〈K(Y1), Tpx τ (Y2)〉.
Proof. Let n = dimQ and let (x1, . . . , xn,p1, . . . , pn) be local coordinates of a bundle chart U × Rn of T ∗Q with
U ⊂ Q. Then local frames for V(T ∗U) and H(T ∗Q) are given respectively by
∂
∂pi
and
δ
δxi
= ∂
∂xi
+ Γ kijpk
∂
∂pj
, i, j, k ∈ (1, . . . , n).
We have used the Einstein convention for index summation. Here, the Γ ’s are the Christoffel symbols of ∇ , de-
fined by ∇ ∂
∂xi
∂
∂xj
= Γ kij ∂∂xk or ∇ ∂
∂xi
dxj = −Γ jik dxk . Then, if Y ∈ Tpx (T ∗Q) is written as Y = Ai δδxi + Bi ∂∂pi ,
Tpx τ (Y ) = Ai ∂∂xi and K(Y) = Bi dpi . Recall that in these local coordinates, ω is characterized by ω( ∂∂xi , ∂∂pj ) = δ
j
i
and ω( ∂
∂xi
, ∂
∂xj
) = ω( ∂
∂pi
, ∂
∂pj
) = 0. Therefore we have ω( δ
δxi
, ∂
∂pj
) = δji . Also ω( δδxi , δδxj ) = pk(Γ kji −Γ kij ) = 0 since
∇ has zero torsion. Now (3.8) follows by bilinearity of ω. 
Note that the resulting symplectic form ω is still given by (3.8) if we perform the same construction with respect
to the Ehresmann connection associated to any affine connection on Q with zero torsion.
As a consequence of (3.8), the symplectic form at px in the four-way I -representation of Tpx (T ∗Q) is expressed
as
(3.9)ω(px)
(
(ξ1, a1;ν1, α1), (ξ2, a2;ν2, α2)
)= 〈ν2, ξ1〉 − 〈ν1, ξ2〉 + 〈α2, a1〉 − 〈α1, a2〉.
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In order to compute the map K applied to several types of vectors belonging to Tpx (T ∗Q), we need to use a family
of locally defined vector fields on Q such that their restrictions at x span TxQ. Such a family should be adapted in
some sense to the G-action. This section is devoted to the construction of such vector fields and to the development
of a series of results about them, summarized in Lemma 4.3, Propositions 4.2 and 4.3.
We will work in a local model of Q given by a neighborhood O of [e,0] in the associated bundle G ×H S for
which the map φ : G×H S → Q given by
φ
([g, s])= g · expx(s)
restricts to a local G-equivariant diffeomorphism onto a G-invariant neighborhood U of G · x according to Palais’
Tube Theorem (see [3,7,15,16]). Here expx is the Riemannian exponential at x and G×H S is the orbit space of G× S
by the twisted H -action h · (g, s) = (gh−1, h · s), and G acts on G×H S by g′ · [g, s] = [g′g, s].
Note that, as the map πH : G×S → G×H S defines a principal bundle, we can write O = O/H , where O ⊂ G×S
is an H -saturated neighborhood of (e,0). We now define an H -equivariant flow on O . Consider any inner product
on g such that r in the splitting (3.4) is obtained as r = h⊥. This inner product can be extended to a right-invariant
Riemannian metric on G, and hence invariant for the H -action on G given by h · g = gh−1, for every h ∈ H and
g ∈ G. Note that the tangent space to G at the identity is g and the H -orbit through e is exactly H , with tangent
space h. Therefore r is an orthogonal linear slice for the H -action at e with respect to this metric. Denote by expe :
TeG = g → G the associated Riemannian exponential at the identity (not to be confused with the group exponential
Exp). A straightforward application of the Tube Theorem guarantees that there exists an H -invariant neighborhood of
H in G in which every element g can be written uniquely as
g = expe(ξ r)h−1,
for some pair (h, ξ r) ∈ H × r. Uniqueness follows from the fact that the action of H on G is free, and hence the
associated bundle playing the role of the tube is just the direct product H × r.
Lemma 4.1. Let O ⊂ G×S be a small enough H -invariant neighborhood of (e,0) for which any (g, s) ∈ O is written
uniquely as (expe(ξ r)h−1, s) for some ξ r ∈ r and h ∈ H . Then, for every v ∈ S and t small enough, F tv(g, s) :=
(g, s + th · v) defines a local H -equivariant flow on O .
Proof. We need to check that F tv is a well defined one-parameter group of local diffeomorphisms. Obviously F 0v =
idO , and
(F t1v ◦ F t2v )(g, s) = F t1v (g, s + t2h · v) = (g, s + t2h · v + t1h · v)
= (g, s + (t1 + t2)h · v)= F t1+t2v (g, s).
Furthermore, F tv is H -equivariant, since for every h′ ∈ H
F tv
(
h′ · (g, s))= F tv(gh′−1, h′ · s) = F tv(expe(tξ r)h−1h′−1, h′ · s)
= (expe(tξ r)(h′h)−1, h′ · s + t (h′h) · v)
= h′ · (expe(tξ r)h−1, s + th · v)= h′ · (F tv(g, s)). 
If necessary we can shrink O in the statement of Lemma 4.1 in order to have O = O/H inside the domain of
injectivity of the tube map φ : G ×H S → U . Since F tv defines an H -equivariant flow on O , it descends to a flow on
O ⊂ G×H S, and so applying φ to it we have a well defined flow F tv on U ⊂ Q. It has an associated vector field v
obtained by differentiating F tv . Therefore we have
Proposition 4.1. Let O be as in Lemma 4.1, and let U ⊂ Q be the image under φ : G ×H S → Q of O = πH (O).
Shrink O if necessary so that φ|O : O → U is injective. Then every x′ ∈ U can be uniquely written as x′ = φ([g, s]) =
φ([expe(ξ r)h−1, s]) for ξ r ∈ r and h ∈ H . Furthermore, for every v ∈ S and η ∈ g the following formulae define vector
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(4.1)η(x′) := ηQ(x′),
v(x′) := d
dt
∣∣∣∣
t=0
F tv(x
′) = d
dt
∣∣∣∣
t=0
φ
([g, s + th · v])
(4.2)= d
dt
∣∣∣∣
t=0
φ
([
expe(ξ r)h−1, s + th · v
])
.
Remark. Note that the vector fields η and v at the point x = φ([e,0]) satisfy η(x) = ηQ(x) and v(x) = v, for η ∈ g
and v ∈ S. As r 
 {ηQ(x): ∀η ∈ g}, then the family of vector fields in Proposition 4.1 evaluated at x spans TxQ.
Now we establish some properties of the vector fields defined by (4.1) and (4.2). The next result just gives another
way of computing η(x′) = ηQ(x′) at a point near x for an element η ∈ g. This alternative construction will be used
later.
Lemma 4.2. Let U be as in the Proposition 4.1, x′ = φ([g, s]) ∈ U for g ∈ G and s ∈ S, and η ∈ g. Then
(4.3)η(x′) = d
dt
∣∣∣∣
t=0
φ
([
expe(tη)g, s
])
.
Proof. By (4.1), ηQ(x′) is just the infinitesimal generator for the G action on Q corresponding to η, that is ηQ(x′) =
d
dt
∣∣
t=0 Exp(tη) · x′. As the map φ is G-equivariant, then for η ∈ g we have
ηQ(x
′) = d
dt
∣∣∣∣
t=0
Exp(tη) · φ([g, s])= d
dt
∣∣∣∣
t=0
φ
(
Exp(tη) · [g, s])
= d
dt
∣∣∣∣
t=0
φ
([
expe(tη)g, s
])
,
where the last equality follows from the fact that both curves, g(t) = expe(tη) and g(t) = Exp(tη), are tangent to η
at t = 0. 
The next lemma shows that the vector fields (4.1) and (4.2) are orthogonal along G · x.
Lemma 4.3. Let U = φ(O) be as in Proposition 4.1. Then, for all x′ ∈ G · x ∩ U , v ∈ S and ξ ∈ g we have
〈〈v(x′), ξ(x′)〉〉 = 0.
Proof. Let x′ = g · x = φ([g,0]) and g = expe(ξ r)h−1 for h ∈ H = Gx . Then
v(x′) = d
dt
∣∣∣∣
t=0
φ
([g, th · v])= g ·( d
dt
∣∣∣∣
t=0
φ
([e, th · v]))= g · (h · v) = expe(ξ r) · v.
Since 〈〈·, ·〉〉 is G-invariant, expe(ξ r) · v ∈ (g · (expe(ξ r) · x))⊥ = (g · x′)⊥. 
The next proposition on the evaluation at x of the Lie brackets of the previously defined vector fields is of funda-
mental importance for the study of the Levi-Civita connection of Q.
Proposition 4.2. The commutators at x of the local vector fields (4.1) and (4.2) satisfy
a) [ξi, ξj ](x) = −[ξi, ξj ](x),
b) [va, vb](x) = 0,
c) [λ, v](x) =
{
0 if λ ∈ r,
−λ · v if λ ∈ h,
for every λ, ξi, ξj ∈ g and v, va, vb ∈ S.
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For b), the result is a consequence of the computation of the Lie derivative as follows.
[va, vb](x) = Lva vb(x) =
d
dt
∣∣∣∣
t=0
(
(F tva )
∗vb
)
(x)
= d
dt
∣∣∣∣
t=0
TF tva (x)
F−tva
(
vb
(
F tva (x)
))
= d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
F−tva
(
F svb
(
F tva (x)
))
= d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
φ
([e,−tva + svb + tva])= 0.
For c), let us first consider λ ∈ r, then
−[λ,v](x) = Lvλ(x) = d
dt
∣∣∣∣
t=0
(
(F tv)
∗λ
)
(x)
= d
dt
∣∣∣∣
t=0
TF tv(x)F
−t
v
(
λ
(
F tv(x)
))
= d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
F−tv
(
φ
([
expe(sλ), tv
]))
= d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
φ
([
expe(sλ),−tv + tv
])= 0,
where the fourth equality follows from Lemma 4.2.
Analogously, if λ ∈ h we have
[v,λ](x) = Lvλ(x) = d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
F−tv
(
φ
([
Exp(sλ), tv
]))
= d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
φ
([
Exp(sλ), tv − t(Exp(sλ))−1 · v])
= d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
Exp(sλ) · expx
(
tv − t(Exp(−sλ)) · v).
Now we compute the above expression, which is of the general form
d
dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
g(s) · expx
(
tk(s)
)
,
where g(s) = Exp(sλ) is a curve in G and k(s) = v − Exp(−sλ) · v is a curve in S. We can then write
d
dt
∣∣∣∣
t=0
g(s) · expx
(
tk(s)
)= g(s) · T0 expx(k(s))= g(s) · k(s),
since T0 expx = idTxQ. Finally, from the expressions of g(s) and k(s) we find that
g(s) · k(s) = Exp(sλ) · v − v,
and then finally [v,λ](x) = d
ds
∣∣
s=0g(s) · k(s) = λ · v. 
The next result will play a key role in obtaining the I -representation of vectors tangent to T ∗Q, simplifying
considerably the computation of the connection map K .
Proposition 4.3. For any element η ∈ g consider the unique decomposition η = ηh + ηr with respect to the splitting
(3.4). Let v,w ∈ S, λ, ξ, ξi, ξj ∈ g. Then
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(2) 〈〈∇ξi ξj (x),w〉〉 = − 12 (DI ·w)(ξ ri , ξ rj ).
(3) 〈〈∇ξ v(x), λQ(x)〉〉 = 12 (DI · v)(ξ r, λ).
(4) 〈〈∇v ξ(x), λQ(x)〉〉 = 12 (DI · v)(ξ r, λ).
(5) 〈〈∇v ξ(x),w〉〉 = 〈〈∇ξ v(x),w〉〉 + 〈〈ξh · v,w〉〉S.
Notation. We will introduce a concise notation for ∇ξ v(x). Recall that the map (ξ¯ , v¯) → ∇ξ v(x) is linear in the
argument ξ , and depends on ξ only through its value at x, so we can write
(4.4)〈〈∇ξ v(x),w〉〉= 〈〈C(v)(ξ r),w〉〉S.
This defines the bilinear map 〈〈C(v)(·), ·〉〉S : r × S → R, where v is determined by v through (4.2).
Proof. We will choose extensions λ and w of λQ(x) and w ∈ S, respectively. Since, for every X,Y ∈ X(Q), the
assignment (X,Y ) → ∇XY is C∞(Q)-linear in X, then ∇ξ Y (x) = 0 for every ξ ∈ h, and therefore, the h-component
of elements of g does not appear in items (1) to (4). Also, since ∇ has zero torsion, (2) is symmetric under the
permutation ξi ↔ ξj and hence it does not depend on ξhj .
For (1), note that ξj = ξ rj + ξhj and that ∇XY is linear in Y , and therefore
∇ξi ξj (x) = ∇ξri ξj (x)+ ∇ξhi ξj (x) = ∇ξri ξj (x) = ∇ξri ξ
r
j (x)+ ∇ξri ξ
h
j (x).
Let us compute ∇
ξri
ξ
h
j and ∇ξri ξ
r
j separately. For the r − h part, using the Koszul formula for the covariant derivative
of the Levi-Civita connection, we have
2
〈〈∇
ξri
ξ
h
j (x), λQ(x)
〉〉= ξ ri (〈〈ξhj , λQ〉〉)(x)+ ξhj (〈〈ξ ri , λQ〉〉)(x)
− λ(〈〈ξ ri , ξhj 〉〉)(x)+ 〈〈λQ(x), [ξ ri , ξhj ](x)〉〉
+ 〈〈ξhj (x), [λ, ξ ri ](x)〉〉− 〈〈ξ ri (x), [ξhj , λ](x)〉〉,
where the second and fifth terms vanish since ξhj (x) = 0. In view of Definition 3.1,
2
〈〈∇
ξri
ξ
h
j (x), λQ(x)
〉〉= (DI · (ξ ri )Q(x))(ξhj , λ)− (DI · λQ(x))(ξ ri , ξhj )
+ I(x)(λ, ad
ξ
h
j
ξ ri )− I(x)(ξ ri , adλ ξhj ),
where we have applied Proposition 4.2a). Using Lemma 3.1 we obtain,(
DI · λQ(x)
)
(ξ ri , ξ
h
j )+ I(x)(ξ ri , adλ ξhj ) = −I(x)(adλ ξ ri , ξhj ) = 0, so
2
〈〈∇
ξri
ξ
h
j (x), λQ(x)
〉〉= (DI · (ξ ri )Q(x))(ξhj , λ)+ I(x)(λ, adξhj ξ ri )
= (DI · (ξ ri )Q(x))(ξhj , λ)− I(x)(ξ ri , adξhj λ),
where the last equality also follows from Lemma 3.1.
Now, with the same reasoning as for the r − r part,
2
〈〈∇
ξri
ξ rj (x), λQ(x)
〉〉= (DI · (ξ ri )Q(x))(ξ rj , λ)+ (DI · (ξ rj )Q(x))(ξ ri , λ)
− (DI · λQ(x))(ξ ri , ξ rj )− I(x)(λ, adξri ξ rj )
− I(x)(ξ rj , adλ ξ ri )+ I(x)(ξ ri , adξrj λ)
= (DI · (ξ ri )Q(x))(ξ rj , λ)− I(x)(ξ ri , adξr λ).j
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2
〈〈∇ξi ξj (x),w〉〉= ξ ri (〈〈ξ rj ,w〉〉)(x)+ ξ rj (〈〈ξ ri ,w〉〉)(x)
−w(〈〈ξ ri , ξ rj 〉〉)(x)+ 〈〈w, [ξ ri , ξ rj ](x)〉〉
+ 〈〈(ξj )Q(x), [w,ξ ri ](x)〉〉− 〈〈(ξ ri )Q(x), [ξ rj ,w](x)〉〉.
In the above expression the first two terms vanish by Lemma 4.3 while, for the third, the use of Definition 3.1 yields
w
(〈〈ξ ri , ξ rj 〉〉)(x) = (DI ·w)(ξ ri , ξ rj ).
Finally, using Proposition 4.2, and recalling that w ∈ S = (g · x)⊥, one checks that the last three terms also vanish. To
prove (3), we expand its expression as
2
〈〈∇ξ v(x), λQ(x)〉〉= ξ r(〈〈v,λ〉〉)(x)+ v(〈〈ξ r, λ〉〉)(x)
− λ(〈〈ξ r, v〉〉)(x)+ 〈〈λQ(x), [ξ r, v](x)〉〉
+ 〈〈v, [λ, ξ r](x)〉〉− 〈〈ξ rQ(x), [v,λ](x)〉〉.
The first and third contributions vanish by Lemma 4.3, the fourth and sixth vanish by Proposition 4.2, and the fifth
vanishes since the commutator of infinitesimal generators is also an infinitesimal generator, and hence perpendicular
to v. Then the only non-vanishing term is the second, and (3) is proved.
For (4), recall that ∇ has zero torsion and so one can write, for every a ∈ TxQ〈〈∇vξ(x), a〉〉= 〈〈∇ξ v(x), a〉〉+ 〈〈[v, ξ ](x), a〉〉.
By Proposition 4.2 〈〈[v, ξ ](x), λQ(x)〉〉 = 0. Consequently,
〈〈∇vξ(x), λQ(x)〉〉= 〈〈∇ξ v(x), λQ(x)〉〉= 12 (DI · v)(ξ r, λ),
where the last equality follows by (3).
For (5), use again the expression for the torsion of ∇ and note that by Proposition 4.2〈〈[v, ξ ](x),w〉〉= 〈〈ξh · v,w〉〉. 
We end this section with a technical result involving the locked inertia tensor and the map C. This will be needed
in Section 6.
Lemma 4.4. Let h ∈ Gpx , ξ ∈ g, η ∈ r and v,w ∈ TxQ, then
(1) Ad∗
h−1 [(DI · v)(ξ)] = (DI · (h · v))(Adh ξ).(2) 〈〈C(h · v)(Adh η),h ·w〉〉S = 〈〈C(v)(η),w〉〉S.
Proof. Note that Gpx ⊂ Gx = H . For (1), let λ ∈ g. Using the invariance properties of the locked inertia tensor
(Lemma 3.1), and the H -equivariance of the exponential map at x, we have
〈
Ad∗
h−1
[
(DI · v)(ξ)], λ〉= (DI · v)(ξ,Adh−1 λ) = d
dt
∣∣∣∣
t=0
I
(
expx(tv)
)
(ξ,Adh−1 λ)
= d
dt
∣∣∣∣
t=0
I
(
h · expx(tv)
)
(Adh ξ,λ) = d
dt
∣∣∣∣
t=0
I
(
expx(th · v)
)
(Adh ξ,λ)
= 〈(DI · (h · v))(Adh ξ), λ〉.
To prove (2), we can use the definition〈〈
C(v)(η),w
〉〉
S =
〈〈∇ηv(x),w〉〉,
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2
〈〈
C(h · v)(Adh η),h ·w
〉〉
S = (Adh η)Q
(〈〈h · v,h ·w〉〉)(x)
+ h · v(〈〈h ·w, (Adh η)Q〉〉)(x)− h ·w(〈〈(Adh η)Q,h · v〉〉)(x)
− 〈〈(Adh η)Q(x), [h · v,h ·w](x)〉〉+ 〈〈h · v, [h ·w, (Adh η)Q](x)〉〉
+ 〈〈h ·w, [(Adh η)Q,h · v](x)〉〉.
The last three terms of this expression vanish by Proposition 4.2, since Adh η ∈ r due to the invariance Gpx -invariance
of the splitting (3.4). We can develop the first term as
(Adh η)Q
(〈〈h · v,h ·w〉〉)(x)
= 〈〈[(Adh η)Q,h · v](x), h ·w〉〉+ 〈〈h · v, [(Adh η)Q,h · v](x)〉〉= 0
= 〈〈[ηQ,v](x),w〉〉+ 〈〈v, [ηQ,v](x)〉〉
= ηQ
(〈〈v,w〉〉)(x),
also by Proposition 4.2 and using the fact that fundamental vector fields for an isometric action are Killing. For the
second term we have
h · v(〈〈h ·w, (Adh η)Q〉〉)(x)
= d
dt
∣∣∣∣
t=0
〈〈
h ·w(φ([e, th · v])), (Adh η)Q(φ([e, th · v]))〉〉
= d
dt
∣∣∣∣
t=0
〈〈
h ·w(φ([e, th · v])), (Adh η)Q(h · φ([e, tv]))〉〉
= d
dt
∣∣∣∣
t=0
〈〈
h ·w(φ([e, th · v])), h · (ηQ(φ([e, tv])))〉〉
= d
dt
∣∣∣∣
t=0
〈〈
d
ds
∣∣∣∣
s=0
φ
([e, th · v + sh ·w]), h · (ηQ(φ([e, tv])))
〉〉
= d
dt
∣∣∣∣
t=0
〈〈
h · d
ds
∣∣∣∣
s=0
φ
([e, tv + sw]), h · (ηQ(φ([e, tv])))
〉〉
= d
dt
∣∣∣∣
t=0
〈〈
h · (w(φ([e, tv]))), h · (ηQ(φ([e, tv])))〉〉
= d
dt
∣∣∣∣
t=0
〈〈
w
(
φ
([e, tv])), ηQ(φ([e, tv]))〉〉= v(〈〈w,ηQ〉〉)(x).
We get an analogous result for the third term. Substituting these terms proves (2). 
5. The infinitesimal generators of a cotangent-lifted action
In this section we obtain the I -representation of the infinitesimal cotangent-lifted action. That is, for each ξ ∈ g we
explicitly obtain the expression
I
(
ξT ∗Q(px)
) ∈ TxQ⊕ T ∗x Q 
 (r ⊕ S)⊕ (r∗ ⊕ S∗),
where I (ξT ∗Q(px)) = (Tpx τ (ξT ∗Q(px)),K(ξT ∗Q(px))).
Since the bundle projection τ is G-equivariant it follows that Tpx τ (ξT ∗Q(px)) = ξQ(x). Using (3.6), the element
ξQ(x) is represented by (ξ r,0) ∈ r ⊕ S, and so
I
(
ξT ∗Q(px)
)= (ξ r,0;K(ξT ∗Q(px))).
For the computation of K(ξT ∗Q(px)) one needs to choose a curve in T ∗Q starting at px which locally integrates
ξT ∗Q(px). We use the curves cˆ(t) = Exp(tξ) · px and cˆ(t) = expe(tξ) · px , which project by τ to the curves c(t) =
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where ν and β are defined by
(5.1)〈ν,λ〉 =
〈
D∇c cˆ(t)
Dt
∣∣∣∣
t=0
, λQ(x)
〉
and 〈β,w〉 =
〈
D∇c cˆ(t)
Dt
∣∣∣∣
t=0
,w
〉
,
for every λ ∈ r and w ∈ S.
Let us recall that when ξ ∈ h, the curve cˆ(t) is a curve in T ∗x Q passing through px at t = 0, and so K(ξT ∗Q(px))
is just the derivative of cˆ(t), regarded as an element of T ∗x Q. Note that also that for every ξ ∈ g, due to the linearity of
K and of the cotangent-lifted action on fibers we have
K
(
ξT ∗Q(px + p′x)
)= K(ξT ∗Q(px))+K(ξT ∗Q(p′x)),
(5.2)K((ξ + λ)T ∗Q(px))= K(ξT ∗Q(px))+K(λT ∗Q(px)).
Recall also that under the isomorphism (3.6), a given point px in T ∗x Q can be expressed as px = FL(ηQ(x)+ s) 

(μ,α) ∈ r∗⊕S∗ with μ = I(x)(η) and α = 〈〈s, ·〉〉S, where (η, s) ∈ r⊕S. We will start by characterizing the momentum
and the stabilizer of px .
Proposition 5.1. For px 
 (μ,α) ∈ r∗ ⊕ S∗ and H = Gx the following hold:
(1) J(px) = μ,
(2) Gpx = Hα ∩Gμ.
Proof. By using the formula for the momentum map for cotangent-lifted actions, for every ξ ∈ g,〈
J(px), ξ
〉= 〈px, ξQ(x)〉= 〈〈ηQ(x)+ s, ξQ(x)〉〉= 〈〈ηQ(x), ξQ(x)〉〉
= I(x)(η, ξ) = 〈μ,ξ 〉,
since s ∈ S = (g · x)⊥ which proves (1).
For (2), recall that Gpx ⊂ H = Gx , and therefore Gpx = Hpx where by Hpx we mean the stabilizer of px under
the linear action of H on T ∗x Q which is the restriction to H of the cotangent-lifted action of G. This linear action is
expressed under the isomorphism T ∗x Q 
 r∗ ⊕ S∗ as
h · (ν,β) = (Ad∗
h−1 ν,h · β).
Therefore, h ∈ Hpx if and only if Ad∗h−1 μ = μ, and h · α = α. That is, h ∈ Gμ ∩Hα = Gpx . 
Theorem 5.1. Let px = FL(s + ηQ(x)) 
 (μ,α) be a point in T ∗x Q. The I -representation of the infinitesi-
mal cotangent-lifted action at px is given by the assignment to each element ξ ∈ g the element I (ξT ∗Q(px)) of
Tpx (T
∗Q) 
 (r ⊕ S)⊕ (r∗ ⊕ S∗), expressed as
I
(
ξT ∗Q(px)
)= (ξ r,0; 1
2
Pr
[(
DI · (ηQ(x)+ s))(ξ r)− ad∗ξr μ]− ad∗ξh μ,
ξh · α − 1
2
PS
[(
DI · (·))(ξ r, η)]+ 〈〈C(s)(ξ r), ·〉〉S
)
,
where Pr : g∗ → r∗ and PS : T ∗x Q → S∗ denote the natural projections associated to the inclusions r ↪→ g and
S ↪→ TxQ, and where C(s) is defined in (4.4).
Proof. Let px = FL(s+ηQ(x)) with s ∈ S and η ∈ r. Then px 
 (μ,α) with J(px) = μ = I(x)(η) ∈ r∗ and 〈〈s, ·〉〉S =
α ∈ S∗. This describes every point in the fiber T ∗x Q since T ∗x Q 
 r∗ ⊕ S∗. Using formulae (5.2) we have
K
(
ξT ∗Q(px)
)= K((ξ r)T ∗Q(px))+K((ξh)T ∗Q(px))
= K((ξ r)T ∗Q(FL(ηQ(x))))+K((ξ r)T ∗Q(FL(s)))+K((ξh)T ∗Q(px)).
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cˆ(t) = Exp(tξh) · FL(s + ηQ(x))= FL(Exp(tξh) · s + (AdExp(tξh) η)Q(x))
which projects to the constant curve c(t) = x. If we represent cˆ(t) as a curve in r∗ ⊕ S∗ we have
cˆ(t) = (Ad∗Exp(−tξh) μ,Exp(tξh) · α).
Recalling that for curves lying in Vpx (T ∗Q), K is just the derivative along the fiber, we get
(5.3)K(ξhT ∗Q(px))= (− ad∗ξh μ,ξh · α).
For the computation of K((ξ r)T ∗Q(FL(s))), consider
cˆ(t) = expe(tξ r) · FL(s) = FL
(
expe(tξ r) · s
)
.
Then, for any λ ∈ r,
(5.4)
〈
D∇c cˆ(t)
Dt
∣∣∣∣
t=0
, λQ(x)
〉
= 〈〈∇ξ s, λQ(x)〉〉= 12 (DI · s)(ξ r, λ),
by Proposition 4.3(3). Here we have used the fact that ξ(x) = d
dt
|t=0c(t) and that, by the proof of Lemma 4.3,
s(expe(tξ r) · x) = expe(tξ r) · s for t small, so FL(s) is a local extension of cˆ(t). Also, for every v ∈ S,
(5.5)
〈
D∇c cˆ(t)
Dt
∣∣∣∣
t=0
, v
〉
= 〈〈∇ξ s(x), v〉〉= 〈〈C(s)(ξ r), v〉〉S
by (4.4). Therefore,
(5.6)K(ξ rT ∗Q(FL(s)))=
(
1
2
Pr
[
(DI · s)(ξ r)], 〈〈C(s)(ξ r), ·〉〉S
)
.
For the computation of K((ξ r)T ∗Q(FL(ηQ(x)))), let us consider
cˆ(t) = Exp(tξ r) · FL(ηQ(x))= FL(Exp(tξ r) · ηQ(x)).
We consider also the vector field P along the local curve c(t) = Exp(tξ r) · x given by P(Exp(tξ r) · x) = Exp(tξ r) ·
ηQ(x) = (AdExp(tξr) η)Q(Exp(tξ r) · x). Then, for any v ∈ S,〈
D∇c cˆ(t)
Dt
∣∣∣∣
t=0
, v
〉
= ((ξ r)Q〈〈P,v〉〉)(x)− 〈〈ηQ(x),∇ξrv〉〉
(5.7)= −〈〈ηQ(x),∇ξrv〉〉= −12 (DI · v)(ξ r, η),
where the last equality holds in view of Proposition 4.3(3). Also, successive applications of Proposition 4.3 and
Lemma 3.1 give, for every λ ∈ r,〈
D∇c cˆ(t)
Dt
∣∣∣∣
t=0
, λQ(x)
〉
= ((ξ r)Q〈〈P,λQ〉〉)(x)− 〈〈ηQ(x),∇ξrλQ(x)〉〉
= d
dt
∣∣∣∣
t=0
〈〈
Exp(tξ r) · ηQ(x), λQ
(
Exp(tξ r) · x)〉〉− 〈〈ηQ(x),∇ξrλQ(x)〉〉
= d
dt
∣∣∣∣
t=0
I
(
Exp(tξ r) · x)(AdExp(tξr) η, λ)− 〈〈ηQ(x),∇ξrλQ(x)〉〉
= d
dt
∣∣∣∣
t=0
I(x)(η,AdExp(−tξr) λ)−
〈〈
ηQ(x),∇ξrλQ(x)
〉〉
= −I(x)(η, adξr λ)− 1 (DI · ξ r)(η,λ)+ 1 I(x)(ξ r, adλ η)2 2
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2
{−〈ad∗ξr μ,λ〉 − I(x)(adη ξ r, λ)− I(x)(adη λ, ξ r)}
= 1
2
{−〈ad∗ξr μ,λ〉 + (DI · ηQ(x))(λ, ξ r)}.
Therefore, this last equation and (5.7) yield
(5.8)K(ξ rT ∗Q(FL(ηQ(x))))=
(
1
2
Pr
[(
DI · ηQ(x)
)
(ξ r)− ad∗ξr μ
]
,−1
2
PS
[(
DI · (·))(ξ r, η)]).
The result of the theorem is now a consequence of (5.3), (5.6) and (5.8). 
Remark. In view of Theorem 5.1, it is immediate that I (ξT ∗Q(px)) = 0 (and hence ξT ∗Q(px) = 0) if and only if
ξ r = 0, ξh · α = 0, and ad∗
ξh
μ = 0
hold simultaneously. This is equivalent to ξ ∈ Lie(Hα) ∩ Lie(Gμ), which by Proposition 5.1 is the condition ξ ∈
Lie(Gpx ).
6. The symplectic normal space of a cotangent-lifted action
As before, let P = T ∗Q be endowed with the cotangent lift of the action of G on Q, and let px 
 (μ,α) with
J(px) = μ. We will characterize the symplectic normal space N at px . This characterization will be achieved by
constructing an explicit choice of the subspace V appearing in the splitting (2.1). We will continue in the setup of the
previous sections.
First of all, we need a concrete choice of the Gpx -invariant splitting g = h ⊕ r introduced in (3.4). To obtain this
we proceed as follows: let hα = Lie(Hα), gpx = Lie(Gpx ). Let Hμ be the stabilizer of μ with respect to the restriction
to H of the coadjoint representation of G. We note that Hμ = Gμ ∩ H , and so hμ = Lie(Hμ) = gμ ∩ h. Start by
choosing a Gpx -invariant complement p to hμ in gμ. Notice that h + gμ = h ⊕ p. Now let O ⊂ g∗ be the coadjoint
orbit through μ. Using the infinitesimal generator map for the coadjoint representation ξ → ξ · μ = ad∗ξ μ, we can
write TμO = g ·μ. This is a symplectic linear with the (−)-Konstant-Kirillov-Souriau (KKS) symplectic form
(6.1)Ωμ(adλ1 μ, adλ2 μ) = −〈μ, adλ1 λ2〉.
The Lie group H acts on O by restriction of the transitive Ad−1∗G -action. This action is Hamiltonian with momentum
map JO :O→ h∗ given by JO(ν) = −Ph[ν]. Note that, since μ ∈ h◦, then JO(μ) = 0. Then the H -orbit through μ
is isotropic in (TμO,Ωμ). It is a consequence of a standard tool in symplectic linear algebra known as the Witt–Artin
decomposition (see [15]) that we can split TμO as
TμO = h ·μ⊕ Vμ ⊕W,
where Vμ is a symplectic linear space complementary to h ·μ in (h ·μ)Ωμ (isomorphic to the symplectic normal space
at μ for the H -action) and W is a Lagrangian complement to h · μ in VΩμμ . Moreover, these complements can be
chosen to be Hμ-invariant, in particular Gpx -invariant. Using the infinitesimal generator map g → TμO let g1,g2 ⊂ g
be defined by Vμ = g1 ·μ and W = g2 ·μ. Since Gpx ⊂ Gμ, then
(6.2)Ad∗
g−1(ad
∗
λ μ) = ad∗Adg λ μ ∀λ ∈ g, g ∈ Gpx .
This shows that g1 and g2 are Gpx -invariant. Clearly gμ = g1 ∩ g2. Define qμ and k as Gpx -invariant complements
to gμ in g1 and g2 respectively. Then the restrictions of the infinitesimal generator map qμ → Vμ and k → W are
Gpx -equivariant isomorphisms. It follows that
(6.3)g = h ⊕ p ⊕ qμ ⊕ k
is a Gpx -invariant splitting and from (3.4) the complement r is defined as
r = p ⊕ qμ ⊕ k.
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kerTμJO/h ·μ, the symplectic normal space at μ for the H -action on O. Also, by (6.1) it follows that
(6.4)Ph[ad∗λ μ] = 0, ∀λ ∈ qμ, and
(6.5)Pqμ⊕k[ad∗λ μ] = 0, ∀λ ∈ k,
where the second property uses the facts that W is Lagrangian and that W ⊂ VΩμμ .
We now introduce some notation. If A,B are linear subspaces of S and S∗ respectively, we denote by A◦S∗ and B◦S
its annihilators in S∗ and S. Similarly, with respect to the induced inner product 〈〈·,·〉〉S in S (and the corresponding
one in S∗, 〈〈·,·〉〉S∗ ), A⊥S and B⊥S∗ denote the orthogonal of A in S and of B in S∗. The dual space A∗ is identified with
a subspace of S∗ by A∗ = 〈〈A, ·〉〉S. In particular, for any subspace g′ ⊂ h we have
(6.6)[g′ · α]◦S = (g′ · s)⊥S and
([g′ · α]◦S)∗ = (g′ · α)⊥S∗ .
Lemma 6.1. Let (hμ · s)⊥h be the orthogonal complement to hμ · s in h · s with respect to 〈〈·,·〉〉S. Then
(6.7)[hμ · α]◦S = (hμ · s)⊥h ⊕ [h · α]◦S,
Proof. Use 〈〈·,·〉〉S t o obtain the orthogonal splittings
h · s = hμ · s ⊕ (hμ · s)⊥h and S = h · s ⊕ (h · s)⊥ = hμ · s ⊕ (hμ · s)⊥h ⊕ (h · s)⊥S .
From (6.6) the result follows. 
Notice that by construction, all the spaces involved in (6.7) are Gpx -invariant. We define pr1 : [hμ ·α]◦S → (hμ · s)⊥h
to be the equivariant projection onto the first component of the splitting (6.7).
We introduce for later use the diamond notation for a linear representation.
Definition 6.1. Given a linear space L supporting a representation of a compact Lie group M with Lie algebra m and
(l, o) ∈ L×L∗, let l m o ∈ m∗ be defined as
〈l m o, ξ 〉 = 〈o, ξ · l〉,
for any ξ ∈ m.
The next theorem provides the first main result of the paper: an explicit choice of the symplectic normal space for a
cotangent-lifted action as a subspace of Tpx (T ∗Q), this linear space being identified with (r⊕ S)⊕ (r∗ ⊕ S∗) through
the I -representation.
Theorem 6.1. A choice for the symplectic normal space V ∈ Tpx (T ∗Q) at the point px 
 (μ,α) = FL(η, s), with
η ∈ r, s ∈ S, and Gx = H is given by the following Gpx -invariant subspace:
(6.8)V = span〈(λ+ j(pr1(a)), a;f1(λ+ j(pr1(a)), a), β + f2(λ+ j(pr1(a)), a))〉,
where
λ ∈ qμ,
a ∈ [hμ · α]◦S,
β ∈ ([hμ · α]◦S)∗,
f1(γ ) = 12Pr
[(
DI · (ηQ(x)+ s))(γ )− (DI · a)(η)+ ad∗γ μ]+ 〈〈C(s)(·), a〉〉S,
f2(γ ) = −12PS
[(
DI · (·))(η, γ )]+ 〈〈C(s)(γ ), ·〉〉S.
The spaces qμ and k are components of the splitting (6.3). The linear map j : (hμ · s)⊥h → k is defined by
Ph[ad∗j (b) μ] − b h α = 0, for all b ∈ (hμ · s)⊥.h
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one introduced in Theorem 6.1 has the advantage of putting its inherited symplectic form into normal form (see
Corollary 6.1).
Proof. It follows from (3.9) and Theorem 5.1 that an element (λ, a;ν,β) ∈ Tpx (T ∗Q) is symplectically orthogonal
to g · px if and only if
〈ν, ξ r〉 − 1
2
{(
DI · (ηQ(x)+ s))(ξ r, λ)− (DI · a)(ξ r, η)− 〈ad∗ξr μ,λ〉}
− 〈〈C(s)(ξ r), a〉〉S + 〈ad∗ξh μ,λ〉 − 〈ξh · α,a〉 = 0,
for every ξ r ∈ r and ξh ∈ h. Let us define the map R : r ⊕ S → h∗ by
R(λ,a) = Ph[ad∗λ μ] − a h α.
Define the vector subspaces
V ′ = {(λ, a;ν,β) ∈ (r ⊕ S)⊕ (r∗ ⊕ S∗): ν = f1(λ, a)}, and
R = {(λ, a;ν,β) ∈ (r ⊕ S)⊕ (r∗ ⊕ S∗): (λ, a) ∈ kerR}.
It is clear that (g · px)ω = V ′ ∩ R. Recall from (2.1) that V is a (Gpx -invariant) complement to gμ · px in (g · px)ω .
From Theorem 5.1 we obtain
gμ · px =
{(
ξ r,0; 1
2
Pr
[(
DI · (ηQ(x)+ s))(ξ r)],
(6.9)ξh · α − 1
2
PS
[(
DI · (·))(ξ r, η)]+ 〈〈C(s)(ξ r), ·〉〉S
)
: ∀ξ r ∈ p, ξh ∈ hμ
}
.
Since gμ · px ⊂ V ′ ∩ R, if we find a Gpx -invariant splitting V ′ = gμ · px ⊕ V ′′ then V = V ′′ ∩R. From the above
expressions, it is clear that we can choose V ′′ as
V ′′ = {(λ,a;f1(λ, a),β + f2(λ)): λ ∈ qμ ⊕ k, a ∈ S, β ∈ ([hμ · α]◦S)∗}.
Finally, to obtain V , recall from the proof of Lemma 6.1 that
S = hμ · s ⊕ (hμ · s)⊥h ⊕ [h · α]◦S.
Then we can then write λ = λ1 + λ2 and a = a1 + a2 + a3 with λ1 ∈ qμ, λ2 ∈ k, a1 ∈ hμ · s, a2 ∈ (hμ · s)⊥h and
a3 ∈ [h · α]◦S. By studying R and its composition with the projection h∗ → h∗μ, it follows that R(λ,a) = 0 if and only
if a1 = 0 and R(λ2, a2) = 0. Let R′ : k ⊕ (hμ · s)⊥h → h∗ be the restriction R|k⊕(hμ·s)⊥h . Therefore, V is characterized
by
(6.10)V = span〈(λ+ γ, a + b;f1(λ+ γ, a + b),β + f2(λ+ γ ))〉,
with λ ∈ qμ, a ∈ [h · α]◦S, (γ, b) ∈ kerR′ and β ∈ ([hμ · α]◦S)∗.
Next, notice that there is no 0 = γ ∈ k such that (γ,0) ∈ kerR′, since this amounts to Ph[ad∗γ μ] = 0, which is a
contradiction with γ ∈ k. Hence, there is a linear subspace D ⊂ (hμ · s)⊥h and a linear Gpx -equivariant map j : D → k
such that
(6.11)kerR′ = {(j (b), b): b ∈ D}.
The map j induces an isomorphism between kerR′ and D, and in particular it follows that dim kerR′ = dimD.
We now prove D = (hμ · s)⊥h . From (6.10), it follows that
dimD = dimV − dimqμ − dim[h · α]◦S − dim[hμ · α]◦S.
Note that V and qμ are symplectic normal spaces identified with kerTpx J/gμ ·px and kerTμJO/h ·μ. By the Bifurca-
tion Lemma (see [15]), given a Hamiltonian action of a Lie group G on P , and z ∈ P , the relation imTzJ = [gz]◦ ⊂ g∗
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dimV = dimT ∗Q− (dimG− dimGpx )− dimGμ · px
= 2 dim S + dimG+ 2 dimGpx − 2 dimH − dimGμ,
dimqμ = dimO− (dimH − dimHμ)− dimH ·μ
= dimG+ 2 dimHμ − dimGμ − 2 dimH.
Note that (6.7) implies dim[h · α]◦S + dim[hμ · α]◦S = 2 dim[hμ · α]◦S − dim(hμ · s)⊥h . Putting all contributions together
we have
dimD = 2 dim S + 2 dimGpx − 2 dimHμ − 2 dim[hμ · α]◦S + dim(hμ · s)⊥h
= 2 dim S + 2 dimGpx − 2 dimHμ − 2(dim S − dimHμ + dimGpx )+ dim(hμ · s)⊥h
= dim(hμ · s)⊥h ,
where we have used that (Hμ)α = Hμ ∩ Hα = Gpx . Therefore, by linearity, D = (hμ · s)⊥h , and the map j is a Gpx -
equivariant linear embedding j : (hμ · s)⊥h → k. By Lemma 6.1 for any a ∈ [h · α]◦S and b ∈ (hμ · s)⊥h there is a unique
a′ ∈ [hμ · α]◦S such that pr1(a′) = b and a′ = b + a. This fact, together with (6.10) implies that
V = span〈(λ+ j(pr1(a′)), a′;f1(λ+ j(pr1(a′)), a′), β + f2(λ+ j(pr1(a′))))〉,
with λ ∈ qμ,a′ ∈ [hμ · α]◦S and β ∈ ([hμ · α]◦S)∗, as stated in the theorem.
Let us now show that V is Gpx -invariant. By construction, the spaces qμ, [hμ · α]◦ and ([hμ · α]◦)∗ are invariant.
Then it suffices to prove the Gpx -equivariance of f1 and f2.
Let g ∈ Gpx . By (1) in Lemma 4.4, we easily obtain
(6.12)(DI · (g · a))(η) = (DI · (g · a))(Adg η) = Ad∗g−1((DI · a)(η))
and
(6.13)(DI · (ηQ(x)+ s))(Adg λ) = (DI · (g · (ηQ(x)+ s)))(Adg λ) = Ad∗g−1[(DI · (ηQ(x)+ s))(λ)].
By (2) in Lemma 4.4 for any ξ ∈ r,〈〈
C(s)(ξ), g · a〉〉= 〈〈C(g−1 · s)(Adg−1 ξ), a〉〉= 〈〈C(s)(Adg−1 ξ), a〉〉,
and so
(6.14)〈〈C(s)(·), g · a〉〉= Ad∗
g−1
(〈〈
C(s)(·), a〉〉).
Finally, the equivariance of f1 and f2 follows from (6.2), (6.12), (6.13), (6.14) and from the equivariance of the
projection Pr, which is in turn a consequence of the invariance of the splitting g = h ⊕ r. 
With the help of Theorem 6.1 we can provide a characterization of the symplectic normal space for a cotangent-
lifted action, together with its symplectic form and momentum map which depends solely on the coadjoint represen-
tation of G and on its isometric action on the base Q.
Corollary 6.1. Let px 
 (μ,α) = FL(η, s), H = Gx and B = [hμ · α]◦S. Let Nμ be the symplectic normal space at μfor the restricted action of H on O.
Then the symplectic normal space N at px is Gpx -equivariantly symplectomorphic to Nμ ⊕ T ∗B with symplectic
form
(6.15)
Nμ B B
∗
Ω =
(
Ξ 0 0
0 0 1
0 −1 0
)
.
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Ξ(ad∗
λ1 μ, ad
∗
λ2 μ) = −〈μ, adλ1 λ2〉
and ΩB is the canonical symplectic form on T ∗B . The action of Gpx = Hα ∩Gμ on N is given by the expression
h · (ad∗λ μ; (a,β))= (ad∗Adh λ μ; (h · a,h · β)),
for ad∗λ μ ∈ Nμ, and (a,β) ∈ T ∗B , where h · β refers to the contragredient representation of H on S∗. The corre-
sponding momentum map JN is
(6.16)JN
(
ad∗λ μ; (a,β)
)= 1
2
λ gpx ad∗λ μ+ a gpx β.
Moreover, N embeds linearly and Gpx -equivariantly into Tpx (T ∗Q) by the map ιN : N → (r ⊕ S) ⊕ (r∗ ⊕ S∗) 

Tpx (T
∗Q) given by
(6.17)ιN
(
ad∗λ μ; (a,β)
)= (λ˜+ j(pr1(a)), a;f1(λ˜+ j(pr1(a)), a), β + f2(λ˜+ j(pr1(a)))),
where λ˜ ∈ qμ is the unique element in qμ such that ad∗
λ˜
μ = ad∗λ μ, and f1, f2 are defined in the statement of Theo-
rem 6.1. The embedding ιN is a symplectomorphism onto its image V , equipped with the restriction of the symplectic
form of Tpx (T ∗Q).
Proof. It easily follows from Theorem 6.1 that ιN maps N isomorphically and Gpx -equivariantly to V . The expression
for Ω follows from its definition Ω = i∗N(ω|V ), and using (3.9), and (6.5). Therefore ιN is symplectic. The momen-
tum map for a symplectic linear action of a group on a symplectic linear space (V ,Ω) is defined by 〈JV (v), ξ 〉 =
1
2Ω(ξ · v, v). This together with (6.5) and noting that k is Gpx -invariant gives the expression for JN . 
Remarks.
(1) While the embedding ιN depends on the choice of an invariant metric on Q and the splitting of g, the characteri-
zation of N is completely general.
(2) Note that the restriction Ξ of Ω to Nμ is precisely the symplectic form inherited from the KKS form on O.
(3) The embedding ιN of Corollary 6.1, depending on the map j is not explicit, since j : dim(hμ ·α)⊥h → k is defined
through the kernel of a linear map. However, in a variety of relevant situations the map j is trivial, and ιN is
totally explicit. These cases are studied in the next section.
7. Particular cases of the symplectic normal space
In this section we will focus on some particular cases for which the symplectic normal space is simplified by the
fact that the map j is trivial. These cases are justified by their geometric or dynamical interest, and we will briefly
explore the possibilities that our characterization of the symplectic normal space of a cotangent-lifted action can offer
in current and future research.
Proposition 7.1. Let px 
 (μ,α). If either
a) Gμ = G, or
b) α = 0, or
c) G acts locally freely at x, or
d) Q is a manifold of constant orbit type (H), i.e. every point in Q has stabilizer conjugated to H , or
e) H ⊂ Gμ,
then j = 0 and so [hμ · α]◦S = [h · α]◦S.
Proof. By Lemma 6.1, and since j is injective, j = 0 if and only if (hμ · s)⊥ = 0 which implies [hμ · α]◦ = [h · α]◦.h
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b) If α = 0 then s = 0 and then h · s = 0 which implies (hμ · s)⊥h = 0.
c) If G acts locally trivially at x then h = 0 and the result follows as in b).
d) In this case we also have h · s = 0 since if Q has constant orbit type, the linear slice S is a fixed-point space for
the linear H -action on it. The result then follows as in c).
e) If H ⊂ Gμ then Hμ = H and the result follows as in a). 
7.1. Case a). Totally isotropic momentum (Gμ = G)
The first case to consider will be that of points of the form px 
 (μ,α) satisfying Gμ = G, that is, the elements
such that their momentum value, J(px) = μ, is totally isotropic, and then Gpx = Hα . This happens for instance at
any point in T ∗Q if G is Abelian. Near the orbit of a point px with totally isotropic momentum value μ, the reduced
space Pμ = J−1(μ)/G is modelled on the orbit space J−1N (0)/Gpx , where N is the symplectic normal space at px on
which the compact group Gpx acts linearly with momentum map JN . The resultant splitting of the symplectic normal
space should give a geometrical insight into the local properties of the topological bundle structure of Pμ over Q/G.
In this case, since gμ = g we obtain qμ = 0 and B = [h · α]◦. From Corollary 6.1 we get that N is Hα-isomorphic
to T ∗B equipped with the symplectic form
(7.1)
B B∗
Ω =
(
0 1
−1 0
)
.
That is, the symplectic normal space is a cotangent bundle with its canonical symplectic form. The Hα-action on T ∗B
is by diagonal (i.e. cotangent-lifted) action and its associated momentum map JN : T ∗B → h∗α has the expression
(7.2)JN(a,β) = a hα β.
7.2. Case b). Vertical covectors (α = 0)
The second important case is that of covectors which are vertical for the group action, i.e. when α = 0 and con-
sequently px 
 (μ,0). These are the points which are candidates to be relative equilibria in a symmetric simple
mechanical system with kinetic energy given by the Riemannian structure in Q. Indeed, every relative equilibrium of
a simple mechanical system with momentum μ is of this form, i.e. px = FL(ηQ(x)), with η ∈ g satisfying the relation
I(x)(η) = μ (see [1,10] for details). We call these points vertical covectors. The splitting of the symplectic normal
space at this class of points obtained below has important consequences in the study of the dynamics of relative equi-
libria for simple mechanical systems. Those are aspects beyond the scope of this work, but in [22] some of the results
in this section are applied to test the orbital stability of relative equilibria at singular values of the momentum map,
generalizing the constructions of [25] in the regular case. From Corollary 6.1 we obtain that in this case the symplectic
normal space N is Gpx -equivariantly symplectomorphic to Nμ ⊕ T ∗S, with symplectic form
(7.3)
Nμ S S∗
Ω =
(
Ξ 0 0
0 0 1
0 −1 0
)
where, as before,
Ξ(ad∗λ1 μ, ad
∗
λ2 μ) = −〈μ, adλ1 λ2〉.
The Gpx -action on Nμ ⊕ T ∗S is diagonal with associated momentum map
(7.4)JN
(
ad∗λ μ; (a,β)
)= 1
2
λ hμ ad∗λ μ+ a hμ β.
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Much work has been done for this case from both the global and local points of view of reduction and its ap-
plications to geometric mechanics. In the particular case when the action of G on Q is globally free the quotient
Q/G is a manifold. It is well known, (see [10,11]) that under this assumption the reduced space J−1(μ)/Gμ can be
realized as a bundle over T ∗(Q/G) having as typical fiber the coadjoint orbit O. Since in a free action situation the
symplectic normal space at px is isomorphic to the tangent space to J−1(μ)/Gμ at [px], we expect to obtain that
N 
 TμO⊕ T[px ](T ∗(Q/G)). We show now that when h = 0 this is exactly the content of Corollary 6.1.
Let px 
 (μ,α) be a point in T ∗Q such that gx = h = 0. Then B = S and Nμ 
 TμO. It follows that the symplectic
normal space N at px is symplectomorphic to TμO⊕ T ∗S with the symplectic form given by
Ωμ +ΩS,
where Ωμ is the KKS structure defined in (6.1) and ΩS the canonical symplectic form on T ∗S. If the action of G is
free everywhere then N is isomorphic to TμO⊕ T[px ](T ∗(Q/G)) as follows by the chain of isomorphisms
T[px ]
(
T ∗(Q/G)
) 
 T ∗(T[x](Q/G))
 T ∗S.
Since h = 0 (hence gpx = 0) the momentum map is trivial.
7.4. Case d). Q is of constant orbit type
Let H = Gx and suppose that, for every x′ ∈ Q, the group Gx′ is conjugate to H . Then the quotient Q/G is still a
smooth manifold, but in general the orbit map Q → Q/G does not define a principal bundle and the standard results
for regular cotangent bundle reduction do not apply. The study of cotangent bundle reduction over a manifold of
constant orbit type is the natural step towards singular cotangent bundle reduction after truly regular (free) reduction.
The results obtained in this situation, usually called Single Orbit Type theorems, have proved to be useful in the fully
singular generalization of cotangent bundle reduction. For instance, in [4] and [24] Single Orbit Type theorems for
zero and totally isotropic momentum were proved. This made possible in [19] to generalize regular cotangent bundle
reduction to the singular case when μ = 0 in presence of several orbit types in Q. Also, for general μ, a Single Orbit
Type theorem has been obtained in [6] by using the so-called Weinstein representation of gauged reduction (see [17]).
A similar result based on the alternative Sternberg representation can be found in [18]. It is expected that these results,
without being a final answer in their own right, will be useful to establish a fully singular picture of cotangent bundle
reduction at arbitrary momentum values.
Recall that in the constant orbit type case S and S∗ are fixed-point sets for the linear H -action, and therefore
[hμ · α]◦ = S. Consequently, it follows from Corollary 6.1 that the symplectic normal space N at px 
 (μ,α) is
Gpx -symplectomorphic to Nμ ⊕ T ∗S equipped with the symplectic form given in (7.3) and momentum map given by
(7.5)JN
(
ad∗λ μ; (a,β)
)= 1
2
λ hμ ad∗λ μ.
7.5. Case e). H ⊂ Gμ
In Lemma 4.1 of [24], it is proved that if H is a normal subgroup of G, then H ⊂ Gμ. This justifies the study of
the rather more general situation H ⊂ Gμ as a particular case of Corollary 6.1. In this case we see that hμ · α = h · α
and Gpx = Hα . Besides, since h ·μ = 0 then Nμ 
 TμO, as for case c). Therefore B = [h ·α]◦ and N 
 TμO⊕ T ∗B ,
where N is equipped with the symplectic form Ω = ωμ + ΩB . Again, ΩB denotes the canonical symplectic form
on T ∗B . The momentum map JN for the Hα-action is readily verified to be
(7.6)JN
(
ad∗λ μ; (a,β)
)= 1
2
λ hα ad∗λ μ+ a hα β.
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