Introduction
Dopaminergic (DA) neurons in ventral tegmental area and substantia nigra pars compacta are key players in reinforcement learning, motivation, and motor output (Graybiel et al., 1994; Cagniard et al., 2006) . Most of these neurons are spontaneously active with firing patterns that range from regular pacemaker firing (Grace and Bunney, 1984a) to burst firing (Grace and Bunney, 1984b) . In addition, rewards and salient events induce brief bursts, whereas adverse events tend to decrease activity (Schultz, 1998; Redgrave and Gurney, 2006) . Loss of dopaminergic neurons in substantia nigra leads to Parkinson's disease (Galvan and Wichmann, 2008) , addictive substances such as cocaine and amphetamine modulate the reuptake of dopamine (John and Jones, 2007) , and treatments of schizophrenia and attention deficit hyperactivity disorder involve regulations of the dopamine system (Carlsson, 2001; Engert and Pruessner, 2008) .
Tonic and phasic dopamine release has been related to particular behavioral states (Robinson et al., 2002; Tsai et al., 2009; Zweifel et al., 2009 ). However, the crucial relation between the multiple timescales of firing patterns and postsynaptic dopamine receptor activation has not been established. Clearly, the spatiotemporal patterns of receptor activation will depend on the complex dynamics of release, diffusion, and uptake in ways that are not presently accessible to experimental analysis. Therefore, we used computer models to simulate how population activity of dopaminergic neurons affects dopamine levels and receptor occupancy in dorsal striatum.
We present a unifying model of dopamine volume transmission that encompasses both tonic and phasic release and activation of receptors. The model is derived from first principles using physiological and anatomical data and validated by comparison with published experimental observations. Using this model, we first analyzed the impact of isolated bursts and pauses (responses to external stimuli). Bursts (synchronized transient increases in firing rate) primarily increased D 1 receptor occupancy, whereas D 2 receptor occupancy was less affected. Pauses decreased occupancy of both receptors. In both cases, the modulation was linearly dependent on the duration of the transient. We then analyzed different types of spontaneous activity observed in dopamine neurons (regular firing patterns vs spontaneous bursts, followed by pauses). We found that bursts and pauses reduce the average occupancy of D 2 receptors by Ͼ40% compared with tonic firing. At the same time, the average occupancy of D 1 receptors was slightly increased. Thus, the different firing patterns observed during spontaneous activity of dopamine neurons influence the balance between D 1 and D 2 receptordependent pathways.
We also validate simplified mathematical expressions used to interpret electrically stimulated dopamine release and extracellular dopamine levels (Wightman and Zimmerman, 1990; Wu et al., 2001; Venton et al., 2003) .
Materials and Methods
Numerical values of parameters are given in Table 1 .
Our model describes extracellular volume transmission of dopamine based on experimental results from the dorsal striatum. The simulations describe the spatiotemporal distribution of dopamine in a cubic simulation space representing an idealized cubic block of tissue (Arbuthnott (24.7 m on each side). The size of the simulation space was set to be substantially larger than the typical extracellular diffusion distance of dopamine (Gonon et al., 2000; Venton et al., 2003) . In simulation space, there were 1500 distinct randomly located release sites (Doucet et al., 1986) . On average, a single DA neuron connects to 370,000 terminals (Arbuthnott and Wickens, 2007) , which are distributed inside a 0.5 mm 3 axonal arbor (Matsuda et al., 2009) . From these data, we determined the density of terminals connecting to a single axon, 1 ϭ 0.001 m Ϫ3 . To keep this density constant, we assigned 15 terminals to each axon projecting to our simulation space giving N max ϭ 100 as the maximal number of dopaminergic axons projecting into the simulation space.
The release probability determines the likelihood that an action potential evokes vesicular release from a terminal. The release probability is determined as
where I DA is the tissue content of dopamine (Bannon et al., 1981) , R is the average fraction of terminal contents released per action potential (Gubernator et al., 2009) , is total density of dopamine release sites (Doucet et al., 1986) , and N 0 is the number of dopamine molecules released in successful vesicle fusion (Pothos et al., 1998 ) (for numerical values, see Table 1 ). Definition of firing patterns. Dopamine neurons signal by phasic and tonic transmission . To investigate these fundamental behaviors of the dopamine neurons systematically, we defined tonic and phasic firing patterns and assigned them to different groups of neurons. Tonic firing was defined as random Poisson spikes at an average rate of 4 Hz. Bursts were defined as transient increases in firing rate using Poisson spikes with average firing rate of 20 Hz. The duration of the burst transients was selected to give one to seven spikes in the bursts on average (see Figs. 2, 3) . Alternatively, we used bursts defined as a sequence of regular spikes. The difference in average dopamine levels and occupancy of receptors between these two definitions was minimal (data not shown). Regular bursts required less simulation time and were used in timedemanding investigations (see Figs. 4, 6) , when investigating the effect of intraburst frequency (see Fig. 5A ), and to simulate electrically evoked spikes (see Fig. 7 ). Pauses were defined by the absence of firing. The duration of pauses was up to 1 s. Bursts and pauses were shared by a variable number of neurons, but the spikes themselves were generated by independent Poisson processes. The number of these phasic neurons is denoted as N ph , and the number of tonically firing neurons is denoted as N to .
We examined the consequences of varying combinations of bursts, pauses, and tonic firing. In the analysis of isolated transient changes in firing rate, we investigated the effect of tonic firing interrupted by bursts or pauses of varying duration.
In the analysis of phasic signaling in spontaneous firing, we investigated the effect of mixed population activity with firing patters composed of bursts, pauses, and tonic firing. We divided the neurons into two groups: in N ph phasically firing neurons, synchronous periods of bursts alternated with pauses (Grace and Bunney, 1984b) . The duration of the bursts (0.25 s) was set to give five spikes at 20 Hz average rate during bursts, and the length of the pause (1 s) was selected to give 4 Hz average firing rate. Tonic firing was generated in N to neurons (Grace and Bunney, 1984a) . We also tested the effect of lowering the total number of spontaneously active neurons (Grace and Bunney, 1979) . For example, when N ph ϭ 30 and N to ϭ 50, the difference between N max ϭ 100 and (N ph ϩ N to ) implies 20 inactive neurons.
The average firing rate of each dopamine neuron was 4 Hz except in Figure 7 where varying tonic firing rate was used to generate various basal levels of dopamine.
Additional details concerning the implementation are given below.
Integration of spatiotemporal distribution of dopamine. The tissue was modeled as a porous medium with extracellular volume fraction and tortuosity as described by Nicholson (1995) . The simulation space used periodic boundary conditions. The dopamine concentration at position r and at time t is written as C(r,t). For each step in time, the time evolution of C(r,t) was calculated by integrating ѨC͑r,t͒ Ѩt
Here, the first term describes the release from spiking activity of each of the neurons with {t jn } giving the set of spikes for neuron j. The subscript n is the spike number of neuron j. Here ⌬C j (r) represents the unique spatial release pattern from the terminals of neuron j (defined below) and ␦(t Ϫ t jn ) is the Dirac ␦ function representing the release at time t jn . The Number of neurons engaged in phasic release
Note that some parameters are combined to determine 1 and P r and require conversion to different units. effect of the ␦ function is a sudden increase in dopamine concentration at the releasing terminals. Thus, the double sum was evaluated as follows. During the simulation, we evaluated whether any of the neurons were spiking within the next time step. If a spike occurs for neuron number j, the spatial concentration of dopamine was updated by an increment
The coefficient ␣ is a correction for the fraction of the extracellular part of tissue (Nicholson, 1995) , and N A is Avogadros constant. The sum represents the probabilistic release from m ϭ 15 terminals. ⍜(P r ) is a stochastic variable equal to 1 with probability P r and 0 otherwise where P r is the release probability. The parameter s ϭ 150 nm represents the approximate diameter of a dopaminergic terminal (Garris et al., 1994) , and r ij is the location of terminal i on neuron j. Equation 3 represents the spatial release pattern of the terminals of neuron j. If the release of more neurons coincided in the same time step, an increment was calculated for each neuron and added within the same time step. The second term in Equation 2 describes the time evolution attributable to diffusion. Here D* is the effective diffusion constant and ƒ 2 is the three-dimensional Laplacian operator. The third term is the uptake term and exhibits Michaelis-Menten-type kinetics.
Equation 2 was integrated numerically using finite differences. The spatial resolution was dr ϭ 0.60 m, and the time step was dt ϭ 1.6 10 Ϫ4 s. Initially simulations at higher resolution, dr ϭ 0.15 m and dt ϭ 10 Ϫ5 s, were performed with nearly identical results (data not shown).
In each time step, the instantaneous occupancy of receptors was calculated using Equation 12 (see below).
Michaelis-Menten uptake model. We also describe the time development of the spatial average of the extracellular dopamine concentrations, C(t). Here we assume that C(t) evolves as a competition between release from terminals and Michaelis-Menten reuptake (Wightman and Zimmerman, 1990 ). This can be described as
The release I(t) represents the dopamine release from spikes in the neurons contributing to the local dopamine level. Effectively, C(t) is raised by a generic amount,
with each action potential in one of the contributing neurons. We consider the dopamine level to be composed of a phasic component from a pool of N ph neurons with synchronized activity and a tonic component from N to tonically active neurons. The dopamine release is then modeled as I(t) ϭ I ph (t) ϩ I 0 , where I ph (t) represents release from the synchronized neurons and I 0 is a constant rate of release from the nonsynchronized neurons. The amplitude of a transient of a single synchronized spike in N ph neurons is N ph ⌬C. The value of I 0 is given by
where is the average firing rate of the nonsynchronized neurons. In steady state, the background level C 0 , is given as (Chen, 2005 )
Note that Equation 7 is valid only when I 0 Ͻ V max . If this condition is not met, steady state cannot be reached and the dopamine level will constantly rise. The time development of transients relative to C 0 is given as
The parameters
and
are apparent uptake constants (Chen, 2005) . The apparent time constant, Ј ϭ KЈ/VЈ, depends on the tonic activity as
Thus, the effective time constant is increasing as function of I 0 . For low values of I 0 , the dependence is approximately linear.
Calculating occupancy and postsynaptic activation. Of the five known dopamine receptors, we focus on low-affinity D 1 receptors (EC 50 1 ϭ 1 M) and high-affinity D 2 receptors (EC 50 2 ϭ 0.01 M) (Rice and Cragg, 2008) . We assumed uniform distribution of receptors and transporters in the extracellular space. The spatial average of the occupancy of receptors of type i at time t was found by integration of C(r,t) over the simulation space:
Here ͉⍀͉ is the volume of the simulation space and EC 50 i is the affinity of receptor i. The index i may represent any of the different types of receptors: D 1 or D 2 . D i (t) expresses the fraction of the occupied receptors relative to the total number of receptors available. Thus, D 2 (t) ϭ 100% means that all D 2 receptors in the integration volume are occupied by the dopamine at time t.
Little is known about the mapping between occupancy of dopamine receptors and turnover of the postsynaptic signaling cascade. As a conservative assumption, we consider the postsynaptic effect of the dopaminergic activity to reflect the time integrated occupancy of receptors (Hille, 1992) . However, to complete the picture, we also considered the possibility that activation of the postsynaptic signaling cascade occurs once the local dopamine levels are sufficiently high to reach a threshold occupancy. In this activation paradigm, we quantified the activity as the volume fraction of simulation space where C(r, t) Ն EC X i , where X indicates the occupancy and i indicates the receptor. EC X i was estimated from EC 50 i assuming noncooperative response. Time-averaged occupancy of receptors was determined as the time average of Equation 12:
Because our model includes stochastic release and firing, averaging was used to reduce noise. In averages of periodic signals, T max was equal to an integer number of repetitions of the burst-pause pattern and the first burst-pause cycle was omitted.
Simulations and analysis was performed in Matlab 7.6.
Results

Synchronized release cause global saturation of D 2 receptors but local saturation of D 1 receptors
Dopamine is released in discrete quanta from distinct sites. Thus, dopamine is heterogeneously distributed shortly after release, and regions near release sites experience temporal saturation of receptors and uptake. We first investigated the impact of temporal saturation by examining the interplay between release, diffusion, and uptake on dopamine concentration and dopamine receptor occupancy. We estimated the degree of saturation of dopamine receptors by measuring the volume fraction where C(r,t) Ն EC 50 of the two receptors. We considered the spatiotemporal evolution of the saturated volume after a single synchronized spike in 20 neurons (Fig. 1, right) (supplemental Movie S1, available at www.jneurosci.org as supplemental material).
Immediately after the release, dopamine was concentrated around the release sites. After 2 ms, the concentration of dopamine exceeded 1 M (EC 50 1 ) in the neighborhood of the release sites ( Fig. 1 , right, red areas). However, the localized saturation of D 1 receptors lasted only milliseconds. The regions of high D 2 occupancy evolved on a slower timescale and filled a larger part of simulation space [blue surface in Fig. 1 indicates the boundary where C(r, t) Ն EC 50 2 ]. After ϳ60 ms of the release, the concentration of dopamine was everywhere lower than EC 50 2 (supplemental Fig. S1 , blue dashed line, available at www.jneurosci.org as supplemental material).
We then added a second synchronized release from the same neurons 50 ms after the first release (supplemental Movie S2, available at www.jneurosci.org as supplemental material). Now the saturated volume for D 2 receptors continued to expand and eventually covered the entire simulation space. In contrast, saturation of D 1 receptors by the second spike was still localized and of short duration (supplemental Fig. S1 , solid red line, available at www.jneurosci.org as supplemental material).
Thus, a few synchronized spikes from a subset of the available neurons could occupy Ͼ50% of the D 2 receptors in the entire terminal field, whereas 50% D 1 receptor activation was only achieved within a radius of 1 m of the release sites. These observations are in accord with the analyses of single terminals made by Cragg and Rice (Cragg and Rice, 2004; Rice and Cragg, 2008) .
Isolated bursts and pauses influence D 1 and D 2 receptors
We then explored the effect of firing patterns on dopamine receptors under more realistic conditions with many neurons active at the same time. We first examined the effects of isolated bursts and pauses as observed in reinforcement learning. Positive reinforcement (rewards) is associated with increased firing in dopamine neurons, whereas negative reinforcement (omission of expected rewards and adverse events) is associated with pauses (Schultz, 1998) . It has also been demonstrated that the magnitude of the bursts and pauses in primates is correlated with the magnitude of the reward prediction error (Bayer et al., 2007) . We therefore assessed the effect of such modulations in the firing of dopamine neurons on dopamine levels and occupancy of D 1 and D 2 receptors.
We generated background tonic activity by assigning random uncorrelated 4 Hz firing to an ensemble of 100 neurons. Then, brief epochs of either increased or paused firing were imposed on the neuronal activity. In burst epochs, the firing rate during was transiently increased to 20 Hz (on average) for all neurons (Fig.  2 A1) . The duration of the epoch was selected to give bursts of different length, corresponding to one to seven spikes. During pauses, no neurons were allowed to fire; the length of the pauses was up to 1 s (Fig. 2 A2) . After the transients, the neuronal population returned to the tonic state.
Tonic activity alone gave an average Ϯ SEM dopamine level of 37 Ϯ 1.2 nM. Burst epochs gave transients in the average volumeaveraged dopamine level in the range from 100 to 300 nM, depending on the average number of spikes in the burst (Fig. 2 B1) . During pauses, the dopamine level decayed to zero within 0.2 s (Fig. 2 B2) .
We then considered the concurrent volume-averaged occupancy of D 1 and D 2 receptors. The occupancy of D 1 receptors followed the dopamine transients, i.e., transient increase or decrease in occupancy. During tonic activity, the occupancy of D 1 receptors was 3.5%. At the peak dopamine levels during bursts, the maximal occupancy was several-fold higher, peaking at ϳ25% (Fig. 2C1, red line) . The D 2 receptors, conversely, were already 75% occupied by tonic activity alone. During bursts, the occupancy exceeded 95%. Thus, bursts primarily affected D 1 receptor occupancy (Fig. 2C1 , compare red and blue lines).
During pauses, the occupancy of both receptors decreased. The decay was slightly faster for D 1 than for D 2 receptors (Fig.  2C2 , same colors as C1). We quantified the area under the curve (AUC) of the occupancy. The impact of the transients was determined by the difference in AUC during transients relative to the tonic state (⌬AUC) (Fig. 2 D1,D2 ). For D 1 receptors, ⌬AUC was directly proportional to the duration of the bursts, whereas there was little change in ⌬AUC for D 2 receptors. During pauses, the ⌬AUC of both receptor occupancies showed a negative dependence proportional to pause duration. The decrease was slightly lower for D 2 than for D 1 receptors.
Complex temporal receptor activation by spontaneous firing patterns Dopaminergic neurons also have different types of spontaneous activity. Some neurons fire spikes in a regular pacemaker-like pattern (Grace and Bunney, 1984a) , whereas other dopamine neurons fire phasically, characterized by brief bursts followed by pauses (Grace and Bunney, 1984b; Hyland et al., 2002; Goto et al., 2007) . Typically, the average firing rate of the different populations is similar and the fraction of spontaneously bursting neurons and the firing properties of the different populations are controlled independently (Floresco et al., 2003; Lee et al., 2004) . In our investigations of spontaneous activity, we wanted to isolate the effect of firing pattern per se. Consequently, the average firing rate of both burst firing and tonic firing neurons were the same.
We now asked how a mixture of these spontaneous firing patterns influenced dopamine levels and occupancy of receptors. A key issue here is the degree of synchrony between spontaneously firing neurons. Only a few studies have addressed this directly. In freely moving rats, Hyland et al. (2002) observed ϳ100 ms correlation between 26% of simultaneously recorded pairs of dopaminergic neurons. This corresponds to approximately half of the cells being loosely synchronized, in the sense that they emit bursts in overlapping time windows. Also, Vandecasteele et al. (2005) showed that, in slice preparations, tonic firing was not synchronized. Based on these observations, we allocated N ph ϭ 50 neurons to fire synchronized bursts, followed by pauses (Grace and Bunney, 1984b; Hyland et al., 2002) . Another group of N to ϭ 50 neurons fired nonsynchronized and randomly at 4 Hz. Burst firing consisted of 0.25 s epochs with 20 Hz average firing rate (on average, five spikes), followed by a 1 s pause; the average firing rate of all neurons was 4 Hz. The burst and pause epochs of phasic neurons were coincident, but within burst epochs neurons fired independently (Fig. 3A) . In this simulation, the total spike count is the same as the tonic activity in our previous study of isolated bursts and pauses.
The concurrent volume-averaged dopamine, C(t), displayed rapid transient increase with each synchronized burst (Fig. 3B) . The amplitude of the transients was ϳ100 nM. The constant background dopamine level was ϳ20 nM (level between bursts in Fig. 3B ). The average dopamine level was 41 nM, slightly higher than the case in which all neurons fired independently at a constant rate of 4 Hz.
As before, D 1 receptor occupancy followed a similar time course as the dopamine level (Fig. 3C, red) . During bursts, 10 -14% of the D 1 receptors were activated. During the subsequent pauses, the occupancy was 2-3%. On average, the occupancy of D 1 receptors was 3.7% compared with 3.5% in the case of 4 Hz tonic firing of all neurons.
For D 2 receptors, 80% were occupied as result of the bursts, and ϳ50% remained occupied between bursts. Thus, the relative difference in D 2 receptor activation during bursts and pauses was much smaller than with D 1 receptors (Fig. 3C,  blue) . The average occupancy was 66%, ϳ10% lower than in the case of tonic activity of all neurons.
The phasic release from bursts and pauses had different impact on D 1 and D 2 receptors. Burst firing saturated D 2 receptors in large regions of the simulation space. Conversely, as observed previously (Fig. 1) , saturation of D 1 receptors occurred only during the first few milliseconds after release and then only in a limited region around the release sites. Thus, during most of the simulation, occlusion by saturation of D 1 receptors did not influence the average occupancy. These results show a strikingly different role of receptor saturation dopamine signaling depending on receptor type.
Reduced D 2 receptor occupancy by synchronized burst firing
The fraction of spontaneous burst firing neurons varies in vivo (Floresco et al., 2003) . In addition, the total number of active dopaminergic neurons in ventral tegmental area may be regulated by tonic inhibition from the ventral pallidum . The firing pattern of neurons in substantia nigra is controlled by globus pallidus (Lee et al., 2004) , and the number of active neurons is severely reduced by degeneration in Parkinson's disease (Galvan and Wichmann, 2008) .
Therefore, we examined how population size, N ϭ N ph ϩ N to , and level of synchronous bursts and pauses affected the average dopamine level and average activation of receptors (Fig. 4 , solid lines, color indicates population size: blue, N ϭ 100; green, N ϭ 70; red, N ϭ 50; cyan, N ϭ 30; and purple, N ϭ 20). The phasic signal consisted of bursts (five spikes at 20 Hz), followed by a 1 s pause; the firing pattern was synchronized between N ph Յ N neurons. Again both phasic and tonic neurons fired at an average rate of 4 Hz. Therefore, the total spike count only changed with population size. For each population size, we systematically varied N ph , the number of phasic neurons (Fig. 4: x-axis indicates N ph ; note that N ph cannot exceed the total number of active neurons).
Average dopamine levels, ͳCʹ, depended strongly on the size of the population but weakly on synchrony (Fig. 4 A1,A2) . At minimum synchrony, at which all axons fired randomly and independently, ͳCʹ varied from 7.1 nM (20 active neurons) to 38 nM (100 active neurons). These values agree with previous experimental observations (Ross, 1991; Suaud-Chagny et al., 1992) . For small population sizes, synchronous bursts and pauses did not affect ͳCʹ. However, maximum activity (N ϭ 100) and synchronized bursts and pauses added ϳ50% to the dopamine level. The increase in dopamine levels was not attributable to more dopamine being released, because release probability and average firing rate were constant. Rather, this was an effect of temporal saturation of the dopamine uptake during transients. D 1 and D 2 receptors responded differently to synchronized bursts. As expected from our previous results, the average occupancy for D 1 receptors, ͳD 1 ʹ, closely followed the progression in average level of dopamine (Fig. 4, compare B1,B2 with A1,A2) .
The average D 2 occupancy, ͳD 2 ʹ, decreased when the degree of synchronized bursting was increased (Fig. 4C1,C2) . Obviously, the magnitude of ͳD 2 ʹ also depended on population size, but a similar relative reduction occurred at different population sizes whenever N ph Ͼ N to , where N to is the number of nonsynchronized random firing neurons. Compared with random firing at the same activity level, the relative reduction in D 2 occupancy was not strongly dependent on the population size (Fig. 4C2) . We observed up to 40% reduction in ͳD 2 ʹ by synchronized burst firing relative to tonic firing at the same activity level. The relative change in average occupancy of the different receptors was even more apparent when we considered the ratio ͳD 1 ʹ/ͳD 2 ʹ (supplemental Fig. S2 , available at www.jneurosci.org as supplemental material). Generally, synchronized burst firing resulted in Ͼ50% reduction in ͳD 1 ʹ/ͳD 2 ʹ. The maximal reduction (65%) occurred when population size was large (N ϭ 100), and the reduction was strong even at the smallest population size (43% at N ϭ 20).
The reduction in average D 2 receptor occupancy (ͳD 2 ʹ) was attributable to the combination of high binding affinity and synchronized bursts and pauses. D 2 receptors were fully saturated during bursts but were left unoccupied during the subsequent pauses. The result was an overall decrease in average occupancy with synchrony (Fig. 4 E) .
The effect of synchronized regular firing pattern was also analyzed (Fig. 4, broken lines) . Here the changes in average dopamine levels and receptor occupancies as function of synchrony were much lower. This implies that changes in receptor occupancies and dopamine levels are not only attributable to synchrony. Rather, modulation of ͳD 2 ʹ depends on a combination of phasic firing and synchrony.
Intraburst spike frequency, D 2 receptor saturation, and analysis of spike trains
Spike trains from spontaneously active dopamine neurons are usually characterized in terms of firing rate and fraction of spikes emitted in bursts. The often used 80/160 ms burst criterion defines burst onset by an interspike interval shorter than 80 ms and burst end by an interval longer than 160 ms (Grace and Bunney, 1984b) . Alternatively, the Poisson surprise criterion defines bursts as groups of spikes with higher rate than expected from a Poisson-type pattern (Legéndy and Salcman, 1985) .
This approach to spike trains analysis is arbitrary and often tailored to specific experimental conditions. In this way, results from different experiments, different species, and different firing rates are difficult to interpret and compare. We may also ask whether these measures provide the relevant physiological information.
Our strategy is to use a model based on empirical data to estimate how firing patterns of DA neurons are translated into spatiotemporal activation of postsynaptic DA receptors. In this way, spike trains can ideally be evaluated in terms of postsynaptic receptor activation taking both firing rate and spike pattern into account. To test whether the observed changes in D 2 receptor occupancy is related to the degree of burst firing, we first varied the interspike frequency of a sequence of five regular spikes. According to our previous results, we expected the effect to be maximized when synchronized burst firing dominates. Therefore, we chose N ph ϭ 50 and N to ϭ 0 for the test.
We found that the AUC of the D 2 receptor occupancy, AUC 2 , depended crucially on intraburst frequency (Fig. 5A) . AUC 2 was maximal at interspike frequencies below 6 Hz. At intermediate interspike frequencies, ϳ10 Hz, the receptor occupancy declined as function of intraburst frequency. At intraburst frequencies Ͼ20 Hz, the D 2 receptor occupancy remained low. Thus, the relative reduction in AUC 2 occurred gradually at changes in interspike frequencies from the typical tonic range (Grace and Bunney, 1984a ) to the range of frequencies typically observed during bursts (Grace and Bunney, 1984b) .
According to the 80/160 ms criterion, the five spikes are categorized as a burst once the interspike frequency is Ͼ12.5 Hz. This is exactly in the range dividing high and low D 2 receptor occupancy. Therefore, the 80/160 ms burst criterion correlates with the average D 2 receptor levels of our model. The Poisson surprise criterion was not originally developed for dopamine neurons. Here groups of spikes are defined as bursts by the probability of observing the particular group compared with the average firing of the whole spike train. Therefore, we may encounter situations in which the same group of spikes is defined as a burst in one time series (if the average firing is low) but not in other time series. Our results, conversely, predict that only firing rate, synchrony, and background levels determine the average D 2 receptor occupancy.
So far we have emulated phasic firing by a sequence of well defined burst epochs, followed by pauses. However, dopamine neurons are characterized by a continuum of firing patterns from regular pacemaker firing to burst firing (Hyland et al., 2002) . Typical firing patterns may have 50% spikes in bursts (Moore et al., 2001; Floresco et al., 2003) . We therefore asked whether the observed modulation of ͳD 2 ʹ also applies for more realistic spike trains. To this end, we approximated interspike intervals by gamma distributions and aligned them into spike trains (Miura et al., 2006) . This enabled us to generate a family of 50 s spike trains, all with 4 Hz average firing rate and with firing patterns ranging from regular (coefficient of variation, 9%) to irregular (coefficient of variation, 170%) (Fig. 5B, inset) . The fraction of spikes in bursts, P burst , was calculated using the 80/160 ms criterion. P burst increased from 0% for the most regular spike train to 80% for the most irregular. The firing patterns were assigned to N ph ϭ 50 synchronized neurons (N to ).
We estimated ͳD 2 ʹ as function of fraction of spikes in bursts, P burst (Fig. 5B) . We found that ͳD 2 ʹ was decreasing as the firing patterns became more irregular.
The results were obtained under conditions in which synchronized burst firing was the dominating mode (N to ϭ 0) and at a specific level of total activity (N ph ϭ 50). However, we have previously established that the relative change in average occupancy is not sensitive to the total activity at maximal synchrony (Fig.  4C2) . The magnitude of the effect will be lower if N to is raised. However, qualitatively the results will apply provided N ph Ͼ N to (Fig. 4C1,C2 ).
Postsynaptic activation by critical saturation of receptors leads to complex response to bursts and pauses
Little is known about the cooperativity of dopamine receptor binding, let alone the relationship between occupancy and postsynaptic signaling. In the sections above, we considered the occupancy of receptors alone. This approach has the advantage of being conservative regarding the number of parameters and assumptions. Furthermore, the occupancy of dopamine receptors can be determined using radiotracers or similar techniques (Farde et al., 1986) .
However, the pathways activated in postsynaptic striatal medium spiny neurons (MSNs) are complex (Fernandez et al., 2006; Surmeier et al., 2007) , and the postsynaptic effect of dopamine may deviate from the prediction of Equation 12. Therefore, we found it worthwhile to consider the effect of burst firing in an alternative scenario in which the postsynaptic cascade is activated only if a critical fraction of receptors are occupied. We regarded the threshold occupancy as an unknown parameter and tested different values.
Our previous analysis showed that an isolated burst of just two spikes increased the dopamine level from C 0 ϭ 37 nM by severalfold to nearly 200 nM (Fig. 2 B1) . If postsynaptic activation occurs only where and when C(r,t) Ͼ C 0 , then the pathway is exclusively sensitive to bursts. On the contrary, pathways activated by thresholds lower than C 0 would be tonically active except during pauses. The scaling between burst duration and pause duration would be qualitatively similar to ⌬AUC (Fig. 2 D1,D2) .
However, spontaneous activity with mixtures of tonic and phasic firing lead to radically different activation patterns depending on the particular threshold. We used a mixture of phasic and tonic neurons (N ph ϭ 50, N to ϭ 50) (same as in Fig. 3 ) and calculated the activity on a postsynaptic pathway assumed to activate at 70% occupancy of the D 2 receptor (Fig. 6 A, blue solid) . On average, the activity was lower compared with tonic firing (N ph ϭ 0, N to ϭ 100) (Fig. 6 A, blue dashed) . However, assuming the pathway to be activated at 90% D 2 occupancy, the same firing pattern lead to higher activity on the pathway compared with tonic firing (Fig. 6 A, green) .
We then scanned a range of different activation levels and compared the ratio of average activity of the phasic firing pattern (N ph ϭ 50, N to ϭ 50) with tonic firing (N ph ϭ 0, N to ϭ 100) . The result showed a complex interplay between phasic firing and activation at different thresholds. Phasic firing suppressed postsynaptic activation when activation thresholds were 50 -75% D 2 receptor occupancy, but enhanced activation with a threshold of 80 -95% D 2 receptor occupancy. Outside these regimens, phasic firing had no effect compared with tonic firing (Fig. 6 B) .
The relationship between activation threshold and the impact of phasic firing can also be expressed for D 1 receptors, although the scale is different. In this case, the suppression occurs if the pathway requires 2% D 1 occupancy to be activated, but if activation requires 10% occupancy, the pathway is facilitated by phasic firing (Fig. 6 B, top x-axis) .
Tonic levels influence amplitude and decay of dopamine transients
In experiments, synchronized activity is typically evoked by electrical stimulations, and volume-averaged dopamine levels are measured using voltammetry or similar techniques (Adams, 1990; Robinson et al., 2008) . In such experiments, quantal release from distinct release sites is ignored and background levels of dopamine are usually not determined. The three-dimensional model presented here provides an opportunity to test these assumptions under conditions similar to most investigations in vivo.
We first generated a background dopamine level by assigning random tonic activity to 100 neurons. Variation in background level was achieved by varying the average firing rate of the tonically active neurons from 0 to 16 Hz. We denote the average level of dopamine generated by tonic activity by C 0 . Transients similar to those evoked by stimulated release were then generated by assigning five synchronized spikes at a rate of 20 Hz to all dopamine neurons. The tonic activity was unaffected by the stimulus.
This resulted in transients of a magnitude similar to experimental observations (Venton et al., 2003) riding on the basal levels of dopamine ( Fig. 7A ; C 0 ϭ 14 nM, dark red; 70 nM, red; 230 nM, orange). The amplitude and time course of the evoked transients depended on the level of tonic activity. To depict and compare the shape of the transients directly, we averaged 14 transients at different basal levels ( Fig. 7B ; C 0 indicated by the same colors as in A).
The uptake parameters were determined by nonlinear fits of the Michaelis-Menten equation (Atkins and De Paula, 2002) to the decay profiles of the transients. Mean values and confidence intervals were obtained using five different datasets (each of 14 transients). We denote the observed maximum uptake rate by VЈ and Michaelis-Menten constant by KЈ. We found that VЈ decreased as function of C 0 (Fig. 7C1) . At the same time, KЈ increased as a function of C 0 (Fig. 7C2) . We define the apparent time constant as Ј ϭ KЈ/VЈ. This parameter was also increasing as function of C 0 (Fig. 7C3) . During the simulations, the intrinsic uptake parameters and release probability were kept constant. The apparent reduction in uptake is attributable to interference of the tonic release (Chen, 2005; Chen and Budygin, 2007) . As an effect of the apparent reduced uptake, the relative amplitude of the transients also increased (Fig. 7C4 ) .
Drugs often abused recreationally, such as cocaine (Hurd and Ungerstedt, 1989) and amphetamine (Butcher et al., 1988) , and therapeutic drugs, such as haloperidol (Reiriz et al., 1994) , raclopride (Hertel et al., 1999) , and L-Dopa (L-3,4-dihydroxyphenylalanine) (Rodríguez et al., 2007) , increase extracellular dopamine levels. The effects of these drugs have been assessed from studies of the kinetics of transients (John and Jones, 2007; Oleson et al., 2009) . Because these results may be influenced by C 0 , it is compelling to include the fundamental interaction between the basal level of dopamine and the kinetics of transients into the model. We therefore implemented the modified Michaelis-Menten uptake proposed by Chen (Chen, 2005; Chen and Budygin, 2007) and tested the predictions against the simulations.
The kinetics of evoked transients corresponded very well with the predicted apparent uptake from the model (Fig. 7B, black  lines) . The parameters of the uptake under different conditions were predicted using Equations 9 -11 (Fig. 7C, dashed black  lines) . In another test, the basal level of N to ϭ 60 neurons was calculated using Equations 5-7, and transients by N ph ϭ 40 neurons were integrated relative to the basal level using modified uptake using Equations 9 and 10. Again, the time evolution was similar to the average dopamine levels obtained from simulations (supplemental Fig. S3 , available at www.jneurosci.org as supplemental material). Predictions regarding average occupancy of receptors and average dopamine levels of the simple model and the simulation were similar (supplemental Fig. S4 , available at www. jneurosci.org as supplemental material).
Discussion
Transients map linearly onto receptor occupancy
We found a linear relation between burst duration and integrated D 1 receptor occupancy, although D 2 receptor occupancy was only marginally increased (Fig. 2 D1) . Pauses, conversely, decreased the relative occupancy of both D 1 and D 2 receptors linearly (Fig. 2 D2) . The postsynaptic effect of receptor occupancy depends on the sensitivity of the downstream pathways. If the observed 3-4% tonic occupancy on D 1 receptors is a significant postsynaptic contribution, then our results indicate that pauses also affect D 1 receptor signaling.
Conversely, it has been shown that depletion of dopamine reduces spine density in D 2 receptor expressing striatopallidal MSNs but not in D 1 receptor expressing striatonigral MSNs (Day et al., 2006) . This indicates that temporarily reduced activation of D 1 receptors during pauses has no influence on dopamineregulated plasticity.
Are synchronized pauses the key to understanding spontaneous firing patterns? Phasic firing in spontaneously active dopamine neurons is characterized by bursts of relatively high intensity firing, followed by pauses (Grace and Bunney, 1984b) . In the literature, this is often referred to as "burst firing." Our results indicate that modulation of firing patterns from tonic to synchronized bursts and pauses leads to lower average occupancy of D 2 receptors compared with D 1 receptors (Fig. 4C ). This finding is particularly interesting because it correlates well with the widely used 80/160 ms criterion for bursts (Grace and Bunney, 1984b) (Fig. 5) . It is thus possible that firing patterns composed of bursts followed by pauses mediate a different signal than isolated bursts associated with rewards. This is in accord with observations of increased burst firing with stressful stimuli (Moore et al., 2001; Anstrom and Woodward, 2005; Anstrom et al., 2009) . In this context, our results indicate that the important signal in "spontaneous burst firing" may be the pauses between bursts.
Firing patterns dominated by synchronized bursts and pauses lead to lower average D 2 receptor occupancy, whereas the D 1 receptor occupancy was slightly increased [Fig. 4 , compare B, C or see supplemental Fig. S2 (available at www.jneurosci.org as supplemental material)]. Thus, by varying the amount of synchronized bursts, it is possible to regulate average activity on different signaling pathways independently, although they are sensitive to the same neurotransmitter. Clearly, the timeaveraged occupancy of D 1 or D 2 receptors does not necessarily present the complete picture of the signaling, but our interpretation of burst firing is also valid if the D 1 signaling pathway is particularly sensitive to transient high levels of occupancy during bursts. For example, we observed that bursts induced brief periods of 10% D 1 receptor occupancy (Fig. 3C) .
Our survey of threshold activated pathways showed that spontaneous firing pattern consisting of a mixture of phasic (burst and pauses) and tonic neurons greatly augmented the D 1 receptor pathway under the assumption that 10% occupancy was necessary to activate this pathway.
The precise level of synchrony during natural activity is unknown. Hyland et al. (2002) observed that 26% of cell pairs were correlated on a broad timescale of ϳ100 ms. This corresponds to bursts and pauses primarily overlapping in 50% of the neurons. Interestingly, our results predict that synchrony of this scale, with N to similar to N ph , is on the edge of modulating the D 2 receptor occupancy (Fig. 4C) . Slight increase in synchrony will lead to reduced D 2 occupancy. Evidence from fast-scan cyclic voltammetry suggests that spontaneous 50 -100 nM transients occur in regions of nucleus accumbens (Wightman et al., 2007) . Our study, along with previous modeling (Venton et al., 2003; Arbuthnott and Wickens, 2007) and experimental (Sombers et al., 2009 ) studies, suggests that synchronized bursts are necessary for generating transients. According to our simulations, bursts of five spikes at 20 Hz yield ϳ100 nM transients when 50% of the neurons are synchronized (Fig. 3B) .
Firing pattern and synchrony may also affect estimates of dopamine receptor density from positron emission tomography measurements. Competitive binding of dopamine and radiotracers to dopamine receptors depends on the pattern of dopamine release. Cocaine, and other psychostimulants, make dopamine neurons fire in a more regular manner (Zhou et al., 2006) . However, our results indicate that dopamine under these conditions may have higher D 2 receptor occupancy. This could lead to lower binding potential for a radiotracer competing for the D 2 receptor and therefore influence estimates of, for example, receptor density.
Apparent inhibition by tonic release
We also tested the validity of simplified models used to determine Michalelis-Menten uptake experimentally (Wu et al., 2001) . If the tonic activity is taken into account (Chen, 2005; Chen and Budygin, 2007) , the models provide excellent estimates of volume-averaged dopamine levels and receptor occupancies. However, we emphasize that estimates are sensitive to basal activity and that changes in the rate of tonic release, including average firing rate, release probability, and vesicle contents, must be taken into account.
Competitive uptake inhibitors, such as cocaine, methylphenidate, or nomifensene, also change the basal level of dopamine.
However, the key parameter in the apparent inhibition by tonic release is the difference between tonic release rate I 0 and intrinsic uptake V max . Assuming that these drugs do not alter I 0 or V max , changes in apparent K m of the uptake will reflect the action of the inhibitor only.
Our work can be generalized to describe volume transmission of other neurotransmitters if their physiological parameters are known. Three-dimensional models must be used whenever interterminal distance is less than the typical diffusion distance. In the dopamine system, this is not the case. Therefore, the simplified Michaelis-Menten uptake model is a good approximation for modeling dopamine levels and kinetics in striatum.
