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 近年，４K（3840x2160 画素）や８K（7680x4320 画素）といった高精細映像の普及が進
んでいる．2018 年 12 月には，BS，CS 放送において 4K・8K 実用放送である「新４K８K
衛星放送」が開始された[1]．また，各種動画配信サービスや PlayStation 5 などの家庭用ゲ
ーム機，パソコンを使ったビデオゲームでも，4K・8K 解像度への対応が進み，高精細映像
が身近なものとなっている． 
４K，８K 解像度の映像は，Full High Definition（フル HD : 1920x1080 画素）の映像に
比べ，それぞれ 4 倍，16 倍の画素数を持ち，被写体に立体感が生まれるなど映像に高い臨
場感を持たせることが可能となる[2]．一方，これらの高精細映像では従来の映像と比べデ
ータ量が増加する．8K 映像の場合，空間解像度だけでもフル HD 映像の 16 倍のデータ量
となる．そのため，限られた伝送路で，大量のデータを送るには大幅なビデオの圧縮が必要
とされる． 
 総務省では 2015 年より地上波での 4K・8K 放送を実現する地上放送高度化方式の技術的
実現可能性について研究を進めている[3]．世界に先行して 8K Ultra High Definition 
Television （8K UHDTV）での放送を開始した NHK BS8K では，最大 100Mbps の伝送容
量を確保している[4]．一方，地上放送で８K 映像を送信するには，最新の変調方式の利用，
周波数帯域の割り当ての工夫をしても伝送速度を 30.9Mbps 程度しか確保できない[3]．し




















に，VVC の新機能である Reference Picture Resampling（RPR）とマルチフレーム超解像を












第 1 章 本章であり，本研究の背景，目的について述べている． 
第２章 本研究で用いる関連技術について述べる． 
第 3 章 本研究の提案手法を述べる． 
第４章 本研究の予備実験及び結果を述べる． 
第 5 章 本研究の実験及び結果を述べる． 










 第２章では，関連技術である VVC，超解像技術，MFQE について説明する． 
 
2.2 Versatile Video Coding （VVC） 
2.2.1 技術概要 




2020 年 10 月に最終バージョンが決定された VVC は 2013 年に承認された High Efficiency 
Video Coding（HEVC）の後継にあたる．VVC は HEVC と比較して同等の視覚品質が得られる
映像に対し，約 30~50%符号化効率を改善する．また，360°映像や 16K までの高解像度映
像に対応しており，用途の広さが特徴とされる．このように，様々な機能が追加された VVC




2.2.2 Reference Picture Resampling （RPR） 
RPR は参照されるフレームのサイズを予測フレームのサイズと一致するように変更する
アルゴリズムである[9]．従来の動画圧縮規格では，フレーム間予測において，異なる解像








図 2.1 RPR による異なる解像度間でのピクチャ参照の例 
 
 


























































超解像技術は使用するフレーム数によって単体画像超解像（SISR: Single Image Super-


























2.4 Multi Frame Quality Enhancement （MFQE） 
2.4.1 技術概要 
符号化映像では定期的に高品質フレームが出現する．この高品質フレームを利用したフ
レーム品質強化手法が Multi Frame Quality Enhancement （MFQE）[20][21]である．
MFQE は符号化ビデオ内の品質がピークとなるフレーム PQF（Peak Quality Frame）を参




図 2.6 は VVC の参照用コーデックである VVC Test Model-10.0 （VTM-10.0）[22]を
用いて Random Access モードで符号化したビデオのフレームごとの品質を示す．グラフか
らわかるように，符号化されたビデオの品質は変動する．また，図中で赤い丸印で示した
ように，高品質フレームは数フレームごとに，周期的に出現する．これは，符号化のフレ
ーム間予測における，階層参照構造が原因である[23]．図 2.7 は Random Access モードに
おける階層参照構造を示す．Random Access モードでは，0 フレーム目，8 フレーム目を









図 2.6 符号化ビデオのフレーム品質変動 
 
   





MFQE の構造について説明する．図 2.8 は MFQE の概略図である．MFQE は Bi-
LSTM [24]をベースとした検出器により PQF を検出する．その後，動き補償サブネット
（MC-subnet : Motion Compensation subnet）を用いて，超解像処理を行う対象の non-
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PQF に，その前後の PQF を位置合わせする．位置合わせされた前後の PQF は対象の
non-PQF と深度方向に結合され，品質向上サブネット（QE-subnet: Quality Enhancement 




図 2.9 に動き補償サブネットの構造を示す．動き補償サブネットでは，PQF と non-
PQF 間の動きベクトル（オプティカルフロー）を推定する．動きベクトルの推定はまず，
低解像度での推定を行い，その結果を用いて高解像度での推定を行う．具体的には，4 倍
にダウンスケーリングした PQF，non-PQF 間で動きベクトルを推定，PQF の動き補償を























 図 2.10 に品質改善サブネットの構造を示す．品質改善サブネットでは，3x3, 5x5, 7x7
と異なるフィルタサイズによる畳み込みを行う．異なるフィルタサイズ（受容野）による
特徴抽出を行うことで，符号化映像の異なるスケールでの特徴を抽出できる．三つのサイ















 𝑳𝑸𝑬 = ||𝑭𝒏𝒐𝒏−𝑷𝑸𝑭
𝒓𝒂𝒘 − 𝑭𝒏𝒐𝒏−𝑷𝑸𝑭
𝑸𝑬
||𝟐 （2.2）  
 
2.4.3.4 MFQE の End-to-End での学習  
MFQE では，𝐿𝑀𝐶 , 𝐿𝑸𝑬の二つのサブネットワークの損失の和を最小化するように














図 2.9 Motion Compensation subnet の構造 
 
 



































図 3.2 解像度混在映像伝送方式の概念図 （提案手法） 
 
 







VVC Random Access モードで符号化した映像は 8 の倍数フレームの品質が高くなる．そ














図 3.3 は提案した映像伝送方式の概略図を示す．RPR により PQF を元画像サイズ，non-
PQF を縦横それぞれ 2 分の 1 のサイズで符号化をする．そして復号後，縮小サイズの non-






























図 3.3 提案手法の概略図 
 
 
















復元する．Case3 では，8 の倍数フレームである PQF を元画像サイズ，それ以外のフレー
ムを縦横 2 分の 1 で符号化し，復号後，縮小サイズのフレームを VTM による補間フィル
タで元のサイズに復元する． 
 
表 1 比較する 3 つのケースの符号化条件 
ケース 符号化条件（解像度） 
Case1 元画像サイズ 
Case2 縦横 2 分の 1 に縮小 
Case3 
PQF：元画像サイズ 

















画質評価指標には Peak Signal-to-Noise Ratio（PSNR:ピーク信号対雑音比）を用いる．
PSNR は原画と入力画像の画素値がどの程度異なるかを評価する指標である．PSNR の計
算式は式 4.1, 4.2 で表される．ここで，𝑀𝐴𝑋𝐼は対象画像のビット深度で表現できる画素値













∑ ∑ [𝐼(𝑖, 𝑗) − 𝐾（𝑖, 𝑗）]2𝑛−1𝑗=0
𝑚−1




 実験は JVET Common Test Conditions（CTC）for SDR [26]をテストシーケンスとして
行う．CTC は Joint Video Experts Team（JVET）において共通条件下で符号化品質を評価
するために使われるシーケンス集である．シーケンスは解像度やビット深度によって 7 種
類の Class に分類されている．表２に CTC の構成を示す．本実験では，Random Access に
対応している Class E 以外のシーケンスをテストに用いる．また，RD 曲線を描画するため
に，テストシーケンスを四つのビットレートでそれぞれ符号化する．異なるビットレート４
点は各 Case に対し，量子化パラメタ（QP: Quantization Parameter）を変更して，決定し
た． 
QP は量子化の粗さを決めるパラメタであり，QP の値が大きくなるほど，量子化が粗く
なり，符号化映像の品質が低くなる．この QP を各 Case に対し，４点取る．表 3 にその詳
細を示す．Case1 では QP=32, 37, 42, 47 で符号化した，テストを行う．また，Case2 は
Case1 を基準にしてオフセットとして 5 低い QP を用いる．Case3 では，PQF は Case1 と
同じ QP を用いて，non-PQF ではオフセットとして 6 低い QP を用いる．各 Case で異な
21 
 




表 2 CTC の構成とシーケンスのプロパティ 
クラス名 シーケンス名 解像度 フレーム数 フレームレート ビット深度 
A1 Tango2 3840x2160 294 60 10 
A1 FoodMarket4 3840x2160 300 60 10 
A1 Campfire 3840x2160 300 30 10 
A2 CatRobot 3840x2160 300 60 10 
A2 DaylightRoad2 3840x2160 300 60 10 
A2 ParkRunning3 3840x2160 300 50 10 
B MarketPlace 1920x1080 600 60 10 
B RitualDance 1920x1080 600 60 10 
B Cactus 1920x1080 500 50 8 
B BasketballDrive 1920x1080 500 50 8 
B BQTerrace 1920x1080 600 60 8 
C RaceHorses 832x480 300 30 8 
C BQMall 832x480 600 60 8 
C PartyScene 832x480 500 50 8 
C BasketballDrill 832x480 500 50 8 
D RaceHorses 416x240 300 30 8 
D BQSquare 416x240 600 60 8 
D BlowingBubbles 416x240 500 50 8 
D BasketballPass 416x240 500 50 8 
E FourPeople 1280x720 600 60 8 
E Johnny 1280x720 600 60 8 
E KristenAndSara 1280x720 600 60 8 
F ArenaOfValor 832x480 600 60 8 
F BasketballDrillText 832x480 500 50 8 
F SlideEditing 1280x720 300 30 8 






表 3 Case1, 2, 3 符号化時の量子化パラメタ  
設定 学習・テストの QP 
Case1 (元画像サイズ) 32 37 42 47 
Case2 (全フレームを縮小) 27 32 37 42 
Case3 (提案手法) 
PQF 32 37 42 47 





 各ケースの符号化条件に従い四つの QP で符号化し，テストシーケンスを作成する．一つ
のビデオに対し，合計 12 のテストシーケンスが作成される．それぞれに対し，非圧縮のビ
デオとの PSNR を測定し，RD 曲線を描画，比較する． 
本論文内の実験では，学習・テストにはビデオの輝度成分のみを使用し，符号化・復号に




 図 4.1 に Class A1 & A2, B, C, D のそれぞれのシーケンスに対する RD 曲線を示す．黒色
の線が Case1（通常の符号化），オレンジ色の線が Case2（全フレームを縮小），ピンク色の
線が Case3（提案手法）を示す．Class B, C, D では，Case2, 3 の RD 曲線は Case1 と比較
して低下している．一方で Class A1, A2 シーケンスに対しては，Case2, 3 の RD 曲線は
Case1 に匹敵している．そのため，Class A1, A2 などの４K シーケンスに対して，MFQE を












図 4.1 各 Class の予備実験条件下での RD 曲線 
 
(a) Class A1, A2 
 
(b) Class B 
 
(c) Class C 
 



















 図 5.1 にテストに用いた Class A1, A2 の全六つのシーケンスを示す．これらのシーケン
スを予備実験と同じく，Case1 , 2,  3 に対し，表 3 の通り異なる四つの QP で符号化を行
う．復号後，Case2, 3 では，MFQE による品質強化を行い，原画と出力画像との PSNR を
測定し，RD 曲線を描画する． 
 
図 5.1 Class A1, A2 シーケンスの画面内容 
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5.3 MFQE の学習 
5.3.1 学習の概要 




ネットワークで各 Case，各 QP で符号化された映像を同時に学習するのは難しい．そこで，






MFQE の学習には SJTU データセット[29]，UVG データセット[30]を用いた．SJTU，
UVG データセットはそれぞれ 15 個，16 個の非圧縮の 4K 解像度のシーケンスによって構
成されている．それぞれのシーケンスは 4:2:0 YUV フォーマットであり，ビット深度は 8bit
である．学習データセット作成には最初の 64 フレームを使用した． 
学習用データセットの作成のため，データセットを Case2 条件下での各 QP，Case3 条件
下での各 QP，それぞれに対し符号化を行う．学その後，非圧縮のデータセットと各条件で
圧縮したデータセットをペアにして学習を行う．学習には復号されたビデオの non-PQF と
その前後の PQF の合計 3 枚と非圧縮ビデオのフレームの合計 4 枚を学習セットに用いる．
PQF と non-PQF との時間方向の距離に偏りがないように，non-PQF は 8n+1, 8n+2, …, 
8n+7 番目のフレームから学習セットごとに 1 枚ランダムに選択する．また，同一シーケン
スを連続で学習すると，MFQE の性能がそのシーケンスに特化してしまうため，各シーケ
ンスがランダムに入力されるように学習セットをシャッフルする．学習時には各フレーム
を 128x128 のパッチに分割して学習を行う． 
 
 
5.3.3 PQF の学習 
MFQE では non-PQF のほかに，PQF 自身も前後の PQF を用いて品質改善が可能であ
る．Non-PQF と PQF では品質が異なる．そこで，PQF についても各 Case，QP ごとにモ
デルの学習を行う． 
また，PQF において，I ピクチャは，ほかの PQF よりも PSNR が高い．そのため，I ピ

















Case1, 2, 3 に MFQE を用いた際の RD 曲線を図 5.2 に示す．また，Case1 と Case3 の比
較， Case1 と Case2 の比較をしたグラフをそれぞれ図 5.3，図 5.4 に示す．各 Case の測定
点のビットレートをそれぞれ表 4，表５，表６に示す．Case1 と Case3 の比較で
は，”Tango2”，”FoodMarket4” “，”Campfire”，“ParkRunning3”の 4 つのシーケンスに対し，
Case3 は右側の測定点 2 点で Case1 よりも符号化効率が高くなった．Case1 と Case2 の比










図 5.2 MFQE を用いた際の RD 曲線（Case1, Case2, Case3） 








表 4 Case1 の各 QP でのビットレートと PSNR の関係 
Sequence Tango2 FoodMarket4 Campfire 
QP 32 37 42 47 32 37 42 47 32 37 42 47 
Bitrate [kbps] 3620.4 1968.8 1111.8 617.9 3910.1 2060.2 1095.1 570.2 6927.1 3500.5 1653.4 772.7 
PSNR [dB] 38.859 37.549 35.829 33.697 41.124 38.840 36.326 33.669 36.520 35.151 33.456 31.584 
             
Sequence CatRobot1 DaylightRoad2 ParkRunning3 
QP 32 37 42 47 32 37 42 47 32 37 42 47 
Bitrate [kbps] 4109.8 2144.8 1157.0 604.2 4122.3 2057.3 1072.8 547.6 18467.4 8015.0 3438.8 1361.8 





表 5 Case2 の各 QP でのビットレートと PSNR の関係 
Sequence Tango2 FoodMarket4 Campfire 
QP 27 32 37 42 27 32 37 42 27 32 37 42 
Bitrate [kbps] 3338.7 1753.6 942.2 518.5 3654.2 1855.0 945.4 488.5 5233.7 2921.3 1522.4 725.5 
w/o MFQE 38.733 37.393 35.583 33.491 40.826 38.640 36.158 33.615 35.921 34.785 33.276 31.556 
w/ MFQE 38.745 37.418 35.615 33.537 40.848 38.645 36.159 33.616 36.190 34.965 33.380 31.624 
△PSNR [dB] 0.011 0.024 0.032 0.047 0.022 0.006 0.001 0.001 0.270 0.179 0.105 0.068 
             
Sequence CatRobot1 DaylightRoad2 ParkRunning3 
QP 27 32 37 42 27 32 37 42 27 32 37 42 
Bitrate [kbps] 3841.4 1965.4 1023.4 542.3 3723.7 1818.2 895.3 451.6 14730.0 6413.5 2643.3 1085.7 
w/o MFQE 37.550 36.130 34.267 32.154 35.513 34.445 32.938 31.155 35.684 32.942 30.454 28.359 
w/ MFQE 37.839 36.322 34.378 32.203 35.750 34.589 33.013 31.196 35.833 33.030 30.507 28.393 
△PSNR [dB] 0.289 0.192 0.111 0.050 0.237 0.144 0.075 0.041 0.149 0.088 0.053 0.034 
 
 
表 6 Case3 の各 QP でのビットレートと PSNR の関係 
Sequence Tango2 FoodMarket4 Campfire 
QP 32 37 42 47 32 37 42 47 32 37 42 47 
Bitrate [kbps] 3941.5 2056.9 1122.7 622.8 4198.3 2115.1 1091.1 564.4 5988.9 3102.1 1605.0 748.2 
w/o MFQE 38.976 37.675 35.906 33.819 41.272 39.009 36.457 33.826 36.242 35.041 33.453 31.677 
w/ MFQE 38.987 37.699 35.942 33.870 41.298 39.010 36.435 33.822 36.584 35.240 33.540 31.725 
△PSNR [dB] 0.012 0.024 0.036 0.051 0.026 0.001 -0.022 -0.004 0.342 0.199 0.087 0.048 
             
Sequence CatRobot1 DaylightRoad2 ParkRunning3 
QP 32 37 42 47 32 37 42 47 32 37 42 47 
Bitrate [kbps] 4396.1 2227.9 1178.2 611.1 4414.4 2126.2 1073.2 544.2 18819.3 8092.7 3419.9 1362.5 
w/o MFQE 37.975 36.520 34.583 32.300 35.887 34.813 33.276 31.363 36.543 33.544 30.923 28.707 
w/ MFQE 38.371 36.765 34.728 32.375 36.229 35.036 33.402 31.414 36.702 33.632 30.979 28.746 







 Case3 では四つのシーケンスで Case1 対し，右の２点の低ビットレート帯で符号化効率
の改善が見られた．一方で，” CatRobot1”，“DaylightRoad2”では全ての測定点において，
Case3 は Case1 よりも符号化効率が低下した． 
図 5.5 は” CatRobot1”，“DaylightRoad2”の RD 曲線である．図中の点線は MFQE を用い
ない場合での Case2, 3 の RD 曲線を示す．通常サイズで符号化した場合である Case1 と比











は Case1 の出力画像と Case3 の MFQE 出力画像，MFQE 入力画像の比較である．Case1 で
は信号機の点灯している部分のディテールが残されているが，Case3 の MFQE 入力画像で
は，縮小により，ディテールが消えている．そのため，MFQE による品質強化処理を用い




 一方で，エッジが残っているシーケンスに対して，MFQE は有効に作用する．図 5.7
は”Campfire”における Case1 の出力画像と Case3 の MFQE 出力画像，MFQE 入力画像を
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示す．MFQE 入力画像でぼやけていた地面の草や，炎のエッジ部が MFQE 出力画像では復
元され，先鋭化された．エッジが残っているシーケンスに対し，MFQE は有効に作用した． 





度が激しい QP=42, 47 で符号化された映像では MFQE による品質改善が見られず，符号














 Case2 では全てのシーケンスで Case1 対して，左側の非常に低いビットレート帯の測定
点で符号化効率の改善が見られた．図 5.8 は元画像サイズで圧縮を行った Case1 と全フレ












図 5.8 Case1 の符号化画像と Case2 の MFQE 出力画像 
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5.4.5 Case2 と Case3 の組み合わせによる符号化効率の改善 
Case2 は超低ビットレート帯で，Case3 は低ビットレート帯で符号化したビデオに対し，
有効であった．図 5.9 には最も有効であった Case をビットレート帯ごとに示す．Case2, 3
のいずれかを用いることで，ほとんどの測定点で通常の符号化よりも高い符号化効率が得
られる．このことから，ビットレート帯に応じて Case2, 3 を使い分ける手法が有効である
と考えられる．表 7 は左 3 点で Case2，右 1 点で Case3 を使用した際の Case1 に対する BD
ゲインを示す．ビットレート帯に応じて，各手法を使い分けることにより，元画像サイズで

















表 7 Case2, 3 をビットレート帯に応じて適用した際の Case1 に対する BD ゲイン 




5.5 MFQE 性能の評価 
5.5.1 概要 
 本節では，Case2, Case3 における MFQE の性能の評価を行い，元画像サイズのフレーム






 図 5.10 は六つのテストシーケンスの各測定点での MFQE 前後の PSNR の平均値をそれ
ぞれ Case2 と Case3 の場合について示している．Case2 に対し，Case3 の方が MFQE によ
り PSNR が改善された値が大きいことがわかる． 
表 8 は MFQE 出力画像の MFQE 入力画像に対する BD ゲインの比較を示す．Case2 は
平均して 3.35%，Case3 は平均して 3.88%の BD ゲインを得られ，Case3 の方が平均して高
いゲインが得られた．これらの BD ゲインは，シーケンス全体を符号化しビットレートを測
定する必要があるため，non-PQF だけでなく，PQF も含めたゲインとなっている．Case3
では PQF が元画像サイズであり，PQF が縮小されている Case2 と比べて，PQF について
は PSNR の改善量が少なくなる．しかし，シーケンス全体の改善率を平均しても，Case3 の








Over VTM-10.0 (QP 32,37,42,47)
Sequence




いえる．以上の定量的評価から，Case3 では，元画像サイズの PQF を参照することにより，
MFQE による品質改善が Case2 よりも効果的に機能しているといえる． 
 また，図 5.11 は Case2 と Case3 の MFQE 出力画像の比較を示している．Case2 では文
字の部分が MFQE による品質改善処理を施してもぼやけているが，Case3 では元画像サイ
ズ PQF の文字を参照し品質改善処理を行うことで，はっきりとした文字を出力できている．




図 5.10 Case2 と Case3 の測定点ごとの MFQE 前後の PSNR の比較 
 




















 Case3 において，MFQE を用いる場合，用いない場合のフレームごとの PSNR 変動を可
視化したグラフを図 5.12 に示す．青線が MFQE を用いない場合，オレンジ色の線が MFQE
を用いた場合である．PSNR が周期的に高くなっている点が PQF である．そして，その間
の PSNR が低くなっている部分が non-PQF である．MFQE を用いない場合，PQF と non-
PQF の品質の差が激しい．しかし，MFQE を用いる場合，PQF と non-PQF の差が縮まっ
ていることがわかる．MFQE を用いることにより，品質変動によるフレーム間の品質差を






性能の比較を行った．比較の結果から，Case 2 は超低ビットレート帯に対し，Case3 は低ビ
ットレート帯に対し有効であった．また，Case3 は元画像のサイズのフレームを参照するこ














 本論文では，異なる解像度間のフレーム参照を可能とする RPR と複数フレームを参照し
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