Introduction In many agricultural experiments, generally the data on more than one character is observed. One common example is grain yield and straw yield. The other characters on which the data is generally observed are the plant height, number of green leaves, germination count, etc. The analysis is normally done only on the grain yield and the best treatment is identified on the basis of this character alone. The straw yield is generally not taken into account. If we see the system as a whole, the straw yield is also important either for the cattle feed or for mulching or manuring, etc. Therefore, while analyzing the data, the straw yield should also be taken into consideration. Similarly, in varietal trials also the data is collected on several plant characteristics and quality parameters. In these experimental situations also the data is generally analyzed separately for each of the characters. The best treatment or genotype is identified separately for each of the characters. In these situations, Multivariate Analysis of Variance (MANOVA) can be helpful. Before discussing about MANOVA, a brief description about Analysis of Variance (ANOVA) is given in Section 2. A general procedure of performing MANOVA on the data generated from RCB design is given in Section 3. The procedure of MANOVA has been illustrated with the help of an example in Section 4.
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Overview of ANOVA
The ANOVA looks at the variance within classes relative to the overall variance. The dependent variable must be metric, and the independent variables, which can be many, must be nominal. ANOVA is used to uncover the main and interaction effects of categorical independent variables (called "factors") on an interval dependent variable. A main effect is the direct effect of an independent variable on the dependent variable. An interaction effect is the joint effect of two or more independent variables on the dependent variable. Whereas regression models cannot handle interaction unless explicit crossproduct interaction terms are added, ANOVA uncovers interaction effects on a builtin basis.
The key statistic in ANOVA is the F-test of difference of group means, testing if the means of the groups formed by values of the independent variable (or combinations of values for multiple independent variables) are different enough not to have occurred by chance. If the group means do not differ significantly then it is inferred that the independent variable(s) did not have an effect on the dependent variable. If the F test shows that overall the independent variable(s) is (are) related to the dependent variable, then multiple comparison tests of significance are used to explore just which values of the independent(s) have the most to do with the relationship.
Multivariate Analysis of Variance
Why do MANOVA, when one can get also much more information by doing a series of ANOVAs? Even if all our dependent variables are completely independent of one another, when we do lots of tests like that, error inflates. But in many ecological or biological studies, the variables are not independent at all. Many times they have strong actual or potential interactions, inflating the error even more highly. In many cases where multiple ANOVAs were done, MANOVA was actually the more appropriate test.
Consider an experiment conducted to compare v treatments using a randomized complete block (RCB) design with r replications and the data is collected on p-variables. 
The data is rearranged as follows: 
' is the 1 p × vector of general means, t i = (t i1 t i2 … t ik … t ip )' are the effects of treatment i on p-characters, and b j =(b j1 b j2 … b jk … b jp )' are the effects of replication j on p-characters. e ij = (e ij1 e ij2 … e ijk … e ijp )' is a p-variate random vector associated with y ij and assumed to be distributed independently as p variate normal distribution ) , 
An outline of MANOVA 
Here H, B, R and T are the sum of squares and sum of cross product matrices of treatments, replications, errors (residuals) and totals respectively. The residual sum of squares and cross products matrix for the reduced model 0 Ω is denoted by 0 R and is given by
The null hypothesis of equality of treatment mean vectors is rejected if the ratio of
is too small. Assuming the normal distribution, Rao (1973) showed that under null hypothesis Λ is distributed as the product of independent beta variables. A better but more complicated approximation of the distribution of Λ is For p = 1, the statistic reduces to the usual variance ratio statistics.
The hypothesis regarding the equality of replication effects can be tested by replacing Λ by R B R + and h by t in the above. Remark 3.1: One complication of multivariate analysis that does not arise in the univariate case is the ranks of the matrices. The rank of R should not be smaller than p or in other words error degrees of freedom s should be greater than or equal to p (s ≥ p).
Multivariate Treatment Contrast Analysis
If the treatments are found to be significantly different through MANOVA, then the next question is "which treatments are significantly different?" This question can be answered through multivariate treatment contrast analysis. In the literature, the multivariate treatment contrast analysis is generally carried out using the 2 χ -statistic. The 2 χ -statistic is based on the assumption that the error variance-covariance matrix is known. The error variance-covariance matrix is, however, generally unknown. Therefore, the estimated value of error variance-covariance matrix is used. The error variance-covariance matrix is estimated by sum of squares and cross products (SSCP) matrix for error divided by the error degrees of freedom. As a consequence, test based on 2 χ -statistic is an approximate solution. The procedure using the Wilk's Lambda criterion is also described in the sequel.
Suppose the hypothesis to be tested is H 0 : 
and the off diagonal elements are obtained by
The null hypothesis is rejected if the value of Wilk's Lambda
where R is the SSCP matrix due to residuals as obtained through MANOVA. The hypothesis is then tested using the following F-test statistics based on Wilk's Lambda for h = 1 p 1 p edf *
Illustration using Multivariate Techniques
In this section, the results obtained from bivariate analysis of variance of the data generated from the experiments conducted under PDCSR are given, where the data on grain yield and straw yield were observed. The results of multivariate analysis of variance are given in the sequel. First the results for each of the two characters are presented separately. It can be seen that for both the characters, the replication effects are not significantly different whereas the treatments are significantly different. Therefore, for making all possible paired comparisons, the least significant difference procedure of multiple comparisons was used. The results are given in the sequel: It can be concluded that the treatment T8 is at Rank 1 for GYLD and T7 gets rank 1 for SYLD, although the two treatments are not significantly different among themselves. The treatments T4 and T2 are not significantly different for GYLD and significantly different for SYLD. Therefore, to rank the treatments collectively for both the characters, the multivariate analysis of variance was carried out. The results obtained are given below: It can be seen that the treatments are highly significantly different. Therefore, multiple comparisons using the least significant difference procedure was used. The treatment T7 gets the first rank and is non-significantly different from T8. The treatments T4 and T2 are significantly different among themselves. This procedure answers the question to some extent. But a multivariate contrasts analysis is the best answer for this situation. The results of multivariate treatment contrast analysis for making all possible paired comparisons of the treatments are given in the sequel. . *bold face type shows the treatment pairs that are not significantly different.
ANOVA: Grain Yield (GYLD)
From the above results, it is seen that treatments T7 and T8 are significantly different where as they were found to be not significantly different when analyzed for individual characters or 1 st principal component score was used.
Note: The MANOVA described in Sections 2 and 3 can usefully be employed for the experimental situations where the experiment is continued for several years/ seasons with same treatments and same randomized layout. For a detailed discussion on this one may refer to Parsad et al. (2004) .
