Introduction
A populace might be homogenous or heterogeneous. For the latter, one approach is to isolate it into sub-populaces, which are known as strata. Limiting change by stratifying is known as ideal stratification. There are different factors that are responsible for minimum variance, which include choosing the variable on the basis of which stratification would be done, total number of strata, the design by which sample size will be selected from each stratum, and, the most influential factor, the demarcation of strata.
The use of a single stratification variable may be problematic, and in any case, using more than one stratification variable increases the level of exactness. Dalenius (1950) pioneered the work of obtaining optimum strata boundaries by minimizing the variance. See also Dalenius and Gurney (1951) , Mahalanobis DANISH & RIZVI 3 (1952) , Aoyama (1954) , Dalenius and Hodges (1959) , Durbin (1959) , Singh (1975 Singh ( , 1977 , and Verma (2008) . However, their equations were mostly taken by using an estimation variable as a stratification variable. Others used a variable highly correlated to the study variable as stratification variable, such as Taga (1967) , Serfling (1968) , Singh and Sukhatme (1969 , 1972 , 1973 , Singh (1971) , Singh and Parkash (1975) , Schneeberger and Goller (1979) , and Rizvi, Gupta, and Singh (2002) . Iterative procedures were also proposed by Rivest (2002) for obtaining stratification points, and Gunning and Horgan (2004) proposed a new algorithm for the skewed population.
The motivation behind the present examination is to consider a solitary report variable and two factors exceedingly connected with it. The stratification will be conducted based on auxiliary variables. For numerical illustration of the proposed method, two different distributions will be considered for the auxiliary variables.
Stratification Points
Let a population of size N units be divided into T × U strata, and let Nrs denote the number of units in the (r, s) th stratum. Suppose a sample size n is to be taken from the whole population, and let nrs denote the sample size allocated to the (r, s) th stratum and zrsi the values of the population units in the (r, s) th , i = 1, 2, 3,… Let the variable Z be the study variable defined by where i = h + 1, h + 2,…, T -1, and j = k + 1, k + 2,…, U -1, and μrsz denotes the mean of the population for Z in (r, s) th stratum. The minimal equations given above were obtained by Dalenius (1950) when the stratification variable is same as the estimation variable. When the density functions of the auxiliary variables Y and X are known, then the distribution of Z is not known due to the auxiliary variables used to obtain optimum points. Assume the regression line of Z on Y and X is linear, given as
where λ(Y, X) is a function of Y and Z and e denotes the error term such that 
where (yr-1, yr, xs-1, xs) denotes the boundaries and μrsϕ is the expected value of the function ϕ(y, x) of the (r, s) th stratum.
Optimum Variance Equation
Let (g, h) and (k, L) be the defined intervals for the variables Y and X which are needed to estimate the stratification point (yr, xs) so the variance of the estimate is minimum. The stratification points so obtained would be the result of taking partial derivatives of (4) with respect to the stratification points. In order to obtain the stratification points of the (r, s) th stratum, find the partial derivatives. Differentiate (3) with respect to yr and xs: where α and β are the first partial derivatives of (3) with respect to yr and xs, respectively.
Also by differentiating ( ) ( ) 
where A1 = ϕ(yr, x) -μrsϕ, A2 = ϕ(y, xs) -μrsϕ, and γ and δ denote the first partial derivatives of μrsϕ with respect to yr and xs, respectively. Similarly, while finding the first partial derivatives of (2) with respect to yr and xs, respectively, 
Similarly, for the (r + 1, s + 1) th stratum, while taking the partial derivatives with respect to yr and xs, we get 
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where the expected value and variance of the error term e are 0 and σ 2 , respectively, and assume that the auxiliary variables are independent of each other. Equation (23) can be written as 
Proof.
If (t1, t2) is near (y1, x1) and derivatives of f are continuous, then expand f(t1, t2) with the help of Taylor's theorem. Define t1 = y1 + (t1 -y1) and t2 = x1 + (t2 -x1). Then f(t1, t2) = f(t1 = y1 + (t1 -y1), t2 = x1 + (t2 -x1) ). Using the Taylor series formula for a function of two variables, the expansion of f(t1, t2) is given by 1  2  1  1  2  1  2  1  2  1  2  11  12   3  1  1  3  2  2  2  2  2  5  1  2  1  2  1  2  22  2  1  1 2 ff I , f , 1 1 2 1 1 2 
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Then Iij(y, x) can be written as For 
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Using the Taylor series expansion, defined for two variables, of η(t1, t2) about the point (t1, t2) = (y, x), 
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, yx  denotes the conditional variance of the function η(t1, t2) 
Proof.
This result can be established by using the expression forms of ( ) 2 η μ, yx , replacing the function η(t1, t2) by η 2 (t1, t2): 
To prove the lemma, use the relation obtained in equations (35) and (36). On multiplying and taking square roots on both sides, obtain 
Every pair (y, x) is made of factors that are stochastic. Thus the linear relationship between them can be obtained, from which the coefficient of regression will be a result.
Numerical Illustration
The proposed strategy is appropriate when the likelihood thickness elements of the stratification factors are known. 
where δ > 0 and θ > 0. In order to find the stratification points, find the value of (3) and (5) Consider a population of size 2,000, which is to be sub-isolated into 16 strata with T = 4 and U = 4, and an example of size 500 is to be taken from the population. Apply equations (48), (49), and (50) in condition (44) by using the underlying estimation of Y = 0 and X = 0 and by the maximum value of Y = 1 and X = 1 and θ = 1, δ = 3, respectively. Thus the total width of Y and X is 1 and 1, respectively.
The OSB so obtained can be displayed as above with corresponding total fluctuation in Table 1 .
Conclusion
Most of the time the complete set of data related to the study variable is unknown, which becomes a stumbling block to obtaining stratification points. However, in such situations using auxiliary variables has an increasing trend of precision. A strategy was proposed under the Neyman allocation when there is one investigation variable and two auxiliary variables based on the auxiliary variables. A numerical example demonstrated the diminishing pattern of the fluctuation when the quantity of strata is to be expanded. Along these lines, it can be concluded that this strategy for discovering stratification points can be recommended instead of existing techniques.
