Abstract. Let f pqq :" 1`ř 8 n"1 αpnqq n be the well-known third order mock theta of Ramanujan. In 1964, George Andrews proved an asymptotic formula of the form αpnq "
Introduction
Let f pqq :" 1`8 ÿ n"1 αpnqq n " 1`8 ÿ n"1 q n 2 p1`qq 2 p1`q 2 q 2¨¨¨p 1`q n q 2 be the famous third-order mock theta function of Ramanujan. One may consult for example [BO06] , [BFOR17] , [Duk14] , and [Zag09] and the references therein for an account of the substantial body of research related to this and to other mock theta functions. Part of the importance of the function f pqq arises from the fact that the coefficients αpnq are related to a fundamental combinatorial statistic. In particular, we have αpnq " N e pnq´N o pnq, where these denote the number of partitions of even and odd rank respectively. Ramanujan recorded an asymptotic formula for αpnq in his last letter to Hardy in 1920; this was proved in 1951 by Dragonette [Dra52] . Andrews [And66] where ω o pcq is the number of distinct odd prime divisors of c (we give a refinement of this result in Section 9 below). This bound does not suffice to prove convergence. The formula (1.3) was proved by Bringmann and Ono [BO06] in 2006 using the theory of harmonic Maass forms, and in particular the work of Zwegers [Zwe02] which packaged Watson's transformation properties [Wat36] for f pqq in a three dimensional vector of realanalytic modular forms.
Here we return to the question of obtaining an effective error estimate for the approximation to αpnq by the truncation of the series (1.1). To this end, we define the error term Then the result of Andrews gives Rpn, ? nq ! n .
Our first main result gives a power-saving improvement.
Theorem 1.1. Suppose that 24n´1 is positive and squarefree. Then for all ą 0 and γ ą 0 we have Rpn, γ ? nq ! γ, n´1 147` .
As a corollary, we see that when n is sufficiently large, αpnq is the closest integer to the truncated sum appearing in (1.1). It would be interesting to quantify what "sufficiently large" means here.
It is also interesting to note that if one assumes the Ramanujan-Lindelöf conjecture for the coefficients of Maass cusp forms of weight 1{2 the present methods would yield Rpn, γ ? nq ! γ, n´1 16` , while the analogue of the Linnik-Selberg conjecture for the sums of generalized Kloosterman sums which arise in the proof would give Rpn, γ ? nq ! γ, n´1 4` .
We prove the second conjecture of Andrews mentioned above using a character sum identity proved in Section 9 together with an equidistribution result of Duke, Friedlander and Iwaniec [DFI95] for solutions of quadratic congruences to prime moduli. 
¯,
where M pnq is a twisted finite sum of terms expp2π Im τ q as τ ranges over distinguished Galois orbits of Heegner points on X 0 p6q. This relies on a general power saving bound for traces of modular functions over such orbits, as well as a result of Alfes [Alf14] which relates the values αpnq to traces of certain real-analytic modular functions.
As a consequence of Theorem 1.1 and the results in Section 9, we obtain an asymptotic formula for αpnq as a sum over a set of quadratic points in the upper half-plane H. Suppose that D ą 0, and define Q´D ,12 :" ax 2`b xy`cy 2 : b
2´4
ac "´D, 12 | a, a ą 0 ( . Then Γ 0 p12q acts on this set from the left and preserves b pmod 12q. If Q " r12a, b, cs P Q´D ,12 , define χ´1 2 pQq "`´1 2 b˘, and let τ Q denote the root of Qpτ, 1q in H, so that gτ Q " τ gQ for g P Γ 0 p12q. From this discussion the summands in the next theorem are well-defined. Theorem 1.3. Suppose that 24n´1 is positive and squarefree. Then for all ą 0 and γ ą 0 we have
¯.
Our methods depend on bounds for sums of Kloosterman sums attached to a half-integral weight multiplier on Γ 0 p2q which are uniform with respect to all parameters. These depend in turn on the spectral theory of Maass forms, and in particular on bounds for the coefficients ρpnq of such forms which are uniform both in the argument n and with respect to the Laplace eigenvalue λ. An important tool in our work is a new bound which gives a significant improvement in λ aspect at the cost of a small loss in n aspect. This is crucial for obtaining the exponent´1 147 which appears in the theorems above. Since this result is of independent interest, we describe it here.
To introduce the result requires some notation; full details are provided in Section 2 below. Let ν θ be the multiplier of weight 1{2 on Γ 0 p4q associated to the theta function
Let N be a positive integer with 4 | N and let D be an even discriminant. Suppose that f pτ q is a smooth function on H which satisfies
and ż Γ 0 pN qzH |f pτ q| 2 dx dy y 2 " 1.
(1.7)
Suppose in addition that
where ∆ k is the Laplacian defined in (2.1), and define the spectral parameter r by λ " (1.9)
In the case of trivial character, Baruch and Mao [BM10, Theorem 1.5] obtained a bound which is stronger in n but weaker in the spectral parameter as compared to (1.9). We prove a complementary result.
Theorem 1.4. With notation as above, suppose that f pτ q satisfies (1.6), (1.7), and (1.8).
Then for square free n ‰ 0 we have
Note that we have gained an exponent of 1 2 in λ aspect and lost an exponent of approximately 0.0085 in n aspect. Also note that this result can be extended to any weight k for which 2k is an odd integer by using complex conjugation and the Maass lowering operator as described in the next section. For our applications we require an average version of this result, which is recorded as Theorem 4.3 below.
The series (1.3) is reminiscent of Rademacher's well-known series [Rad36, Rad43] for the ordinary partition function ppnq:
this does converge absolutely, in contrast with (1.3)). A classical problem is to estimate the error associated with truncating this series, and the methods of this paper give an improvement for this estimate. In analogy with (1.5), define Spn, N q by ppnq :" 2π
Rademacher [Rad36, Rad43] proved that Spn, γ ? nq ! γ n´1 4 , and Lehmer [Leh38] improved this to Spn, γ ? nq ! γ n´1 2 log n. When 24n´23 is squarefree, Folsom and Masri [FM10] proved that S´n,
Recently the first author and Andersen [AA18] obtained the bound
As another application of Theorem 4.3, we obtain the following.
Theorem 1.5. Suppose that 24n´23 is positive and squarefree. Then for all ą 0 and γ ą 0 we have
We close with a brief outline of the contents of the paper. In the next section, we develop some background material on the spectral theory of automorphic forms and Kloosterman sums. In Section 3 we develop the properties of a particular multiplier which is related to the coefficients of f pqq.
To prove Theorem 1.1 requires bounds for sums of Kloosterman sums which are uniform in all parameters. The analysis in Section 7 is similar to that of [AA18] (and is similar in spirit to the work of Sarnak and Tsimerman [ST09] in weight 0 on SL 2 pZq, although significant complications arise from the multiplier of weight ). The Kuznetsov trace formula is the basic tool to relate sums of Kloosterman sums to the coefficients of Maass forms. Section 6 contains a version of the Kuznetsov formula in the mixed sign case for half integral weight multipliers, Section 7 contains the analysis which proves Theorem 1.1, and Section 8 contains a sketch of the proof of Theorem 1.5.
In Section 4 we state three estimates for coefficients of Maass forms which are crucial for our work. The first is a mean value estimate which was recently proved by Andersen and Duke [AD18] . The second, which was proved in [AA18] , is an average version of the result of Duke which is described above.
The third is Theorem 4.3, which is an average version of Theorem 1.4. The proof of this result is quite involved, and occupies Section 5. We make crucial use of a version of the Kuznetsov trace formula which appears in a recent paper of Duke, Friedlander and Iwaniec [DFI12] . We follow the basic method of Duke [Duk88] but with a modified test function which leads to a savings with respect to the spectral parameter. Duke's method relies in turn on estimates of Iwaniec [Iwa87] for averages of Kloosterman sums in level aspect. One of the terms arising from the Kusnetsov formula is an infinite sum over weights of spaces of holomorphic cusp forms, and much of the technical difficulty arises from the need to bound the summands uniformly in terms of .
In Section 9 we prove the key identity Proposition 9.1 which expresses the Kloosterman sums arising in (1.1) as Weyl-type sums, and we use this identity to prove Theorem 1.3. Finally, in the last section we prove Theorem 1.2.
In the body of the paper we make the following convention: in equations which involve an arbitrary small positive quantity , the constants which are implied by the notation ! or O are allowed to depend on . Any other dependencies in the implied constants will be explicitly noted.
Background
We begin with some brief background material on Maass forms with general weight and multiplier. For more details one may consult [AA18, Section 2], [DFI12, Section 2] (where it is assumed that the cusp 8 is singular), or [Sar84] .
Let k be a real number and let H denote the upper half-plane. For γ "ˆa b c d˙P SL 2 pRq and τ " x`iy P H, we define
and the weight k slash operator by fˇˇkγ :" jpγ, τ q´kf pγτ q,
where we choose the argument in p´π, πs. For each k, the Laplacian
By 2˙´i ky
commutes with the weight k slash operator. For simplicity we will work only with the groups Γ 0 pN q for N P N and with weights k P 1 2 Z, although much of what is said here holds in more generality. Let Γ denote such a group. We say that ν : Γ Ñ Cˆis a multiplier system of weight k if
Given a cusp a, let Γ a :" tγ P Γ : γa " au denote the stabilizer in Γ and let σ a denote the unique (up to translation on the right) matrix in SL 2 pRq satisfying σ a 8 " a and σ´1 a Γ a σ a " Γ 8 . Define α ν,a P r0, 1q by the condition
The cusp a is singular with respect to ν if α ν,a " 0. When a " 8 we suppress the subscript.
If ν is multiplier of weight k, then it is a multiplier in any weight k 1 " k mod 2, and ν is a multiplier of weight´k. If α ν " 0 then α ν " 0, while if α ν ą 0 then α ν " 1´α ν . For n P Z we define n ν :" n´α ν ; then we have
With this notation we define the generalized Kloosterman sum (at the cusp 8) by
Spm, n, c, νq :"
We have the relationships Spm, n, c, νq "
Two important multipliers of weight 1 2
are the eta-multiplier ν η on SL 2 pZq, given by
and the theta-multiplier ν θ on Γ 0 p4q, given by
Here ηpτ q and θpτ q are the two fundamental theta functions
where we use the standard notation
For ν θ we have the formula
where`‚ ‚˘i s the extended Kronecker symbol and
From this we obtain
With dµ :" dx dy
Denote by L k pN, νq the space of L 2 functions which satisfy
Let B k pN, νq denote the subspace of L k pN, νq consisting of smooth functions f such that f and ∆ k f are bounded on H. Then ∆ k has a unique self-adjoint extension to L k pN, νq, which we also denote by ∆ k . For each singular cusp a (and only at such cusps) there is an Eisenstein series E a pz, sq. These provide the continuous spectrum, which covers r1{4, 8q.
The reminder of the spectrum is discrete and of finite multiplicity. We denote the discrete spectrum by . The remainder of the discrete spectrum arises from Maass cusp forms.
Denote by r L k pN, νq the subspace of L k pN, νq spanned by eigenfunctions of ∆ k . If f P r L k pN, νq has Laplace eigenvalue λ, then we write
and refer to r as the spectral parameter of f . Denote by r L k pN, ν, rq the subspace of such functions. Let W κ,µ denote the usual W -Whittaker function. Then each f P r L k pN, ν, rq has a Fourier expansion of the form Complex conjugation gives an isometry (of normed spaces)
If f P r L k pN, ν, rq, then using (2.5) with (2.2) and the fact that W κ,µ P R when κ P R and µ P R Y iR [DLMF, (13.4.4), (13.14.3), (13.14.31)], we find that the coefficients ρ c pnq of f c :" f satisfy ρ c pnq "
The Maass lowering operator
and satisfies
From the last equation, we see that if f P r L k pN, νq has the minimal eigenvalue
then f pτ q is in the kernel of L k if k ě 0, and f pτ q is in the kernel of L´k if k ă 0. Let M k pN, νq denote the space of holomorphic modular forms of weight k and multiplier ν on Γ 0 pN q. Using (2.4), it follows that the function
lies in M k pN, νq if k ě 0 and in M´kpN, νq if k ă 0. Also, F pτ q is a cusp form if and only if f pτ q is a Maass cusp form. Suppose that f P r L k pN, ν, rq. Then using (2.5) and [AA18, (2.16)], we have the expansion
where 
3.
A multiplier on Γ 0 p2q and a formula for the coefficients of f pqq
Here we relate the coefficients αpnq to Kloosterman sums attached to a multiplier ψ on Γ 0 p2q. For the eta-multiplier defined in the last section, we have a formula of Rademacher [Rad73, (74.11), (74.12)] which is valid for c ą 0:
where spd, cq is the Dedekind sum spd, cq " 
We have ν η p˘p 1 b 0 1" e`b 24˘. Finally, if c ą 0 we have ν η p´γq " iν η pγq (this follows since γ and´γ act the same way on H).
One can compute using (3.1) to see that the real-analytic form Ă M appearing on page 251 of [BO06] satisfies . For the cusp 0 we may take
Then the formulas above give
Lemma 3.1. Let A c pnq and ψ be defined as in (1.2), (3.4). Then for c ą 0 we have
Proof. This follows from a case-by-case computation using (3.1) together with the fact that sp´d, cq "´spd, cq.
Since αpnq P Z, the formula (1.3) becomes αpnq " 2π We will work in the space r L1 2 p2, ψq. By the discussion above, neither cusp is singular, so there are no Eisenstein series for this multiplier.
Lemma 3.2. For each r, the map τ Þ Ñ 24τ gives an injection
Proof. It is enough to check the transformation law. Given f P r L1 2 p2, ψ, rq, define
If γ " p a b c d q P Γ 0 p144q with c ą 0, then we have
where γ 1 "`a 24b c{24 d˘. Then a case by case computation using (3.4) and (3.3) shows that
The identities e`1´d 8˘"`2 d˘ d and`´1 d˘ d " 
Three estimates for the coefficients of Maass forms
The proofs of our main results will depend on three different average estimates for the Fourier coefficients of Maass forms.
The first is a restatement of a recent result of Andersen and Duke [AD18, Theorem 4.1] (we state this only in the case of the cusp 8). Suppose that ν is a multiplier of weight 1 2 for Γ 0 pN q and that for n ν ‰ 0 the bound
holds for some β P p 1 2
, 1q. The result of [AD18] is stated for positive n in weights˘1 2 . To derive the statement below we use (2.2), (2.3), and (2.6). Note that the assumption (4.1) differs slightly from that of [AD18] in that n ν appears in place of n on the right side; an examination of the proof shows that this is sufficient. This allows us to access the case when n " 0 and n ν ă 0, which is important in our applications. This follows directly from [AA18, Proposition 8.2] for n ą 0. If n ă 0, then using (2.7), we see that the map
gives an isometry between the subspaces of r L1
2´N
,´| D| ‚¯ν θ¯a nd r L3
,´| D| ‚¯ν θ¯s panned by those forms with spectral parameter not equal to i{4. Moreover, if we denote the coefficients of`r 2 j`1 16˘´1 2 L1 2 v j by a j pnq, then (2.6) and (2.8) give
The statement follows by applying the result of [AA18] to the forms in weight 3 2 and using partial summation.
Finally, we will prove an estimate which is slightly weaker in n aspect than Proposition 4.2 but is significantly better in spectral parameter aspect. This is an average version of Theorem 1.4 from the Introduction. The proof of this result is somewhat involved, and occupies the next section. We follow the basic strategy of Duke [Duk88] , which in turn relies on bounds of Iwaniec [Iwa87] for sums of Kloosterman sums averaged over the level. We use a recent version of the Kusnetsov trace formula due to Duke, Friedlander and Iwaniec [DFI12] which allows us to use test functions which lead to a significant savings with respect to the spectral parameter. The most delicate part of the subsequent analysis involves a sum over holomorphic cusp forms of arbitrarily large weight weighted by J-Bessel transforms, and much of the difficulty arises in obtaining bounds which are uniform with respect to . 
For m, n ě 1 define
The Kusnetsov formula expresses K pN q Φ pm, nq as the sum of three spectral terms. The first two of these correspond to the discrete and the continuous spectrums. Let tu j pτ qu be an orthonormal basis for r L k pN, νq, and denote the coefficients by ρ j pnq and the spectral parameters by r j . For each singular cusp a, let ρ a pn, tq be the
The third spectral term is Let P be a positive parameter (which will eventually be set to n 1 7 ), and define Q " Qpn, N, P q :" tpN : p prime, P ă p ď 2P, and p 2nN u.
(
We choose the smooth function
Φpuq :"
At u " 0 we have the expansion Φpuq " Thus both (5.2) and (5.3) are satisfied (note that the cosine factor cancels the zeros in the denominator of (5.13)). For k "˘1 2 we have
We have p Φptq ą 0 for t P R Y ip0, 1{4s. When k "´1 2 , the factor D k ptq produces a pole of p Φ at t " i{4. However, this value does not occur in the sum (5.5), since this value of the spectral parameter r j corresponds to the minimal eigenvalue λ j " 3 16
, which does not arise by the discussion at the end of Section 2 since there are no holomorphic modular forms in negative weight. In this case every eigenvalue has λ j ě 1 4´`7 32˘2
; this follows from the discussion in [Sar84, §3] and the lower bound Let n P N and let Q be as in (5.12). For each Q P Q, Proposition 5.1 gives
(a) p Φpitq for t P r´1{4, 1{4s when k " 1{2.
(b) p Φpitq for t P p´1{4, 1{4q when k "´1{2. 
(5.14)
For each Q P Q, the functions
form an orthonormal subset of r L k pQ, νq. Since rΓ 0 pN q : Γ 0 pQqs ď p`1 ! P , we find that
Since |Q| -P { log P , summing (5.14) over Q gives
As in [Iwa87] and [Duk88], we choose
In the next two sections we bound the right-hand side of (5.15).
Treatment of
Recalling the normalization (5. (5.16)
The first sum on the right is ! P by (5.13). It is important to obtain bounds for the inner term which are uniform in as well as n. For small we are able to control the dependence on explicitly, and for large we exploit the decay of r Φp q. Let β ą 0 be a parameter to be chosen later. In the next two subsections we treat the ranges ď n β and ą n β separately.
5.3.1. Small values of : ď n β . For these values of , we treat the three ranges 1 ď c ď n{ 2 , n{ 2 ď c ď n and c ě n.
In the first range we use an explicit representation for J ´1 pzq when P 1 2
N´N. For such and for k ě 0 define
and define the polynomial
Using the first formula in [BE53, 7.11], a computation shows that for z P R and P We also have a uniform bound for the J-Bessel function due to L. Landau [Lan00] . ! nx´5 2 for x ě n which is used in that argument. We conclude that for all we have Let 0 ă γ ă 1 be a parameter to be chosen later. We consider the three ranges 1 ď c ď n γ , n γ ď c ď n, and c ě n.
We begin with a simple lemma.
Lemma 5.4. Let Q be as in (5.12). For b ą´1 we have
Proof. The inner sum is
where we have used the fact that such Q have Q " pN with p n. Writing Q " pN and summing over p gives the lemma.
In the first range, we estimate using the Weil bound (5.10), Proposition 5.3, and Lemma 5.4. We obtain For the third range we recall that (5.23) holds for all .
We choose γ " as in the statements of Theorems 1.4 and 4.3. When n is positive, these theorems follow directly from (5.33) and (5.34). When n is negative they follow from the relationship (2.6).
Kuznetsov trace formula in the mixed-sign case
We give a version of the Kusnetsov trace formula in the mixed sign case which is suitable for our applications. Suppose that φ : r0, 8q Ñ C is four times continuously differentiable and satisfies
for some ą 0. Define the transform q φprq :" ch πr
(we use the notation φ instead of Φ for the rest of the paper to avoid potential confusion with the transform defined in the last section). Suppose that N is a positive integer and that ν is a multiplier of weight 1 2
for Γ 0 pN q with the property that no cusp is singular with respect to ν. In this case the Kusnetsov formula has a relatively simple expression since there are no Eisenstein series and there is no contribution from cusp forms due to the mixed sign of the arguments. A proof of the following result is given in Section 4 of [AA18] in the case when ν is the multiplier on SL 2 pZq associated to the Dedekind eta function (in this case there is no residual spectrum). The general case follows by this argument with only cosmetic changes. Blomer [Blo08] has proved a version of this formula for the twisted theta-multiplier.
Proposition 6.1. Let ν be a multiplier of weight 1 2 for Γ 0 pN q such that no cusp is singular with respect to ν. Let ρ j pnq denote the coefficients of an orthonormal basis tv j pτ qu for r L1 2 pN, νq. Suppose that φ satisfies conditions (6.1). If m ν ą 0 and n ν ă 0 then
We describe a family of test functions. Given a, x ą 0, let T ą 0 be a parameter with
Let φ " φ a,x,T : r0, 8q Ñ r0, 1s be a smooth function (as in [ST09] and [AA18] ) satisfying (i) The conditions in (6.1),
(ii) φptq " 1 for
, (v) φ and φ 1 are piecewise monotone on a fixed number of intervals.
We require bounds for q φ which are recorded in [AA18, Theorem 6.1].
Proposition 6.2. Let a,x,T be as above and let φ " φ a,x,T . Then
7. Proof of Theorem 1.1
Let ψ be the multiplier defined in (3.4). Theorem 1.1 will follow from a uniform estimate for sums of Kloosterman sums attached to ψ. We note that many of the terms x could be changed to log x factors if necessary, but for simplicity we do not keep track of these here. We show that Proposition 7.2 implies Theorem 7.1. Corollary 9.2 below gives a Weil bound for the individual Kloosterman sums, so the initial segment 1 ď c ď n , so that n ψ " n´1 24 , and define a :" 2π ? 6
? n ψ .
Let φ " φ a,x,T : r0, 8q Ñ R be a smooth test function with the properties listed in Section 6. Using Corollary 9.2 and recalling the definition (6.3) of T we obtaiňˇˇˇˇˇˇÿ We now estimate the smoothed sums. Proposition 6.1 gives
Sp0, n, c, ψq c φ´a c¯"
p2, ψq has minimal eigenvalue λ " , then by the discussion in Section 2 y 1 4 f p24τ q P M1
2`1 44,`1 2 ‚˘ν θ˘. By the Serre-Stark basis theorem [SS77] , this space is spanned by θp12τ q " 1`¨¨¨. In view of the Fourier expansion (2.5) this minimal eigenvalue does not occur, so each form u j appearing in (7.3) is cuspidal. Applying a lift of Sarnak [Sar84, §3] such a form implies the existence of a non-zero form in the discrete spectrum in L 0 p72, 1q with eigenvalue 4λ j´3 4 ą 0 (the map λ j Þ Ñ 4λ j´3 4 corresponds to the map r j Þ Ñ 2r j ). The image of u j under this lift must therefore be a cusp form (since the residual spectrum occurs only when λ " 0 for congruence groups). From the numerical data in the L-series and modular forms database [LMF13] we see that 2r j ą 1.1. It follows that r j ą 1 2 for all j in the sum (7.3).
After this discussion we break the sum (7.3) into three ranges dictated by the behavior of q φ in Proposition 6.2. These are
and r j ě max´1, a x¯.
Let v j pτ q :" u j p24τ q. After multiplication by a fixed constant, Lemma 3.2 shows that tv j pτ qu is an orthonormal subset of r L1 . Using (7.4) and Proposition 4.1 we obtain
j , (7.5) while Proposition 4.2 and (7.4) give
j . (7.6) Using Proposition 6.2, (7.5) and (7.6) we obtain
To obtain the last estimate we use the fact that the first sum on the right contains only finitely many terms, so it is Op1q by (6. Let A ě max`a x , 1˘and consider the dyadic range A ď r j ď 2A. Using the CauchySchwarz inequality, (7.9), (7.10) and Proposition 6.2 we obtain δ` . (7.11) Proposition 7.2 follows from (7.2), (7.7) (7.8) and (7.11).
We need a simple lemma before proving Theorem 1. Proof. The first inequality follows directly from (7.12). From the identity dt.
(7.14)
Fix γ ą 0 and set N :" γ ? n. With this choice of δ, the integral in (7.14) also satisfies the bound (7.15). By (7.13) we have Rpn, N q ! γ n´1 147` , and Theorem 1.1 is proved.
Proof of Theorem 1.5
One can follow the argument in [AA18, §9- §10], using a modification of the estimate (9.11) which deals with intermediate values of the spectral parameter. Let tu j pτ qu be an orthonormal basis for r L1 2 p1, ν η q with spectral parameters r j and Fourier coefficients ρ j pmq. Here each u j is cuspidal and r j ą 1 for all j [AA18, Corollary 5.3]. Let v j pτ q :" u j p24τ q P L1 2`5 76, p 12 ‚ qν θ˘; after scaling by a fixed constant, tv j u is an orthonormal set. If the coefficients are denoted by b j pnq, then we have
Suppose that 24n´23 is negative and squarefree. We have n η " n´2 3 24
. Arguing as in (7.8) using Theorem 4.3 we obtain
Following the argument in [AA18] with this estimate and making the choice δ " To translate the error estimates of Theorem 1.1 to the setting of Theorem 1.3 requires a reinterpretation of the Kloosterman sums Sp0, n, 2c, ψq in terms of Weyl-type sums. To set notation, for c P N, define
Then we have Proposition 9.1. If c is odd then F c pnq " 0. Furthermore we have
p0, n, 2c, ψq.
As a consequence we obtain an improved Weil-type bound for the Kloosterman sums Sp0, n, 2c, ψq. Computations suggest that this bound is sharp. For example, when c " 15552 and n " 8278, the ratio of the left side to the right is 0.99992 . . . . Corollary 9.2. We have
where ω o pcq is the number of distinct odd prime divisors of c.
Proof. The congruence x 2 " 1´24n pmod p q has at most four solutions if p " 2 and at most two solutions otherwise. The claim follows from Proposition 9.1 when 3 | c and Lehmer's bound (1.4), which is stronger when 3 c.
Before turning to the proof of Proposition 9.1 we recall the definition of the Gauss sum Proof of Proposition 9.1. For convenience, set
Suppose that c is odd. If x is a solution to x 2 "´D n pmod 24cq then x`6c is also a solution, and the corresponding terms have opposite sign. Therefore F c pnq " 0 in this case, and it suffices by Lemma 3.1 to prove that
By work of Selberg and Whiteman [Whi56] we have
For convenience we define
We will make use of the following identities for x P Z:´1
3´e´´x 6¯´e´x 6¯´e´x 3¯`e´´x 3¯¯, 12 x˙"
3ˆe´x 12¯´eˆ5
x 12˙´eˆ´5
x 12˙`e´´x 12¯˙.
(9.4)
Since F 2c and M 2c each have period 2c in n, it suffices to establish the identity for the Fourier transforms p F 2c and x M 2c . We have The result follows when ph, 48cq " 1 by considering cases c pmod 4q.
Note that each of the Gauss sums Gp´h, b, 48cq appearing in (9.5) and (9.6) has pb, 48cq " 2 or 6. If ph, 48cq " 2 or 6 then p F 2c phq " x M c phq " 0 by (9.2). This leaves only the case when ph, 48cq " 3. Suppose that this is the case and that c " 1 pmod 3q. Comparing these expressions gives (9.3). When c " 2 pmod 3q the situation is similar and we omit the details.
We turn to the proof of Theorem 1.3. For D ą 0 define Q´D ,12 :" ax 2`b xy`cy 2 : b
2´4
ac "´D, 12 | a, a ą 0 ( . Each Q " r12a, b, cs P Q´D ,12 has a unique root τ Q P H given by τ Q "´b`?´D 24a .
Matrices g "`α β γ δ˘P Γ 0 p12q act on these forms by gQpx, yq :" Qpδx´βy,´γx`αyq.
This action preserves b pmod 12q, and for g P Γ 0 p12q we have g τ Q " τ gQ .
For Q " r12a, b, cs P Q´D ,12 define χ´1 2 pQq "ˆ´1 2 b˙.
Let Γ 8 Ď Γ 0 p12q be the subgroup of translations. Since p 1 t 0 1 qr12a, b, ‚s " r12a, b´24ta, ‚s, there is a bijection Γ 8 zQ´D ,12 ÐÑ p12a, bq : a ą 0, 0 ď b ă 24a, b 2 "´D pmod 48aq ( .
Then we have
Proposition 9.3. Suppose that γ ą 0 and that n is a positive integer. Then χ´1 2 pQqpepτ Q q´epτ Q qq.
Proof of Proposition 9.3. Let Apn, γq denote the sum on the left side of the proposition. Using Proposition 9.1 and the identity Recall the definition (9.1) and fix n ą 0. We will consider the quantities F 2p pnq where p ě 5 is a prime with´1´2 In the sum defining F 2p pnq we may take x " pj˘48m p , where p 2 j 2 " 1´24n pmod 48q. For simplicity, define n,p P t0, 1u by 1`24 n,p " p 2 p1´24nq pmod 48q.
Then we have F 2p pnq " ÿ j 2 "1`24 n,p pmod 48q x"pj˘48mpˆ´1 2 x˙e´x 24c" 2ˆ´1 2 p˙c osˆ4 πm p p˙ÿ j 2 "1`24 n,p pmod 48qˆ´1 2 j˙eˆj 24˙.
Evaluating the last sum, we find that . For p P S, we have F 2p pnq " 1. By a theorem of Duke, Friedlander and Iwaniec [DFI95] , we have #tp P S : p ď Xu " πpXq. By Proposition 9.1 and the fact that I1 
