This paper demonstrates how parsimonious models of sinusoidal functions can be used to fit spatially variant time series in which there is considerable variation of a periodic type. A typical shortcoming of such tools relates to the difficulty in capturing idiosyncratic variation in periodic models. The strategy developed here addresses this deficiency. While previous work has sought to overcome the shortcoming by augmenting sinusoids with other techniques, the present approach employs station-specific sinusoids to supplement a common regional component, which succeeds in capturing local idiosyncratic behavior in a parsimonious manner. The experiments conducted herein reveal that a semi-parametric approach enables such models to fit spatially varying time series with periodic behavior in a remarkably tight fashion. The methods are applied to a panel data set consisting of hourly air pollution measurements. The augmented sinusoidal models produce an excellent fit to these data at three different levels of spatial detail.
Introduction
Models based on sinusoidal functions can adequately fit time series that exhibit strong periodic behavior (Bloomfield, 2000) . However, such models usually encounter difficulties emulating time series with cyclical behavior that deviates from a fixed periodic structure (Lewis and Ray, 1997 ). In such cases, some alternative approaches have been proposed to augment sinusoidal models to improve sample period fit and prediction. For instance, Campbell and Walker (1977) employ a model that includes both a deterministic sinusoid and a second-order autoregressive component to describe annual lynx trappings. Dixon and Tawn (1998) construct a model of sea-level estimation that consists of a sinusoidal component governing tidal oscillations, a linear model capturing long-term trends, and weather-dependent model to estimate surge.
The present article develops a new set of statistical tools that are designed to model spatially varying time series which display some systematic periodic behavior and also manifest characteristics that are station-specific to individual locations. The methodological innovation is to use sinusoidal functions to represent spatiotemporal variation in a semiparametric manner. The technique involves first fitting a finite linear combination of sinusoidal functions to capture the spatially common periodic features of a certain series. This common periodic element may be regarded as parametric and will usually be quite parsimonious. Once this parametric model of common features is determined, it is augmented with a nonparametric component to model idiosyncratic local spatial features, again using sinusoidal functions in the form of a sieve approximation (e.g. Grenander, 1981 ). This nonparametric model is fitted using local residuals from the common model. Combining the nonparametric and parametric components into a single semiparametric framework provides a mechanism for capturing elements of common variation in spatiotemporal behavior while having the flexibility to emulate a substantial degree of local variation. The advantages of this approach are two-fold. First, the initial sinusoidal specification extracts the common near-periodic element in a complex spatiotemporal process using just a few parameters. Second, the nonparametric component tailors the more rigid common periodic structure to local patterns of variation. This approach resolves a principal drawback of sinusoidal modeling that is cited in the literature (lack of flexi-bility) and enables the investigator to find common elements of spatiotemporal variation in the data in a parametric manner that increases statistical efficiency. The new approach appears to have broad applicability to spatiotemporal data that manifest some common periodicity but substantial local variations about the common cycle.
We apply this machinery to a panel data set consisting of air pollution measurements in the contiguous United States. Specifically, the data involve measurements of tropospheric ozone (O 3 ) from the U.S. Environmental Protection Agency's (USEPA) air pollution monitoring network (USEPA 1). This common pollutant exhibits a characteristic unimodal diurnal shape when plotted against the hours in a day (see Figure 1 ). To this daily structure we fit the models outlined above. The modeling approach adopted is well suited to this statistical problem and its various policy applications. First, hourly measurements of O 3 do exhibit a fairly regular periodic structure, which suggests a parametric sinusoidal fit will be generally well suited to the data. Additionally, the specific shape of the time series variation itself varies widely across space. These data therefore provide a suitable context for the application of our semiparametric approach. Second, the O 3 data set is a rich collection of nearly 4 million observations collected in 1996, providing an interesting spatiotemporal setting to test the performance of these new tools.
Finally, this application is in an area of immediate policy relevance. Since tropospheric O 3 produces a variety of deleterious effects on human health (Bell et al., 2004) and welfare, the USEPA has designated O 3 as a criteria air pollutant. This classification stipulates that O 3 is subject to hourly measurement in order to assess regulatory compliance across both time and space. The network of monitors calibrated to measure O 3 consists of scattered observations (see Figure 2) . The incomplete spatial coverage of this network has motivated prior efforts to interpolate O 3 readings (BenMAP, 2004; Hopkins, Ensor, Rifai, 1999). These efforts have focused on daily or seasonal average and maximum O 3 concentrations. However, the entire cycle matters because air quality standards have shifted from a 1-hour daily maximum structure, adequately described by the previous interpolation methods, to focusing on the maximum 8-hour average. The 8-hour standard is a moving average. Assessing compli-ance therefore requires knowledge of the 24-hour range of O 3 levels. In response to this shift in policy structure, we work towards a method of spatial interpolation that enables one to predict the entire daily O 3 cycle at points between pollution monitors. This facility would clearly improve the USEPA's ability to make inferences about compliance with the current O 3 standards in locations without measurements.
The results reported herein reveal that, using a sample of locations, the semiparametric modeling methodology fits the observed data in a remarkably tight fashion. In a sample of ten states, the parametric model deviates from the state average daily O 3 cycle by 1 − 3%. 
Methods

The Model
The parametric model (1) comprises a linear combination of sinusoidal functions and is intended to provide a general representation of the spatiotemporal data over the diurnal cycle:
where O s t,d = Ozone concentration in state (s), for day (d), and hour (t) r = hourly range δ = Kronecker delta = 1 (for t r) β s r = amplitude parameter, state (s), hourly range (r) Φ r = phase parameter, hourly range (r) ε t,d = stochastic disturbance term While (1) is used to model the basic diurnal cycle in series with a strong periodic signature, the general model also allows for some local regional/monitor heterogeneity by means of a nonparametric component which captures variation around the diurnal pattern embodied by (1) . In particular, the idiosyncratic process at location (c) is modeled in (2) as a linear combination of sinusoidal functions fitted to the hourly residuals (ε (2) is intended as a trigonometric sieve approximation that approximates the specific (or idiosyncratic) characteristics at location c:
where:
In applications, r * will usually be small and so the parametric component (1) is a parsimonious representation of the common periodic signature in the series across spatial locations, while R * will generally be larger so that the component (2) better approximates the individual nonparametric form at location c. In our practical implementation, we find that good approximations are obtained for R * in the region of 7 − 10. It is likely that the smoothing parameter R * will show a broader range of values as the models are applied to more locations.
The complete model (3) is therefore semiparametric and incorporates both the parametric part (1) and the nonparametric part (2) to model the O 3 data over time and at different locations.
(3) where v c t,d is a stochastic disturbance term. we use a similar approach for the determination of R * in (3)). For the present data set, we
Estimation
found that a value of r * ' 6 worked very well. Turning to the phase parameters, we use an automated, iterative approach that tests a range of values for Φ r on each segment of (1).
Both the sine and cosine functions are tested in each segment. We assessed the accuracy of the predicted (Ô s t ) for each segment corresponding to each (Φ r ) value. An algorithm chooses the value of Φ r that corresponds to the minimum root mean squared error ( √ MSE r ) 2 for each hourly segment (r).
As an additional diagnostic, we plot the predicted O 3 segments along with the measured O 3 1 This visual inspection approach is also suggested by Damsleth and Spjotvoll (1982) . 2 The state averages are O 3 concentrations for each hour in the day (t) in July, 1996. Thus, the model averages across monitors (n) and across days (d) so that
The model (1) allows for amplitude parameter estimates to vary between months since O3 formation is highly dependent on local climate. Thus, the shape of the daily cycle changes from month to month, as do variables such as temperature, precipitation, and other factors. The findings in this report focus on July measurements to display the methodology and can be implemented in the same manner for other months. As a result we suppress the monthly subscript.
hourly segments against time. This visual inspection provides an important final verification of the choice of Φ r .
(II) The second stage of estimation solves the least squares minimization problem on the amplitude parameters (β s r ) using the fixed phase parameters Φ r identified in stage 1.
which completes estimation of the parametric model.
(III) In order to tailor the parametric models to capture local behavior patterns, we need to estimate idiosyncratic effects for each locality. This is accomplished by calculating the residuals (ε (IV) Once suitable order parameters are obtained, we estimate the coefficients (γ c R ) in (2) using ordinary least squares.
(V) Model (2) is appended to (1) additively as in (3) in order to provide local estimates of the O 3 data.
Model Evaluation
In many contexts, evaluating such models entails using the leave-one-out method (Hardle, 1990; Stone, 1974) . The foundation of the leave-one-out method is that nearby points bear a strong similarity to one another. Hence, neighboring observations may be used to make predictions; a local sample of measurements at locations (j) is drawn to make inferences about the dependent variable at a point of interest (p). That is, if one supposes that a measured surface is generated by some functional relationship, the leave-one-out method presumes that this function is relatively smooth and continuous within the neighborhood of (p). In contrast to this presumption, the spatially erratic nature of the O 3 time series implies that, in this application, such a function is discontinuous. This largely precludes using the leave-one-out method.
Empirical evidence in the large panel data set used in the present study suggests that the local processes generating O 3 profiles can differ markedly between any two neighboring sites. Since the local deviations from the underlying periodic signature at any two monitors may be very different, the residuals from a collection of (j) local points are generally of little use in trying to model the idiosyncratic process at some given point of interest (p). As an example of this phenomenon, Figure 3 plots the residuals (ε We test the fit of the parametric model by comparing its hourly predictions (Ô s t ) to stateaveraged hourly observations (O s t ). The hypothesis is that the state-averages represent the underlying structure of the 24-hour O 3 cycle. Model fit is judged according to the mean proportional error (MP E) and the root mean squared error ³ √ MSE´. These statistics are calculated as shown in (7) and (8) . The error is determined at each of the 24 hours in the cycle, and then reported as an average (for each state) as follows:
We test the fit of the semiparametric model (3) at two different spatial scales: county averages and observations taken from specific pollution monitors . In order to evaluate fit at the county-level, the parametric model is first estimated using all observations from the state containing the county of interest. Next, we compile the county-average O 3 cycle (O c t,d ) by averaging across monitors within the county (c) for each day in July, 1996. Then the hourly deviations of the county average from model (1) predictions are calculated:
The county residuals (ε c t,d ) are then regressed on the sinusoidal structure as shown in (2).
In order to assess the degree of improvement in fit between model (1) and model (3), we calculate the error statistics shown in (7) and (8) corresponding to the parametric model The final test of model performance examines the fit to readings at particular pollution monitors. The experimental structure is the same as for the county-level tests. That is, the appropriate parametric model is first estimated. In order to evaluate fit at the monitor-level, we compile the observed O 3 cycle at monitor (m) for each day in July, 1996. Then the hourly deviations of the monitor cycle from model (1) predictions are calculated:
The monitor residuals (ε m t,d ) are then regressed on the sinusoidal model in (2). Again, the MP E and √ MSE corresponding to the parametric model and after appending the nonparametric element are computed. This reveals the degree of improvement in fit between models
(1) and (3) for the monitor data. There are roughly 1, 000 monitors in the network. We report the fit to a sample of monitors.
Testing for Idiosyncratic Processes
In order to formally test for the presence of idiosyncratic effects, we explore whether the amplitude parameters (β (1), and (R) in (2). The test is structured as a two-tailed test with the following null (H 0 ) and alternative (H 1 ) hypotheses. Here, (11) and (12) pertain to the tests applied to model (3).
The test statistic for two counties (i) and (j), denoted (τ i,j ), is assumed to be distributed according to student's t.
where: τ = test statistic for counties (i) and (j) γ i R = amplitude parameter, hourly segment (R), county (i) σ iR = standard error estimate for (γ i R )
3 Results Table 1 reports the phase parameters (Φ r ) derived in stage 1 of estimation and subsequently used in the parametric model. Table 1 also shows other aspects of the specification used in model (1). Employing these (Φ r ), the least squares fit to the state average data is remarkably tight. Table 2 , which reports results from a sample of ten states, reveals that model (1) produces a mean proportional error of between 1% and 3%. The √ MSE is less than 1 part per billion (ppb) for each of these states. Figure 5 plots the predicted daily cycle (Ô s t )
from model (1) for Illinois and the observed state average (O s t ) for Illinois against time. This plot provides additional evidence of the strong fit of the model; the only visually discernible deviation occurs in the early morning hours at the lowest levels of O 3 . Table 3 reports the results derived from applying model (3) to a sample of counties. The MP E 1 statistic reveals that, generally, model (1) fails to capture the local O 3 cycle in an adequate fashion. In the four urban counties sampled, the MP E 1 ranges from 22% to 67%.
Applying model (1) to these counties generates a √ MSE 1 of between 4 and 10 ppb. In the six non-urban counties sampled in this experiment, the parametric model also fails to consistently fit the data; the lowest MP E 1 is 6% and the highest MP E 1 is 55%. Similarly, in this sample the √ MSE 1 exhibits substantial variation: from 2.5 to nearly 13 ppb. However, Table 3 shows that model (3) is able to emulate the county-average O 3 data. In each of the ten counties, the MP E 3 is less than 1%. Further, model (3) reduces the √ MSE 1 by roughly an order of magnitude; the √ MSE 3 is less than 1 ppb in all of the ten counties. Figure 6 provides visual evidence of the improvement in fit due to employing model (3). The parametric model predictions (dots) are biased upwards, relative to the county observations, by a significant margin. However, it is evident that model (3) (dashed) fits the county average data (line) quite well.
Model (3) is also tested in terms of fitting the O 3 cycle at particular monitors. The results of this experiment are shown in Table 4 . Model (1) is clearly unable to consistently fit the O 3 pattern at the four urban monitors sampled. This is evident in the MP E 1 which ranges from 20% at a monitor near Phoenix to 113% at a monitor in Chicago. At non-urban monitors, the performance of model (1) is inconsistent; the MP E 1 stretches from 0.3% to 30%. In contrast, model (3) fits the local patterns remarkably well. At the four urban monitors, the MP E 3 is less than 1%. Further, the √ MSE 3 is reduced to less than 1 ppb. At the six non-urban sites, model (3) also performs exceptionally well; the MP E 3 is only greater than 1% at a monitor in San Bernardino, CA. The ability of model (3) to fit local observations of the time series is driven by the model (2) fit to the local residuals. This is evidenced in Figure 7 which shows both the county and monitor residuals and the corresponding predictions from model (2) . Figure 7 shows that model (2) is able to capture the idiosyncratic process at two levels of spatial detail. Table 5 detect statistically significant evidence of different amplitude parameters for β 2 and β 4 at the 1% level, for β 3 at the 5%, and for β 6 at the 10% level. In the tests applied to β 1 and β 5 we fail to reject the null hypothesis.
To test for the presence of local process effects, we examine whether the amplitude parameters (γ c R ) estimated in model (2) vary significantly across counties. Results from this testing procedure are reported in Table 6 . This test is applied to the models estimated for Cook County, Illinois (encompassing Chicago), Kings County, NY (Brooklyn), and Los Angeles County, CA. For the models applied to Kings County and Los Angeles, β 2 , β 3 , β 5 , and β 7 are significantly different at the 1% level, while β 1 , β 4 ,and β 6 are significantly different at 5%. The test pertaining to Cook County and Kings County reveals that β 2 and β 4 are significantly different at the 1% level, while β 3 and β 5 are significantly different at 5% and 10%, respectively. In the models applied to Chicago and Los Angeles, β 3 shows significant differences at 1%, while β 5 shows significant differences at 5%.
Conclusions
This paper demonstrates that models consisting of sinusoidal functions can be used to fit spatiotemporal data in which there is considerable variation in the periodic structure. While it is a recognized shortcoming that such models typically have difficulty capturing idiosyncratic variation, the semiparametric strategy developed in the present article successfully addresses the deficiency. Past work has sought to overcome the shortcoming by augmenting sinusoidal models with other modeling forms such as autoregression and deterministic trends. The approach developed here uses instead a parametric sinusoidal structure at the aggregate level and combines this common structure with a flexible sieve sinusoidal form to capture local idiosyncratic effects.
The empirical application reveals that this semiparametric approach can model spatiotemporal data with a variable periodic signature in a remarkably tight fashion. Using panel data of hourly air pollution measurements at monitors located throughout the United States, the sinusoidal semiparametric model produces an excellent fit at three successive levels of spatial detail. The state experiments show that the parametric component of the model is able to mimic state average measurements, thereby giving an underlying common periodic structure to the data. The county experiments show how the models replicate local idiosyncratic variation. This particular scale is a crucial test of model accuracy for policy purposes since the USEPA enforces its air quality standards at the county level. Thus, if the methods are to be used for interpolation purposes and policy analysis, there must be an adequate fit to county level readings. Finally, the monitor level experiments emphasize the method's inherent flexibility as it is able to match the observed O 3 time series at particular locations with a mean proportional error of less than 2.5%.
>From a practitioner's perspective, the utility in these models lies in their ability to predict O 3 diurnal signatures at points not currently measured by the USEPA's network. Prior interpolation models have focused on daily maximum values, seasonal averages, and daily Then, since the local phase parameters are known, the local amplitude parameters can be regressed on these covariates to furnish predictions of the idiosyncratic process effects at a given location where there are no current O 3 measurements. 
