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This study covered two main areas in the methodology of Quantitative Trait Locus 
(QTL) detection with the use of genetic markers: i) the use of sib pair analysis for QTL 
detection in animal populations of large family size and ii) the use of selective 
genotyping in sib pair analysis for the reduction of genotyping costs. 
The regression of the squared phenotypic differences of sib pairs on the proportion of 
alleles they share Identical By Descent (IBD) at a marker locus can provide a test of 
linkage between a marker and a QTL. The t-values of the regression coefficients can 
provide a way to detect linkage. The regression coefficients can provide estimates of the 
QTL position and variance. The power of detection and parameter estimates (position 
and QTL variance) obtained from the analysis of progeny originating from populations 
with different family size, were compared using simulated data. Families of large size 
provide a large number of sib pairs, since the number of sib pairs is related to the family 
size. The correlation of phenotypic differences between sib pairs of the same family has 
little effect on the test statistic and consequently on the power of detection. 
In order to decrease the amount of genotyping without any negative effects on the power 
of detection, a different approach to sib pair analysis was used. Instead of using the 
associations between phenotypic differences and proportion of alleles shared IBD at a 
marker locus for the detection of linkage, any changes in the proportion of alleles shared 
IBD at a marker locus in a selected sample of phenotypically discordant sib pairs could 
be used to identify linkage between the marker and a QTL. This can be done by 
regressing the estimated proportion of alleles shared IBD at the marker locus minus the 
expected mean (0.5) on the phenotypic differences of the selected sample of sib-pairs 
minus the mean phenotypic differences of the all sib-pairs from which the sample has 
been drawn. The t-values of the regression constants were used to test any deviations of 
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the mean proportion of alleles shared IBD at a marker locus from the expected mean 
(0.5). It was found that this is the most powerful test statistic in samples of sib-pairs 
selected for high phenotypic differences. The regression coefficient provides the 
parameter estimates as in the first approach. When this selection method was compared 
with other selected samples of concordant and discordant sib pairs or samples of sib 
pairs with high within family variance, the most effective method was selecting on the 
basis of within family phenotypic variance. Using the traditional method of analysis, 
similar power to that obtained using all the data can be achieved using a sample of only 
50% of the animals from families with the highest within family variance. The 
parameter estimates were not affected by the selection, except in cases of very high 
selection intensity, and were in good agreement with the values simulated. 
Combined analysis of selected samples comprising of full and half sib pairs from 
hierarchically structured populations was investigated for improvements in the power 
of detection and parameter estimation. Combined analysis of both full and half sib pairs 
improved both power and parameter estimation. Again when both full and half sib pairs 
were selected from families with the highest within family phenotypic variation, similar 
power, to that obtained from all the data, was achieved using only 50% of the animals. 
The position estimates were very near the values simulated though the QTL variance 
was slightly overestimated. However, the use of randomly selected families for the 
parameter estimation decreased the bias of the QTL variance estimates. In summary, sib 
pair methods can be as powerful as other methods of analysis and moreover the cost of 
QTL detection in animal populations can be drastically reduced by the use of selective 




1 GENERAL INTRODUCTION 
In the classical genetic model for continuously distributed traits the phenotypic value is 
the sum of independent genetic and environmental components. The genetic component 
is assumed to arise from the segregation of a large (infinite) number of loci each of small 
effect. This model was the basis of the application of statistics in quantitative genetics 
by the early biometricians (Weinberg, 1909,1910; Fisher, 1918; Wright, 1921) and it 
was later used for the development of the predictive theory of animal breeding which 
has underpinned the genetic improvement of livestock. Although this theory may give 
reliable short term predictions, it has some major deficiencies as described by Robertson 
(1966): 'it can not predict the likely limits to selection except under very simplifying 
conditions and it is unable to predict the changes in reproductive fitness that might be 
expected to accompany selection'. 
In order to overcome the deficiencies of the infinitesimal model it would be necessary 
to have a description of the phenotypic variation in terms of the individual loci affecting 
a trait (Robertson, 1967). The concept, however, of identifying loci affecting 
quantitative traits dates back to Sax (1923) in his study of association between size 
difference and seed coat, pattern and pigmentation in Phaseolus vulgaris. 
The description of the genetic variation in the model does not have to be complete, but 
in order to be of use in the prediction of breeding values it would have to: a) demonstrate 
that a number of genes have a major effect on the trait and consequently on the trait 
variance, b) map those genes and c) identify the mode of action of the genes (Robertson, 
1967). 
Given the interest in the identification of individual gene action, the first attempts were 
to determine the number of genes which influence a trait (Castle, 1921; Wright, 1952, 
1959, 1968; Jinks and Towey, 1976; Lande, 1981; Cockerham, 1986). However, all 
these methods tend to underestimate the number of genes or require the estimation of 
many parameters and for many generations. 
An example where the infinitesimal model fails to apply is when a gene has a large 
effect on an individual trait. Genes of large effect on traits like coat colour have been 
known and used by animal breeders for many years. Some genes of large effect on 
commercial traits have also been identified and incorporated in animal breeding 
programmes. Examples of major genes in livestock are: the dwarf gene in poultry (Merat 
and Ricard, 1974), booroola in the merino sheep (Piper and Bindon, 1982), double 
muscling in cattle (Rollins et al., 1972) and halothane susceptibility (stress syndrome) 
in pigs (Smith and Bampton, 1977). 
Identification of these genes was possible by analysis of phenotypic data only, from 
crosses or backcrosses, or from within populations (usually human data). Many methods 
of analysis have been developed for the identification of major genes from crosses and 
backcrosses (Elston and Stewart, 1973; Piper and Bindon, 1982) or within populations 
(Elston and Stewart, 1971; Karlin et al., 1981; Hill and Knott, 1989). However, 
identification by this means is possible only for gene of large effects and requires 
collection of a large number of performance records. Moreover, some methods are: a) 
distribution dependent (e.g. bimodality of the phenotypic distribution of a trait) and can 
lead to false major gene detection, b) lacking in power (Mayo et al., 1983), c) 
assumption dependent (Matthysse et al., 1979), d) lacking specificity (e.g. distinguishing 
one gene from many genes) and classify polygenic traits as due to a major gene 
(Karremer et al. 1984) and, e) rather ad hoc and can result in many false positive 
detections (Le Roy et al., 1989). 
Nevertheless, the development of new technologies in molecular genetics (e.g. PCR) 
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gave tools for the identification of not only genes with large effects, but also of genes 
with much smaller effect on quantitative traits (e.g. <10% of the total phenotypic 
variance). These genes of large or small effect which affect quantitative traits, are often 
called quantitative trait loci (QTL). Using these technologies (i.e. PCR), minor variation 
in DNA sequence can be recognised which could provide a virtually inexhaustible 
supply of genetic markers (Botstein et al., 1980). Today such variation at single 
nucleotides or in tandemly repeated short sequences of DNA can conveniently be 
detected by the above mentioned techniques. As a result, different classes of genetic 
markers have been developed (i.e. RFLP, VNTR or minisatelites, STR or microsatelites 
and RAPD). These markers, generally, have no obvious effect on performance. 
However, any linked QTL could have an effect on a trait of production interest. 
Quantitative trait loci (QTL) usually segregate with linked markers. Since QTL, 
generally, cannot be genotyped in animals, the genotyping of markers linked to a QTL 
could lead to identification of the effect of individual genes on the performance of the 
animal. If animals which inherit two different marker alleles differ in performance then 
there may be indication of linkage (not necessarily) between a QTL, which affects 
performance, and the marker. This indication of linkage would depend on the size of the 
QTL effect and the recombination fraction between the marker and the QTL. Moreover, 
various methods of analysis have been developed to test any differences in performances 
of animals inheriting different marker alleles from their ancestors. 
In this thesis, the methodology of detection of quantitative trait loci (QTL) and the 
estimation of their effects on traits of interest using genetic markers will be reviewed. 
In particular, a QTL detection method initially developed for human populations, called 
sib pair analysis (Haseman and Elston, 1972), will be investigated in simulated data of 
outbred populations of farm animals. The principle behind sib pair analysis is that, for 
any locus a pair of sibs shares a number of alleles Identical By Descent (IBD). Sib pairs 
sharing both alleles of a gene controlling a trait are likely to have similar phenotypes for 
the trait. Consequently, any association between the phenotypic differences between sib 
pairs and the number of alleles the sib pairs share identical by descent at a marker locus 
can be used for the detection of linkage between the marker locus and a QTL affecting 
the trait of interest. Different methods for the identification of any associations based on 
above principles will be used and compared: 
for power of detection and parameter estimates in outbred animal populations 
of large family size, 
for the scaling of power of detection with the selection intensity of samples 
selected from an outbred population, 
C) 	for the development of suitable selective genotyping schemes without significant 
negative effects in power of detection or parameter estimates with the intention 
of reducing genotyping costs and, 
d) 	for the behaviour of the power of detection and parameter estimates when 
selective genotyping is applied in different population structures where both full 
and half sib families exist. 
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CHAPTER 2 
2 A REVIEW OF QTL DETECTION METHODS. 
2.1 INTRODUCTION 
As mentioned in chapter one, when animals which inherit two different marker alleles 
differ in performance, then this may be indication of linkage between a QTL, which 
affects performance, and the marker. Following this argument, the easiest way to obtain 
such a comparison is when distinct genotypic classes exist in the offspring of a 
population. One simple way to obtain different genotypes for comparison is from the 
cross of two inbred lines which are fixed for alternative QTL and linked marker alleles. 
Offspring of such a cross would be heterozygotes for the QTL and any linked marker. 
Therefore, by backcrossing or intercrossing the heterozygous offspring, distinct 
genotypic classes can be produced (e.g. homozygote and heterozygote when a backcross 
is used). In both types of cross the mean difference in performance between animals 
inheriting different marker alleles (different marker genotypes) can be calculated. 
Significant differences in performance between marker genotypes can be indicative of 
linkage between the marker and a QTL. 
2.2 QTL DETECTION IN CROSSES OR BACKCROSSES. 
As already mentioned, the use of crosses and backcrosses between two inbred lines is 
a powerful method for the detection of a QTL. This, however, would not be easily 
applicable in farm animal species since inbred lines are not widely available. Therefore 
an alternative model for crosses is the use of two breeds or lines that, although outbred, 
have sufficient difference in performance to be considered as fixed for alternative QTL 
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alleles. This is the case in the PiGMaP project (Haley et al., 1990), where the higher 
prolificacy Chinese pig breed Meishan is crossed with the European breed Large White 
(LW), or in the study of Andersson et al. (1994), where the LW breed is crossed with 
the European wild boar for the detection of QTL which affect growth and fatness. 
Inbred lines or breeds are crossed to produce the F 1 , which should be heterozygous for 
QTL and linked markers, since the parental populations were fixed for alternative 
marker and QTL alleles. Afterwards the F 1 is either intercrossed (F 2) or backcrossed, and 
the different marker genotypes and their performance are recorded. If the degree of 
dominance of the QTL is assumed to be known (from the history of selection on the 
trait), then the backcross with the line which is homozygous for the recessive allele 
would be the most powerful means of detecting a QTL, since it is producing only two 
marker genotypes (heterozygotes and recessive homozygotes). On the other hand, if the 
QTL is assumed to be additive or the degree of dominance is to be estimated, then the 
intercross of the F, is preferable, since all three marker genotypes are available (Haley 
et al., 1990). 
The first attempts at QTL detection using markers in crosses between inbred lines were 
made initially in Drosophila using ANOVA methods to identify differences between 
marker genotypes. Moreover, ,l 2 methods were also used to detect heterogeneity of 
variance in groups of recombinant offspring from an intercross (F 2). Deviation from the 
expected variance in a group of recombinants determined the presence of a segregating 
QTL (McMillan and Robertson, 1974). 
The first attempts at QTL detection in plant and animal populations used single marker 
analysis (analysis of one marker at a time) and compared the phenotypic means of 
different marker genotypes (homozygous and heterozygous when a backcross is used). 
The difference in phenotypic means of different marker genotypes can provide an 
estimate of the phenotypic effect when one allele is substituted by the other. Then the 
phenotypic effect is tested for its difference from 0 either: a) using linear regression of 
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phenotype on the marker genotype (Soller and Brody, 1976), or b) using a maximum 
likelihood method (Weller, 1986), with both methods giving similar results (Lander and 
Botstein, 1989). However, the use of single markers has a number of disadvantages: 
the risk of detecting at least one false positive is increased because of multiple testing 
of markers (many close markers are tested in succession), 
it is not possible to distinguish if the difference is due to a QTL of small effect near 
to the marker or another QTL of larger effect further away from the marker. Therefore, 
the position and the variance explained by the QTL can not be determined accurately 
(Lander and Botstein, 1989) and, 
when the QTL is not near the marker the power of detection decreases and additional 
progeny are required for analysis in order to increase the power of detection. 
Therefore, Lander and Botstein (1989) suggested an alternative method called 'interval 
mapping'. According to this method, instead of looking for associations between a 
marker and QTL, associations of the QTL with positions in the interval between two 
markers of known distance are sought using maximum likelihood methods rather than 
the traditional regression approach. 
Once genetic markers on the chromosome have been genotyped, maximum likelihood 
estimates of the additive and dominant effects of the QTL are obtained for any position 
on the chromosome. Afterwards, this likelihood is compared with one of a model which 
assumes an unlinked QTL, and the log 10 of this ratio (so called LOD score) is plotted 
against the distance along the chromosome. A significant increase in the ratio is 
indicative of a linked QTL and the position with the highest ratio is the most likely 
position of the QTL. However, the use of a likelihood which assumes no QTL instead 
of an unlinked QTL in the likelihood ratio (likelihood ratio: linked QTL to no QTL) was 
found to give less biased results when compared with two other test statistics (likelihood 
ratios of: linked QTL to unlinked QTL, unlinked QTL to no QTL) in two sets of 
simulated data which assumed no QTL or an unlinked QTL (Knott and Haley, 1992a). 
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The use of interval mapping considerably increases the power of detection of QTL only 
when the markers are widely spaced (50 cM intervals) (Knott and Haley, 1992a). 
However, this is expected since the expected test statistic (LOD score) in interval 
mapping is bigger than the expected test statistic in the case of a single marker (bigger 
by 1/[1-2r(1-r)] where r is the recombination rate between the QTL and the marker: 
Appendix 2 from Lander and Botstein, 1989). Furthermore, the use of interval mapping, 
instead of single marker analysis, seems to give less biased estimates of both effect and 
position of the QTL. However, when two QTL are simulated, the maximum likelihood 
curve might show multiple peaks even in marker intervals where a QTL is not present 
(Knott and Haley, 1992a; Martinez and Curnow, 1992). Regression methods are 
convenient for fitting another model when two QTL are present or two QTL are 
interacting with each other. Therefore, an alternative regression method for the detection 
of QTL has been developed (Haley and Knott, 1992; Martinez and Curnow, 1992). 
According to the method of Haley and Knott (1992), the expectations of additive genetic 
deviation (a) and of dominance genetic deviation (d) due to a QTL can be expressed in 
terms of the recombination fraction. Numerical values of additive and dominant genetic 
deviations (ad) are calculated for each position (usually 1cM) within an interval, of two 
markers of known distance, for a putitive QTL. Afterwards, the phenotype can be 
regressed, using a multiple regression, on the additive genetic deviation (a) and the 
dominance genetic deviation (d) with the previously calculated numerical values as 
coefficients of a and d. This is repeated for each position within an interval and in all 
intervals on the examined region (e.g. chromosome). The position that results in the 
smallest residual sum of squares is the one with the best fit and gives estimates of 
additive and dominance deviations as well as the most likely position of the QTL and 
its effect. 
When the two methods (maximum likelihood and regression) were compared (Haley and 
Knott, 1992) and their test statistics (LOD score and ratio of the F-values (linked vs no 
QTL)) were plotted together, it was found that they produce very similar curves. 
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Furthermore, comparisons between the estimated values of parameters obtained by the 
two methods showed that the estimates are almost the same and the correlations between 
parameter estimates obtained by different methods (maximum likelihood and regression 
analysis) were very high (near unity). This may be because the extra information in 
maximum likelihood from the within marker genotype variance adds little, since most 
of the information comes from the phenotypic differences between marker genotypes 
(Haley and Knott, 1992). 
In another study, Jansen (1994) has fitted selected markers (according to their F values 
from the regression of phenotypes on marker genotypes) as cofactors in the model in 
order to eliminate the major variation due to linked and unlinked QTL and to reduce the 
unexplained variance. According to this method all the available markers are used in a 
multiple regression context. Markers are omitted from the model using a backward 
elimination process in which markers are dropped until there is no change in the residual 
variation of the regression. Then all the remaining markers that have not been dropped 
from the analysis are used as cofactors in the actual mapping analysis (i.e. regression or 
ML), except those that are flanking the interval examined at the time. After simulation 
studies, Jansen (1994) concluded that the method decreases the false positives and the 
false negatives substantially. Similar results were obtained when all markers, instead of 
selected markers, were used as cofactors (Zeng, 1994). 
The above methods are designed for crosses between inbred lines where the two lines 
are assumed to be fixed for alternative alleles. However, in the case of farm animals the 
production of inbred lines is not practical and it is costly. Therefore, an alternative least 
squares method has been developed by Haley et al. (1994) for data from crosses or 
backcrosses of farm animal breeds which diverge significantly (because of different 
selection history). In this case it can be assumed that the two breeds are fixed for 
alternative QTL alleles, and therefore they could be used for QTL detection studies. The 
application of this method is very similar to the regression method with the difference 
that the coefficients of the additive (a) and dominance (d) genetic deviations are 
calculated for each position of a putative QTL from the probability of its line origin 
conditional upon all the marker genotypes of the linkage group. This method was 
compared with the previous regression method using flanking markers (Haley and 
Knott, 1992) in cases where the markers were not completely fixed or varied in 
information content. It was noted that the test statistic and consequently the power of 
detection were increased over the test statistic and the power produced by the previous 
method for inbred line crosses (Haley and Knott, 1992). Furthermore, this method 
produced less biased estimates of the position and the effect of the QTL than the 
regression method of crosses between lines (Haley and Knott, 1992). 
2.2.1 Non parametric methods 
Although both maximum likelihood and regression methods are quite robust to failure 
of normality assumptions and, moreover, regression methods are considered to be 
applicable to threshold traits when these are treated as continuous traits (Visscher et al., 
1996), a non parametric method was proposed for the detection of QTL from non 
normally distributed phenotypes and threshold traits by Kruglyak and Lander (1995). 
This method is based on a non parametric test, the Wilcoxon rank-sum test. The 
distribution of the two phenotypes from the two genotypic classes of an intercross or 
backcross can be tested using the Wilcoxon rank-sum test. According to this test the sum 
of rankings, by phenotype, of the homozygote genotypes of a backcross are compared 
with the sum of rankings of the heterozygote genotypes. 
Kruglyak and Lander (1995), developed an interval mapping approach for this test. In 
their study the two genotypic classes of a backcross are assigned a +1 (homozygote) or 
-1 (heterozygote) value and the sum of the product of the rankings with the assigned 
value of the genotypic class is calculated for every position between an interval. Since 
every position within an interval can be expressed in terms of recombination rate of the 
position and the two markers flanking the interval, the genotype at a position between 
an interval can be estimated. The test statistic for every position is then obtained by 
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dividing the sum by its standard deviation. The authors concluded that this method is 
suitable for detection of QTL in discrete or even continuous traits and that non-
parametric methods can be as powerful, and sometimes more powerful, than parametric 
tests, especially when discrete data are analysed. However, the non parametric approach 
tests only the presence and the position of a QTL, without providing any estimate of its 
effect. 
2.3 QTL DETECTION WITHIN OUTBRED POPULATIONS 
QTL detection within an outbred population is more difficult than in crosses. This is 
because not all parents have the same linkage phase which means that not all animals 
are informative as they may have lower heterozygosities for QTL and markers. 
Moreover, unless there is linkage disequilibrium, any detection of linkage has to be 
within families. 
Furthermore, in some farm animal populations (e.g. dairy cattle) there are difficulties or 
impracticalities in using crosses of lines or breeds fixed for alternative alleles. Even 
when crosses are possible, they might not be economically justifiable because of 
marketing problems of the crossbred animals (i.e. excessive fat of LW x Meishan). 
Therefore, the analysis of data for QTL detection has to be based on existing 
populations. In dairy cattle populations, for example, there are many progeny per sire. 
Therefore, it should be possible to detect linkage between progeny of a sire heterozygous 
for a genetic marker if the sire is also heterozygous for the QTL. If, for example, one or 
more QTL are closely linked to a marker locus, offspring within a sire that differ with 
respect to the marker allele will also differ with respect to the QTL. Thus, the ratio 
within sires of the between marker genotype variance to the within marker genotype 
variance could provide a test for the presence of linkage. 
The first efforts to identify linkage between marker and QTL by these means was by 
Neimann- Sorensen and Robertson (1961) using blood groups as markers. From the 
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results of this and other studies two basic experimental designs have been suggested 
(Weller, 1990): 
The daughter design (DD) 
Marker(s) genotype and performance on the traits of interest are recorded on the 
daughters of a number of sires which are heterozygous for the marker(s). Analysis of 
variance is carried out with the marker effect nested within the sire effect. A significant 
difference in a genotype within a sire indicates linkage with a QTL (Neimann-Sorensen 
and Robertson, 1961; Soller and Genizi, 1978). 
The granddaughter design (GDD) 
Where sons of grandsire(s) heterozygous for a marker(s) are genotyped and the 
granddaughter's performance on the traits of interest is recorded to give a progeny test 
of sons. In the analysis, sire effects are nested within marker effects, which in turn are 
nested within grandsire effects. A significant difference in phenotypes of daughters of 
sires inheriting alternative marker alleles from the grandsire indicates linkage with a 
QTL. 
The first statistical methods developed for QTL detection in outbred populations were 
ANOVA methods with interactions between marker and sire (Neimann-Sorensen and 
Robertson, 1961; Soller and Genizi, 1978) and extended to hierarchical ANOVA (as 
explained above in DD) (Soller and Genizi, 1978), with both using the daughter design. 
An alternative method of analysis was developed by Geldermarm (1975) based on the 
, test. In this method, for the daughter design, the phenotypic differences of daughters 
with different genotypes within the same sire are computed and compared with the 
expected differences using a , test. In other words, the sum of the squared differences 
divided by their standard deviation for every sire should have a , distribution with 
degrees of freedom equal to the number of sires. The method can be used in the 
granddaughter design, with the change that the phenotypic differences are calculated 
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between the daughters of Sons that inherited alternative alleles from the heterozygous 
grandsire. However, both ANOVA and ,112 methods employ single marker analysis 
The power of detection of the two methods of analysis (ANOVA and ,) (Soller and 
Genizi, 1978; Weller et al., 1990) and the two experimental designs (GDD and DD, 
Weller et al., 1990) has been studied. In the study of Soller and Genizi (1978), the 
ANOVA method was tested for power of QTL detection in a daughter design. It was 
found that when fixed number of animals were used, the power decreased when the 
number of sires increased and the number of daughters decreased. On the contrary, the 
power increased with an increase in the number of daughters per sire. Furthermore, 
when the recombination rate between the marker and the QTL was higher than 0.1-0.15, 
power decreased markedly. 
As far as the number of daughters is concerned, the same results were obtained after 
analysis of simulated QTL data using the , method in both experimental designs 
(Weller et al., 1990). When fixed sample size is used, the magnitude of the QTL and the 
heritability of the trait are the parameters that have the greatest impact on the power of 
QTL detection in both experimental designs (high QTL effect increases the power 
whereas high heritability decreases it). In concluding, the same authors pointed out that 
in general, the granddaughter design is preferable because fewer animals have to be 
genotyped to obtain the same power of QTL detection than in the daughter design. They 
also suggest that approximately the same results, as with the use of 2 2 method, should 
be obtained with the use of ANOVA method when large samples are used. Estimates of 
QTL effect can be obtained from the differences of the phenotypic means of daughters 
inheriting alternative sire alleles. 
In order to test for linkage and also obtain simultaneously estimates of the QTL position, 
relative to the marker, and the QTL effect from the analysis a maximum likelihood 
method was proposed (Weller et al., 1990) as an alternative to the ANOVA method. 
However, Mt methods are much more difficult to apply in an outbred population than 
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in the case of crosses between inbred lines. These difficulties in applying ML methods 
to outbred populations mainly arise because: a) linkage phase varies between families 
and therefore families have to be analysed separately, b) if families are analysed jointly, 
in addition to QTL parameters and residual variance, the QTL allelic frequencies have 
to be estimated, c) the linkage phase is not known and all the possible combination of 
marker haplotypes have to be considered and, d) effects due to unlinked QTL, random 
environmental effects and common environmental effects have to be included in the 
model. 
Highly informative flanking markers increase the test statistic in their interval. 
Consequently, sometimes simulated QTL are positioned in intervals surrounded by 
highly informative markers though their true position is between markers with low 
information content. With the intention of overcoming the problem of identifying non 
existent QTL in highly informative intervals an alternative regression method which 
simultaneously uses all the markers has been developed (Knott et al., 1994, 1996). Half 
sib progeny of sires heterozygous for markers, with the possibility of knowledge of the 
dam's marker genotype, are considered in this study. First, the marker allele inherited 
by the sire is determined for each marker of each progeny, but marker alleles for which 
the sire is homozygous are not used. Second, for each progeny inheriting one marker 
allele from the sire, the linkage phase is calculated and the sire gamete is reconstructed. 
The probability of inheriting the sire gamete conditional upon the marker genotype is 
calculated for every progeny. Then the phenotypic score of the progeny is regressed on 
this probability. The position with the highest test statistic is the one at which the QTL 
most probably lies. The use of multiple markers is beneficial in power and in estimating 
the position and it is even more beneficial when the markers are closer and the power 
with single markers is small. When marker information from dams is available the 
power is increased, especially with less informative markers. The within family QTL 
effect can be calculated from the regression coefficient at the position with the highest 
test statistic, which provides an estimate of the substitution effect for a heterozygous sire 
for the QTL. 
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Because of the problem of detecting false positives and the overestimation of the 
additive effects associated with the marker using regression and ML methods, Hoeschele 
and VanRaden (1993, 1993a) developed a Bayesian analysis for QTL detection. In this 
analysis the prior probability of linkage between marker and QTL is derived using the 
prior distributions of QTL effects, QTL allele or genotype frequencies and 
recombination rates between the markers and QTL. Then the likelihood of this joint 
distribution is computed and the hypothesis (e.g. linkage versus no linkage) with the 
larger posterior probability is accepted. However, the difference between the posterior 
probability of linkage and the posterior probability of no linkage always has to be 
between 0 and 1. The Bayesian parameter estimates are obtained by maximizing the 
posterior density of the QTL parameters. The above method requires knowledge (or 
calculation) of the residual variance. 
2.3.1 QTL detection within families of outbred populations. 
In all the above QTL detection methods in outbred populations the comparisons are 
made within sires or grandsires of a population. Another way to identify segregating 
QTL in a outbred population is within full sib families. Knott and Haley (1992b) 
developed a ML method for the detection of QTL in full sib families. First, the 
transmission probabilities (probability of inheriting one allele given the genotype of the 
parent) are obtained for markers and QTL of every offspring in terms of recombination 
rate. Since the QTL genotype and linkage phase are not known, the likelihood is 
calculated for every possible genotype and linkage phase. The presence of a QTL is 
tested when the above likelihood is compared with one that assumes an unlinked QTL. 
Simulations showed that the method is much less powerful than the ML method used 
in crosses between inbred lines, for samples of the same size. Single marker analysis is 
less powerful than flanking markers (by —30%). Furthermore, when the same number 
of animals are used, increasing the number of families and decreasing the number of full 
sib progeny decreases the test statistic. This is because a smaller number of full sib 
progeny gives less accurate determination of the linkage phase (Knott and Haley 1992b). 
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The number of possible QTL genotypes and linkage phases can be reduced when grand 
parental marker information is available and thus the linkage phase probabilities can be 
altered. The use of grand parental marker information yields the greatest improvement 
in test statistics when the markers are far apart (50 cM) and the family size is small. 
Allowance for a common family effect (due to environment or additional QTL) 
increases the power and reduces the bias in the estimated parameters (i.e. inflation of the 
QTL effect). However, when a between family effect is incorporated, the likelihood of 
a common family effect has to be calculated for every QTL genotype considered for the 
parents. Since the family effects differ between families, an integration over all possible 
values of family effect has to be included in the likelihood. 
Another method for QTL detection which utilises information from full sib families has 
been described for single markers (Haseman and Elston, 1972), bracket markers (Fulker 
and Cardon, 1994) or multiple markers (Goidgar, 1990). The principle behind this 
analysis is that, for any locus a pair of sibs will share a number of alleles Identical By 
Descent (IBD). Sib pairs sharing both alleles, of a gene controlling a trait, IBD are likely 
to have similar phenotypes for the trait. Hence, the association of differences between 
the phenotypes of sib pairs and the number of alleles shared IBD at a marker provides 
a means for identifying a QTL near that marker. In order to identify these associations, 
sib pair methods employ regression analysis. In this case the squared differences of 
phenotypic values between sib pairs are calculated and regressed on to the proportion 
of marker alleles that the sib pairs share identical by descent at a marker locus. When 
the regression coefficient is significantly less than zero, the null hypothesis of no effect 
of the marker is rejected. The estimate of the proportion of genetic variance due to the 
QTL in question is obtained from the regression coefficient and this can be expressed 
in terms of recombination rate and proportion of genetic variance due to QTL. 
Application of sib pair methods to simulated populations of large family size has shown 
that the power of detection increases with increasing family size (Blackwelder and 
Elston, 1982; Gotz and 011ivier, 1992). 
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2.4 DETERMINING THE SIGNIFICANCE LEVEL 
In all methods considered here, there are problems in determining the significance 
threshold. These difficulties in determining the significance threshold are because of: 
problems in determining the distribution of the test statistic for detecting QTL, and 
multiple hypothesis testing (repeated dependent tests on different positions). Factors 
which influence the distribution of test statistic can vary from experiment to experiment 
(e.g. sample size, genome size, animal species, map density, missing data, number and 
magnitude of the QTL etc.) 
Haley etal. (1994) proposed use of Monte Carlo simulation methods to derive an entire 
genome threshold for a given level of false positives at each experiment. The phenotypic 
data are simulated repeatedly and analysed by least squares or maximum likelihood 
depending on the threshold that is to be determined. 
An alternative method for the empirical determination of significance threshold was 
proposed by Churchill and Doerge (1994) based on the permutation test (Fisher, 1935). 
In this method the phenotypic values of each individual are randomly reassigned to the 
genotypic information and the data reanalysed. This is repeated N times and the test 
statistic score for each analysis is obtained. Then two sets of critical values are obtained: 
the comparisonwise, for obtaining a threshold for the chromosome examined at the time, 
and the experimentwise, for obtaining threshold values for the entire genome. In the first 
set of critical values, the test statistics obtained for each point of the map are ordered and 
the 100(1 -P) percentile determines the threshold value for the chromosome examined 
(P= 0.05 or 0.01 depending on significance level). The second set of critical values is 
for obtaining threshold value for the entire genome, but reduces the power of detection 
since it defines high thresholds. In this case, the maximum test statistic of all points of 
each permutation is obtained and the values are ordered. The 100(1 -P) percentile of the 
ordered values determines the threshold for the entire genome. The significance 
thresholds obtained by this method are unique for the data and new thresholds have to 
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be obtained for different data sets. The method is quite easy to use and robust to 
departures from normality assumptions (Churchill and Doerge, 1994). 
2.5 SELECTIVE GENOTYPING 
The detection of QTL, although very valuable in terms of explaining the genetic 
variation in traits of interest, can be very costly in terms of genotyping. However, most 
QTL information can be derived from extreme phenotypic values of the quantitative trait 
in question (Lebowitz et al. 1987). Therefore, by selecting for genotyping those animals 
with extreme phenotypes, the power of detection can be increased for a fixed number 
of animals genotyped (Lander and Botstein, 1989). This requires more animals recorded 
for the trait and, if more than one trait is of interest, even more different groups of 
animals recorded for various traits are needed. 
Two different designs for selective genotyping have been proposed for the detection of 
QTL in human populations using sib pair analysis of simulated data. Carey and 
Williamson (1991) have shown that by selecting one sib of the pair which has an 
extreme performance (the top 5-10% of the distribution) and selecting the other sib of 
the pair at random, the power of detection can be retained and the sample size needed 
for the detection can be decreased many fold (2-7 fold approximately). However, this 
decrease in sample size depends upon the frequency of the increasing (high value) allele 
and the mode of action of the gene (i.e. additive or dominant). When the allele is 
dominant and its frequency is more than 0.6, larger sample size is needed for successful 
detection of the QTL. However, it was suggested that this demand for larger sample size 
could be overcome by selective genotyping of both members of the sib pair (siblings). 
Risch and Zhang (1995) have used this approach and concluded that, by selectively 
genotyping the upper 10% and the lower 10 or 30% of the distribution, the sample size 
needed for the detection of QTL is further decreased over the single selective genotyping 
by approximately 2-17 fold, depending on the heritability of the trait, the frequency of 
the increasing (high value) allele and the mode of gene action (i.e. additive, dominance). 
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When the frequency of the increasing allele is more than 0.8 with dominant action, the 
sample size has to be increased in order to have sufficient power to detect a QTL 
(a=d=1). 
2.6 DETECTED QTL 
Using the methods of QTL detection mentioned here, a number of QTL affecting 
various traits in livestock have been reported. Andersson et al. (1994) analysed a variety 
of different markers (blood groups, protein polymorphism, RFLP and microsatellites) 
in an F2 population of a cross between the European wild boar and the Large White 
breed, using the least squares method (Haley et al., 1994). The presence of a QTL for 
growth and a QTL for fatness were detected on chromosome 4 which explain 12% and 
18% of the total phenotypic variance respectively. A number of other QTL for growth, 
performance, meat quality, reproduction and disease resistance in pigs have also been 
reported by various groups (Rothchild, 1998). 
Using various methods applied to data from within outbred populations, a number of 
studies have reported successful detection of QTL. Several studies have reported effects 
of milk protein marker loci on milk, fat and protein yield. Gonyon et al. (1987) using an 
ANOVA method, reported a significant effect of k-casein milk protein locus on protein 
and fat percentage. Bovenhuis and Weller (1994) using an ML method, reported 
significant effects of a marker locus, linked to a milk protein locus, on milk production 
traits. Other studies (Geldermann et al., 1985; Haenlein, 1987; Cowan et al., 1992) have 
also reported effect of various milk protein loci on milk production traits. Weller and 
Ron (1994) analysed ten microsatelites with ML methods and reported a QTL linked to 
a marker locus which has a significant effect on milk and protein yield. Using ML 
methods in a granddaughter design, Georges et al (1995) have reported evidence of QTL 
present on chromosome 1, 6, 10 and 20 of the bovine genome affecting milk production 
traits (yield of milk, fat and protein). 
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2.7 USE OF GENETIC MARKERS IN ANIMAL BREEDING 
PROGRAMMES 
Once a QTL has been detected it can be used as another source of information in animal 
breeding programmes. There are two ways in which genetic markers can be incorporated 
into animal breeding programmes. First in the estimation of breeding value and through 
Marker Assisted Selection (MAS) and second in the introgression of valuable alleles 
from one breed to another through Marker Assisted Introgression (MAI). 
2.7.1 Marker Assisted Selection 
Marker information can be used in the estimation of breeding values on its own (Soller, 
1978) but for maximum response it should be combined with performance information 
(Soller, 1978). The marker information can be combined with performance and sib 
information in a selection index which yield a single estimated breeding value (Smith 
and Simpson, 1986; Lander and Thomson, 1990) or BLUP estimated breeding values 
from performance information can be combined in a selection index with BLUP 
estimated breeding values from marker information (Zhang and Smith, 1992; Hoeschele 
and Romano, 1993). Using marker information in the estimation of breeding values 
could increase the response to selection through increased accuracy of selection (Smith 
and Simpson, 1986; Lande and Thomson, 1990; Zhang and Smith 1992; Hoeschele and 
Romano, 1993). Some authors have reported extra gain from MAS of 10-20% over the 
gain of BLUP selection (Zhang and Smith, 1992; Mauwissen and Van Aredonk, 1992) 
However, the extra gain in accuracy depends on many factors, such as the proportion of 
total additive genetic variance explained by the QTL and consequently by the markers 
(Smith and Simpson, 1986; Lande and Thomson, 1990) and the standard deviation of 
the QTL effect and its position (Hoeschele and Romano, 1993) etc. 
Poor estimates of position and QTL effect or estimates with large standard deviation 
(e.g. when the QTL is not linked with the marker we though or when the estimate of the 
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effect is largely biased) can lead to diversion of the selection pressure from worthwhile 
objectives (e.g. phenotypic selection). However, if MAS replaces random selection this 
can be avoided since even when the QTL effect is poorly estimated and wrongly 
positioned, the selection response should not be worst than random selection. 
Nevertheless, even with these drawbacks there is still some margin for gain. For 
example in traits that are sex limited (measured only in one sex) the progeny can be 
preselected in order to enter the progeny test. Moreover, traits that can only be measured 
after slaughter, like meat quality, with markers can be assessed in live animals. In 
similar way disease resistance traits could also benefit from MAS. 
Whether or not the cost would justify any investments in the use of marker technology 
has also been detailed. In an economic evaluation study for the utilization of genetic 
markers in dairy cattle breeding programmes (Brascamp et al., 1993), results of 
comparisons between the cost of typing a number of markers and returns from 
improvements in milk yield and increased semen sales justify any investments in the 
incorporation of genetic markers in dairy cattle breeding programmes. However, in pig 
breeding programmes, when markers are used to assess male pigs for litter size, the 
economic return is expected to be smaller since litter size in pigs is not as economical 
important trait as milk yield in dairy cattle (Visscher and Haley, 1994; Visscher and 
Haley, 1998). 
2.7.2 Marker Assisted Introgression 
Since there is no breed which has all the best alleles, a superior QTL allele in an overall 
inferior breed could be introgressed into another breed which is superior in overall 
economic performance in a crossbreeding programme (e.g. the high prolificacy Meishan 
breed and the higher growth rate and meat quality Large White breed). Marker 
information can be used in two ways in a marker assisted introgression (MM) 
programme. First for the gene to be introgressed and second to select against a particular 
background genotype. In most studies on the efficiency of MM the gene to be 
introgressed is assumed to be known and therefore the markers were used for selection 
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on the background genotype. However, the gene to be introgressed is often not known, 
as it is often a QTL and hence its genotype cannot be infered previously from 
phenotypic observations. 
The efficiency of MAT programmes seems to depend on i) the frequency of introgressed 
allele in the final population and ii) the improvement of other traits iii) the estimate of 
QTL position and its standard deviation (Visscher and Haley, 1994). Since the efficiency 
of MAI depends on the frequency of the introgressed allele in the final population, the 
faster the increase of the allele frequency, the higher the efficiency of the MAI. Hillel 
et al. (1990) concluded that selection against or for a certain genetic background using 
markers reduces the number of backcrosses needed for the introgression of the allele. In 
another study (Hospital et al., 1992), when selection on markers was applied in the 
backcross phase with selection intensities less than 10%, the introgressed allele was 
fixed within two generations. Furthermore, the recipient chromosome can also be 
recovered within two generation, on the other hand when simple phenotypic selection 
was applied it took 4 generations more to recover the whole chromosome of the 
recipient (Hospital et al., 1992). However, in MA! programmes there is a risk of losing 
the allele we want to introgress. If, for example, we select on markers thought to be 
flanking the QTL of interest which in reality are not. Moreover, even if the QTL has 
been mapped with reasonable accuracy, the linkage with the marker might be lost due 
to recombination. Using more than one linked markers might help overcome this 
problem. Nevertheless, carefully planning is needed when utilising markers in MAI 
especially when the markers are of low information content and thus difficult to follow 
their inheritance. Furthermore, in order MA! of a QTL allele to be economically 
justifiable it needs to have quite a large effect (10-20% of the total phenotypic variance) 
(Gama et al. 1992). This is mainly because of the losses in genetic gain in other traits 
of interest while introgressing the QTL allele. 
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2.8 DISCUSSION 
With the development of new technologies in molecular genetics it is possible to 
identify loci that control traits of interest (i.e. QTL) by using linked genetic markers 
(Johansson et al.,1992; Andersson et al., 1994; Georges et al., 1995). Of the methods 
developed for QTL detection in crosses and backcrosses of inbred or divergent outbred 
farm animals populations, the interval mapping approach seems to be more powerful 
than the single marker approach and yields better estimates of both effect and position 
of QTL (Lander and Botstein, 1989; Knott and Haley, 1992a). 
However, when a second QTL is present, the test statistic curve, of the ML or the 
regression method, can show multiple peaks even in an interval where no QTL is present 
(Knott and Haley, 1992a). The regression method (Haley and Knott, 1992) can be used 
to fit alternative models (e.g. two QTL, two interacting QTL, family effect etc.). 
Moreover, the regression method produces nearly identical test statistics and the 
parameter estimates between the two methods are highly correlated (0.99) (Haley and 
Knott, 1992). The estimated parameters are not biased on average when different 
parameter combinations were used (except when two QTL are too close (<20 cM)). 
Furthermore, the method is less computationally demanding, and can be implemented 
with any statistical package. This method was extended (Haley et al., 1994) to allow use 
of multiple markers, in order to be used in crosses between outbred populations. The 
power of the multiple markers method was increased relative to the previous regression 
method for line crosses (Haley and Knott, 1992) when the markers were not completely 
fixed for alternative alleles or the markers were varying in information content. This 
result makes the method even more attractive for detecting QTL relevant to animal 
breeding. 
Fitting the markers as cofactors could reduce the false positive detections (Jensen, 
1994). However, in this case the test statistic decreases and consequently so does the 
power of detection (Visscher and Haley, 1995). Selecting the markers to be used as 
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cofactors according to their F values could be of value in distinguishing one QTL from 
a few linked QTL, but not from multiple QTL (Visscher and Haley, 1995). 
For non normally distributed or discrete traits, the regression method is considered to 
be applicable (Visscher et al., 1996) and has the advantage over the non-parametric 
method (Kruglyak and Lander, 1995) of providing estimates of QTL effects. 
Although crosses of inbred lines or outbred breeds have been used successfully for the 
detection of QTL (Andersson et al., 1994), it is sometimes difficult or impracticable to 
identify suitable crosses. Therefore, in the case of outbred populations, two different 
experimental designs (i.e. daughter and granddaughter design) have been proposed to 
utilise existing heterozygosities. 
The power of ANOVA and , methods are both affected by the number of daughters per 
sire and the recombination rate between the marker and the QTL (Soller and Genizi, 
1978; Weller et al., 1990) and they do not provide estimates of QTL effect. In the 
alternative proposed method of ML when applied to outbred populations, in addition to 
the QTL effect, it is necessary to estimate the residual variance, the recombination rate 
and the allele frequencies of the QTL. Moreover, the estimates sometimes may be biased 
because of less informative markers (low heterozygosity) or by difference between full 
sib families due to environment or additional QTL. 
The regression method seems to be of high power and also faster and less 
computationally demanding than ML methods. However, the method has the 
disadvantage of estimating the QTL effect indirectly which, according to some authors 
(Hoeschele and VanRaden, 1993, 1993a), leads to an overestimation of the QTL effect. 
The Bayesian analysis (Hoeschele and VanRaden, 1993, 1993a), although it provides 
less biased estimates, requires knowledge or calculation of residual variance. 
Nevertheless, when daughter and granddaughter designs are used, heterozygosity at the 
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marker loci should exist for the sire or grandsire in order to enable comparison between 
genotypic classes of the daughters or granddaughters. Moreover, in cases where there 
is more than one daughter per dam, potentially marker information from the dam is 
ignored except when it is used to help determine the sire allele inheritance. 
Consequently, the most informative matings and hence the most useful for the detection 
of QTL where both parents are segregating for the QTL (i.e. both parents heterozygotes 
for the QTL and linked markers). In the analysis of data from daughter and 
granddaughter designs, only heterozygous sires or grand sires are used, and potentially 
informative matings, such as those of a heterozygous dam and homozygous sire, are not 
considered though a QTL could be segregating in their progeny. This can reduce the 
amount of information that can be obtained from the data. 
A method developed in human genetics using sib-pair analysis (Haseman and Elston 
1972) appears to be a computationally fast method for QTL detection with adequate 
power in small and medium sized human families (Blackwelder and Elston, 1982). Sib-
pair analysis makes use of both male and female parents information and utilise 
informative matings that are ignored from other designs (e.g. matings of heterozygote 
parents and of homozygote sires with heterozygote dams in DD or GDD). Application 
of the method in animal outbred populations, where there are a large number of sibs 
available (i.e. pig, dairy cattle, poultry), could be of great value since the power of the 
method appears to increase with increasing family size (Gotz and 011ivier, 1992). 
Moreover, the method is very simple and not as computationally demanding as ML 
methods and can easily be extended to include detection of dominant QTL. Exploration 
of more complex models, including common family effects, dominance effect and 
epistasis effects would probably lead to the further development of the method, which 
might increase the power and the robustness and yield better estimates of the QTL 
effect. 
Application of selective genotyping (Carey and Williamson, 1991; Risch and Zhang, 
1995), which can drastically reduce the cost of QTL detection, without any negative 
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effects on the power of detection, can make sib pair methods attractive for use in animal 
outbred populations. Moreover, identification of informative matings suitable for sib 
pair analysis with the use of selective genotyping could maximise the benefit of 
genotyping and make the use of sib pair methods an attractive alternative. 
Whatever analysis method is used, attention should be paid to the determination of the 
significance threshold. It seems preferable to calculate this for each study by simulation 
(Haley et al., 1994) or by permutation tests (Churchill and Doerge, 1994). However, in 
the case of permutation, the reassignation of markers at random assumes that there is no 
genetic variance (h2=O) in the segregating generation. Consequently, when a single QTL 
model is tested against a multiple QTL model the same significance threshold applies 
(Visscher and Haley, 1995b). Moreover, once a QTL has been detected and further 
analysis is followed to test for additional QTL in the same or another chromosome the 
same significance threshold applies as when testing for the first QTL. However, the 
variance explained by the first QTL would not taken into account when the significance 
threshold are calculated by random permutations in order to test for additional QTL. On 
the contrary, the use of simulations, in which, for example the difference between the 
lines or breeds is simulated to be due to many genes along the chromosome or on other 
chromosomes (infinitesimal model), appears to be more suitable. One of the reasons the 
simulations appear to be more suitable than the permutation test is that once a QTL of 
large effect has been detected, the proportion of variance explained by the detected QTL 
can be subtracted from the total genetic variance, then the threshold is reestimated by 
new simulations before testing for additional QTL (Visscher and Haley, 1995b). 
Consequently, one could test for additional QTL with a more appropriate threshold since 
the variance due to the detected QTL has been excluded before reestimating the new 
threshold. 
Identification of individual genes with effects on traits of interest would increase the 
effectiveness of breeding value estimation and consequently the effectiveness of 
selection decisions through use of Marker Assisted Selection (MAS) (Soller, 1978). 
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Also the effectiveness of introgressing favourable alleles from one breed to another 
could be greatly improved by the use of Marker Assisted Introgression (MA!) 
programmes (Visscher and Haley, 1995a). Finally traits like disease resistance, sex 
limited traits etc., that could not be measured previously, could be incorporated in to 
breeding programmes with the use of MAS or MA!. Identification of the position of 
genes could also be helpful in gene transfer technology for molecular introgression of 
genes. 
2.9 CONCLUSIONS 
The first attempts to identify individual genes of large effect were based on analysis of 
phenotypic data and even the best methods (i.e segregation analysis) require much 
information to identify genes with large effects. However, these attempts have initiated 
the interest in building more realistic models than the infinitesimal for the explanation 
of the genetic variance in the farm animal populations. The recently discovered methods 
of identifying genes of large or smaller effect (QTL) using molecular genetic markers 
should further increase our knowledge about individual gene actions and interactions. 
There are now several examples of identified QTL of production and economic interest 
(Andersson et al. 1994; Weller and Ron, 1994; Georges et al. 1995) and with 
continuously developing research, the production of dense linkage maps with evenly 
spaced polymorphic markers is in hand (Ellegren et al., 1994; Archibald et al., 1994). 
Therefore, the identification of even more QTL affecting traits of production or 
economic interest is not far away. Consequently, powerful and robust methods which 
are not very computational demanding and have the flexibility to be used with the 
presence of dominance for the detection of QTL and estimation of their effects have to 
be fully exploited. 
A relatively easy, flexible, robust and not very computational demanding method (i.e. 
sib pair analysis) which seems to be of adequate power for the detection of QTL in small 
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and medium sized families has been described (Haseman and Elston, 1972). An 
investigation of the power and robustness of this method to large sized animal families 
would be of value. Moreover, exploitation of selective genotyping in this method may 
be very important, since the cost of QTL mapping in animal population is a very 
important and sometimes a prohibitive factor. Furthermore, the more powerful the 
method and the more accurate are the estimates of effect and position of the QTL, the 
better the estimated breeding values would be in animal breeding evaluation schemes. 
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CHAPTER 3 
3 SIB PAIR METHODS IN QTL DETECTION 
3.1 INTRODUCTION 
Identification of linkage between a marker and a QTL is easier by means of crosses 
between inbred lines or, in the case of farm animals, in crosses between breeds which 
in the past have been selected for different traits. These linkages can be detected using 
various methods previously described (see chap. 2). However, in many animal 
populations crosses between divergent lines may not be possible or practicable (i.e. dairy 
cattle). Therefore, the analysis is restricted in heterozygous animals where inheritance 
of alternative alleles can be identified and comparisons of different marker genotypes 
is possible (chap 2). However, few animals are heterozygous for both marker and QTL. 
Nevertheless, using suitable designs for the analysis of the data (Daughter and 
Granddaughter designs; Weller, 1990), detection of QTL is possible using a variety of 
methodology (see chap. 2). However, as has been discussed in the previous chapter 
(chap. 2) the use of such designs are not making full use of the data (e.g. matings of 
heterozygote parents). The detection of segregating QTL within full sib families using 
maximum likelihood methods has been suggested as an alternative method of analysis 
inoutbred populations (Knott and Haley, 1992b). -- - -- 
However, the use of sib-pair information (Haseman and Elston, 1972), would be of 
interest in both outbred and crossbred animal populations since it makes use of all 
informative matings and, moreover, the power of detection do not differ from this of 
maximum likelihood (Knott and Haley, 1992b) (H. Hamann, personal communication). 
As described in previous chapter (chap. 1), the principle behind sib pair analysis is that 
for any locus a pair of full sibs will share 0 or 1 or 2 alleles Identical By Descent (IBD). 
Sib pairs sharing a large number of the alleles of a gene controlling a trait are likely to 
have similar phenotypes for the trait. Hence, the association of differences between the 
phenotypes of sib pairs and the number of alleles shared IBD at a marker provides a 
means for showing that there is a QTL near that marker. A simple test to detect these 
associations is the regression of the squared phenotypic difference of a sib pair on the 
proportion of alleles the sib pair shares identical by descent (IBD) (Haseman and Elston, 
1972). The power of the sib pair methods appears to increase with increasing family size 
(Blackwelder and Elston, 1982; Gotz and 011ivier, 1992). 
In this chapter, the sib pair analysis will be presented and results of power and parameter 
estimates from analysis of the same number of progeny originating from families of 
different size will be compared. Moreover, single and interval mapping analysis will be 
used and results of power and parameter estimates will also be compared. 
3.2 SIB PAIR ANALYSIS OF MARKER INFORMATION 
For simplicity consider two full sibs (1=1,2) forming the j11' sib pair where the genetic 
effect (g) on the phenotype is due to one locus with: 
gij = a for AA genotype 
= d for Aa genotype 
=-a for an genotype 
Then their phenotypes would be: 
x 1 = 
X2 = 
Where: 	t=mean, and 
e1 = environmental effect of the ii" animal 
kul 
Consequently, the difference between the phenotypes of two full sibs would be: 
x 1 -x2 =g 1 -g2  e -e2 . 
By letting e=e 1 -e2 , the distribution of the squared difference between sib phenotypes 
conditional on their genotypes would be as described in the first two columns of table 
3.1. 
Moreover, a full sib-pair could share either 0,1 or 2 alleles Identical By Descent (IBD) 
at one locus. Therefore, the proportion of alleles shared IBD at the trait locus (it) can be 
0 or V2 or 1. The probability of sharing one, half or all of their alleles IBD in a sib pair, 
given their genotypes, can be calculated based on the allelic frequencies (p and a) in the 
population. 
For example the probability that a sib pair, with genotypes AA and AA, share one allele 
IBD, or in other words to have half of their alleles IBD, is the probability of three A 
alleles occurring together in the two sibs, or p 3 . If the sib-pair is of AA-Aa genotypes 
then the probability of allele A in the second sib being IBD with one of the A alleles of 
the first sib is the probability of AA and a occurring together which is p 2q. In the case 
of an Aa-Aa sib pair genotypes the probability for the A allele would be p 2q and for the 
a allele pq2, thus by adding these probabilities, the probability of sharing one allele IBD 
can be obtained (p2q+pqpq). All these probabilities can be obtained the same way and 
are presented in table 3.1. 
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Table 3.1 Distribution of squared phenotypic differences (Y) conditional on the proportion 
of alleles shared IBD between two full sibs at a trait locus (is) (Haseman and Elston, 1972). 
Sib-pair 
Genotypes 
Difference Conditional Probability 
Yj=(xIJ x2J)2  irj=O 7r=1/2 r=i 
AA-AA e 2=(e 1 -e2 )2 p4 p3 p2 
aaaa ej 2 q4 q3 q2 
Aa-Aa e3 2 4p2q2 pq 2pq 
AA-Aa (a-d+e) 2 2p3q p 2 q 0 
Aa-AA (-a+d+e) 2 2p3q p 2 q 0 
Aa-aa (a+d+e) 2 2pq3 pq2 0 
aa-Aa (-a-d+e) 2 2pq3 pq2 0 
AA-aa (2a+e)2  p 2 q 2 0 0 
aa-AA (-2a+e)2 p2q2 0 0 
Therefore, by obtaining all the expectations of the squared phenotypic differences 
conditional on the proportion of alleles shared IBD between sib-pairs at a trait locus (7t) 
from table 3. 1, and letting E(e 2j)=&e' (Append. 3.1): 
E(YJ Iit=l )=E { e 2 (p2+q2+2pq) } = E { e 2 (p+q)2  } =E(e2j)=&e 	 (3.1) 
E(YJ Iit=1 /2)= CF2e 2a+2 2d 
	 (3.2) 
E(Yj l7rj=O)= 	 (3.3) 
where, 	cy2e z4he variance of the differences in the environmental effect 
cy2a=the additive variance due to the trait locus 
o d=the dominance variance due to the trait locus 
12  is a function of the environmental variance and the environmental covariance between full sibs. 
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If, for simplicity reasons, we assume no dominance (&d=O), the equation can be simply 
written: 
E(YI7t) @2e+202g)2 2g tj 
	 (3.4) 




with, 	a= 2e+2cY2g 
Consequently, the regression of the squared phenotypic differences (Y) on the 
proportion of alleles shared IBD at a QTL (its 
) 
can provide an unbiased estimate of the 
variance due to the QTL, when there is no dominance (cY2d=O), through the regression 
coefficient (& g /2). Moreover, the estimate of the additive QTL variance is also 
asymptotically unbiased even in the presence of dominance (&d *O) (Haseman and 
Elston, 1972). 
Nevertheless, the proportion of alleles shared IBD on a QTL (ir a ) can not be known but 
the proportion of alleles shared IBD at a close marker (ltjm) can be estimated. Therefore, 
by regressing the squared phenotypic differences (Y) between full sib pairs on the 
proportion of alleles they share IBD at a marker locus (ltjm) linked to a QTL, a negative 
regression coefficient is expected. If the markers locus is not linked with a QTL or the 
additive variance is zero then the  regression coefficient is expedt-6-d-to-15C-ie-rd-.-Thig-c~ff---- 
be seen when the expected squared phenotypic differences (Y), conditional on the 
proportion of alleles shared IBD at the trait locus, is conditioned on the proportion of 
alleles shared IBD at a linked marker locus: 
J 	i 	i m J )=E(Y.I1tJ
.)P(it
i
Ir im . ) 	(3.6) 
kv 
The conditional probabilities (P(t j I7tjm)) can be obtained from the joint distribution of 
ir and ltjm  (Table 3.2) derived by Haseman and Elston (1972). 
Table 3.2 Joint distribution of 75 and TCj m . 
jm 
0 	 1/2 	 1 	- 	Total 
7 j 
0 	 tp2/4 	'P(l-{')/2 	(1-W)2/4 	1/4 
1/2 	W(1 -W)/2 	(1-2W+2'P2)/2 	'P(1 -'P)/2 	1/2 
1 	(1-W)2/4 	W(1 -T)/2 	q12/4 1/4 
	
Total 	 1/4 	 1/2 	 1/4 
* 1P=r2+( 1 -r) 
By substituting the conditional probabilities (P(t j Iitjm)) in equation 3.6 , for every ic, 
from the conditional distribution of the proportion of alleles shared IBD at the trait and 
the marker locus (Table 3.3), Haseman and Elston (1972) derived (Append. 3.2): 
E(YI7t) _[02  +2(1 -2r ±2r 2)2]  -2(1 _2r)2O7t 	 (3.7)J. 
where: 	r= recombination between the marker and the QTL locus. 
Table 3.3 Conditional probabilities P(7ttjm) of proportion of alleles shared IBD at a QTL (is.) 
given the proportion of alleles shared IBD at a linked marker (75m)  as a function of the 
recombination between the marker and the QTL (Haseman and Elston, 1972). 
jm° 	--jm112 jm1 
0 	 q12 tP(1-'P) 	 (1-P)2 
1/2 2T(1 -VP) 	 1 -2W+2P2 2T(1 -P) 
1 	 (1-P)2 P(1-P) 	 p2 
Total 1 	 1 1 
*p.2+(1 -r) 2 
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Therefore, by regressing the squared phenotypic difference of a sib pair on the 
proportion of marker alleles the sib pair share IBD at a marker locus, the presence of a 
QTL linked to that marker can be tested through a simple test of the hypothesis of P=O 
by comparing the regression coefficient with its estimated standard error. Furthermore, 
estimates of the position, in relation to the marker, and of the variance contributed by 
the QTL can be obtained from the regression coefficient (section 3.7), since the 
recombination rate, between the marker and the QTL and the variance contributed by 
the QTL are components of the regression coefficient (equation 3.7). 
However, in order to proceed to such an analysis, the proportion of alleles shared IBD, 
between full sib pairs at a marker locus has to be known or be estimated. In the next 
section a simple algorithm is described for the estimation of proportion of alleles shared 
IBD between full sib pairs at a marker locus. 
3.3 DERIVATION OF PROPORTION OF ALLELES IDENTICAL 
BY DESCENT AT A MARKER LOCUS. 
When the sib and parental marker genotypes are known the proportion of alleles shared 
IBD can be estimated for every possible mating and sib pair produced. 
In the case of a multiallelic system, there are seven types of possible matings with seven 
possible resulting sib pairs. When the parental genotypes of a sib pair are heterozygotes 
without having any allele in common (A IAJxAkA I) the proportion of alleles shared IBD 
at  marker locus in that pair of sibs is half of the number of alleles that they share in 
common (Mating type VII, table 3.4). However, in some mating types the proportion of 
alleles shared IBD is not known with certainty (e.g. Mating type III, table 3.4). 
Therefore, the proportion of alleles shared IBD at a marker locus has to be estimated 
using all the available marker information. A simple way to estimate the proportion of 
alleles shared IBD at a marker locus is from the posterior probabilities of a sib pair 
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sharing 0,1 or 2 alleles IBD given the parental and sib pair genotypes. 
The probability of a particular sib pair type occurring, conditional on the probability the 
sib pair type shares 0, 1 or 2 alleles IBD at a marker locus, can be calculated from the 
allelic frequencies of the marker alleles (p) (see 3.2, table 3.1) for every possible sib pair 
type resulting from the seven possible matings (Table 3.4). Moreover, the probability 
for a full sib pair to share 0, 1 or 2 alleles in common at any locus is known to be 1/4, 
V2  and 1/4 respectively. Consequently, from these two probabilities the posterior 
probability of sharing 0,1 or 2 alleles IBD at a marker locus given the marker 
information can be calculated. Subsequently, the Bayes estimate of proportion of alleles 
shared IBD at a particular marker locus can be obtained from: 
-f +-;1 
	 (3.8) 
where, 	it. = estimated proportion of alleles shared IBD at a marker locus 
42 = 
posterior probability of the jth  sib pair sharing 2 alleles IBD 
fil 
= posterior probability of the jth  sib pair sharing 1 allele IBD. 
The above estimate has the maximum possible correlation with the real value of ltjm 
when the proportion of alleles shared IBD at the marker locus (71j m) is considered a 
random variable taking values 0, '/2 and 1 (Haseman, 1970). Table 3.4 gives all the 
possible mating and sib pair types as well as their posterior probabilities of sharing 0,1 
or 2 alleles IBD and the estimated proportion of alleles shared IBD. 
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Table 3.4 Possible mating and sib pair types with their posterior probabilities of sharing 0,1 
or 2 alleles IBD and their Bayes estimates of the proportion of alleles shared IBD (Haseman 
and Elston, 1972). 
Mating type Sib-pair type Probability fjO fil fj2 
A1A1xA1A1 I: 	A1A1-A1A1 p14 1/4 1/2 1/4 1/2 
A1AxAA V: 	A1A-A1A3 2p12p32 1/4 1/2 F 1/4 1/2 
A1A1xAA I: 	A1A1-A1A1 p13p 0 1/2 1/2 3/4 
III: A1A1-A1A 2p13p 1/2 1/2 0 1/4 
V: A1A-A1A p13 p 0 1/2 1/2 3/4 
AIAXAJAk AIAJ-AIAJ Pi2PPk 0 1/2 1/2 3/4 
V: 	A1Ak-AIAk P12PPk 0 1/2 1/2 3/4 
A1AJ-AIAk 2pI2ppk 1/2 1/2 0 1/4 
V: A1AxA1A I: 	A1A1-A1A1 p 2p 2/4 0 0 1 
AA-AA p.2p 2/4 0 0 1 1 
A1A1-AA p1 2p 2/2 1 0 0 0 
A1A1-A1A p12p2 0 1 0 1/2 
III: AA-A 1A p12p 2 0 1 0 1/2 
V: A1A-A1A p12p 2 1/2 0 1/2 1/2 
VI: AIAJxAIAk I: 	A1A1-A1A1 PiPPk"2 0 0 1 1 
III: A1A1-A1A PI 2PPk 0 1 0 1/2 
III: A1AI-AIAk PI2PJPk 0 1 0 1/2 
IV: A1AI-AJAk PI2PPk 1 0 0 0 
V: A1A-A1A p 2ppk/2 0 0 1 1 
V: 	A1Ak-AIAk PIPjPk"2 0 0 1 1 
V: AJAk-AAk PIPPk1'2 0 0 1 1 
VI: A1A-AIAk Pi2PPk 1 0 0 0 
VI: AIAJ-A3Ak PI2PPk 0 1 0 1/2 
VI: AIAk-AJAk Pi2PjPk 0 1 0 1/2 
VII: AAXAkAI V: 	A1Ak-AIAk PiPJPkPI'2 0 0 1 1 
V: 	A1A1-AA1 PPPkPI/2 0 0 1 1 
V: AJAk-AJAk PIPJPkPI'2 0 0 1 1 
AA,-AA, PIPJPkPI'2 0 0 1 1 
AIAk-AJAk PIPJPkPI 0 1 0 1/2 
VI: AA1-A1A1 P1PJPkPI 0 1 0 1/2 
VII: A1Ak-AJAI PjPPkPI 1 0 0 0 
V PIPJPkPI 1 0 0 0 
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3.7 METHODS 
Three different approaches to sib pair analysis have been used to test for linkage 
between a marker and a QTL and estimate its position and size of effect. Power and 
estimates of both position and effect for a putititive QTL were compared across the three 
methods. For simplicity reasons, only additive variance for the QTL was assumed. 
In the first approach (Single marker) a simple linear regression was performed with the 
squared phenotypic differences of sib pairs as the dependent variable and the estimated 
proportion of alleles shared IBD at a marker locus as the independent variable (equation 
3.7). This was repeated for every marker locus on the chromosome. 
In a second approach (Multipoint) all the marker information from every marker locus 
was used in one single analysis. In this case a multiple regression analysis was used with 
the squared phenotypic differences as the dependent variable and the estimated 
proportions of alleles shared IBD in every marker locus as independent variables. 
The third and last approach (Interval mapping) involves an interval mapping method, 
where every position between an interval, flanked by two markers, was tested and this 
was repeated for every interval of adjacent markers on the chromosome in question 
(Fulker and Cardon, 1994). This was done by regressing the squared phenotypic 
differences of the sib pairs on the estimated proportion of alleles shared IBD at every 
position (1 cM) between an interval (ltq), which two markers were flanking. 
The estimated proportion of alleles shared IBD at a position within an interval (lC) is 
calculated from the estimated proportion of alleles shared IBD at the two markers 
flanking the interval (n 1, 2)  weighted according to the variances and covariances of the 
proportion of alleles shared IBD at the two marker loci flanking the interval and the 
covariances of the estimated proportion of alleles shared IBD at those two marker loci 




It1 q =tx+13 	iP,22 	 (3.9) 
with: 7tq = proportion of alleles shared IBD at a position within an interval 
flanked by two markers 
= proportion of alleles shared IBD at the first marker flanking the 
interval 
= proportion of alleles shared IBD at the second marker flanking the 
interval 
Moreover, the coefficients, 	can be calculated from: 
COV(7ti7tq) 	Var(7t 1 ) 	Cov(7t 1 ,7t2) 	 P TC I  
- 	 (3.10) 
COV(7C 2 7tq) 	Cov(7t 1 ,7t2) Var(7t 2) 
where, 
Cov(ic,it q)= the covariance between the proportion of alleles shared IBD at 
the first marker and the proportion of alleles shared IBD at the 
examined position within the interval. 
COv(7t 2 ,ltq)= the covariance between the proportion of alleles shared IBD at 
the second marker and the proportion of alleles shared IBD at the 
examined position within the interval. 
Cov(it 1 ,it2)= the covariance between the proportion of alleles shared IBD at the 
first marker and the proportion of alleles shared IBD at the second 
marker flanking the interval. 
Var(7t 1 ), Var(7t 2)= the variances of the proportion of alleles shared IBD at the 
two markers flanking the interval. 
39 
Solving for I3 , 13 2 (Append 3.3) the coefficients are: 
P.,=[(1-2r, ) 2-(1 -2r2)2( 1 -2r 12)2]/[1 -(1-2r,2 )4] 	 (3.11) 
P.210-2r2 )2_(l -2r 1 )2( 1 -2r,2)']/['-(1-2r,2 
)4] 	 (3.12) 
a=(1- 1 -I3 2)/2 	 (3.13) 
with, 
r 1 = recombination rate between the examined position within the interval and 
the first marker which is flanking the interval, 
r2 = recombination rate between the examined position within the interval and 
the second marker which is flanking the interval 
r12= recombination rate between the two markers which are flanking the interval. 
However, in all cases the variance of the QTL is confounded with the recombination rate 
in the regression coefficient of the analysis (equation 3.7). In order to obtain estimates 
of the recombination rate and the QTL variance, and consequently of the position and 
the QTL effect, in the first two cases (Single marker, Multipoint) the marker with the 
highest t-value of its regression coefficient and its adjacent marker are used. If the 
marker with the next highest t-value is known to be linked with the first marker the three 
parameters (recombination rates between the markers and the QTL and QTL variance) 
can be estimated using the expectations of the regression coefficients of the two markers 
and Haldane's map function (3.16) when there is no interference in recombination 
(Hamann and Gotz, 1995). For example by solving the equations (An example of how 
to obtain solution from this system of equations is given in Appendix 3.4): 
E(131) =-2(1-2r i )2c 29 	 (3.14) 
E(P2)=-2(1-2r2 )2  a 2 9 	 (3.15) 
r 12=rr 1 +r2_2r 1 r2 	 (3.16) 
solutions for the three parameters (r 1 , r2, &g) can be found. 
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Fortunately the estimation of the recombination rate and the QTL variance, and 
consequently of the position and the effect, is simpler in the third case (Interval 
mapping) since the position is the one which results in the highest and most significant 
t-value of all the regression coefficients at every position in all intervals (if one QTL is 
present). Consequently the recombination rate at this position is zero which gives - I3,/2 
(I3 q  the regression coefficient with the highest and significant t-value) as the estimator 
of the QTL variance, since the regression coefficient is confounded with the 
recombination rate and the variance contributed by the QTL (1-2(1-2r)&9:  eq. 3.7) 
3.4.1 SIMULATIONS 
In order to compare the three methods, simulated data were used. Parents with a 100cM 
chromosome were generated with markers equally spaced at 10 or 50 cM with two levels 
of information content the markers (8 or 2 alleles/marker) and equal allelic frequencies 
of 0.125 (for markers with 8 alleles) or 0.5 (for markers with 2 alleles).Without loss of 
generality an additive quantitative trait was assumed and the phenotypes of the 
simulated animals were determined by: a) a biallelic QTL on the simulated chromosome 
with equal allelic frequencies (p=q=0.5), b) a polygenic effect created by 10 loci 
independent of each other and of the QTL and c) an environmental component. The 
QTL was simulated at 25 cM in all cases and it was placed at the midpoint between the 
two markers 5 or 25 cM from each, depending on the distance between the markers. 
The model of the simulated phenotype was as follows: 
x..=.t+q..+p..+e.. 	 (3.17) 
where: 
xij 	=phenotypic value of animal i in family j 
=overall mean 
qij 	=QTL genotype effect of animal i from family j 
Pij 	=polygenic genotype effect of animal i from family j 
e.j =environmental effect of animal i from family j 
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No selection was applied on the parents and therefore all loci were assumed to be in 
linkage equilibrium. A fixed number of progeny (800), level of heritability(0.4) and 
QTL variance (0.7VG or 0.28V (a=0.75)) were considered in order to compare the 
methods (V0 andVp are the total genetic and phenotypic variance respectively). Family 
sizes of 2 or 4 or 8 progeny were simulated. Consequently the number of sib pairs used 
in the analysis was altered from 400 in the small families (family size 2), to 1200 in the 
medium sized families (family size 4) and to 2800 in the large families (family size 8). 
The parents produced gametes and mated at random to produce the offspring generation 
used in the analysis. All possible sib pairs from each family were used in the analysis 
irrespective of the family size, since the correlation of phenotypic differences between 
sib pairs with common siblings does not seem to have an effect on power of detection 
(Blackwelder, 1977; Blackwelder and Elston, 1982; Wan et al., 1997). 
All the simulation results (recombination rates, means and variances of phenotypic 
values) have been tested before analysis using x2  tests for any deviations from the 
expected simulated values. 
One thousand data sets were simulated under the null hypothesis of & g=0 (no QTL 
effect) and analysed using all three methods of analysis (Single marker, interval 
mapping and multipoint). For each simulated data set the most negative test statistic (t-
values of the regression coefficient) on the simulated chromosome was recorded for each 
method of analysis. The empirical thresholds (P0.05) were determined as the t-value 




The power of the three methods expressed as the percentage of replicates which 
exceeded an empirical critical value of regression coefficient determined from 1000 
simulations under the null hypothesis of no QTL effect (cr=O). Power for a range of 
models are presented in table 3.5. 
It is obvious that the power in all three methods increased with increasing number of sib 
pairs which in the above schemes occurred when moving from small families (family 
size 2) to large families (family size 8). Although the power from the two methods 
(Single marker, Interval mapping) followed a certain pattern in the schemes used here 
(i.e. power increased with increased family size, increased information content of the 
markers and decreased distance between the markers), the method which involved the 
multiple regression analysis (Multipoint) did not follow the same pattern. 
Nevertheless, the power in the other two methods, single marker and interval mapping, 
were also affected by the density of the map. When the distance between the markers 
decreased the power in both methods increased with larger increases in the large 
families. 
The informativeness of the markers also had an effect on the power, with the most 
informative markers resulting in increased power. This increase was bigger in families 
of large size (8) where large number of sib pairs exist, and when the distance between 
the markers was small. 
In comparing the power between the methods, single marker and interval mapping 
seemed to be of similar power with interval mapping having a slight advantage. This 
advantage of power of interval mapping increased when the marker distance was 
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increased and the information content (no of alleles/marker) of the markers was high or 
when the distance between the markers is small and the informativeness of the markers 
was low. Nevertheless, both single marker and interval mapping methods have 
substantially more power than the multipoint analysis method. 

















100 8 8 10 88.5 38.0 89.7 
100 8 2 10 69.7 40.7 73.5 
100 8 8 50 46 40.4 50.3 
100 8 2 50 29.1 27.8 30.5 
200 4 8 10 63.1 15.9 65.1 
200 4 2 10 44.8 21.3 50.3 
200 4 8 50 27 23.7 30.9 
200 4 2 50 18.6 20.2 18.1 
400 2 8 10 23.7 6.3 24.3 
400 2 2 10 14.5 8.4 17.6 
400 2 8 50 11.8 10.3 13.3 
400 2 2 50 9.3 9.3 9.7 
*Power obtained from 1000 replicates expressed as % of replicates exceeding the empirical 
threshold. In all cases 	h2 0.4, variance explained by the QTL=0.7VG=0.28Vp. 
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3.5.2 Parameter estimates 
Mean estimates of position and QTL variance with their standard deviations are given 
in table 3.6. Two different group of estimates are presented in table 3.6, one from all the 
replicates independently of indication of linkage and a second from those replicates that 
resulted in significant regression coefficients and thus were indicative of linkage. When 
position estimates were obtained only from significant replicates the position was less 
biased but the QTL variance was inflated. Moreover, the standard deviations of the 
position estimates were smaller. 
In general the estimates were less biased with decreasing distance between the markers 
and increasing information content, a pattern that also followed in the results on power. 
Similarly the standard deviations of the estimates were smaller under these conditions 
(i.e. decreasing distance between the markers and high information content). Again for 
reasons explained in later section (3.6) the parameter estimates in the multipoint analysis 
method were biased and not comparable with those from the other two methods. 
However, for the two methods (Single marker, Interval mapping) the parameter 
estimates and their standard deviations seem to be less affected by the family size 
(number of sib pairs) than the power. The information content of the markers and their 
density seem to have greater impact on the degree of bias on the parameter estimates and 
the size of the standard deviations than the number of sib pairs. For example with 200 
families of family size 4 (1200 sib pairs) with 8 alleles per marker at 10 cM distance the 
estimates were less biased than the estimates from 100 families of family size 8 (2800 
sib pairs) with 2 alleles per marker at 50 cM distance. 
In general, and for the two methods mentioned above, the QTL variance estimates had 
the tendency to be biased upwards with the single marker approach yielding slightly less 
biased estimates with the more dense map (10 cM distance) and the interval mapping 
approach yielding slightly better estimates with the less dense map (50 cM distance). As 
far as the QTL position is concerned, both methods produce similar estimates. 
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Table 5. Mean narameter estimates over 1000 replicates 
No. of No. of Marker Interval All replicates Significant replicates 
Position(cM) QTL_Variance Position(cM) QTL_Variance families FS alleles size 
Single Multipoint Interval Single Multipoint Interval Single Multipoint Interval Single Multipoint Interval 
100 8 8 10 26.5 21.2 26.7 0.293 3.7 0.312 25.3 21.5 26.0 0.311 6.82 0.329 
(12.6) (28.5) (12.6) (0.095) (60.1) (0.095) (9.5) (50.6) (9.5) (0.095) (149.9) (0.095) 
100 8 2 10 28.1 22.6 27.8 0.319 3.36 0.442 27.5 22.3 26.3 0.362 6.37 0.5 
(15.8) (28.5) (15.8) (0.126) (62.3) (0.158) (19.0) (44.3) (12.6) (0.126) (148.3) (0.126) 
100 8 8 50 33.1 6.9 31.8 0.294 9.79 0.282 31.9 5.9 30.7 0.382 20.9 0.384 
(22.1) (15.8) (22.1) (0.158) (254.9) (0.158) (28.5) (25.3) (28.5) (0.190) (591.3) (0.158) 
100 8 2 50 37.4 10.1 36.5 0.333 2.159 0.332 34.3 8.3 33.1 0.500 3.259 0.548 
(28.5) (19.0) (28.5) (0.221) (2.087) (0.190) (47.4) (34.8) (44.3) (0.316) (4.58) (0.285) 
200 4 8 10 30.2 26.1 30 0.304 2.183 0.327 28.3 25.8 28 0.363 1.813 0.387 
(19.0) (37.9) (19.0) (0.095) (20.3) (0.126) (19.0) (107.5) (19.0) (0.095) (7.52) (0.095) 
200 4 2 10 31.9 27.5 32 13.9 0.489 28.9 24.8 29.7 0.443 3.201 0.620 
(25.3) (31.6) (22.1) (366.8) (0.190) (28.5) (68.6) (25.3) (0.190) (24.4) (0.190) 
200 4 8 50 36.1 9.8 35.3 
E35 
 4.84 0.305 34.8 10.2 33.8 0.514 3.885 0.516 
(28.5) (19.0) (28.5)  (83.5) (0.190) (47.4) (44.3) (41.1) (0.316) (23.2) (0.253) 
200 4 2 50 39.2 11.8 38.8 0.407 3.611 0.382 35.8 12.1 36.9 0.662 4.971 0.738 
(31.6) (22.1) (31.6) (0.316) (26.2) (0.253) (69.6) (53.8) (60.1) (0.632) (10.8) (0.506) 
400 2 8 10 34.3 31 34.2 0.374 19.9 0.407 30.6 34.8 29.8 0.554 49.7 0.608 
(25.3) (41.1) (25.3) (0.158) (379.5) (0.158) (41.1) (215.1) (41.1) (0.221) (1492.6) (0.190) 
400 2 2 10 39.9 34.6 39.3 0.454 17.8 0.641 34.8 34.3 36.0 0.69 4.28 1.015 
(28.5) (37.9) 1 	(28.5) (0.221) (392.1) (0.253) (72.7) (142.3) (60.1) (0.537) (32.6) (0.443) 
400 2 8 50 41.3 12.7 39.8 0.424 2.732 0.368 35.1 15 36.8 0.758 5.075 0.775 
(34.8) (22.1) (31.6) (0.379) (3.48)--(0.253) (98.0) (82.2) (82.2) (0.948) (17.1) (0.727) 
400 2 2 50 43.5 13.7 42.67 0.513 3.609 0.482 38.3 10.5 38.2 1.026 7.074 1.1817 
(37.9) (22.1) (34.8) (0.601) (4.81) 1 	(0.379) (113.8) (60.1) 1 	(91.7) (1.771) (22.4) (1.328) 
*Mean estimates over 1000 replicate simulations. Simulated position 25cM and Q IL variance IJ.2S (a=u./3, p=q=U.). I he stanoara aeviation 01 me means are given in parentneses. 
3.6 DISCUSSION 
A large number of sib pairs is needed to achieve adequate power for QTL detection 
(Blackwelder and Elston, 1982; Gotz and 011ivier, 1992). However, a large number of 
sib pairs is available from families of large size (e.g. 8) since the number of available 
sib pairs is greatly affected by the family size (Blackwelder and Elston, 1982): 
NS= ' 1 	 (3.18) 
2 
with, 
NS=number of sib pairs 
n=family size 
Consequently, the power of detection greatly increases when the same number of 
progeny come from larger families (Table 3.5). These results are in agreement with 
those of others when sib pair analysis is used (Table 3.5; Blackwelder and Elston, 1982; 
Gotz and 011ivier, 1992). Similar effects of the family size on the power of detection 
were found when maximum likelihood methods are used for analysis of full sib families 
(Knott and Haley, 1992b) 
In small families (e.g. size 2) where few sib pairs are available, sib pairs do not have 
sibling in common and therefore their squared phenotypic differences are uncorrelated 
in the absence of linkage to a segregating QTL in the population. On the contrary, when 
sib pairs have a sibling in common (e.g. sib pairs from large family size), their squared 
phenotypic differences are correlated (correlation coefficient<0.5, Blackwelder, 1977) 
even in the absence of linkage with a QTL, since the common sibling in different sib 
pairs has the same polygenic and environmental effect. Taking into account the 
correlation of the sib pairs in large families does not make a big difference to power 
obtained by treating the sib pairs as uncorrelated (±5%, Blackwelder and Elston, 1982). 
Furthermore, the above authors also suggested that all possible sib pairs from families 
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of any size or even of mixed size (unequal family size) can be treated as uncorrelated 
using a sib pair test without any adverse effect on power. Moreover, simulation by Wan 
et al. (1997) also supports the above suggestion when the test of linkage is based on a 
permutation test. 
Simulations were conducted, with or without QTL, where the number of sib pairs 
remained constant ('-4200) and the number of families (44-1200) together with the 
family size (2-8) was altered. The changes in the regression coefficient and its properties 
(standard error, t-value and variance oft-value over replicates) are presented in figures 
3.1-3.4. 
When the same number of sib pairs is available, the family size does not have any effect 
on the regression coefficient, its standard error and the t-values of the regression 
coefficient (test statistic).When the number of available sib pairs was kept constant for 
families of different size, by increasing the number of families used in the analysis, the 
mean regression coefficient, its standard error and the t-values of the regression 
coefficient did not change (Figure 3.1-3.2). However, when the simulations were 
repeated 1000 times, the variance of the t-values of the regression coefficients increased 
with increased family size (Figure 3.2). 
In the absence of linkage with a QTL (simulations under the null hypothesis of 02Qu=0) 
the regression coefficient, its standard error, t-value and variance oft-value were also 
unaffected by the family size (Figure 3.3-3.4). When simulations were repeated 1000 
times, the variance of the t-values of the regression coefficient increased but in a smaller 
rate than in the case of linkage with a QTL (Figure 3.4). However, this increase was 
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Figure 3.1 Change in the mean estimates of the regression coefficient (upper figure) and in the 
mean standard error (lower figure), over 1000 replicates, with changes in the family size and 
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Figure 3.2 Change in the mean t values of the estimated regression coefficient (upper figure) 
and in its variance (lower figure), over 1000 replications, with changes in the family size and 
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Figure 3.3 Change in the mean estimates of regression coefficient (upper figure) and in the 
mean standard error (lower figure), over 1000 replicates, with changes in the family size and 
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Figure 3.4 Change in the mean t values of the estimated regression coefficient (upper figure) 
and in its variance (lower figure), over 1000 replicates, with changes in the family size anda 
constant number of sib pairs available (simulations under the null hypothesis). 
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The test statistic and empirical threshold (test statistic under the null hypothesis) is not 
affected by the fact that correlated sib pairs are treated as uncorrelated. Therefore, these 
results (Figures 3.1-3.4) together with those of others (Blackwelder, 1977; Blackwelder 
and Elston, 1982 and Wan et al., 1997) support the opinion that there is not any effect 
on the power obtained by sib pair methods where correlated sib pairs are treated as 
uncorrelated. Furthermore, taking into account the correlation between sib pairs would 
not increase the power of the analysis significantly. 
Since the test statistic is not affected by the family size, there should not be any adverse 
effects on the power of sib-pair methods using the same number of sib pairs from 
families of different size. However, although the t-values of the regression coefficient 
are not affected, the variance of t-values is affected, with the standard error of the 
regression coefficient not being the true estimator of the variance of the regression 
coefficient when the family size is greater than two. 
Power increases with increasing information content of the marker (Gotz and 011ivier, 
1992) as does the maximum likelihood test statistic (Knott and Haley, 1992b). This is 
expected since more informative markers result in better estimates of the proportion of 
alleles shared IBD at the marker loci. Consequently the obtained regression coefficient 
and their t-values are less biased than when the markers are of low information content. 
Similarly, the power increases with decreasing distance between the markers since the 
recombination rate between the markers and QTL decreases. Consequently, the 
regression coefficient increases as well as its t value (test statistic) (equation 3.7). The 
same pattern of changes was also observed in the maximum likelihood test statistic of 
Knott and Haley (1 992b). 
Both here and in the study of Knott and Haley (1 992b) the interval mapping approach 
had an advantage over the single marker approach. The differences in both studies 
between single marker and interval mapping seem to be approximately the same, as far 
as the ratio of the interval mapping to the single markers test statistic is concerned. 
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However, in terms of power, the differences in this study were not large (-2%). 
Unfortunately, a more direct comparison could not be made since different sizes of QTL 
effect, interval and family size were used in the two studies. 
Nevertheless, interval mapping appears to have a bigger advantage in power when the 
distance between the markers is large and the information content of the markers is high 
or when the distance between the markers is small and the information content of the 
markers is low. 
The advantage in power obtained using interval mapping is not substantial (2% on 
average). However, another advantage of interval mapping is that it can produce a visual 
representation of the most likely position of the QTL and a valuable way to represent 
clearly the strength of the evidence for QTL at various points along the chromosome 
(Lander and Botstein, 1989) (Figures 3.5-3.7). 
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Figure 3.5 Mean test statistic curves from 1000 simulations of 2800 sib pairs from 100 families  
with 8 offspring per family. The curves in the upper graph are produced when 8 alleles/marker 
are simulated and the curves in the lower graph when 2 alleles/ marker are sinulated. The solid 
line show the results for a single QTL located at 25 cM and flanked by successive markers at 
10 cM intervals and the dashed line show the results for a QTL in the same position flanked by 
successive markers at 50 cM intervals. The horizontal lines represent the 5% empirical 
thresholds with the solid line for the 10 cM intervals and the dashed line for the 50 cM intervals 
The heritability of the trait was set at 0.4. 
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Figure 3.6 Mean test statistic curves from 1000 simulations of 1200 sib pairs from 200 families  
with 4 offspring per family. The curves in the upper graph are produced when 8 alleles/marker 
are simulated and the curves in the lower graph when 2 alleles/ marker are simulated. The solid 
line show the results for a single QTL located at 25 cM and flanked by successive markers at 
10 cM intervals and the dashed line show the results for a QTL in the same position flanked by 
successive markers at 50 cM intervals. The horizontal lines represent the 5% empirical 
thresholds with the solid line for the 10 cM intervals and the dashed line for the 50 cM intervals 
The heritability of the trait was set at 0.4. 
MI 
Figure 3.7 Mean test statistic curves from 1000 simulations of 400 sib pairs from 400 families 
with 8 offspring per family. The curves in the upper graph are produced when 8 alleles/marker 
are simulated and the curves in the lower graph when 2 alleles/ marker are simulated. The solid 
line show the results for a single QTL located at 25 cM and flanked by successive markers at 
10 cM intervals and the dashed line show the results for a QTL in the same position flanked by 
successive markers at 50 cM intervals. The horizontal lines represent the 5% empirical 
thresholds with the solid line for the 10 cM intervals and the dashed line for the 50 cM intervals 
The heritability of the trait was set at 0.4. 
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Parameter estimates 
The less biased estimates of position and more biased estimates of QTL variance, when 
obtained only from significant replicates, are because in the significant replicates the 
regression coefficients are larger on average, since only the significant regression 
coefficients are participating in the estimation of the parameters. Thus, in the interval 
mapping, this would improve the positioning of the QTL since the highest t-value of the 
regression coefficient is the most likely position of the QTL. The recombination rate at 
this position equals zero which leaves the regression coefficient divided by two to be the 
best estimate of QTL variance (equation 3.7). However, as pointed out above, the 
regression coefficient in the significant replicates is inflated; therefore the QTL variance 
estimate is biased upwards by half of the inflation of the regression coefficient. 
In the single marker approach, however, the estimate of the recombination rate is 
affected by the ratio of the regression coefficients of two adjacent markers (Append. 
3.2). Therefore, the position of the QTL estimated using both regression coefficients is 
not affected, since both regression coefficients are inflated and their ratio is unchanged. 
However, the QTL variance estimate, which is estimated using just one of the two 
regression coefficients, is biased upwards since significant replicates have on average 
inflated regression coefficients. 
The parameter estimates are less biased and their standard deviations are smaller with 
decreasing distance between the markers and increasing information content of the 
markers in both single and interval mapping, a pattern also observed for maximum 
likelihood estimates by Knott and Haley (1992). This is expected since the regression 
coefficients are less biased under these conditions. However it should be noted that 
when markers of different information content are used, the test statistic will tend to 
increase on the most informative markers; consequently a bias in position towards the 
most informative marker would be introduced and the QTL variance estimate might be 
inflated. Therefore when markers of different information content are used attention 
should be paid so there will not be any biases in the position estimates of the QTL. One 
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solution to the problem of biases in the parameter estimates, due to differences in the 
information content of the markers, would be to analyse two intervals as one by 
excluding the in between marker with the different information content. However, in 
practice, this is very difficult to apply since it is unlikely that markers will have the same 
information content. Therefore, another solution would be to analyse all the markers in 
one single analysis (e.g. multipoint). This would increase the power and will remove 
discontinuities between intervals (Knott and Haley, 1992). 
The higher sensitivity of the parameter estimates and their standard deviations to the 
information content of the markers rather than to the number of the sib pairs could be 
because information content has a bigger effect on the estimation of the regression 
coefficients, rather than the number of sib pairs, after a sufficient number of sib pairs 
have been used. It may be that the bias in the regression coefficients from the number 
of sib pairs reaches a plateau after a given number of sib-pairs, though the information 
content of the markers continues to have an effect on their estimation. 
Unfortunately, multipoint analysis is of poor power and produces biased parameter 
estimates. This may be due to the fact that by fitting all the markers in a multiple 
regression model, the residual variation of the regression might increase or decrease just 
by chance. Therefore, by including all the markers in a single analysis their regression 
coefficients of all the independent variables (proportion of alleles shared IBD at the 
marker locus) explain some of the variation in the phenotypic difference just by chance. 
Consequently, the regression coefficients of markers near the QTL would be deflated 
though the regression coefficients of markers away from the QTL would be inflated. 
Therefore, both thresholds and power would be biased as well as the parameter estimates 
since they are dependent on the regression coefficients of the markers. 
However, a solution to tackle this problem would be a backward elimination process in 
a similar way to the one used by Jensen (1994), in which at first all the markers are fitted 
in a multiple regression model, then the markers with the smallest F-ratio are dropped 
59 
from the model and the ANOVA is recalculated. Markers continue to drop from the 
model until all F-ratios are significant. 
An alternative choice would be a backward elimination process based on the t-values of 
the regression coefficients of the markers. In this case all the markers are fitted in the 
model and the one with the smallest and non significant t-value of its regression 
coefficient is dropped from the model and the model is refitted. Markers are continued 
to be dropped from the model until only markers with significant t-values are left. Then 
all the remaining markers that have not been dropped from the analysis are used as 
cofactors in the actual mapping analysis, except those that are flanking the interval 
examined at the time (Jensen, 1994). 
Another scheme which would be of interest is the use of the above multipoint analysis 
method in conjunction with the interval mapping method. In this case the markers which 
are significant after the backward elimination process are used in an interval mapping 
analysis which is searched at every position between the interval for the most likely 
position of the QTL, and at this position QTL estimates can be obtained. 
3.7 CONCLUSIONS 
In order to obtain high power of detection using sib pair analysis a large number of sib 
pairs is needed (Table 3.4; Blackwelder and Elston, 1982; Gotz and 011ivier, 1992). 
However, the parameter estimates obtained with sib pair methods are good on average 
and are affected more by the information content of the markers than the number of sib 
pairs. Although farm animals with big family sizes can provide these large numbers of 
sib pairs, the number of animals which need to be genotyped is still large. 
By decreasing the amount of genotyping needed for the detection of QTL, sib-pair 
methods may become very attractive for use in animal populations since they can 
provide good parameter estimates, are very robust and, are of low computational demand 
(one replicate even with a large number of sib pairs (2800) takes a few seconds to 
complete). 
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APPENDICES CHAPTER 3 
3.1 When the proportion of alleles shared IBD is 1/2, the expectation of squared 
phenotypic differences between sibs is (Haseman and Esiton 1972): 
E(YIir= 1/2) = 
=E [ep3+eq3+epq+2a2p2q+2d2p2q+2e2jp2q4adp2q+2a2pq2+2d2pq2+2e2jpq2+4adpq2 
E[e2 ( 3+q3+pq+2p2q+2pq2)+2pq(a2p+d2p+a2q+d2q)+4ad(Pq2 p2q)]= 
E[e2 (p3+( l-p) 3+p(1 -p)+2p2(l -p)+2p(l -p)2)+2pq(a2(p+q)+d2(p+q))+4adpq2-4ad p2  q]= 
E[e2 +2pq((a2+d2)+2adq-2adp)] 
E{e2 +2pq(a-d(p-q)) 2+2pqd2( 1 -(p-q) 2)]= 
E[e2 +2pq(a-d(p-q)) 2+8p2q2d2] 
In similar way: 
E(YIir=O)= Cy2e+2a2a+2 2d 
3.2 From equations 3.1-3.3, without dominance (02d=O), and table 3.2 (Haseman and 
Elston, 1972): 
E(Y.Ilt. =0) =E(Y.Ilt.)P(7t.11t. =0) [(02 e+202  a)('1'2)]+R02 e+02  a)(2'1'( 1 W))1+[(0 2 e)( 1 
m 	75 
¶)2)( 1 )] 02e+2TO2a 
	 (3.19) 
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E(YIJt =1/2)=E(YI7t)P(TtITC =1/2)=[(O 2 e +20 2 a )(W(1W))1+[(0 2 e +0 2 a 
m m 	
)(1 
3 	 T i 
2W+2W2)]+[02e(W(1 W))]=02e+02a 	 (3.20) 
E(YI7t=l) =E(YI7t)P(7tI7t =1) = [(2 e +2 Q2  .)(1-T  ) 2 I + [( 2 e + g2 a ) (2W (1 - 
Tt 	 1t 
W)I+[02eW2]02.+2(1-T) 02a 	 (3.21) 
Therefore, from 3.19-3.21 we see that: 
E(YjI'ltjm) _[02 +2(1 -2r +2r 2)2]  -2(1 _2r)2O7t 
3.3 The variance of proportion of alleles shared IBD at any given locus, assuming 
mendelian segregation, can be estimated using the probabilities of the joint distribution 
in table 3.2 (Elston and Keats, 1985; Amos and Elston, 1989): 
Var(7r)=P(t=ir)t 2-p.2=[(T2/4)(0)+(W( 1 -W)/2)(0)+(( 1 -W) 2/4)(0)+((W( 1 -W)/2)( 1 14)+ 
((1-2 'I'+2 W)12)( 1 /4)+(W(1 -W)12)( 1 /4)+((1 -W) 214)(1 )+ 
(W(1-W)/2)(1)+(W 2/4)(1)]_(1/2)23/8_1/41/8 
Similarly the covariance of the proportion of alleles shared IBD at any two loci can be 
estimated from: 
Cov(Tt 1 1t) =(7t-E(7E)) *(t. -E(1t)) *P(t.,t.) = 
=1( 1  /4)(W 2/4)+(0)(W( 1 -T)/2)+(-1/4)((l -W) 2/4)] 
+[(0)((W( 1 -W)12)+(0)(( 1-2W+2W)/2)+(0)(W( 1 -W)12] 
+[(- 1 14)((1 -W) 214)+(0)(W( 1 -W)12)+(1 /4)(W 214)]=W218-(1 -W)2/8=(2 'F- 1)18 
where, 
'F=r2+( 1 -r)2 and 
r-recombination rate between the two loci 
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By substituting the variances and covariance's in the normal equation (3.10) with the 
above, and with r equal to r 1 in the COV(7t 1 ,itq), r2 in the COV(7t2 ,'ltq) and r 12 in the 
Cov(7t 1 ,7t 2) case, and solving for the coefficients NI, N2 (B=:AC) the equations (3.11) 
and (3.12) are obtained and from equation (3.9) the equation (3.13) (Fulker and Cardon, 
1994). 
3.4 First the equation (3.14) is divided by (3.15). Thus: 






Then the r2 in equation (3.22) is substituted with: 
(3.16) 	r= r 1 +r2(1-2r,) 	r2= (r-r 1 )/ (1-2r 1 ) 
So from equation (3.22) by substituting with the above we have: 
F(E4r-4r1+(2r-1) =0 	 (3.23) 
The above (3.23) second degree polynomial has two possible solutions and from these 
two only the one within the range (0, 0.5) is accepted. Since r<0 or r>0.5 is impossible. 
Afterwards, the estimate of the r 1 is substituted in the equations (3.14) and (3.16) to 
obtain the other two estimates (r 2 and &g). 
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CHAPTER 4 
4 AN ALTERNATIVE METHOD FOR SIB PAIR 
ANALYSIS OF SELECTED SAMPLES 
4.1 INTRODUCTION 
The analysis of sib pair data is usually based on the Haseman and Elston (1972) 
approach where one looks for association of phenotypic differences between sib pairs 
with the proportion of alleles at a marker locus shared Identical By Descent (IBD). This 
analysis is performed using regression analysis, where the squared phenotypic 
differences between the sib pairs are regressed on the proportion of alleles shared IBD 
at a marker locus. The regression coefficient is influenced by the QTL variance and the 
recombination rate between the marker and the QTL (see equation 3.7). A significant 
negative regression coefficient indicates linkage between the marker and a QTL. The t-
value of the regression coefficient is used to test the significance of the regression 
coefficient and estimates of position and QTL variance can be obtained (see 3.4). 
The Haseman and Elston (1972) method is based on the idea that differences in 
phenotypes become larger when the sibs share a small proportion of their QTL alleles 
IBD. Consequently, phenotypically very different sibs would also share a small 
proportion of alleles IBD at any marker alleles linked to the QTL. Thus it appears 
natural to look for changes in the proportion of alleles shared IBD at a marker locus of 
a proportion of the sib pairs with high or low phenotypic differences. Using an analysis 
based on this idea, sib pairs can be selected based on their trait values and not on their 
marker information (Risch and Zhang, 1995). Therefore, a method of analysis which 
will be able to identify changes in the proportion of alleles shared IBD at a QTL or at 
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a linked marker locus, using sib pairs selected for their trait values, could provide a 
means for the detection of linkage between that QTL and the marker locus. 
In order to accommodate such a method, some changes are required regarding the 
analysis of the data. In this chapter we will deal with such changes with the intention of 
developing a regression method for the analysis of sib pair data for QTL detection. 
4.2 THEORETICAL CONSIDERATIONS 
We are interesting in looking for changes in the proportion of alleles shared IBD at a 
marker locus in a proportion of sib pairs with high or low phenotypic differences. 
The expected mean proportion of alleles shared IBD at any locus is equal to 0.5 (Elston 
and Keats, 1985). When two sibs have big differences in their phenotypes they are 
expected to share a smaller proportion than 0.5 of their genes IBD at the loci which 
control the phenotype in question. On the contrary, sibs that have small differences in 
their phenotypes are expected to share a proportion larger than 0.5 of their genes IBD 
at the loci which control the phenotype in question. Therefore, any deviations from the 
expected proportion of alleles shared IBD (0.5) at a marker locus in a sample of sib pairs 
with high or low phenotypic differences could be indicative of a QTL close to that 
marker locus. 
Consequently an analysis which could test any significant deviations of the proportion 
of alleles shared IBD at a marker locus from the expected mean (0.5), in a subset of sib 
pairs with high or low phenotypic differences, could be a powerful method for the 
detection of a QTL linked to that marker. One simple way to test such deviations of the 
proportion of alleles shared IBD at a marker locus is to use a simple x2  test (Eaves and 
Meyer, 1994). However, such a test provides only a test of linkage between the marker 
and a QTL without providing any information of the size of the QTL effect or its 
distance from the marker. In order to obtain such a test the regression of squared 
m 
phenotypic differences on the proportion of alleles shared IBD at marker locus, 
described by Haseman and Elston (1972), can be altered to accommodate a test for the 
deviations of proportion of alleles shared IBD at a marker locus from the expected mean 
and provide estimates of the QTL effect and its distance from the marker that 
significantly deviates from the expected mean proportion of alleles shared IBD. 
Moreover, a regression method could provide means for interval mapping analysis. 
4.3 REGRESSION OF PROPORTION OF ALLELES IBD AT A 
MARKER LOCUS ON THE SQUARED PHENOTYPIC 
DIFFERENCES OF SIB PAIRS. 
In order to accommodate the analysis discussed in the previous paragraph, instead of 
regressing the squared phenotypic differences of sib pairs on the proportion of alleles 
which share IBD at a marker locus, one can regress the proportion of alleles shared IBD 
at a marker locus on the squared phenotypic differences of the sib pairs (Append. 4.1): 
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the equation (4.1) can be written as: 
(4.2) 
By subtracting from both sides of the equation the expected mean proportion of alleles 
shared IBD at any locus (0.5) the equation (4.2) can be written as: 
2(1_2r)20cJ 2 
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The above equation (4.3) is of the general linear form Y=a+X 
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where a = (E(it)-O.5) and 3 = 
Gy 
It is obvious that a significant regression constant can indicate any increase or decrease 
of the mean proportion of alleles IBD at that marker locus. Therefore by using the 
regression equation (4.3) one can have a test for the existence of a QTL near that marker 
using the regression constant. A significantly negative regression constant (a) would 
indicate presence of a QTL linked to that marker when a sample of sib pairs with high 
phenotypic differences is examined. On the contrary, a significantly positive regression 
constant (a) would indicate the presence of linkage when the sample of sib pairs 
examined have low phenotypic differences. In the absence of linkage a regression 
constant which is not significantly different from zero is expected. The t-value of the 
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regression constant can be used to test the significance of the regression constant and 
used as the test statistic. Furthermore, the regression coefficient () could provide 
parameter estimates for the recombination rate and the variance due to the QTL in the 
same way as in the ordinary regression method (see 3.4) since ois a known parameter 
im 
(1/8 with fully informative markers; Elston and Keats, 1985) and, o,can be estimated 
from the data. 
Consequently, such an analysis provides three test statistics for the detection of QTL 
linked with markers. Firstly, the commonly used t-values of the regression coefficient 
(Haseman and Elston, 1972); secondly, the t-value of the regression constant, when the 
sib pairs are selected for high phenotypic differences; and thirdly the F-value of the 
regression analysis with two degrees of freedom, which is the joint test of both the 
regression coefficient and the regression constant. 
4.4 METHODS 
In order to evaluate the power which can be obtained by the three test statistics provided 
by the regression analysis (t-values of regression constant and coefficient, and the 
overall 2 d.f. F-value of regression), a single marker analysis was performed on 
simulated data and the three test statistics were recorded. Furthermore, the power, 
expressed as percentage of replicates exceeding the simulated threshold, was obtained 
for the three test statistics and recorded. 
Two different samples with sib pairs of high phenotypic differences were used in order 
to investigate the most powerful test statistic in each case. The sib pairs in the samples 
were selected in two different ways: 1) Using the distribution of the phenotypes of the 
sibs, selecting sib pairs with the one sibling on the one end of the distribution and the 
other sibling on the other end (discordant sib pairs)(D.S.P.) (Figure 4.1a), and 2) Using 
the distribution of the phenotypic differences, selecting a percentage of the most 
different sib pairs (MD-sp) (Figure 4.1b). The power of the method was evaluated for 
RU 
different levels of selection. This was facilitated by increasing the percentage of the most 
different sib pairs selected from the distribution of the phenotypic differences (MD-sp), 
or, in the case of the discordant sib pairs, by moving the selection truncation point from 
the distribution of the phenotypes of the sibs, from which the siblings were selected. 
With the existence of a linked QTL, the samples with phenotypically different sib pairs 
are expected to have a low proportion of alleles shared IBD at closely linked marker 
loci, and thus may have a significantly negative regression constant. In order to test this 
hypothesis, regression analysis using the model described previously (equation 4.3) was 
performed on a marker completely linked with a QTL. Single marker analysis was 
performed. 
In order to investigate the power of the method and the parameter estimates with 
replicated tests, a more extended analysis using a 100 cM simulated chromosome with 
markers equally spaced was also used for analysis. Moreover, interval mapping 
techniques (as described in 3.4.3) (Fulker and Cardon, 1994) were also applied in these 
extended simulations and the results of power and parameter estimates compared with 
those in the single marker analysis. 
The parameter estimates are obtained as explained in 3.7 for single marker (Hamman 
and Gotz, 1995) and interval mapping analysis (Fulker and Cardon, 1994) since o is 
im 
a known parameter (1/8 with fully informative markers; Elston and Keats, 1985) and, 




Figure 4.1 Method of selection for the two selection schemes. In the upper diagram (a) 
selection from the distribution of the progeny phenotypes (DSP are discordant sib pairs), and 
in diagram b) selection from the distribution of the phenotvpic differences of the available sib 
pairs (selection scheme MD-sp). 
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4.4.1 SIMULATIONS 
For the comparison of the test statistics, one marker with relatively low information 
content (2 alleles) completely linked (r=0) with an additive biallelic QTL with equal 
allelic frequencies (p=q=0.5) of a parental generation was simulated. For the comparison 
of interval mapping and single marker analysis, parents with 100 cM chromosome were 
generated with markers equally spaced at 10 cM with 8 alleles per marker of equal 
allelic frequencies (0.125). 
For simplicity, in both cases an additive quantitative trait was assumed and the 
phenotypes of the individuals were determined by: a) the biallelic QTL with equal allelic 
frequencies (p=q=0.5), b) a polygenic effect created by 10 additional loci independent 
of each other and of the QTL (i.e. unlinked) and c) an environmental component. 
Linkage equilibrium between QTL and linked markers was assumed. The model of the 
simulated phenotypic values is as in 3.5 (equation 3.17). 
With this approach, 100 families of family size 8 were simulated and no selection 
applied on the individuals. This resulted in 800 progeny with 2,800 sib pairs available. 
The heritability and the QTL variance were set to 0.4 and 0.28V (or 0.7V G (a=0.75)), 
respectively (VG andVp are the total genetic and phenotypic variance respectively). The 
parents were mated at random to produce the offspring generation used in the analysis. 
Depending on the selection method used, the phenotypic values or the differences in 
phenotypic values of the offspring generation (full sibs) were ranked in two different 
ways. For example when selecting for discordant sib pairs (D.S.P.) the phenotypic 
values of the full sibs were ranked and sib pairs with one sibling in the top 5% of the 
phenotypic values and the other sibling in the bottom 5% of the phenotypic values were 
selected for analysis. In order to increase sample size the percentage of the top and 
bottom phenotypic values was increased (Figure 4.1a). On the contrary, when selecting 
for most different sib pairs (MD-sp), the phenotypic differences between all the sib pairs 
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were ranked and sib pairs with the largest phenotypic differences (e.g. 5%) were selected 
for analysis. Again the sample size was increased by increasing the percentage of the sib 
pairs with the highest phenotypic differences used in the analysis (Figure 4.1b). 
In table 4.1 the number of animals genotyped (offspring and parents) with increasing 
selection intensity of the two different selection methods (DSP and MD-sp) is presented. 
The big differences in the selection intensities of the two selection methods, though the 
number of animals genotyped is about the same, are because the selection in the two 
methods is based in two different distributions (distribution of sib's phenotypes for DSP 
and distribution of the phenotypic differences between sib pairs for the MD-sp). 
Consequently a small decrease in the selection intensity when selecting for most 
different sib pairs is greatly increasing the number of animals genotyped. 
Table 4.1 Number of animals genotyped under different selection intensities of the two 
selection schemes 





















DSP 74 105 159 261 373 490 606 719 828 934 
MD-sp 77 166 284 1 	382 1 	466 1 	539 1 	604 1 	712 862 1 	1000 
*The bold characters indicate the selection intensities for DSP selection scheme and the italics mdicate 
selection intensities for MD-sp selection scheme. 
The samples selected for discordant sib pairs are obtained from the distribution of the 
sibs phenotypes with one sibling in the upper tail of the distribution and the other sibling 
in the bottom tail (Figure la). Therefore, when the 50% of the top and bottom sib 
phenotypes are used, sib pairs from the same tail of the distribution are not selected. 
Consequently, the maximum of 1000 (800 progeny and 200 parents) animals genotyped 
cannot be achieved, since some families have all offspring with phenotypes within the 
same tail of the distribution. 
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4.5 RESULTS 
The empirical chromosomal 5% significance thresholds, for every level of selection and 
for the different selection methods, were determined by simulation under the null 
hypothesis of cfQTL=O (1000 replicates) as previously described (see 3.5). However, for 
demonstration purposes in Figures 4.3 and 4.4, the mean thresholds, over all selection 
levels, were used, since the thresholds remain about the same over different levels of 
selection (Figure 4.2). For the power calculations (Figures 4.5-4.6) the appropriate 
threshold for each level of selection was used. 
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Figure 4.2 Simulated 95% thresholds of three different test statistics (t-value of regression 
constant and regression coefficient and F-value of regression) using two different selection 
schemes and different levels of selection. Shapes indicate selection schemes, and shading 
indicates test statistics (no shade for regression constant (C), grey for regression coefficient 
(RC) and black for F-values (F)). 
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The three mean test statistics (t-values of regression coefficient, regression constant and 
F-value of the regression) of the analysis in each selected sample, together with the 
overall mean significance thresholds after 1000 replications are presented in figures 4.3 
and 4.4. In figure 4.3 the mean test statistics of samples selected for discordant sib pairs 
(D.S.P.) are presented and in figure 4.4 the mean test statistics of samples selected for 
most different sib pairs (MD-sp) are presented. 
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Figure 4.3 The mean test statistic in samples of increasing size with discordant sib pairs 
(DSP). The triangles are t-values of the regression constant, the squares t-values of the 
regression coefficient and the circles are F-values of the regression. Each point represents the 
mean test statistic over 1000 replications. The parallel lines indicate the mean of the 95% 
thresholds over all sample sizes. The solid line indicates the threshold for the t-value of the 
regression constant, the discontinuous lines indicate the thresholds for the t-values of the 
regression coefficient (dotted) and for the F-values of the regression (dashed). 
It is apparent from figure 4.3, that, with samples selected for discordant sib pairs, the t-
value of the regression constant is providing a more powerful test statistic than the other 
75 
two methods; since it exceeds the 95% threshold for most of the sample sizes. On the 
contrary the other two tests statistics (t-value of regression and F-value of the regression) 
exceed the significance threshold only when the sample size is very large. 
Figure 4.4 shows that the t-value of the regression constant provides a more powerful 
test than the other two tests statistics (t-value of regression and F-value of the 
regression), since the other two test statistics only just exceed the 95% thresholds for 
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Figure 4.4 The mean test statistic of samples of increasing size with the most differentsib pairs 
(MD-sp). The triangles are t-values of the regression constant, the squares t-values of the 
regression coefficient and the circles are F-values of the regression. Each point represents the 
mean test statistic over 1000 replications. The parallel lines indicate the mean of the 95% 
thresholds over all sample size. The solid line indicates the threshold for the t-value of the 
regression constant, and the discontinuous lines indicate the thresholds for the t-values of the 
regression coefficient (dotted) and for the F-values of the regression (dashed). 
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Conversion of figures 4.3 and 4.4 to power, expressed as percentage of replicates 
exceeding the simulated threshold, results in figures 4.5 and 4.6. Again the superiority 
of the test statistic of the regression constant (t-value) in most sample sizes is obvious 
since the power obtained is higher than that of the other two test statistics (t-value of the 
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Figure 4.5 Power obtained from the three test statistics (t-values of regression coefficient and 
constant, F-value of regression) in different sample sizes selected for discordant sib pairs. 
Power is expressed as percentage of 1000 replicates exceeding the simulated threshold. Each 
point represents a different sample size. 
However, in both graphs, the power obtained by the two other test statistics (t-value of 
the regression coefficient and F value of the regression) increases with increasing sample 
size and reaches higher power than that obtained from the regression constant only when 
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most or all sibs are selected (>800 Figure 4.6). On the contrary, the power obtained from 
the regression constant decreases in both selection schemes, when most sibs are selected 
(Figure 4.5-4.6). This is less obvious in the samples of discordant sib pairs since sib 
pairs from the same tail of the distribution are not selected and not all animals are 
included in the analysis (table 4.1). Therefore, the difference in power between the test 
statistics is not as large as in figure 4.6 where the power of the regression constant drops 
down to the type I error rate (5%), when all sib pairs are selected. 
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Figure 4.6 Power obtained from the three test statistics (t-values of regression coefficient and 
constant, F-value of regression) in different sample sizes selected for the most different sib 
pairs. Power is expressed as percentage of 1000 replicates exceeding the simulated threshold. 
Each point represents a different sample size. 
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In table 4.2 the power of single and interval mapping analysis are presented for four 
different sample sizes using discordant sib pairs. The t-values of the regression constant 
were used as the test statistic in order to obtain the power. Interval mapping was slightly 
more powerful (table 4.2). However, power decreased when a high proportion of sibs 
were selected (table 4.2). 
Table 4.2 Power for single marker and interval mapping analysis from different sample 
sizes of discordant sib pairs. 
Sample size 
(no of animals genotyped) 
Power(%) 
Single marker Interval mapping 
75 45.9 4 9.2 
351 68.6 6 9.3 
489 70.1 7 0.7 
828 57.9 60.9 
* Power obtained from 100 replicates expressed as % of replicates exceeding the empirical threshold. In 
all cases V,=1, h2=0.4, VQTL=0.7VG=0.28VP. 
The parameter estimates were slightly biased in most cases (Table 4.3). Position 
estimates were biased towards the middle of the chromosome and, in small sample sizes, 
were often outside the correct interval. The QTL variance estimates were deflated except 
in the case of high selection intensity (small sample size), where they were inflated. The 
standard deviations of the parameter estimates are increasing with increasing selection 
intensity of the samples (decreasing sample size). However, they remain very similar 
even when only about 50% of the total number of individuals are included in a sample 
(Table 4.3). The parameter estimates are similar for both single marker and interval 
mapping analysis. 
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Table 4.3 Parameter estimates for single and interval mapping analysis from different 
sample sizes of discordant sib pairs. 
Sample size Single marker Interval mapping 
Position QTL variance Position QTL variance No of animals genotyped 
75 31.5 0.238 30.3 0.332 
(28.5) (0.632) (18.9) (0.253) 
351 29.6 0.247 29.2 0.211 
(25.3) (0.221) (15.8) (0.126) 
489 28.1 0.243 28.4 0.207 
(22.1) (0.190) (15.8) (0.126) 
828 29.3 0.232 29.4 0.192 
(22.1) (0.126) (18.9) (0.095) 
Mean estimates over 1000 replications. Simulated position 25 cM and QTL variance 0.28 The standard 
deviation of the means are given in parentheses. 
4.6 DISCUSSION 
The change of the proportion of alleles shared IBD at a marker locus in phenotypically 
selected sib pairs can provide the means of identifying a QTL linked to that marker. A 
statistical test which can identify such changes could be appropriate for a QTL detection 
method (Figure 4.3, 4.4 and Table 4.2) (Eaves and Meyer, 1994; Risch and Zhang, 1995, 
1996). The method used here (regression of proportion of alleles IBD at a marker locus 
on the squared phenotypic differences, equation 4.3) can provide such a test through a 
test of significance of the regression constant (equation 4.3, Figure 4.3-4.6). 
Others (Eaves and Meyer, 1994) have successfully used a chi-square test for testing the 
deviation of the proportion of alleles IBD at a marker locus from the expected value or 
have calculated size of sample requirements for a given power (Risch and Zhang, 1995, 
1996). Unfortunately, such tests cannot provide the means for parameter estimation. The 
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method proposed here can be used for detection of linkage as well as parameter 
estimation simultaneously. The use of such a method has to be used with selective 
genotyping which can reduce the number of animals that need to be genotyped and 
hence the cost of a study. 
However, the parameter estimates are slightly biased (Table 4.3). The biases are due to 
the underestimation of the regression coefficient because of the selection for 
phenotypically discordant sib pairs. Selection for high phenotypic differences increases 
the values of the independent variable with deflating effects on the regression 
coefficient. This deflation of the regression coefficient results on an underestimation of 
the QTL variance. The position of the QTL towards the middle of the chromosome is 
due to: a) the tendency of the method to position the QTL in the middle of a 
chromosome when the information decreases, which is due to the decrease of the 
number of sib pairs with increasing selection intensity and b) the deflation of the 
regression coefficient when selecting for high phenotypic differences. It has been 
pointed out that one source of bias in the parameter estimates, especially in the variance 
due to the QTL, is due to the selection of sib pairs for high phenotypic difference which 
deflates the regression coefficient and underestimate the variance due to the QTL. 
Another source of bias could be from the estimate of the variance of the proportion of 
alleles shared IBD of the marker or point in the interval under analysis, which is 
confounded in the regression coefficient (equation 4.2). In the estimation of the 
parameters the variance of the proportion of alleles shared IBD was assumed to be 
known (1/8; Elston and Keats, 1985). However, this value will vary according to the 
information content of the marker and the position between an interval (Hamann, H., 
personal communication). By estimating the variance of the proportion of alleles shared 
IBD according to the information content of the markers and the position between the 
interval some biases on the parameter estimates could be removed. However, these 
biases are not expected to be high since in the results of the parameter estimates 
presented here, the information content of the markers was high for all markers. On the 
contrary, it is the opinion of the author, that biases due selection have a larger impact on 
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the parameter estimates. Nevertheless, as far as the standard deviations of the parameter 
estimates is concerned, they do not seem to be affected by the selection when moderate 
selection intensity (50%) of the samples is used. 
The power obtained by the use of the t-value of the regression coefficient and the F-
value of the regression increases with sample size. This is expected since the power of 
Haseman and Elston (1972) method depends on the number of sib pairs (Blackwelder 
and Elston, 1982; Gotz and 011ivier, 1992). However, the method proposed here loses 
power as the number of sib pairs with low phenotypic differences increases (Figure 4.3-
4.6). This is also expected since increasing the sample size means sib pairs with low 
phenotypic differences are included. Sib pairs with low phenotypic differences will share 
a high proportion of alleles IBD at a QTL and a linked marker and, therefore, their 
inclusion in a sample increases the expected mean proportion of alleles IBD towards the 
overall mean (0.5). This causes the regression constant to approach zero and 
consequently the test loses power. When all animals are genotyped (1000 in our 
example) the expectation of the regression constant is zero which results in a non 
significant regression constant (Figure 4.4). 
Inclusion of sib pairs with low phenotypic differences in a sample selected for high 
phenotypic differences, would have adverse effects on power when testing for deviation 
from the expected mean. This is the case in the above examples; since a fixed number 
of progeny was used, any increase in the sample size resulted in less phenotypically 
different sib pairs being included (DSP and MD-sp) (Figure 4.3-4.6). 
On the contrary, the power obtained by the other two test statistics (t-value of the 
regression coefficient and F value of the regression) increases as more sibs are included 
since these tests are not dependent on the deviation of the proportion of alleles IBD in 
a selected sample, but on the significance of the regression coefficient. Therefore the 
power in these cases increases with increasing information (i.e. more sib pairs), and 
when all animals are genotyped (MD-sp) it becomes higher than the power obtained 
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from the regression constant, which drops to the nominated type I error rate (5%) 
(Figure 4.6). This cannot be observed when the samples are selected for discordant sib 
pairs (DSP) (Figure 4.5 and table 4. 1), because only sib pairs with discordant phenotypic 
values are included in the analysis. Therefore, sib pairs with phenotypic values in the 
same tail of the distribution (Figure 4.1a) are not included in the sample and the 
analysis. Consequently, when this selection method (DSP) is used the sample size 
cannot reach the maximum where all animals are included in the analysis (Table 4. 1), 
and therefore the maximum power cannot be achieved from the regression coefficient 
or the F value of the regression as shown in figure 4.6. 
It might be considered surprising that the F test of the regression, which accounts for 
both the regression constant and the regression coefficient, resulted in lower power of 
detection than the two t-tests of the regression constant or the regression coefficient 
separately. An explanation of this phenomenon is that when selecting for high 
phenotypic differences (Discordant sib pairs, DSP) there is unavoidably selection for 
low proportion of alleles shared IBD at the QTL and linked markers. Therefore, the 
slope of the regression coefficient is decreased since the sib pairs of the selected sample 
have similarly low proportion of alleles shared IBD and similarly high phenotypic 
differences. Consequently, when selection on discordant phenotypes is applied the tests 
of the regression (F test) and the regression coefficient (t test) are expected to be less 
powerful. As the selection intensity is relaxed in a population of a fixed sample the 
power obtained from this test is expected to increase (Figures 4.5-4.6). 
Similar effects of selection (i.e. lower power of detection) were observed when selected 
sons were used for analysis in a granddaughter design (Mackinnon and George, 1992). 
However, when mixed samples of selected and unselected sons were used for analysis 
(Coppieters et al., 1998), the power of detection was increased over the power of 
detection in unselected samples. In a similar way the use of samples of selected 
discordant sib pairs in conjunction with random samples of sib pairs could provide a 
way to combine information from both regression constant and coefficient in a single 
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test (F test). Moreover, the concurrent use of random samples of sib pairs could reduce 
biases in the parameter estimates (position, QTL variance) which are introduced by the 
selected samples. An alternative way to combine both sources of information from 
regression constant and regression coefficient is to do the analysis in a maximum 
likelihood context where both sources of information are taken in account. 
Another question that arises is if the same scaling of power will be observed in cases of 
dominant or recessive QTL. Generally, in the case of dominant or recessive action of the 
QTL the power of detection when all the animals are used in the analysis is expected to 
decrease (Eaves and Meyer, 1994; Risch and Zhang, 1995, 1996). Moreover, when 
samples of discordant sib pairs are selected and the QTL alleles are of unequal 
frequencies with the increasing QTL allele being rare (<0.5), the maximum power is 
expected to appear in smaller sample sizes (high selection intensity), than the sample 
size in the case of equal allelic frequency of the QTL alleles (0.5), when the QTL is 
additive (Eaves and Meyer, 1994; Risch and Zhang, 1995, 1996). In the case of a 
dominant or recessive QTL rare allele, the maximum power will appear in even smaller 
sample sizes since homozygote and heterozygote, for the QTL alleles, sib pairs do not 
differ in their phenotypes and consequently would not be informative in the analysis. In 
general, the power is expected to be lower in cases with QTL alleles of low frequency 
since less families will be segregating for the QTL and consequently less sib pairs would 
differ due to the QTL. 
Nevertheless, the maximum power with selection seems to be lower than using the 
traditional Haseman and Elston method using all the data (Figure 4.6 and table 3.4). 
Whether it is better to decrease the cost, through less genotyping, at the expense of 
power remains to be determined. Consequently, a more detailed investigation of other 
selection schemes for the samples used, would be beneficial. 
Multipoint analysis, as described in the third chapter, cannot be used in the same way 
as single marker or interval mapping analysis, since the proportion of alleles IBD at a 
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marker locus is a dependent variable and only one dependent variable can be used in this 
analysis. 
A comparison of alternative methods for selection and the power obtained from their test 
statistics (regression constant and coefficient) could lead to identification of the most 
suitable selection scheme as well as the appropriate method of analysis. Moreover, the 
power and parameter estimates obtained under different family structures (smaller 
family sizes) should be compared to that of the traditional methods (i.e. Haseman and 
Elston, 1972), since it could be more powerful to look for changes in the proportion of 
alleles shared IBD, rather than significant regression coefficients, when the power of the 
second method is low, which is the case in families of small size. 
85 
APPENDICES CHAPTER 4 
4.1 The correlation coefficient of a regression y=a+bx is r= Cov(x,y) 
(2 	2 
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and  = Cov(y,x) 
(4.6) then: 
xy = 	 yx 
r 2 b *b xy yx 
Similarly: 
r 2  =bft *bltjmYj 
Thus from (4.4) and (3.7): 
Cov 2(Y1.im)  =2(1 _2 r)2cJ *b 	 (4.7) 
Yj Jm 
From (4.5) and (4.7) 
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By solving (4.8) for b: 
2(1 _2r)200 
b=- 	 (4.9) 
Yj 
Then the regression constant can be calculated from: 






E(Y) 	 (4.10) 
By substituting the regression constant (a) and the regression coefficient (b) from (4.10) 
and (4.9) respectively in the regression equation: 
I =a+b *y. J. 
the regression model (4.1) can be obtained. 
CHAPTER 5 
5 SELECTIVE GENOTYPING FOR QTL DETECTION BY 
SIB PAIR ANALYSIS 
5.1 INTRODUCTION 
In a previous chapter (chapter 3) it has been shown that sib pair analysis (Haseman and 
Elston, 1972) can be used successfully in large families of animal populations (Gotz and 
011ivier 1992; chap. 3). However, a large number of animals is needed to achieve 
adequate power for the detection of QTL using sib pair methods (see 3.6; Blackwelder 
and Elston 1982; Gotz and 011ivier 1992). Since using dependent sib pairs from sibships 
larger than two does not have any adverse effect on power (Blackwelder and Elston 
1982; Wan et al. 1997; Chap. 2), any selective genotyping scheme which uses either all 
or selected sibships and decreases the number of animals genotyped without decreasing 
the power of the sib pair methods, would be very beneficial for genotyping costs. 
In a previous chapter (chapter 4) a regression method, using selected samples of sib pairs 
with discordant phenotypes, for the detection of linkage between a marker and a QTL 
and the concurrent estimation of its position and effect has been developed. Risch and 
Zhang (1995) proposed that the use of a selected sample of sib pairs with discordant 
phenotypes can reduce the amount of genotyping by 10 to 40-fold, without reducing the 
power, in (human) families of size two. 
In another study Eaves and Meyer (1994) have suggested that the use of selected 
samples of sib pairs with concordant and discordant phenotypes can be a more powerful 
approach than the use of only phenotypically discordant sib pairs for the detection of 
linkage and also for the reduction of the amount of genotyping in families of small size 
(2). A number of others have also reported improvement in the power of sib pair 
methods using selected samples in human populations of small family size (Carey and 
Williamson, 1991; Cardon and Fulker 1994; Risch and Zhang, 1996). 
An investigation of the effect of alternative selection schemes on the power of the sib 
pair methods, in livestock families of large size, would be of benefit to allow evaluation 
of any possible improvements. Samples obtained using different selection methods (e.g. 
discordant sib pairs or concordant and discordant sib pairs etc.) will be compared and 
contrasted for power of linkage detection and parameter estimation. In order to 
accommodate as many selection schemes as possible, two different tests were used. 
5.2 SELECTION SCHEMES 
Six different selection schemes were used. Four of them were based on the distribution 
of the phenotypes of the sibs or on the distribution of the phenotypic differences of the 
available sib pairs, one was based on the within family variance of the trait in question 
and one was a random sampling scheme. The selection was applied to a fixed number 
of individuals (800 progeny and 200 parents for families of size 8 and 800 progeny and 
400 parents for families of size 4). Truncation selection was used for the selection of the 
siblings, and thus any alteration of sample size in the schemes using the distribution of 
the phenotypes of the sibs (i.e. 5.2.1, 5.2.2, 5.2.3) or the phenotypic differences of the 
sib pairs (i.e. 5.2.4) was facilitated by moving the truncation point of selection to include 
more individuals (Figure 5.1). 
5.2.1 Concordant and discordant sib pairs (C.D.). 
Sib-pairs with both siblings in the same (upper or lower) tail, or with one sibling in the 
upper tail and the other in the bottom tail of the overall phenotypic distribution of sibs 
were selected. Therefore, different families were represented in the sample with different 
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numbers of sib pairs. In order to obtain various sample sizes from all selection schemes, 
the truncation points of selection for the two tails of the distribution were varied (from 
5 to 50%), but were kept equal for both tails of the distribution (Figure 5.1a). Similar 
methods for concordant and discordant sampling have also been used by Eaves and 
Meyer (1994). 
5.2.2 Discordant sib pairs with equal selection intensities (D-1-1). 
Sib pairs with one sibling in the upper tail and the other in the lower tail of the 
distribution of their phenotypes were used in the analysis. Therefore different families 
were represented in the sample with different numbers of sib pairs. The sizes of the two 
tails of the distribution (selection intensities) were equal. The sample consisted of sib 
pairs with the one sibling from the A% tail with the smaller phenotypes and the other 
in the A% tail of the bigger phenotypes (A=5-50). The selection truncation point was 
varied as in the above scheme, in order to accommodate all the possible sample sizes, 
since there was a fixed number of animals available (Figure 5. la). Risch and Zhang 
(1995) have also used discordant sib pairs for sampling from families of size 2. 
5.2.3 Discordant sib pairs with unequal selection intensities (D-1-3). 
In order to obtain larger sample size of discordant sib pairs but not decrease the selection 
intensity of the extreme high phenotypes, an alternative selection scheme based on the 
D-1-1 was used. This scheme would be more useful when extreme phenotypes are rare, 
or in other words, when a QTL increasing allele is at low frequency. Nevertheless, the 
difference is that the two selected tails of the phenotypic distribution from which the 
siblings are selected are of different size. The intensities were higher for the siblings 
with the larger phenotypes and lower for the smaller phenotypes with a ratio of 1:3. 
Again different families are represented in the sample with different numbers of sib pairs 
(Figure 5.1 a). Again this method of sampling has also been used by Risch and Zhang 
(1995). 
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5.2.4 Most different sib pairs (M.D.). 
In this selection scheme the sample was selected according to the difference of the 
phenotypes between the sib pairs. Thus, the selection was based on the distribution of 
the phenotypic differences of all the possible sib pairs. A sample with the most different 
sib pairs was used in the analysis. This sample changed in size according to the selection 
intensity. Therefore different families were represented in the sample with a different 
numbers of sib pairs. The samples used in this selection scheme included sib pairs from 
1% to 30% of the largest phenotypic differences (Figure 5.1b). The change in the 
selection intensity was used to accommodate various sample sizes (Figure 5.1 b). Eaves 
and Meyer (1994) also used this method of sampling. 
5.2.5 Within family variance (W.F.V.). 
Only families with the highest within family variance of the phenotype in question were 
used in the analysis. All the possible sib pairs from families with the highest within 
family variance were included in the sample. In order to use various sample sizes, the 
families were ranked according to their within family variance of the trait in question 
and the sample size was altered by increasing the percentage of the families with the 
highest within family variance included in the analysis. It should be noted that in the 
case of small family size (i.e. 2) this selection method becomes the same as when the 
most different sib pairs (M.D.) are used. 
5.2.6 Random sample (R.S.). 
The samples were selected randomly in this scheme. Families were selected randomly 
and all their sib pairs were used in the analysis. The sample size was altered by varying 
the number of families included in the analysis. 
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M.D.-sp 
Figure 5.1 Method of selection of the 4 selection schemes. In the upper diagram (a) selection 
from the distribution of the sib's phenotypes (CSP are concordant sib pairs and DSP are 
discordant sib pairs) (selection schemes C.D., D-1-1 and D-1-3), and in diagram b) selection 




To use the most powerful test in every selection scheme, two different methods of sib 
Pair analysis were used. 
When sampling for high phenotypic differences (schemes described in 5.2.2, 5.2.3, 
5.2.4) the method described in the previous chapter (Chap. 4) was used with the 
regression model (equation (4.3)): 
2(1 -2r)2 02 O 
=(E(7t)-O.5) 	 (Y. -E(Y.)) 	 (5.1) 
yiI 
A significant negative t-value of the regression constant is indicative of linkage. 
When selecting for both high and low phenotypic differences (scheme described in 
5.2. 1) or for high within family variance (scheme described in 5.2.5), the above test 
would not be as powerful as the traditional test of 1-laseman and Elston (1972), which 
uses the t-values of the regression coefficient. Since the mean expected proportion of 
alleles shared IBD at marker locus would be 0.5 if both high and low phenotypically 
different sib pairs are included in the sample, a test of significance for the regression 
constant would be inappropriate. Consequently, in these selection schemes (schemes 
5.2.1, 5.2.5), a significant negative t-value of the regression coefficient is used for the 
detection of linkage. 
Two different approaches were used to make power comparisons between the selection 
schemes, to study the effects of correlated repeated tests and of the use of more 
complicated analyses like interval mapping. In the first approach only single marker 
analysis was used, since only one marker with a QTL was simulated and this would 
simplify the power comparisons between the selection schemes. In the second approach, 
to take into account the correlated repeated test and the family structure (family size) 
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more extended simulations were used and thus more complicated analyses were applied, 
such as interval mapping techniques (see 3.4.3). 
Multipoint analysis (described in 3.7) could not be performed, because in this analysis 
the proportion of alleles shared IBD at a marker locus is the dependent variable, and thus 
every marker loci would have to be tested individually since there can be only one 
dependent variable. 
The parameter estimates for the single marker analysis are obtained as explained in 3.7 
(Hamann and Gotz, 1995). For interval mapping, parameter estimates were obtained 
directly from the regression coefficient, since the best estimate of position is the one 
with the most significant t-value with r=0 at this point (see 3.7). Consequently, an 
estimate of QTL variance was obtained from the regression coefficient (3.7) (Fulker and 
Cardon, 1994) by solving for o 2 g since 
2  is a known parameter (1/8 with fully 
informative markers; Elston and Keats, 1985) and, 4can be estimated from the data. 
5.3.1 SIMULATIONS 
To evaluate the power of the alternative selection schemes, simulated data were used. 
In the first approach a biallelic marker with equal allelic frequencies (p=q=0.5) 
completely linked (r=O) with an additive biallelic QTL of equal allelic frequencies 
(p=q=0.5) and the phenotypes of a parental generation was simulated. One hundred 
families of size 8, with a QTL of large additive effect (0.28V), and 800 families of size 
8, with a QTL of medium effect (0.1V), were simulated and no selection was applied 
on the parents. All loci were assumed to be in linkage equilibrium. This resulted in 800 
and 3,200 progeny with 2,800 and 11,200 sib pairs respectively. In order to investigate 
any possible effect of the information content of the markers and the recombination rate 
between the marker and the QTL, a more informative marker (8 alleles/marker) and a 
distant (10cM) QTL from the marker were also used when a QTL of large effect was 
considered. 
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To evaluate the effect of repeated correlated tests when interval mapping or single 
marker analysis are used and also the effect of different family size, the simulations were 
extended. Parents with a 100 cM chromosome were generated with markers equally 
spaced at 10cM and with equal allelic frequencies (0.125). The position of the additive 
QTL was simulated at 25 cM in all cases, and it was placed symmetrically at 5 cM 
between two markers. Family sizes of 4 and 8 were simulated, with no selection applied 
on the parents. Consequently, the number of sib pairs was altered from 1200 in the 
medium families (family size 4) to 2,800 in the large families (family size 8). 
In both cases the phenotypes of an additive quantitative trait were determined by: a) the 
additive biallelic QTL with equal allelic frequencies (p=q=0.5), b) a polygenic effect 
created by 10 additional loci independent of each other and the QTL (unlinked) and c) 
an environmental component. All loci were assumed to be in linkage equilibrium. The 
model of the simulated phenotypes is as in 3.4.1 (equation 3.17). Two levels of variance 
explained by the QTL were used: a large QTL effect (0.7V G or 0.28V(a=0.75)) and a 
medium QTL effect (0.25V G or 0.1Va0.45)) (V 0 andV r are the total genetic and 
phenotypic variance respectively (V1 )). A fixed level of the overall heritability (0.4) 
was used and the number of progeny was varied for different levels of QTL effect (800 
progeny for a medium effect QTL and 3200 for a small effect QTL). The parents were 
mated at random to produce the offspring generation which provided the sib pairs used 
in the analysis. 
The empirical thresholds for every selection scheme and every sample size were 
determined by simulations under the null hypothesis of (j2 QTL=o (1000 replicates) as 




The power of detection for a QTL of large effect using the six selection schemes in 
different sample sizes is presented in figure 5.2. Selecting the sample of sib pairs from 
families with high within family variance was the most powerful selection method 
(Figure 5.2) in almost all sample sizes. However, in small sample sizes (high selection 
intensities) the power of the selection schemes using samples of sib pairs with high 
phenotypic differences (e.g. discordant and most different sib pairs) was higher than the 
scheme using sib pairs of both high and low phenotypic differences (e.g. concordant and 
discordant sib pairs) but not higher than the selection for high within family variance 
scheme (Figure 5.2). This indicates that in small sample sizes the method using the 
deviation of the proportion of alleles IBD at a marker locus from the expected mean is 
as powerful, and sometimes more powerful, than the traditional Haseman and Elston 
(1972) method, depending on the selection scheme. Hence the t-value of the regression 
constant could be as powerful a test statistic as the t-value of the regression coefficient. 
However, when the sample size increased (decreased selection intensity) the power in 
the samples with concordant and discordant sib pairs increased and become higher 
(sample size of— 400 animals) than some selection schemes (i.e. D-1-1, D-1-3 and 
M.D.) (Figure 5.2). On the contrary, when the sample size increased (decreased selection 
intensity) eventually lead to a reduction of power in the samples selected for high 
phenotypic differences (i.e D-1-1, D-1-3 and M.D.) (Figure 5.2). This loss of power 
appeared earlier (sample size of 400) in some selection schemes (D-1-3 and M.D.) and 
later (sample size of 600) in others (D-1-1) (Figure 5.2). 
Since three of the selection methods were showing the most power (W.F.V., D-1-1 and 
C.D.), those were used together with random selection for the comparison in the cases 
of a QTL with medium effect (Figure 5.3), of a distant QTL and a fully informative 
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Figure 5.2 Power of alternative selective genotyping schemes under various sample sizes. Different symbols indicate different selection 
schemes. Each point of each scheme represents a 5% increase in the truncation point except for M.D., W.F.V. and R.S. in which the points 
represent an increase in the percentage of the most different sib pairs (by 2.5% and 5% and 10% forthe last two points) for the M.D. selection 
scheme, or an increase in the percentage of the families with the higher within family variance (by 10%) for W.F.V., or an increase by 10% 
of the families of the random sample (R.S.). The power was obtained from 1000 replicates and expressed as % of replicates exceeding the 
empirical threshold simulated in each case. In all cases V1, h0.4, V QTL 0.7V0 0.28Vp. The maximum number of animals genotyped is 1000 
(800 progeny and 200 parents). 
5.4.1.1 The effect of size of QTL effect. 
When a small number of sib pairs was used the power of detection for a QTL of medium 
effect was small. Therefore, the number of animals genotyped was increased in order to 
obtain sufficient power for the comparison. In figure 5.3 the power of three selection 
methods, yielding the highest power of detection when a QTL of large effect was used 
(Figure 5.2), is presented together with a random sample. 
It is obvious that selecting the sample of sibs from families with high within family 
variance was the most powerful method (Figure 5.3). Selecting for high phenotypic 
difference (D-1-1) was more powerful than selecting for both high and low phenotypic 
difference (C.D.) in very small sample sizes. As the sample size increased, both methods 
of selection (D-1-1 and C.D.) lost power, though selection from families with high 
within family variance was not affected and had high power even in small sample sizes. 
Consequently, the samples from families with high within family variance extended 
their advantage in all sample sizes (Figure 5.3). 
5.4.1.2 The effect of distance between the markers and information content of the 
markers. 
When the distance between the marker and the QTL increased by 10 cM, the power 
dropped in all the selection methods and in all sample sizes with the same pattern. Thus 
the power was higher for the samples of sib pairs from families with high within family 
variance. In small sample sizes the samples with discordant sib pairs yielded higher 
power than the samples with concordant and discordant sib pairs or with sib pairs from 
families with high within family variance. However, the power in W.F.V. and C.D. 
samples increased as sample size increased (Figure 5.4) and eventually became higher 
than the power obtained in samples of discordant sib pairs. This change was similar to 
















—a— C. D. 
—U-- 0 
0 	200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000 3200 3400 3600 3800 4000 
No of animals genotyped 
Figure 5.3 Power of four selective genotyping schemes with increasing sample size and under various sample sizes and a QTL of medium 
effect. The sample size is altered by moving the truncation point for the D-1-1 and the C.D. scheme, though for the W.F.V. and R.S. scheme, 
the sample size was altered by increasing the percentage of the families included in the analysis. The power was obtahed from 1000 replicates 
and expressed as % of replicates exceeding the empirical threshold simulated in each case. In ailcases V1, h 2 0.4, 
The maximum number of animals genotyped is 4000 (3,200 progeny and 800 parents). 
When the information content of the marker increased, the sample with discordant sib 
pairs gained more power than the W.F.V. and C.D. samples and the differences in 
power, between the selection methods (D with W.F.V. and C.D.) decreased in small 
sample sizes (Figure 5.4). It seems that the method of analysis proposed in the previous 
chapter (4) is more sensitive to the information content of the markers. 
Samples with discordant sib pairs reached the highest power in smaller sample sizes 
(400) when fully informative marker (8 alleles/marker) were used (Figure 5.4). On the 
contrary, when an uninformative marker was used, the maximum possible power in 
discordant sib pairs occurred in larger sample sizes (-600) (Figure 5.4). However, this 
maximum in both cases (informative or uninformative marker) was not retained and the 
power dropped in large sample sizes (Figure 5.2 and 5.4). Moreover, the maximum was 
not higher than the maximum power achieved using the t-values of the regression 
coefficient as the test statistic in samples of concordant and discordant sib pairs or sib 
pairs from families with high within family variance (Figure 5.2 and 5.4). 
In figure 5.5 the results of the power of a more extended simulation using a 100 cM 
simulated chromosome is presented. Three different selective genotyping schemes 
(W.F.V., D-1-1 and C.D.) and a random sample (R.S.) were used in a single marker and 
interval mapping analysis. The markers are fully informative and 10 cM apart. 
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Figure 5.4 Power of three selective genotyping schemes with increasing sample size with increased information content of the marker and 
increased distance of the QTL from the marker. The open symbols (white) represent the power when the QTL is 10 cM from the marker and 
the closed symbols (black) represent the power when the marker is informative (8alleles/marker of equal allelic frequency of 0.125).The sample 
size is altered by moving the truncation point for the D-1-1 (10,25,35,45%) and the C.D. scheme (5,15,25,40%), though for the W.F.V. schene 
the sample size was altered by increasing the percentage of the families with highwithin family variance which were included in the analysis. 
The power was obtained from 1000 replicates and expressed as % of replicates exceeding the empirical threshold simulated in each case. In 
all cases V,=1, h 2=0.4, VQTL=0.7VG=0.28VP. The maximum number of animals genotyped is 1000 (800 progeny and 200 parents). 
5.4.1.3 The effect of correlated tests 
Figure 5.5 shows that the power of detection was midway between the two curves of 
figure 5.3 when repeated tests were used on a 100 cM chromosome. The pattern of 
change in power, however, was identical to that of figure 5.2 when only one marker was 
used. It seems that repeated correlated tests did not affect the scaling of power 
irrespective of the selection scheme. Again, the power was higher for the samples 
selected for high within family variance. The power for the samples with discordant sib 
pairs was higher than the samples with concordant and discordant sib pairs in small 
sample sizes (up to 300). The overall highest power was obtained with sib pairs selected 
from families with high within family variance and the use of the traditional test statistic 
(t-values of regression coefficient) (Figure 5.4). 
5.4.1.4 The effect of family size. 
When different family sizes were used (i.e. family size 4), sampling of sib pairs from 
families with high within family variance was still the most powerful selection scheme. 
By using discordant sib pair samples with the method proposed in the previous chapter, 
the advantage of power in small samples over the samples of concordant and discordant 
sib pairs was extended to slightly larger samples. The power of discordant sib pairs was 
higher in sample size of 400 animals (Figure 5.6). However, regardless of sample size, 
the highest power was obtained when sib pairs from selected families with high within 
family variance were analysed using the Haseman and Elston (1972) approach (Figure 
5.6). 
The power obtained using the deviation of the proportion of alleles IBD at a marker 
locus from the expected mean, in a sample selected for different phenotypic values 
(chapter 4.5, 4.6), decreased rapidly after the sample size became large (more than 40% 
of all animals). On the contrary, the use of the regression coefficient as the test statistic 
in concordant and discordant sib pair samples or sib pairs from families selected for high 
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Figure 5.5 Power of four selective genotyping schemes with increasing sample size using single marker and interval mapping analysis. The 
circles indicate samples of sib pairs from families selected for high within family variance, the triangles indcate samples with concordant and 
discordant sib pairs, the squares indicate samples with discordant sib pairs and the diamonds are indicating randomly selected samples. The 
open symbols are for single marker analysis and the closed for interval mapping. The power wasobtained from 1000 replicates and expressed 
as % of replicates exceeding the empirical threshold simulated in each case. In all cases family size is 8 and V=1, h 2=0.4, VQTL=0.7VG=O.28VP . 
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Figure 5.6 Power of four selective genotyping schemes with increasing sample size using single marker and interval mapping analysis in 
families of smaller size (4). The circles indicate samples of sib pairs from families selected for high within family variance , the triangles 
indicate samples with concordant and discordant sib pairs, the squares indicate samples with discordant sib pairs and the diamonds are 
indicating randomly selected samples. The open symbols are for single marker analysis and the closed for interval mapping. The power was 
obtained from 1000 replicates and expressed as % of replicates exceeding the empirical threshold simulated in each case. In all cases family 
size is 4 and V,=1, h 2=O.4, VQTL=0.7VG=0.28VP. The maximum number of animals genotyped is 1200 (800 progeny and 400 parents). 
5.4.2 Parameter estimates 
The position estimates (Figure 5.7) were less biased when samples of concordant and 
discordant sib pairs or when samples of sib pairs from families with high within family 
variance along with the Haseman and Elston (1972) test statistic were used. The W.F.V. 
and C.D. samples using the Haseman and Elston (1972) test statistic inflated the QTL 
variance estimates (Figure 5.8). However, when the sample size increased, the estimates 
improved for the W.F.V. and C.D. samples. The QTL variances for the samples with the 
discordant sib pairs were underestimated, but they were less biased from the QTL 
variance estimates obtained when samples of concordant and discordant sib pairs (C.D.) 
were used (Figure 5.8). The standard deviations of the estimates are increasing with 
increasing selection intensities. Nevertheless, randomly selected samples provided less 
biased QTL variance estimates (Figure 5.8). 
5.4.2.1 The effect of family size. 
Although the power decreased when the family size decreased (Figure 5.6), the estimates 
of position were reasonably good (Figure 5.9-5.10). Again the parameter estimates have 
improved with increasing sample size. However, the QTL variance estimates were 
inflated when W.F.V. or C.D. samples were used, and deflated when discordant samples 
were used (Figure 5.10). The standard deviations of the estimates are increasing with 
increasing selection intensity (decreasing sample size). However, they are not affected 
largely by the family size. 
Nevertheless, in general, interval mapping provided less biased QTL variance estimates 
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Figure 5.7 Mean position estimates for single (a) and interval (b) mapping analysis using 
different selection schemes and increasing the sample size all with family size8. The simulated 
position is at 25 cM (grey parallel line). Standard deviations of the estimates decreased with 
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Figure 5.8 Mean QTL variance estimates for single (a) and interval (b) mapping analysis using 
different selection schemes and with increasing sample size (family size 8). The simulated 
variance is 0.28 (grey parallel line). Standard deviations of estimates decreased with increasing 
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Figure 5.9 Mean position estimates for single (a) and interval (b) mapping analysis using 
different selection schemes and increasing the sample size (family size 4). The simulated 
position is 25 cM (grey parallel line). Standard deviations of the estimates decreased with 
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Figure 5.10 Mean QTL variance estimates for single (a) and interval (b) mapping analysis 
using different selection schemes and increasing the sample size (family size 4). The simulated 
variance is 0.28 (grey parallel line). Standard deviation of estimates decreased with increasing 
sample size from 0.6-0.095 and 0.348-0.126, for single and interval mapping, respectively. 
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5.5 DISCUSSION 
Testing the deviations of the proportion of alleles shared IBD at a marker locus from the 
expected mean (0.5) in a sample selected for discordant sib pairs (see chap. 4.3) appears 
to be appropriate for the detection of linkage between a marker and a QTL. However, 
the traditional Haseman and Elston (1972) approach for a sample of sib pairs selected 
from families with high within family variance using the ordinary test statistic (t-value 
of regression coefficient), seems to be an overall more powerful approach. When the 
sample size was large (greater than 400-600 animals depending on the family size) the 
power of samples with discordant sib pairs decreased dramatically (Figures 5.2, 5.5 and 
5.8). On the contrary, the power obtained using the traditional test of the regression 
coefficient continued to increase with increasing sample size when the samples were 
selected for high within family variance (W.F.V.) or for concordant and discordant sib 
pairs (C.D.) (Figures 5.2, 5.5 -5.6). 
The main reason for the decrease in power with increasing sample size using the 
proposed method (see chap. 4) is that increasing the number of animals for genotyping 
concurrently increases the number of sib pairs participating in the sample. This increase, 
however, follows a quadratic pattern (Figure 5.11). Therefore, by increasing the number 
of animals genotyped (decreasing selection intensity) there is a much greater increase 
in the sib pairs with low phenotypic differences participating in the sample. Sib pairs 
with low phenotypic differences share a high proportion of alleles IBD. Thus, when the 
size of samples selected for discordant (D-1-1 or D-1-3) or most different sib pairs 
(M.D.) increases, the mean proportion of alleles IBD increases (towards 0.5). 
Consequently, the expectation of the t-value of the regression constant and also the 
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Figure 5.11 Number of sib pairs in each sample of alternative selection schemes. 
When the traditional approach is used with samples of concordant and discordant sib 
pairs or sib pairs from families with high within family variance, the power increased 
with increased sample size despite the number of sib pairs coming from the sample also 
increased in linear (W.F.V., R.S.) or exponential pattern (C.D.) (Figure 5.11). However, 
in these samples, the detection of linkage is not based on the deviation of the proportion 
of alleles IBD at a marker locus through the t-value of the regression constant, but on 
the significance of the regression coefficient, which is confounded with the QTL 
variance and the recombination rate. Hence the increase in the number of sib pairs 
participating in the sample does not affect the power; instead the higher the number of 
sib pairs, the greater the power (Figures 5.2, 5.5 and 5.8) (Blackwelder and Elston, 1982; 
Gotz and 011ivier, 1992). The power in these cases reaches a maximum at a certain 
sample size and remains almost stable as the sample size further increases and non 
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informative sib pairs are used in the analysis. These 'uninformative sib pairs' are from 
families in which either the QTL or close markers are not segregating (e.g. both parents 
homozygotes). Sib pairs from these families are not adding any more information in the 
analysis. The idea when selective genotyping is applied is to identify these 
'uninformative sib pairs' and not include them in the analysis. Selection of sib pairs 
from families with high within family variance or of sib pairs with concordant and 
discordant phenotypic values appear to be appropriate schemes for the identification of 
'uninformative sib pairs' and their exclusion from the analysis since they do not 
contribute in the power of detection. 
The effect offamily size. 
The smaller sample size required to obtain the maximum power with small family sizes 
(Figure 5.6) is due to smaller family sizes having a higher probability of containing only 
'uninformative sib pairs'. Since a QTL has a higher probability of not segregating in 
small families, more uninformative pairs are encountered when sample size is large and 
the family size is small. Therefore, the maximum power is reached in smaller sample 
sizes. It is apparent that selective genotyping of sib pairs from families with high within 
family variance for the trait would not increase the power, but one could achieve almost 
the same power of detection by genotyping 60-50% of all the animals depending on the 
family size (Figure 5.5 and 5.6). 
Information content of the marker or distant QTL. 
The distance between marker and QTL and the information content of the marker does 
not affect the power ranking of the selection schemes (Figure 5.4). The differences in 
power between the two selection schemes remain the same even when the distance 
between the marker and the QTL or the information content (8 alleles/marker) of the 
marker is increased. However, the method proposed here using samples of selected 
discordant sib pairs and the selection for high within family variance appears to be more 
sensitive to these changes and gains more in power when the markers are more 
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informative or the QTL is nearer to the marker (Figure 5.2 and 5.4). 
Parameter estimates. 
Repeated correlated tests do not seem to have a large effect (-2%) on differences in 
power between the selection schemes irrespective of the method of analysis (Single 
marker or Interval mapping) (Figure 5.5 and 5.6). On the other hand, the method of 
analysis seemed to have an important role in the parameter estimation, where interval 
mapping produces less biased QTL variance estimates irrespective of the family size 
(Figures 5.7-5.10). However, this difference is due to the fact that in the case of interval 
mapping the variance of the proportion of alleles shared IBD (02 ) between the interval 
of two markers increased (Hamann, H., personal communication). Consequently, using 
the variance of proportion of alleles shared IBD at the marker locus in the estimation of 
QTL variance from the regression coefficient (equation 6.1) reduces the bias of the 
estimate. 
Both single and interval mapping analysis have the tendency to overestimate the QTL 
variance and place the QTL towards the middle of the chromosome when the selection 
intensity increases (Figures 5.7-5.10). The reasons for these biases are: a) the tendency 
of the method to position the QTL in the middle of a chromosome when the information 
decreases, which is due to the decrease of the number of sib pairs with increasing 
selection intensity, b) the overestimation of the regression coefficient which is produced, 
because in every replicate of the simulations the markers with the highest test statistic 
are always selected for the parameter estimation, which inflates the equivalent regression 
coefficients. 
The proposed method, using samples of discordant sib pairs (D-1-1), produces better 
estimates of position in very small samples. The Haseman and Elston (1972) approach 
requires larger sample sizes of concordant and discordant sib pairs or sib pairs from 
families with high within family variance to produce less biased position estimates 
(Figures 5.7 and 5.9). The QTL variance estimates are deflated when the proposed 
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method is used and inflated when the traditional approach is used (Figures 5.8 and 5.10). 
Selection for discordant and concordant sib pairs results in an overestimation of the 
regression coefficient and consequently of the QTL variance. Selection for only 
discordant sib pairs results in an underestimation of the regression coefficient and 
consequently of the QTL variance estimates. However, the overestimation decreases 
with increasing sample size (decreasing selection intensity) and also the parameters 
(position and QTL variance). Thus, parameter estimates are in good agreement with the 
simulated values when the sample size is reasonably large (W.F.V., R.S. and C.D.) 
(-400 individuals) (Figures 5.7-5.10). Moreover, the standard deviations of the 
parameter estimates from samples of that size (-400 individuals) do not differ from 
standard deviations of estimates when all the individuals are used (chap. 4). On the 
contrary, when discordant sib pairs are used, the under estimation of the regression 
coefficient is retained, since only discordant sib pairs participate in the sample, and the 
QTL variance is underestimated in all sample sizes. 
5.6 CONCLUSIONS 
From the selection schemes used here, the samples containing sib pairs from families 
selected for high within family variance (W.F.V.) are overall the most powerful, 
followed by the samples with the concordant and discordant sib pairs (C.D.), and the 
samples with discordant sib pairs (D-1-1). In small sample sizes (less than 300-400 
animals out of 1000-1200 depending on family size, information content etc.), with a 
QTL of large effect, the proposed method with a sample of discordant sib pairs is as 
powerful approach as the traditional method using samples of sib pairs from families 
selected for high within family variance and is more powerful in the cases of samples 
with concordant and discordant sib pairs (Figures 5.2, 5.5 and 5.6). However, selecting 
for discordant sib pairs or concordant and discordant sib pairs are less powerful 
approaches of selection in any sample size since power is decreasing when a QTL of 
medium effect is present (Figure 5.3). 
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These results were in agreement with previous studies for human populations of small 
family size, showing that sib pair methods using selected samples can achieve 
substantial power for QTL detection and decrease the number of individuals genotyped 
(Cardon and Fulker, 1994; Eaves and Meyer, 1994; Risch and Zhang, 1995,1996). 
Power can be improved, as others have proposed (Cardon and Fulker, 1994), but only 
when compared with a random sample (Figures 5.2, 5.5-5.6). Power cannot be improved 
against the full data, but the same power can be achieved with fewer selected individuals 
(Figures 5.2, 5.5-5.6). Cardon and Fulker (1994) studied the increase in power achieved 
using a random versus a selected sample, for families of size two, though in this study 
the power obtained from the full data has been compared with the power obtained from 
selected and random samples of families with larger size (Figures 5.2, 5.5-5.6). 
Therefore, the achievement of the maximum possible power with the minimum amount 
of individuals genotyped is possible in large families of animal populations. 
The use of the deviation of selected samples from the expected mean as a test for the 
identification of linkage is as powerful as the traditional approach for small sample sizes 
of discordant sib pairs. However it cannot achieve the maximum power that is possible 
to obtain from the data. The traditional method (Haseman and Elston, 1972) using a 
selection scheme with sib pairs from families with high within family variance or 
discordant and concordant sib pairs can further increase the power. This is in contrast 
to the results of Risch and Zhang (1995,1996), since in their study families of size two 
were used and a random sample of sib pairs used to compare their method of analysis 
with the Haseman and Elston (1972) approach. In the present study larger family sizes 
were used and a selected sample of the same size as well as a random sample used for 
the comparison of the two methods of analysis. 
In conclusion, in order to achieve substantial power for any detection of QTL with the 
use of selective genotyping in sib pair methods one should be very cautious as to the use 
of the appropriate selection method and the appropriate selection intensity. The 
percentage of animals needed to be genotyped, and consequently the appropriate 
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selection intensity for any selection scheme, will vary according to the family size and 
also according to unknown parameters like the QTL effect (e.g. dominant, recessive), 
the number of alleles at the QTL, their frequency in the population as well as the size 
of its effect. 
As pointed out in previous chapter (chap. 4), when a fixed number of animals is 
available, the power of detection of an additive QTL is expected to be higher than in 
cases of a dominant or recessive (Eaves and Meyer, 1994; Risch and Zhang, 1995,1996). 
Moreover, when selected genotyping is used and the QTL alleles are of unequal 
frequencies with the increasing QTL allele being rare (<0.5), the maximum power is 
expected to appear in high selection intensity, than the sample size in the case of equal 
allelic frequency of the QTL alleles (0.5), when the QTL is additive (Eaves and Meyer, 
1994; Risch and Zhang, 1995, 1996). In the case of a dominant or recessive QTL rare 
allele, the maximum power will appear in even smaller sample sizes since homozygote 
and heterozygote, for the QTL alleles, sib pairs do not differ in their phenotypes and 
consequently would not be informative in the analysis. Nevertheless, the power obtained 
when there is a rare QTL present is expected to be lower than in the case of equal allelic 
frequencies of the QTL because less families will be segregating for the QTL allele and 
consequently less 'informative sib pairs' would be available. 
In this study the selection methods were compared under the simple situation where an 
additive biallelic QTL with equal allelic frequencies was simulated. Whether or not the 
ordering of the selection methods changes in more complex situations of multiallelic 
QTL with unequal allelic frequencies needs to be determined. When the QTL increasing 
allele is rare (low frequency), the method proposed in the previous chapter along with 
a sample of discordant sib pairs may be a more powerful approach. However, the use of 
samples with concordant and discordant sib pairs (e.g. C.D.) have been reported to yield 
higher power than samples of discordant sib pairs even in cases of dominant and 
recessive QTL alleles of low frequencies (<0.5) (Eaves and Meyer, 1994). 
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Nevertheless, sib pair methods together with selective genotyping appear to be a 
relatively easy and quickly applicable method of analysis for QTL detection studies. 
Whether or not the power of sib pair methods for QTL detection is higher or lower than 
the power of other methods of QTL detection for outbred populations, for example 
simple regression analysis (Knott et al., 1994) or maximum likelihood methods (Knott 
and Haley, 1992), needs to be determined. 
117 
CHAPTER 6 
6 SELECTIVE GENOTYPING WITH COMBINED FULL 
SIB AND HALF SIB FAMILIES 
6.1 INTRODUCTION 
Detection of QTL in full sib families of outbred populations using sib pair analysis 
(Haseman and Elston, 1972) has been well documented (see chap. 3; Gotz and 011ivier 
1992). Estimates of position and genetic variance contributed by the QTL can be 
provided by different methods (see 3.4; Single marker: Hamann and Gotz, 1994; Interval 
Mapping: Fulker and Cardon, 1994). Furthermore, a similar power of detection can be 
achieved using a smaller sample of selected individuals rather than all the individuals 
(see chap. 5; Carey and Williamson, 1991; Eaves and Meyer, 1994; Cardon and Fulker, 
1994; Risch and Zhang, 1995, 1996). The parameter estimates (position and QTL effect) 
are not greatly affected by the selection (see chap. 5). 
It has been shown that the regression of squared phenotypic differences on the 
proportion of alleles shared IBD at a marker locus (Haseman and Elston, 1972) for the 
detection of QTL can be used for any type of outbred relatives (e.g. half sibs, first 
cousins etc.) (Amos and Elston, 1989). Furthermore, Gotz and Hamann (1995) have 
shown that full sib and half sib information can be used simultaneously in a combined 
analysis, with resulting beneficial effects on the power of detection and the parameter 
estimates. 
In chapter five, it has been shown that by selection of full sib pairs from families with 
high within family variance, the same power can be achieved with fewer genotyped 
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individuals. In this chapter, selected samples containing both full and half sibs are 
analysed jointly in a single analysis. This will be applied to two different populations 
with hierarchical structures. Furthermore, the power and parameter estimates from 
samples selected on the basis of the within family variance and comprising both full and 
half sibs are compared with the power and parameter estimates from randomly selected 
samples and samples only of full sibs. 
Since within family variance was the best method for the selection of samples of full 
sibs (see chap. 5), two different methods of selection based on the within family 
variance are applied to each of the two population structures. 
6.2 THEORETICAL CONSIDERATIONS 
It has been shown that the expectations of the squared phenotypic differences 
conditional on the proportion of alleles shared IBD at a marker locus between full sib 
pairs, when there is no dominance (d=O), are (chap. 3; Haseman and Elston, 1972): 
E(Y.IIt )[2  +2(1 -2r+2r 2)02]-2(1 _2r)20ft 	(6.1) 
.1 	.Jm 	eJ 
where, 
E(YI7t) = expected mean of squared phenotypic differences conditional on 
the proportion of alleles shared IBD at a marker locus 
it. 	= proportion of alleles shared IBD at a marker locus 
= environmental variance of full sibs 
eFs 
02 	= variance due to the QTL 
g 
r 	= recombination fraction between the marker and the QTL 
Amos and Elston (1989) have shown that the same holds for half sib pairs, with the only 
differences being the regression constant and the environmental variance, which is that 
of half sibs: 




Therefore, the regression coefficient of the squared phenotypic differences on the 
proportion of alleles shared IBD at a marker locus is identical for both full and half sib 
pairs. However, since the regression constants are different, the two regression lines are 
parallel to each other. Moreover, the proportion of alleles that a half sib pair can share 
IBD can only be 0 or 0.5, whereas in the case of full sibs it is 0, 0.5 or 1. 
Gotz and Hamann (1995) suggested that by correcting for the differences between the 
regression constants: 
La 	eHS 
-o _2 +2r(1 r)O2g 	 (6.3)
eFS 
both full and half sibs can be used in one combined analysis. However, since the 
parameters of 6.3 (recombination rate, variance due to the QTL etc.) are not known in 
advance, A. must be estimated. This can be done using the estimated squared phenotypic 
differences from the two regression equations obtained when full and half sibs are 
analysed independently. Since the proportion of alleles shared IBD in half sib pairs can 
be only 0 or 0.5, the correction factor (/-a)  is estimated from the squared phenotypic 
differences of the two regression equations of full and half sibs for ft =0.25: 
A (HSljm =0.25)-(Y FS11ti  =0.25) 	
(6.4) 
Nevertheless, A. has to be estimated for each marker separately (Gotz and Hamann, 
1995). By correcting the squared phenotypic differences of full or half sibs for a'  all 
of the squared phenotypic differences from full and half sibs can be used in one 
combined analysis. 




and afterwards estimate a for every position on the chromosome and various 
sizes of QTL effect from equation 6.3. However, both environmental variances and 
covariances of full and half sibs have to be estimated since o2  
eFS 
and Q2  are function eFS
of the environmental variances and covariances of full and half sibs respectively (see 
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chap. 3, pp  31). Nevertheless, in this chapter the correction factor (&) is obtained for 
each marker separately as described previously (eq. 6.4; Gotz and Hamann, 1995). 
6.2.1 DERIVATION OF PROPORTION OF ALLELES IDENTICAL BY 
DESCENT AT A MARKER LOCUS IN HALF SIB PAIRS. 
When the half sibs and their parental genotypes are known, the proportion of alleles 
shared IBD can be estimated for every possible mating and half sib pair produced. In the 
case of a multiallelic system, there are seven types of possible matings with seven 
possible resulting sib pairs (Table 3.3). The probabilities of sharing 0, 1 or 2 alleles IBD 
can be calculated for every possible sib pair resulting from the seven possible matings 
(Table 3.3). 
When full sibs are used, the Bayes estimate of proportion of alleles shared IBD at a 
particular marker locus can be obtained from equation 3.8. However, in the case of half 
sibs the probability of sharing 2 alleles IBD is 0 (J2=0).  Therefore, it can be seen from 
equation 3.8 that the estimated proportion of alleles shared IBD at a marker locus in half 
sib pairs is half the probability of sharing one allele IBD (1/2f). 
6.3 SELECTION SCHEMES 
In chapter five it has been shown that sampling full sib pairs from families with high 
within family variance is the most efficient way of selective genotyping in large 
families. Therefore, in this chapter two selection schemes based on the within family 
variance were used for the selection of both full and half sib samples. Moreover, a 
randomly selected sample of full and half sibs and a sample only of selected full sibs 
were used for comparison. 
6.3.1 Within family variance for full and half sibs (W.F.V.). 
Full and half sibs were selected on the basis of their within full-sib family variance of 
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the phenotype in question. First, the families were ranked according to their within full-
sib family variance. Then all the possible full sib pairs from families with within full-sib 
family variance above a given threshold were selected. In addition, half sib relationships 
between the selected full-sib families were also included in the analysis. Therefore, all 
the possible half sib pairs between the full-sib families with within family variance 
above the threshold were used in the analysis. The sample size was altered by lowering 
the threshold which the within full-sib family variance of a full sib family had to exceed. 
6.3.2 Mean within family variance within half sib families (M.W.F.V.). 
In this selection scheme first the mean within family variance from the full-sib families 
included within a half-sib family was calculated. Secondly, all the half-sib families were 
ranked according to this mean within family variance. Thirdly, half-sib families with 
their included full-sib families which exceeded a given threshold are used in the analysis 
with all the possible half or full sib pairs available. Consequently, whole half-sibs 
families with the included full-sib families were selected. The sample size was altered 
by lowering the threshold which the mean within family variance of a half sib family 
had to exceed. 
6.3.3 Full sibs only (F.S.). 
Families were selected according to their within family variance as in 5.2.5 and 6.3.1. 
However, only the full sib pairs were used in the analysis. Again the sample size was 
altered by increasing the percentage of families with high within family variance 
participating in the analysis. 
6.3.4 Random selection (R.S.). 
The samples of full and half sib pairs were selected randomly. Complete families were 
selected randomly and all possible half or full sib pairs are used in the analysis. The 
sample size was altered by varying the number of families included in the analysis. 
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6.4 METHODS 
Regression of the squared phenotypic difference (Y) on the proportion of alleles shared 
IBD at a marker locus It (chap 3; Haseman and Elston 1972) was used for the 
detection of a linked QTL. The correction factor (&) was calculated for each marker 
from the regression equation of full and half-sibs, independently, as in equation 6.4. 
Then the correction factor (A ) was subtracted from the squared phenotypic differences 
of half sibs and all values were used in one single regression analysis. 
Single marker and interval mapping analyses, as described in 3.2, were used and the 
results of parameter estimates were compared. Parameter estimates were obtained for 
single marker (Hamann and Gotz, 1994) and interval mapping (Fulker and Cardon, 
1994) as in 3.2. 
Two different population structures were analysed. In the first structure (PSI) 50 sires 
were mated with 100 dams (2 dams/sire) producing 3200 half sib pairs. In the second 
structure (PS2) 10 sires were mated with 100 dams (10 dams/sire), producing 28800 half 
sib pairs. In both structures 2800 full sib pairs were available since the same family size 
was used (8) and there was a fixed number of progeny (800). 
6.4.1 Simulations 
In order to evaluate the power of the alternative selection schemes, simulated data were 
used. For the power comparisons an informative marker, with 8 alleles of equal allelic 
frequency, (0. 125), completely linked (r0) with an additive biallelic QTL of equal 
allelic frequencies (p=q=0.5) and the phenotypes of a parental generation were 
simulated. Two different population structures (Psi, PS2) were simulated (see 6.4) with 
100 families of size 8 and a QTL effect of 0.1V (or 0.25V G, a=0.45). This resulted in 
800 progeny with 2800 full sib pairs available in both population structures and with 
3200 and 28800 half sib pairs in the PSI and PS2 structures respectively. 
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In order to evaluate the effect of repeated correlated tests and obtain estimates of 
position and variance contributed by the QTL, the simulations were extended. Parents 
with a 100 cM chromosome were generated with markers spaced at 10 cM intervals and 
with equal allelic frequencies (0.125) (8 alleles/marker). The position of the additive 
biallelic QTL =q=0.5) was simulated at 25 cM in all cases, and it was placed 
symmetrically at 5 cM between two markers. Again the same family size (8) was used, 
but only for the PS2 population structure. No selection was applied to the parents and 
loci were assumed to be in linkage equilibrium. 
A fixed level of the overall heritability (0.4) and common environmental variance (0.2) 
were used (V=l). In all cases, the parents were mated at random to produce the 
offspring generation which provides the sib pairs used in the analysis. No selection was 
applied on the parents and loci were assumed to be in linkage equilibrium. 
In all cases the phenotypes of an additive quantitative trait were determined by: a) the 
biallelic QTL, b) a polygenic effect created by 10 additional loci independent of each 
other and the QTL (unlinked), c) an environmental component and d) a common 
environmental effect. The model of the simulated phenotype was: 
	
x 1 L+q ij.. +p +c.+e ij 	 (6.5) k 	ijk 	ii 	k 
where, 
Xiik 	=phenotypic value of animal k in family ij 
=overall mean 
q1k 	=effect of animal ijk's QTL genotype 
Pijk 	=effect of animal ijk's polygenic genotype 
Cii 	
=effect of common litter environment 
eiJk =environmental effect 
The empirical thresholds for every selection scheme and every sample size were 
determined by simulations under the null hypothesis of 2QTh=°  (1000 replicates) as 




The powers of detection using the four selection schemes in different sample sizes for 
a population structure with 2 dams/sire (PSI) are presented in figure 6.1. Selecting the 
samples of both half and full sib pairs from half sib families with high within family 
variance (W.F.V.) was the most powerful selection method in almost all sample sizes. 
The gain in power of detection from selecting according to the within family variance 
rather than random selection of samples is rather substantial (-'20%). However, this gain 
in power decreased with decreasing selection intensity. The gain in power of detection 
from the inclusion of the half sibs in the analysis is rather marginal and about 4% on 
average. 
When the alternative population structure is used (PS2) with 10 dams/sire, the use of the 
mean within family variance in a half sib family as the selection criterion appeared to 
be more powerful in small sample sizes (less than 280 individuals) (Figure 6.2). 
However, this advantage disappeared in bigger sample sizes and the selection of full and 
half sib pairs from families with high within family variance was more powerful as the 
sample size increased. Moreover, the gain in power from including the half sibs in the 
analysis was much larger than in the previous structure (PSI). The gain in this structure 
(PS2) from the inclusion of half sibs was substantial and was about 16% on average. 
It is obvious, as in chapter five (where only full sib families were used), that in both 
structures with a smaller number of individuals genotyped one could achieve almost the 
same power of detection as when all individuals were genotyped. However, the optimum 
sample size changed in the two different population structures. For example, although 
in the PSI structure with 50 % of the individuals the same power as genotyping all 
individuals can be achieved, in the PS2 structure the same power can be achieved with 
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Figure 6.1 Power of alternative selective genotyping schemes under various sample sizes. Different symbols indicate different selection 
schemes. Each point of each scheme represents a 10% increase in the number of families participating in the sample. The population consists 
of 50 sires with 2 dams/sire and 800 progeny. The power was obtained from 1000 replicates and expressed as % exceeding the empirical 
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Figure 6.2 Power of alternative selective genotyping schemes under various sample sizes. Different symbols indicate different selection 
schemes. Each point of each scheme represents a 10% increase in the number of families participating in the sample. The population consists 
of 10 sires with 10 dams/sire and 800 progeny. The power was obtained from 1000 replicates and expressed as % exceeding the empirical 
threshold simulated in each case. In all cases V=I, h 2=0.4, VQTL=0.25VG=O.lVp 
6.5.2 Parameter estimates 
Since the gain in power from the inclusion of half sibs in the population structure with 
2 dams/sire (PSI) was rather marginal (Figure 6. 1), only the population structure with 
10 dams/sire (PS2) was used for the parameter estimation. 
As can been seen in figure 6.3, the position estimates are towards the middle of the 
chromosome. However, the use of selected half sib information improved the position 
estimates substantially over the estimates obtained from the use of only selected full sib 
pairs, where the QTL was positioned outside the correct interval in all sample sizes. 
Selection of the sib pairs from families with high within family variance produced 
marginally less biased position estimates than the other methods (MWFV, RS). 
Furthermore, relatively unbiased position estimates and of the same magnitude, as these 
obtained using all the animals, can be obtained by using only 50% of the total number 
of animals (Figure 6.3). 
The QTL variance estimates were biased upwards when the samples of both full and half 
sibs were selected on the basis of the within family variance. Similar biases were 
observed when only full sib pairs were used. On the contrary, selection of the samples 
on the basis of the mean within family variance within a half sib family or random 
selection seemed to produce less biased QTL variance estimates with randomly selected 
samples yielding the best estimates. Nevertheless, only slightly biased QTL variance 
estimates can be obtained with only 40% of the total number of animals being 
genotyped when the sib pairs were selected randomly (RS) (Figure 6.4). 
The method of analysis seemed not to have an important influence on the parameter 
estimation, with single marker analysis (Figures 6.3a and 6.4a) and interval mapping 
analysis (Figures 6.3b and 6.4b) producing similar parameter estimates (both position 
and QTL variance). However, interval mapping had the tendency to slightly 
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Figure 6.3 Mean position estimates for single (a) and interval (b) mapping analysis using 
different selection schemes and increasing the sample size. The simulated position is at 25 cM 
(grey parallel line). Standard deviations of the estimates decreased with increasing sample size 
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Figure 6.4 Mean QTL variance estimates for single (a) and interval (b) mapping analysis using 
different selection schemes and increasing the sample size. The simulated variance is 0.1 (grey 
parallel line). Standard deviations of the estimates decreased with increasing sample size from 
0.19 to 0.063 and 0.3 16 to 0.063, for single and interval, mapping respectively. 
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6.6 DISCUSSION 
Inclusion of half sib information can improve the power of QTL detection when a sib 
pair analysis is used. The gain in power increases with increasing half sib family size 
(e.g. PS2) (Figure 6.1-6.2; Gotz and Hamann, 1995). However, selective genotyping can 
decrease the amount of genotyping without reducing the power of detection (Chap. 5; 
Figure 6.1-6.2). Selecting the animals to be genotyped based on the within full sib 
family variance is the best selection method, although it yields substantially less sib 
pairs when large half sib families are used (e.g. PS2) (Figure 6.5). 
As mentioned in the discussion of the previous chapter (see 5.5), when full sib pairs are 
selected from families with high within family variance, the power increases and reaches 
a maximum at a certain sample size and remains almost stable as the sample size further 
increases (Figure 5.2). This is because sib pairs coming from families with low within 
family variance are 'uninformative' and their families are not segregating for the QTL. 
Therefore, these families are not adding any extra information in the analysis. Similarly, 
when the selection is based on the mean within family variance within a half sib family 
some full sib families, within the half sib family, are not segregating for the QTL (e.g. 
both parents homozygotes). However, these families are included in the analysis because 
the mean within family variance of the half sib family is high due to a full sib family 
with very high variance which is increasing the mean. Consequently, 'uninformative' 
full and half sib pairs are included in the analysis. 
On the contrary, when only the within family variance is used as a selection criterion, 
only full or half sib pairs for which their families are segregating for the QTL and close 
markers are included in the analysis. However, using this method (W.F.V.) with high 
selection intensities (small sample size) is less powerful than selecting sib pairs on the 
basis of the mean within family variance within a half sib family. The reason for this is 
the fact that when the selection intensity is very high, only one or two sires with all their 
dams are selected in the case of selection based on the mean within family variance. 
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These half sib families are most likely to be the most 'informative' since they would 
include most of the full sib families with high within family variance. However, when 
the selection pressure is relaxed, the extra half sib families include full sib families with 
low within family variance; and the less intense the selection, the more full sib families 
with low within family variance are included. These families are not contributing any 
extra information since they are not segregating for the QTL. 
Consequently, with high selection intensities (decreasing sample size), when selecting 
on the basis of the mean within family variance the number of half sib pairs is high with 
the majority of them being very informative. On the other hand, when selecting on the 
basis of the within family variance, although the number of full sib pairs is the same, the 
number of half sib pairs, though very informative, is much lower than the selection 
based on the mean within family variance. Consequently, this results in lower power. 
However, in low selection intensities (large sample size), when the selection is based on 
the within family variance the extra full or half sib pairs included are still very 
informative, though when the selection is based on the mean within family variance the 
number of 'non-informative' half or full sib pairs increases. Consequently, there is a 
change in relative power between the two methods (Figure 6.3). 
The above case is more likely to appear in a population structure with large half sib 
families (e.g. PS2) where the differences in half sib pairs between the two methods 
(WFV and MWFV) are larger (Figure 6.5). This is also the reason that this situation does 
not appear in population structures with small half sib families (Figure 6.1). 
When large half-sib families exist, more than 50% of the animals are needed to achieve 
the maximum power (Figure 6.2). This is due to the bigger increase in available half sib 
pairs for analysis (Figure 6.5) than in the case of population structures with smaller half 
sib families (e.g. Psi). Decreasing the selection intensity from 50 to 60% in population 
structures with large half-sib families (e.g. PS2) vastly increases the number of available 
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Figure 6.5 Number of sib pairs in each sample of alternative selection schemes and in different population structures. Open symbols are from 
the population structure with 2 dams/sire (PSI), though filled symbols are from the population with 10 dams/sire (PS2). 
However, when the same is applied to population structures with small half sib families 
(e.g. Psi), the extra number of sib pairs is very small and the probability of them being 
'informative' even smaller. Therefore, when large half sib families are used there is still 
some more power to be gained by genotyping an extra 10%. 
The parameter estimates (Position and QTL variance), in general, are not greatly 
affected by selection and are slightly improved when half sibs are included (Figure 6.3-
6.4; Gotz and Hamann, 1995). However, when the selection intensity is very high the 
position estimates of the QTL are outside the correct interval. Moreover, the QTL 
variance is inflated when the samples are selected and this inflation is higher with 
increasing selection intensity of the sample. The reasons for these biases are: a) the 
tendency of the method to position the QTL in the middle of a chromosome when the 
information decreases, and this is due to the decrease of the number of sib pairs with 
increasing selection intensity, b) inflation of the regression coefficient due to selection. 
Moreover, in simulations, there is an overall overestimation of the regression coefficient 
due to the fact that in every replicate the marker with the highest test statistic is selected, 
something that has inflating effects on the regression coefficient. Nevertheless, a random 
sample for the estimation of the QTL variance can be used for better results and avoid 
biases due to selection (Figure 6.4). 
Selective genotyping can be applied to populations with hierarchical structures for QTL 
detection with almost no negative effect on the power of detection. This makes sib pair 
methods attractive for use for QTL detection in a variety of populations where large full 
and half sib families exist (e.g. pig, chicken), including dairy cattle where large half-sib 
families exist since the use of half-sib pair analysis is more powerful than the full-sib 
pair analysis when the same number of progeny is available (Gotz and Hamann, 1995). 
Moreover, sib pairs methods are very flexible since full sib and half sib information can 
be used independently or they can be combined in one single analysis in selected or 
unselected samples with very good results in power and parameter estimates. 
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CHAPTER 7 
7 GENERAL DISCUSSION 
In the second chapter, the statistical methodology for QTL detection was presented. 
When inbred lines are available (e.g. in experimental animals such as the mouse), a cross 
between them can provide a powerful method for QTL detection, since comparison 
between different genotypes is available in a backcross or an intercross (F 2). In livestock 
populations inbred lines are not widely available, although crosses between divergent 
outbred breeds can sometimes be used successfully instead (Haley et al., 1990). 
However, in some farm animal species suitable crosses of divergent breeds may not be 
available and the use of crosses solely for experimental purposes can be very costly. To 
produce such crosses, lines or breeds fixed for alternative alleles must be identified and 
even if suitable lines or breeds exist, the crossbred animal produced is usually not 
suitable for marketing (e.g. due to excessive fat in LW x Meishan crosses: Haley et al., 
1990). Therefore, several methods for QTL detection within existing outbred 
populations have been developed. 
In outbred populations, information only comes from families segregating for both 
markers and QTL. One approach is to restrict the analysis to the progeny of sires which 
are heterozygous for the markers, since these heterozygous sires provide comparisons 
between genotypic classes in their progeny. In contrast, in species with a small family 
size, information from dams may be limited or non-existing. Using sire family analysis, 
first heterozygous markers in sires or grandsires have to be identified, and then the 
analysis restricted to these heterozygous markers (daughter and granddaughter designs: 
Weller et al., 1990). However, the search for heterozygous markers in sires and 
grandsires increases the amount of genotyping which consequently would increase the 
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genotyping cost. Consequently, the detection of QTL in outbred and commercial 
populations is very difficult and very costly. Nevertheless, whilst every method has a 
number of advantages and disadvantages, successful detection of many QTL has been 
reported, using these methods (see 2.2.2, 2.3.1). 
An alternative approach to the detection of linkage is within full sib families of outbred 
populations using ML methods (Knott and Haley, 1992b) or sib pair analysis (Haseman 
and Elston, 1972). Maximum likelihood methods are computationally demanding and 
sensitive to failure of underlying assumptions (Knot and Haley, 1992b). On the contrary, 
sib pair analysis is a simple and robust method for QTL detection and can make use of 
data from both commercial crosses and existing outbred populations. The use of sib pair 
analysis and the application of selective genotyping has been explained in previous 
chapters (see chap. 3-6). However, sib pair analysis has been criticised for having low 
power (Robertson, 1973). It would be valuable to know if the low power of sib pair 
analysis is intrinsic to the method or to the data structure. One approach to answering 
this question is to see if there are any differences in power of detection between sib pair 
analysis and other methods of QTL detection in a direct comparison on the same 
simulated data sets. In order to have such a comparison, simulated data from a backcross 
were analysed using sib pair analysis and a simple and powerful method of comparison, 
a simple t-test. 
One hundred progeny of one full sib family from a backcross with a biallelic marker 
completely linked (r=O) with a biallelic QTL were simulated. This resulted in 4950 sib 
pairs available. A range of QTL effects were simulated (0.08-0.36V), since the QTL 
effect directly affects the power of detection. The data were analysed using a simple two 
sided t-test for the comparison between the two genotypic classes of a backcross 
(homozygotes and heterozygotes for the increasing QTL allele) and a sib pair analysis 
of the 4950 available sib pairs (chap. 3). The estimates of QTL effect for the t-test were 
calculated from the phenotypic difference between the two genotypic classes and for the 
sib pair analysis from the slope of the regression equation (see chap. 3). 
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The results for power and QTL effect estimates (expressed as average effect of gene 
substitution: Falconer, 1989) are shown in table 7.1. These results indicate that, even in 
the case of crosses between lines or divergently selected breeds, sib pair methods 
perform well and do not have substantially lower power compared to a simple two sided 
t-test between the two genotypic classes of a backcross. Moreover, there are not large 
biases in the estimates of QTL effects when sib pair analysis is used, and biases are 
reduced with increasing size of QTL effect (Table 7.1). 
Table 7.1 Power*  and parameter estimates from the analysis of a backcross of parental lines 
fixed for alternative alleles using a two-sided t-test and a sib pair analysis. In parentheses for 
the simulated effect the variance of the QTL is expressed as a percentage of the total phenotypi 
variance, and for the parameter estimates the standard error of the estimated QTL effect. 
Simulated t-test Sib Pair Analysis 
QTL effect Power QTL effect Power QTL effect 
(QTL variance) 
(%) estimates (/o) estimates 
0.40 60.3 0.393 53.4 0.322 
(0.08) (0.006) (0.008) 
0.49 81.0 0.483 73.7 0.434 
(0.12) (0.005) (0.007) 
0.57 89.9 0.559 85.7 0.524 
(0.16) (0.005) (0.006) 
0.63 96.3 0.626 92.3 0.598 
(0.2)  (0.005) (0.006) 
0.69 98.7 0.686 97.5 0.662 
(0.24) (0.005) (0.006) 
0.75 99.5 0.742 98.8 0.721 
(0.28)  (0.005) (0.006) 
0.80 99.8 0.793 99.5 0.775 
(0.32)  (0.005) (0.005) 
0.85 99.9 0.842 99.8 0.826 
(0.36)  (0.005)  (0.005) 
* The power was obtained from 1000 replicates and expressed as % of replicates exceeding the empirical 
threshold (5%) simulated in each case. In all cases V,=l, h 2=0.4. 
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Of course, the number of available full sib pairs would be much smaller in practice since 
families with 100 full sibs can be found only in few farm animal populations (e.g. 
chicken, turkey). Nevertheless, the above comparison was performed in order to obtain 
an understanding of the differences in power of detection between sib pair analysis and 
a simple and powerful method of QTL detection. It is not suggested to use sib pair 
analysis in a backcross of inbred lines since alternative powerful methods exist. 
The above results suggest that sib pair analysis is unlikely to subsequently lose power 
of detection in comparison with the power of detection of other methods developed for 
outbred populations. Comparison of sib pair analysis with maximum likelihood analysis 
in full sib families (Knott and Haley 1992b) show that the two methods are of similar 
power (H. Hamann, personal communication). In addition, for example when the 
daughter or granddaughter designs are used, there should be heterozygosity at marker 
loci for the sire or the grandsire to enable comparison between genotypic classes of the 
daughters or granddaughters. However, in cases where there is more than one daughter 
per dam, potentially marker information from the dam is ignored except when it is used 
to help determine the sire allele inheritance. The most informative matings and hence 
the most useful for the detection of QTL would be those matings where both parents are 
segregating for the QTL (i.e. both parents heterozygotes for the QTL and linked 
markers), followed by matings where only one parent (sire or dam) is segregating for the 
QTL (e.g. one parent heterozygote and the other homozygote). In the analysis of data 
from daughter and granddaughter designs, only heterozygous sires are used, and 
potentially informative matings, such as thoseof a heterozygous dam and homozygous 
sire, are not considered. This can reduce the amount of information that can be obtained 
from the data. 
On the contrary, sib pair analysis makes use of all matings, even the uninformative (e.g. 
both parents homozygous). Uninformative matings, although they do not have negative 
effects in the power of detection (see chap. 5-6), can be at least partially excluded from 
the analysis using phenotypic information only. One simple way to identify these 
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uninformative matings, and consequently reduce the genotyping costs, is the use of 
selective genotyping (Figures 5.2, 6.1-6.2). 
Joint analysis of full and half sibs is difficult using other parametric methods, where 
only half sib families of heterozygous sires (Knott et al., 1994) in a regression analysis 
context are used, or full sib families in an ML context (Knott and Haley, 1992b). On the 
contrary, the sib pair methods can be used when only half sib families are available (e.g. 
cattle) in a half sib pair analysis (chap 6; Amos and Elston, 1989; Gotz and Hamann, 
1995), or when both full and half sibs families are available (e.g. pigs, chicken) in a 
combined analysis (chap. 6; Gotz and Hamann, 1995). Joint analysis of full and half sibs 
can be performed with Monte-Carlo methods (Neary, 1998). Moreover, such methods 
can be used in populations with more complex structures where joint analysis of full, 
half sibs and other types of relatives (e.g. first cousins etc.) is possible. Sib pair analysis 
can also utilise data from complex pedigree structures where many type of relative pairs 
are available (Amos and Elston, 1989). However, sib pair analysis of complex pedigree 
structures, although theoretically possible (Amos and Elston, 1989), is very difficult to 
implement. Therefore, Monte-Carlo methods might be a preferable method of analysis, 
but unfortunately, comparisons in power of detection between sib pair analysis methods 
and Monte-Carlo methods are unavailable. A direct comparison with analysis of the 
same data Sets by alternative methods would be very useful in quantifying any 
differences in power of QTL detection between different methods of analysis. 
Direct comparisons of power of detection between sib pair analysis methods and other 
methods for QTL detection in outbred populations (e.g. ML, Weller et al., 1990; 
Regression, Knott et al., 1996) were not performed in this study. However, sib pair 
analysis in outbred populations of large family size (e.g. pigs) seem to be of similar 
power with ANOVA methods (Gotz and 011ivier, 1992) and ML methods within 
families of outbred populations (H. Hamann, personal communications). The analysis 
of the same simulated data in populations of various structures by alternative methods 
of analysis could quantify any differences in power of QTL detection. 
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Since all genotypes of parents are used in the sib pair analysis of an outbred population, 
it is not possible to avoid including some uninformative families (half or full sib) which 
are not segregating for the QTL. As described in previous chapters (chap. 5-6), these 
families do not contribute any information to the analysis and consequently to the power 
of detection. However, these families sometimes can be identified (depending on the 
QTL effect, see 7.2), and not included in the analysis through phenotypic observations 
only (Within family variance: chap. 5-6). Moreover, since the selection of these 
uninformative families can be done phenotypically (depending on the QTL effect), the 
cost of genotyping the animals could be reduced. The power of detection of sib pair 
analysis in comparison with other methods of QTL detection has been discussed in this 
section. In the next section the value and the principals of selective genotyping will be 
discussed. 
7.1 SELECTIVE GENOTYPING 
As has been shown previously, the use of selective genotyping in sib pair analysis can 
reduce the cost of the QTL detection substantially. Since the genotyping costs are major 
contributors to the cost of QTL detection studies, application of selective genotyping can 
make QTL detection more attractive to use. 
7.1.1 Power 
Full sibs 
In chapter four a simple regression method for the detection of QTL, based on the 
change of the proportion of alleles shared IBD in selected samples of discordant sib 
pairs, has been developed. Using this method, linkage between a marker and a QTL can 
be identified using the t-values of the regression constant as test statistic. Moreover, 
estimates of both QTL position and its effect can be obtained from the regression 
coefficient (equation 4.3), something that was not possible in other studies (Eaves and 
Meyer, 1994; Risch and Zhang, 1995, 1996). However, in a population of fixed size, the 
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power of samples of discordant sib pairs decreases when the selection intensity is low 
(Figure 4.5-4.6) and, moreover, the QTL variances are underestimated (Table 4.1-4.2). 
When the power of different selection schemes, including these of discordant sib pairs, 
was compared (chap. 5), selection from families with high within family variance, which 
employed the traditional test statistic (t-value of regression coefficient), was the most 
powerful selection method in families of large size. Only 50% of the animals, selected 
from families with the highest within family variation, are needed in order to achieve 
almost the maximum power of detection when an additive biallelic QTL was segregating 
in the progeny of 100 full sib families of size 8 (Figure 5.2). Moreover, selective 
genotyping based on the within family variance of the trait of interest increases its 
advantage over other selection methods when a small QTL is present (Figure 5.3). 
Nevertheless, the number of sib pairs that are needed in order to detect a QTL depends 
on many parameters like the size of the QTL effect and its mode of action (e.g. additive 
etc.), its distance from the marker, its allelic frequency in the population, the allelic 
frequency of the markers and the family size. From the above parameters only the family 
size and the allelic frequencies of marker loci could be known, the rest of the parameters 
are unknown. Consequently, the only inferences that could be made about the number 
of sib pairs needed to detect a QTL are hypothetical. For example the number of sib 
pairs needed to detect, with a probability of 90%, a biallelic QTL of equal allelic 
frequencies (p=q=0.5) and additive effect which expresses 10% of the total phenotypic 
variance can be calculated given that the family size is known and the also the distance 
between the markers in the linkage map. From these sib pairs some will be 
uninformative and consequently would not contribute any information to the analysis. 
One of the best way to identify these uninformative sib pairs is to rank the families 
according to the within family variance. Families with low within family variance are 
not segregating for the QTL allele and therefore are uninformative to the analysis and 
should be excluded. 
It appears that ranking of the animals according to their within family variance is like 
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ranking according to the probability of a QTL segregating within a family. Therefore, 
the higher the within family variance, the more likely a QTL will segregate within this 
family. On the contrary, the lower the within family variance, the more similar the sibs 
within the family and consequently the less likely a QTL is to be segregating in this 
family. Families that are not segregating for the QTL (e.g. both parents homozygotes) 
do not add any extra information in the analysis. Therefore, sib pairs from these families 
are 'uninformative' and do not contribute in to the power of detection since they are all 
of the same genotype. 
However, in some sib pairs, differences in phenotypes could exist due to chance or other 
effects like environmental, polygenic effects or preferential treatment of the one sibling 
over others. Consequently, these sib pairs, although they exhibit large phenotypic 
differences due to other effects (e.g. environmental etc.), are selected as 'informative'. 
These sib pairs do not contribute to the power of detection and can reduce the 
effectiveness of selective genotyping. However, differences in phenotypes between sib 
pairs due to other effects may be more likely to be found when the sib pairs are selected 
on an individual sib pair basis (e.g. concordant and discordant sib pairs (C.D.)), rather 
than selecting sib pairs on within family basis (e.g. within family variance (W.F.V)). 
High or low differences due to effects other than of a QTL would be less likely to exist 
in all sib pairs of a family than in one or two sib pairs of a family. Furthermore, 
preferential treatment of one sibling, of a sib pair, over the other would also be less 
likely to exist in all sib pairs of a family. Therefore, when preferential treatment (e.g. 
better quality feed of one sib over the other) is present, its effect on the selective 
genotyping and on the sib pair analysis may be reduced by selecting sib pairs on family 
basis (e.g. W.F.V.) rather than selecting on individual sib pair basis (e.g. C.D.). 
Combined full and half sibs 
Using both full and half sibs when available increases the power substantially and this 
increase is directly affected by the number of half sib pairs included in the analysis 
(Figure 6.1-6.2; Gotz and Hamann, 1995). Therefore, the larger the half sib families in 
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the population, the greater the increase in power (chap 6; Gotz and Hamann, 1995). 
When both full and half sibs are selected on the basis of their within full sib family 
variance, almost the same power as obtained when all the animals are genotyped can be 
achieved with the use of only 50% of the animals. It appears that, even in an hierarchical 
structured population with both full and half sib families, the within full sib family 
variance is still the best way to identify families segregating for a QTL. On the contrary, 
selecting according to the mean within family variance within a half sib family may 
increase the number of full sib families which are not segregating for a QTL included 
in the selected sample. This could happen, for example, because one full sib family with 
very high within family variance increases the mean within family variance within the 
half sib family and consequently the other full sib families are also selected, even though 
they could be of low within full sib family variance and do not segregate for the QTL. 
Nevertheless, in the case of only half sib families (e.g. cattle), selective genotyping on 
the basis of the within half sib family variance seems to be the second most suitable 
option for the selection of the samples (Figures 6.1-6.2). 
In all the examples considered in this thesis, a biallelic QTL of equal allelic frequencies 
(0.5) was used. It seems that power of detection in selected samples depends on the 
frequency of the increasing QTL allele, since 50% of the animals are needed to achieve 
the maximum possible power of detection from the data. However, when the increasing 
QTL allele is rare (0.2), the maximum power is also achieved with approximately 50% 
of the animals (Figure 7.1). This result indicates that the scaling of power of QTL 
detection in a population of a fixed size may not to be greatly affected by the frequency 
of the QTL allele. However, as pointed out in previous chapters (chap. 4-5), the overall 
power of detection is lower than this obtained when the QTL alleles are of equal allelic 
frequencies (pq0.5) because less families are segregating for the QTL allele and 
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Figure 7.1 Power of selective genotyping based on the within family variance under various 
sample sizes. Each point on the graph represents a 10% increase on the number of families 
included in the sample. The power was obtained from 1000 replicates and expressed as % of 
replicates exceeding the empirical threshold simulated in each case. In all cases V,=1, h 2=0.4, 
VQTL=0.7VG=0.28Vp. The maximum number of animals genotyped is 1000 (800 progeny and 
200 parents) and the QTL allele is of low frequency (0.2). 
Consider a QTL with two alleles (A,a) of equal frequency in an outbred population in 
H-W equilibrium. The possible matings in such populations are given in table 7.2. When 
selective genotyping is applied, matings between homozygotes are those that ideally 
should not be selected, since all their progeny would have the same genotype and 
consequently no differences in phenotypes caused by the presence of the QTL would 
exist. Therefore, the sum of probabilities of the remaining informative matings (e.g. 
matings with both or one of the parents heterozygotes), should result in the proportion 
of animals that should ideally be genotyped in order to obtain the maximum possible 
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power of detection from this population. For example, in Figure 5.2 this maximum is 
obtained when approximately 75% of the animals are genotyped. However, when the 
frequency of the QTL alleles changes, so does the maximum since the probabilities are 
dependent on the allelic frequency of the QTL (Table 7.2). Therefore, in figure 7.1 the 
maximum power is obtained when approximately 60 % of the animals are genotyped. 
A simple formula for the calculation of the proportion of animals needed to be 
genotyped in order to obtain the maximum power in a ideal case can be obtained from 
table 7.2 by adding the probabilities of the informative matings (e.g. matings with at 
least one parent heterozygote) and can be expressed in terms of the increasing allele of 
the QTL: 
4p(l -p)(p 2 -p-'-1)=8p 3 -4p 4 -8p 2 +4p 	 (7.1) 
However, in both cases (equal allelic frequency, e.g. Figure 5.2, or rare QTL allele, e.g. 
Figure 7.1) approximately the same power as that obtained using all the animals can be 
achieved with 50% of the animals genotyped. This may be due to the fact that the 
selection of the informative matings using only the phenotypic information is not so 
accurate in families with medium within family variance. These families are matings of 
homozygote with heterozygote parents and are not as informative as the matings of 
heterozygote parents. Such matings have medium within family variance and can easily 
be misclassified as not informative segregating families. Moreover, phenotypic 
differences and high within family variances may be due to additional QTL and opposite 
polygenic or environmental effects between sibs. Consequently, although the sib pairs 
appear informative phenotypically, in reality they are not. Therefore, the same power 
can be achieved with about 50% of the animals even when the frequency of the 
increasing QTL allele rises from 0.2 to 0.5. However, as expected, the overall power 
decreases when the increasing QTL allele was rare, since the proportion of non-
informative matings increased (Table 7.2). 
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7.1.2 Parameter estimates 
The position estimates are not greatly affected by selection or by the selection method, 
except in the cases of very high selection intensity. Almost the same position and QTL 
variance estimates can be obtained using a selected sample of moderate size with some 
selection methods. 
However, estimates of QTL variance are affected by the selection method. Estimates 
from random samples or from families with high within family variance are less biased 
than estimates from samples of discordant sib pairs or samples of concordant and 
discordant sib pairs. The reason for these biases is that selection for discordant sib pairs 
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deflates the regression coefficient, though selection for concordant and discordant sib 
pairs inflates the regression coefficient (see chap. 4-5). Consequently, the QTL variance 
estimates are underestimated and overestimated respectively. 
Furthermore, small family size increases the bias in the parameter estimates since the 
number of sib pairs decreases (see chap 3). In order to obtain sufficient power and 
unbiased parameter estimates for populations of small family size, the sample size 
should be increased. 
Inclusion of half sib pairs in the analysis improves the parameter estimates over those 
obtained by the analysis only of full sibs (Figure 6.3-6.4). However, although the 
position estimates are not greatly affected by the selection, the QTL variance estimates 
are overestimated with increasing selection intensity. Use of a random sample for the 
estimation of the QTL variance, after the QTL has been detected, seems to be the 
solution to this problem, since randomly selected samples do not inflate the regression 
coefficient and produce less biased QTL variance estimates. 
Nevertheless, the power and parameter estimates in sib pair methods appear to have to 
deal with the same problems, associated with the density of the linkage map and the 
information content of the markers, as other methods of analysis (chap. 2). For example, 
when the distance between markers increases or the information content of the markers 
decreases (number of alleles/marker), the power of detection decreases and the bias of 
the parameter estimates (position and effect) increases (Table 3.4-3.5). However, when 
the power and parameter estimates from single marker and interval mapping analysis are 
compared, the differences, if any, are marginal. On the contrary the method of analysis 
(single vs interval) seems to have an important role in the other QTL detection methods 
(chap. 2). 
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7.2 SIB PAIR ANALYSIS IN PRACTICE 
In the previous section the power of detection of sib pair analysis methods in 
comparison with the power of detection of other methods for QTL detection has been 
discussed. However, the practical application of sib pair analysis methods for QTL 
detection requires consideration of any potential use of phenotypic information. For 
example, in this study fixed effects (e.g. herd, year, season) are assumed to be absent or 
previously known and removed from the data. In reality these effects have to be 
estimated and any differences in the phenotypes of half sib pairs caused by these effects 
should be corrected by preadjustment of the data. Alternatively, breeding values, which 
are estimated by taking into account the fixed effects, can be used instead of phenotypes. 
For example, instead of using the squared phenotypic differences in the analysis the 
squared differences in breeding values could be used as in other methods of analysis 
(Weller and Ron, 1994; Ron et al., 1994; Lindersson et al., 1996). The use of breeding 
values instead of phenotypes might increase the accuracy of QTL detection because of 
exclusion of nuisance parameters. However, the effects of any detected QTL on the 
breeding values have to be considered when estimating the variance due to the QTL. 
Moreover, dominant QTL may not easily be detected since breeding values are 
estimated assuming additive effects. 
Sib pair analysis can be used in a variety of population structures. For example, in 
populations where only large full sib families exist (e.g. poultry), analysis of full sib 
pairs can be applied. Furthermore, when there are only large half sib families (e.g. dairy 
cattle) half sib pair analysis can be employed (chap 6; Amos and Elston, 1989; Gotz and 
Hamann, 1995). In the case of populations with a hierarchical structure (e.g. pigs, sheep) 
where both full and half sib are available, combined analysis of full and half sibs can be 
used with very good results (chap. 6; Gotz and Hamann, 1995). 
When selective genotyping is used, the within full sib family variance seems to be the 
best way to select the most informative animals in both hierarchically structured 
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populations and populations with only full sib families (Figures 5.2 and 6.1.-6.2). In 
some farm animal populations, however, there are only large half sib families (e.g. dairy 
cattle) and thus analysis has to be restricted in half sib pairs. In such cases, selection of 
samples of sib pairs according to the within half sib family variance is the best 
alternative option (Figures 6.1-6.2). Furthermore, in populations of both small full sib 
families (2 sibs/family) and large half sib families (e.g. sheep), the within family 
variance is the phenotypic difference between the sibs. Selecting sib pairs according to 
their within family variance in families of size two (2 sibs/family) is like selecting for 
discordant sib pairs. However, it has been shown in chapter five that concordant and 
discordant sib pair samples provide better results of power than a sample of discordant 
sib pairs (Figure 5.2). Therefore, the use of concordant and discordant sib pairs or sib 
pairs (full and half) from families with high within half sib family variance are the next 
best options for selective genotyping with small loses in power of detection (Figures 5.2, 
6.1-6.2). 
Selective genotyping also requires attention when families are of unequal size, since the 
power of sib pair methods depends a largely on the number of available sib pairs. Large 
families can provide a large number of sib pairs (equation 3.19). With families of equal 
size, those with high within family variance seem to be the most informative and are 
those which should be selected for the analysis (Fig. 5.2, 6.1-6.2). However, when the 
families are of unequal size it could be argued that it would be more powerful to select 
the large families rather than the most variable. An example with unequal families is 
presented in figure 7.2. When 100 families of size 4 and 50 families of size 8 exist in a 
population where a biallelic QTL is segregating, it is not possible to obtain more 
informative matings and consequently more informative sib pairs when the families are 
selected according to their size. Even in this extreme case of differences in family size 
within a population, it is preferable to select families according to their within family 
variance. However, this would be true in an ideal situation where all the informative 
matings can be identified phenotypically (e.g. within family variance). 
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Figure 7.2 Example of unequal family size. 
Families size 8 - 28 sib pairs/family 
Families size 4 __ 6 sib pairs/family 
50% of animals are informative 
100 families size 4 
50 families size 8 
Selection 
W.F.V. 	 Family size 
50x6 = 300 
	
50x28= 1400 
25x28 = 700 + 50% x 
1000 informative sib pairs 
	
700 informative sib 
pairs with 550 
	




When QTL of very small small are segregating within a population, selective genotyping 
based on the within family variance might not be appropriate. In this 'less ideal' case, 
major differences in the within family variance between families may not exist. When 
there is not much variation in the within family variance between families, it could be 
argued that families should be selected on the basis of the family size, rather than on the 
basis of their within family variance, since within family variance would not differ 
according to the segregation of the QTL. Consequently within family variance may not 
be a good indicator of families segregating for the QTL and, in such cases selective 
genotyping may be not applicable. Another case where selective genotyping based on 
the within family variance could be inappropriate is when the QTL allele is very rare or 
almost fixed in the population. In such a case there would be few families segregating 
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for the QTL and, consequently, there might not be any justification of detecting a QTL. 
Another area that should be considered is the application of selective genotyping when 
multiple QTL are present. For example, within family variance may be small in cases 
of linked or unlinked QTL of opposite effects segregating in the same family. When 
more than one QTL is segregating within families of a population, families which are 
segregating for the QTL with the largest effect would be higher in the ranking according 
to the within family variance. Therefore, families segregating for smaller QTL would 
not be selected. Consequently, the smaller the QTL effect, the less likely it is to be 
identified in an analysis of sib pairs selected from families with the highest within 
family variance, since families with large QTL effects are more likely to be selected. 
However, when there is previous knowledge of the number of QTL that have an effect 
on a trait (e.g. from other studies), further genotyping (e.g. increase of the sample size 
to more than 50%) can reveal the existence of more QTL. When there is not previous 
knowledge of the number of QTL that have an effect on a trait, application of selective 
genotyping (based on the within family variance) would unavoidably lead to 
identification firstly of large QTL. However, if there are 'promising' areas on the 
genome suggesting the existence of other QTL (e.g. high but not significant test statistic) 
further genotyping (e.g. increase of the sample size to more than 50%) can reveal 
existence of more QTL. Similar problems with the use of within family variance for 
selective genotyping, can appear in the case of interacting QTL. Although there are no 
evidence of interacting QTL in farm animals, exploration of the effect of interacting 
QTL on the power of detection and parameter estimates, with or without the use of 
selective genotyping, would be important in terms of the applicability of sib pair 
analysis. Furthermore, the power and parameter estimates of sib pair analysis, with or 
without the use of selective genotyping, when multiple QTL and (or) interacting QTL 
are present has yet to be documented. 
The use of selective genotyping when one trait is considered was documented in this 
thesis. However, many traits are concurrently recorded in farm animals. Detection of 
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QTL affecting any of these traits would be of great importance. A selection scheme 
which can be used to combine selective genotyping for multiple traits could be very 
important for the detection of QTL in farm animal populations. 
7.3 CONCLUSIONS 
Sib pair methods are very robust methods for QTL detection which: i) can be very easily 
extended to allow the detection of dominant QTL and the estimation of its effect, ii) can 
be used under failures of normality assumptions and iii) can be used for analysis of full 
or half sibs independently as well as in one combined analysis. 
Apart from the simplicity of sib pair methods which means they are fast and easy to 
implement and their robustness, sib pair analysis can be applied in any existing 
population, without the need for use of crosses between divergent breeds or lines, or the 
need to identify sires heterozygous at a marker loci suitable for the analysis (i.e. 
Daughter design, Granddaughter design). Consequently, the costs of experimental 
crosses with the sole purpose the detection of QTL can be avoided as well as the search 
for heterozygous sires suitable for analysis. Moreover, sib pair analysis can in some 
cases be as powerful as other methods of analysis and the estimates obtained are not 
greatly biased. However, the power of sib pair analysis in families of small size should 
be expected to be smaller than the power obtained using comparisons between genotypic 
classes in crosses or backcrosses. In such cases the cost of producing such crosses 
should be considered as well as the gain in power from the analysis. 
One of the biggest costs of QTL studies can be drastically reduced by the application of 
selective genotyping. As it has been shown in this thesis, the same power, as that 
obtained when all the animals are used, can be achieved by using a selected sample from 
families with high within family variance. Consequently, the genotyping costs can be 
reduced drastically with hardly any loss in power or any bias in the parameter 
estimation. The scaling of the mean test statistic and of the power of detection with size 
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of selected sample depends on the natural logarithm (Ln) of the sample size: 
Power or test statistic= a*Ln(sample  size)- 
Where a and 3 are coefficients which depend on many known and unknown parameters. 
For example, known parameters that affect the coefficients are the family size, the 
structure of the population (e.g. the number of full and half sib pairs available) and the 
information content of the marker alleles. The unknown parameters that affect the 
coefficients a and P are the size of the QTL effect, its frequency, its mode of action (e.g. 
additive, dominant etc.) its distance form the marker etc. Consequently, the sample size 
needed to achieve a given power of detection (e.g. 90%) is varying from population to 
population. Moreover, it would vary for different QTL effects within the same 
population. Nevertheless, one way to estimate the sample size needed to detect a QTL 
of a given size of effect and mode of action is to simulate the population in which a QTL 
has to be detected. Then analysis of selected samples of the simulated data set will 
reveal the coefficients a and P and determine what sample size is needed to detect a 
QTL of this effect in the real population. 
Selective genotyping can be applied in other methods of analysis (daughter and 
granddaughter designs: Weller et al., 1990) with approximately the same results 
(Bovenhuis and Spelman, 1998). However, which method of analysis is the most 
powerful and makes most use of the available data it is not in the scope of this thesis. 
Different methods of analysis are more suitable in different cases and the method of 
analysis should be selected according to the population structure and the available 
resources. Even in cases where the power of detection of sib pair analysis is expected 
to be low, it can be used in conjunction with selective genotyping in a preliminary 
analysis since it is fast and easy to implement. Results of such a preliminary analysis 
could suggest regions of the genome where a QTL might be present. A larger scale 
analysis (e.g larger sample size, higher marker density) of this genomic region, using a 
method of analysis which could extract more information from the data could help 
identifying QTL for traits of economic interest and reduce costs. 
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