For the scalar delay differential equationẋ(t) = (1 + x(t))F (t, x t ), sufficient conditions for the global stability of the zero solution are given. The behavior of global solutions on R is also addressed. Several applications to population models which improve known results are presented.
Introduction
Let C := C([−r, 0]; R) be the space of continuous functions from [−r, 0] to R, r > 0, equipped with the sup norm |ϕ| C = max −r θ 0 |ϕ(θ)|. In the present paper, we study a scalar functional differential equation (FDE) x(t) = 1 + x(t) F (t, x t ), t ∈ I, (1.1) where I = [0, ∞) or I = R and F : I × C → R is continuous. As usual, x t denotes the function in C defined by x t (θ ) = x(t + θ), −r θ 0. Although we fix our attention on models in the form (1.1), for most of the applications we have in mind the study of a general scalar delayed population model of the forṁ
y(t) = y(t)f (t, y t ), t ∈ I,
(1
where f : I × C → R is a continuous function. Eq (1.2) are usually considered in population dynamics, where y(t) denotes the density of a single population species at time t, r stands for the maturation period of the species and f (t, x t ) is the growth function. Due to the biological interpretation of the model, it is reasonable to consider only positive solutions of (1.2), or, in other words, to take admissible initial conditions y 0 = ψ ∈ C such that ψ(θ) 0 for θ ∈ [−r, 0), ψ(0) > 0. Our main purpose is to apply stability results for (1.1) to address the stability of particular solutions of population models (1.2), such as equilibria or periodic solutions, in the set of positive solutions. In fact, from a biological point of view, it is often of interest to investigate the global asymptotic stability of a particular positive solution u(t) of (1.2). If there is a positive equilibrium y * > 0 for (1.2), i.e., f (t, y * ) = 0 for all t ∈ I , the natural question is whether the population stabilizes at the equilibrium value y * with time. Similarly, if f (t, ϕ) is ω-periodic (respectively, almost periodic) in t, it is of interest to inquire whether there is a ω-periodic (respectively, almost periodic) positive solution u(t) of (1.2) such that y(t) − u(t) → 0 as t → ∞, for all positive solutions y(t) of (1.2). Suppose that u(t) is a solution of (1.2), u(t) > 0 for t −r. Through the change of variables x(t) = y(t)/u(t) − 1, the solution u(t) is translated to the origin, and Eq. (1.2) reads as Eq. (1.1), where F is defined by F (t, ϕ) = f (t, u t (1 + ϕ)) − f (t, u t ). Clearly, initial conditions y 0 = ψ for (1.2) become x 0 = ϕ, with ϕ = ψ/u 0 − 1, thus an initial condition x 0 = ϕ is admissible for (1.1) if ϕ ∈ C and ϕ(θ) −1 for θ ∈ [−r, 0), ϕ(0) > −1.
Now we set some notation. For α ∈ R, we define C α := ϕ ∈ C: ϕ(θ) α for θ ∈ [−r, 0) and ϕ(0) > α .
Unless otherwise stated, we always consider solutions of (1.1) with initial conditions x 0 = ϕ ∈ C −1 . For c ∈ R, a solution x(t) > c on an interval I is said to be bounded away from c if there is a positive constant ε such that x(t) c + ε for all t ∈ I . If x(t) is defined for t 0, we say that x(t) is oscillatory if it is not eventually zero and it has arbitrarily large zeros; otherwise, it is called non-oscillatory. An equilibrium E * of (1.1), or (1.2), is globally attractive or globally asymptotically stable (cf. [8, p. 149] ) if all solutions of the equation with initial conditions in C −1 , respectively C 0 , tend to E * as t → ∞. For c ∈ R, we use c to denote both the real constant and the constant function ϕ(θ) = c in C. In C, we consider the usual partial order
in particular, for ϕ ∈ C and c ∈ R, ϕ c (respectively ϕ c)
The paper is organized as follows. In Section 2, we present the main hypotheses that will be imposed on the function F in (1.1), and give a brief overview of similar assumptions considered in the literature. In Section 3, we prove the global asymptotic stability of the zero solution of (1.1), under the assumptions in Section 2. Applications of this result to delayed models appearing in population dynamics are presented in Section 4, and improvements on known results are given. The behavior of global solutions of (1.1) with I = R is addressed in Section 5, by further exploiting the techniques employed in Section 3.
Main assumptions
Consider a scalar FDE in C = C([−r, 0]; R),
where F : I × C → R is a continuous function, and I = [0, ∞) or I = R. We consider admissible initial conditions 2) and assume uniqueness of solution for the initial value problem (IVP) (2.1)-(2.2). Its solution is denoted by x(t) = x(ϕ)(t) or simply x(t), and is supposed to be defined on its maximal interval of existence. Throughout this paper, the following hypotheses will be considered:
(H1) there exists a piecewise continuous function a : I → [0, ∞) and T 0 0, such that for each ε > 0 there is η = η(ε) > 0 such that for t ∈ I , |t| T 0 and ϕ ∈ C −1 , then
F (t, ϕ) −ηa(t) if ϕ ε and F (t, ϕ) ηa(t) if ϕ −ε;
(H2) for a as in (H1), Remark 2.1. Note that (H1), respectively (H3), implies that F (t, ϕ) 0 for ϕ 0 and F (t, ϕ) 0 for ϕ 0, for |t| large, respectively t ∈ I , and ϕ ∈ C −1 . In particular, if (H3) holds, x = 0 is an equilibrium of (2.1). Hypothesis (H3) also implies that
Hypotheses (H1) and (H2) will be used to force non-oscillatory solutions of (2.1) to zero as t → ∞. Slightly different assumptions could have been considered, as it will be discussed below. To deal with oscillatory solutions, we will make use of (H3), known as the Yorke condition, and the 3/2-condition (H4). It will be useful to note that (2.3) is equivalent to saying that for each 0 < m 1 
The ideas behind the requirements in (H1)-(H4) are not new. However, in the literature, continuous functions F satisfying (H1)-(H4) (or similar hypotheses) have been mostly considered not in proving the stability of the zero solution of (2.1)-or the stability of a particular positive solution of the scalar population model (1.2)-, but in the setting of general scalar FDEṡ
In this sense, the major novelty of the work presented in Section 3 consists of considering hypotheses (H1)-(H4) for the general situation of Eq. (2.1). Our first goal is to verify that they are sufficient to guarantee the global asymptotic stability of the zero solution of (2.1), in the set of admissible solutions. In the framework of Eq. (2.4), condition (2.3) with b a positive constant was first introduced by Yorke [23] . Yorke proved that if (2.3) holds with b(t) ≡ b and br < 3/2, for all ϕ ∈ C such that |ϕ| C β, then all the oscillatory solutions of (2.4) with initial conditions |x 0 | C 2β/5 tend to zero as t → ∞. Later, Yoneyama [21] generalized the work of Yorke, replacing the constant b by a non-negative continuous function b(t), and established similar results for oscillatory solutions of (2.4) under (H3) and
The approach in [21] uses a Lyapunov-Razumikhin method. In [22] , these results were generalized to Eq. (2.4) with unbounded delay. The Yorke condition has been considered by many authors, when studying the stability of the zero equilibrium of (2.4). For other related works, see, e.g., [6, 8, 10, 16] . To force eventually monotone solutions to tend to zero as t → ∞, rather than (H1)-(H2) Yorke [23] and Yoneyama [21] assumed the following condition: for all sequences t n → ∞ and ϕ n ∈ C, |ϕ n | C β, if ϕ n → c = 0, then F (t n , ϕ n ) does not converge to zero.
(2.7)
Hypothesis (H1) above, with a(t) = b(t) for b(t) as in (2.3), was first introduced by Yoneyama [22] , in the framework of Eq. (2.4) with possible unbounded delay given by t − g(t), where g(t) is a non-decreasing continuous function such that g(t) → ∞ as t → ∞. Conditions (H1) and (2.6), where the delay r was replaced by t − g(t), were used in [22] to ensure that sufficiently small non-oscillatory solutions of (2.4) tend to zero as t tends to infinity. Note that (2.6) is stronger than (H2). We remark that other hypotheses could have been used to deal with non-oscillatory solutions. For slightly different or weaker versions of (2.7) or (H1)-(H2), see [11, 16] . However, (H1) and (H2) are sufficient for our purposes, in terms of applications to the population models considered in Section 4.
A major distinction of the present framework, when compared with what happens for Eq. (2.4), is that the equality is allowed in the 3/2-condition (H4). For (2.4) with piecewise continuous functions F , condition (2.5) is sharp, in the sense that there are functions F satisfying (H3) with sup t 0 t +r t b(s) ds = 3/2, for which the zero solution of (2.4) does not attract all the oscillatory solutions [10, 21] . Another distinction is that (H1)-(H4) are sufficient to prove the global stability of the zero solution of (2.1), in the set of solutions with admissible initial conditions. For (2.4), with F satisfying (H1), (H2), (H3) and (2.5), only the uniform asymptotic stability of the zero solution is usually treated.
Since the pioneer work of Wright [20] , there has been an extensive literature on 3/2-type stability conditions. For more discussions and related results on conditions of type (H3), in the setting of Eq. (2.4), we refer, e.g., to [1, 5, 6, 9, 12, 16, 19, [21] [22] [23] ; for particular models of type (2.1), to [4, 7, 8, [13] [14] [15] 17] .
Global asymptotic stability of the trivial solution
In this section, we consider I = [0, ∞) and begin by establishing standard results on existence and boundedness of solutions of (2.1) on I .
Lemma 3.1. Assume that F (t, ϕ) is bounded from above on
The following lemma will be frequently used: Lemma 3.2. Let I = [0, ∞) or I = R, and assume that there is T ∈ I such that
we have x t > 0, and (3.1) implies now F (t, x t ) 0. Hencė 
Then the solutions x(t) of (2.1) with admissible initial conditions are defined and bounded
Proof. From Lemma 3.1, x(t) is defined for t 0 with x(t) > −1. If x(t) is eventually positive (respectively negative), (3.1) implies that x(t) is eventually non-increasing (respectively non-decreasing), thus x(t) is bounded and bounded away from −1. Now let x(t) be an oscillatory solution. Consider t 0 a local maximum point of x(t), with t 0 T where T is as (3.1)-(3.2), and x(t 0 ) > 0. We may assume that x(t) < x(t 0 )
Therefore, we deduce that x(t) −1 + e µ for t large. Now, let t 1 T be a local minimum point of x(t), with x(t 1 ) < 0 and x(t) −1 + e µ for t t 1 − r. In a similar fashion, from Lemma 3.2 we deduce that there is ξ 1 ∈ [t 1 − r, t 1 ) such that x(ξ 1 ) = 0. Hence, by (3.3) there is η > 0 such that
which implies that x(t 1 ) −1+e −ηµ . This proves that x(t) is bounded away from −1. ✷ In the next two lemmas, we treat separately non-oscillatory and oscillatory solutions. 
Proof. Suppose that x(t) is eventually positive, x(t) > 0 for t t 0 − r, for some t 0 T 0 , for T 0 as in (H1). Since x t 0 for t t 0 , we have F (t, x t ) 0, thusẋ(t) 0 for t t 0 . Hence, there exists c := lim t →∞ x(t) 0. If c > 0, from (H1) we deduce that F (t, x t ) −ηa(t), t t 0 , for some η > 0. Using (2.1) and (H2), we get , whose arguments need to be adjusted to take into account the present situation. Some estimates in this proof will be used later (see proof of Theorem 5.3), so they are presented with care. Details that follow immediately from arguing as in [13, 15] are omitted. In the setting of Eq. (2.4), proofs including similar reasonings can be found in [10, 11, 16, 22] . Proof. Since (H3) and (H4) imply (3.1), (3.2) and (3.3), x(t) is bounded and bounded away from −1 on I . Now we prove that x(t) → 0 as t → ∞.
Let
Note that 0 v < 1 and 0 u < ∞. Fix ε > 0, and for T as in (H4) choose T 0 T such that
Since −v 1 x t u 1 for t T 0 , Eq. (2.1) and (H3) imply that
Consider a sequence (x(t n )) of local maxima, x(t n ) > 0, t n → ∞, t n − 2r T 0 , x(t n ) → u as n → ∞. We may assume that x(t) < x(t n ) for t n − t > 0 small. By Lemma 3.2 we deduce that there exists ξ n ∈ [t n − r, t n ) such that x(ξ n ) = 0 and x(t) > 0 for t ∈ (ξ n , t n ]. Hence, from (3.4) we have
Let t ∈ [ξ n , t n ] and θ ∈ [−r, 0]. If t + θ > ξ n , then x(t + θ) > 0; if t + θ ξ n , from the above inequality we derive
Therefore,
By using (H3) and (2.1), one obtainṡ
From (3.4) and (3.5), we obtaiṅ
By arguing as in [15, Theorem 3.1], from (3.6) and (H4) we have
By letting n → ∞ and ε → 0, we conclude that
Now consider a sequence (x(s n )) of local minima,
In a similar way, we deduce that there exists η n ∈ [s n − r, s n ) such that x(η n ) = 0 and x(t) < 0 for t ∈ (η n , s n ], implying that
(3.8)
From (3.4) and (3.8), we havė
Following [15] , from (3.9) and (H4) we deduce
and letting n → ∞ and ε → 0, we conclude that
But (3.7), (3.10) and Lemma 3.2 in [15] imply that u = v = 0. The proof is complete. ✷ From Lemmas 3.4 and 3.5, the main result of this section immediately follows. 
When F (t, ϕ) = b(t)f (ϕ), hypotheses (H1) and (H3) with a(t) = b(t)
can be expressed in a simpler form, from which the next result follows. 
Corollary 3.7. Consideṙ
x(t) = 1 + x(t) b(t)f (x t ), t 0,(3.(h1) for each ε > 0 there is η = η(ε) > 0, such that f (ϕ) −η if ϕ ε and f (ϕ) η if ϕ −ε, ϕ ∈ C −1 ; (h2) ∞ 0 b(t) dt = ∞; (h3) for all ϕ ∈ C −1 , −M(ϕ) f (ϕ) M(−ϕ); (h4) there is T 0 such that t t −r b(t) dt 3/2, for t T .
Then all solutions of (3.11) with admissible initial conditions are defined and bounded away from −1 on [0, ∞), and satisfy x(t) → 0 as t → ∞.
We now analyse a model having the form (3.11), with f depending only on one discrete delay. (i) g is nonincreasing, with xg(x) < 0 for x = 0; (ii) |g(x)| |x|, x ∈ R; (3.13) (iii) b satisfies (h2) and (h4).
Corollary 3.8. Consideṙ x(t) = 1 + x(t) b(t)g x(t − r) , t

Then the solution x(t) = x(ϕ)(t) of (3.12)-(2.2) is defined on [0, ∞), and x(t) → 0 as t → ∞.
Proof. Define f (ϕ) = g(ϕ(−r)), so that (3.12) reads as (3.11). Condition (i) implies that f (ϕ) g(ε) < 0 if ϕ ε > 0, and f (ϕ) g(−ε) >
. Hence (h1) in the above corollary holds. On the other hand, (h3) follows easily from (3.13). ✷ Remark 3.9. In [10, Theorem 1.1], the authors proved the global asymptotic stability of the zero solution oḟ
assuming conditions (i), (iii) above and
They also observed [10, Remark 4.1] that this result could not be applied to deduce the global asymptotic stability (in the set of admissible solutions) of the zero solution oḟ
that had been proven in [13] under conditions (h2) and (h4). In fact, the transformation x(t) = e y(t) − 1 reduces (3.15) to the form (3.14), with g(x) = 1 − e x , which does not satisfy |g(x)| < |x|, x = 0, nor the weaker assumption (3.13 
In the phase space C, consider Eq. (2.1), where F (t, ϕ) is defined for t ∈ I and ϕ ∈ C(t). Clearly Theorem 3.6 holds for this situation if we replace ϕ ∈ C −1 by ϕ ∈ C −1 (t) in hypotheses (H1) and (H3), and 
(t) = max{r i (t): 1 i n}, t ∈ I , and F (t, ϕ) = F 0 (t, ϕ(−r 1 (t)), . . . , ϕ(−r n (t))) defined for t ∈ I and ϕ ∈ C(t).
Applications
In this section, we apply the stability criterion in Theorem 3.6 to several models from population dynamics, noting that many other illustrations can also be given. Known results in the literature are improved. 
F (t, ϕ) = −y * b(t)L(ϕ).
For f (ϕ) = −y * L(ϕ), we note that conditions (h1) and (h3) 
Then, every solution y(t) of (4.1) with initial condition y 0 = ϕ ∈ C 0 is defined and bounded away from zero on [0, ∞), and satisfies y(t) → y * as t → ∞, where y * = 1/ L .
As a particular case of (4.1), consider the delayed logistic model
where
, and define y * as the positive equilibrium of (4.2), y * = a 0 / (a 1 + a 2 ). From Theorem 4.2, we deduce that if
where r = max(τ 1 , τ 2 ), then y(t) → y * as t → ∞, for all solutions y(t) of (4.2) with initial conditions y 0 ∈ C 0 . In particular, if b(t) ≡ 1, this is the case if
clearly a stronger result than [1, Theorem 1.4.3]. For related results, see [7, 13, 15] .
Example 4.3.
We now consider the following IVP, studied in [10, 12] :
3) 
, t 0, (4.6)
Note that (4.6) reads as (2.1), where
Clearly, f 0 (x) < 0 for x −1, and f 0 (x) > −x for x > 0, f 0 (x) −x for −1 x < 0. Hence conditions (h1) and (h3) in Corollary 3.7 hold for f as above. Assumptions (h2) and (h4) in the same corollary translate here as
and we thus obtain the following result: Therefore, Theorem 4.4 improves the result of [10] only in the case a > 3b. We also note that through the change of variables 1 + x(t) = z(t), (4.6) becomeṡ
This is a particular case of Eq. (1.5) considered in [12] (see also Eq. (4.13) below). From [12, Theorem 3] , it follows that every positive solution of (4.11) tends to the equilibrium z * = 1 as t → ∞ if conditions (4.8) and 12) are assumed. For a > 2b, (4.9) is weaker than (4.12), in which case the criterion in Theorem 4.4 improves the one in [12] . 
. . , n. Eq. (4.13) with possible unbounded delays was investigated in [12] . As usual, we consider only positive solutions of (4.13). Define a = n i=1 a i , and effect the change of variables
is the unique positive equilibrium of (4.13), so that (4.13) is transformed intȯ
(4.14)
As noticed in Remark 3.11, the results in the previous section apply to Eq. (2.1) with time dependent bounded delays. Eq. (4.14) has the form (3.16), for F defined by
where S(t) := 
b(t) = pr(t).
On the other hand, define
, t 0.
One can verify that
and where τ (t) = max 1 i n τ i (t) for t 0. Then all solutions of (4.13) with initial conditions in C 0 tend to the positive equilibrium N * as t → ∞.
As remarked above, the more general case of Eq. (4.13) with possible unbounded delays was studied by Qian [12] . By using a completely different technique, Qian's result states the global asymptotic stability of N * under the assumptions (4.16) and
If a −1 S 0 < 1/2, (4.17) improves the criterion in (4.18). We also remark that the particular case of (4.13) with n = 1 and τ (t) ≡ τ > 0 is usually considered as an alternative model to the delayed logistic equation for a "foodlimited" population, and has been studied by many authors (see [3, 14, 18] and references therein). Foṙ
So and Yu [14] proved that N * is uniformly and asymptotically stable assuming (4.16) and
which would be weaker than (4.17) if the equality to 3/2 was allowed in the above requirement. Also, in [14] the study of the global asymptotic stability of N * was not addressed.
Example 4.7. Consider the delayed equation proposed by Gopalsamy et al. [2] for a "foodlimited" single population model with environmental periodicity: 
will be considered. In [2] , the authors proved the existence of a unique positive ω-periodic 
(t)K(t)N * (t)[1 + r(t)c(t)]x [K(t) + r(t)c(t)N * (t)][K(t) + r(t)c(t)N * (t)(1 + x)] .
Note that x → F 0 (t, x) is decreasing for x −1. Since the functions r, c, K have positive lower and upper bounds, it is easy to check that (H1) and (H2) hold. On the other hand, for m 1 , m 2 > 0 we have Consequently, Theorem 4.8 is a significant improvement of the result in [2] .
Behavior of solutions on I = (−∞, ∞)
In this section, let I = R. Some techiques in Section 3 are applied to study the global behavior of solutions of (2.1) which are defined on R. Uniqueness of solutions of the IVPs (2.1)-(2.2) is assumed. Clearly, solutions of the IVPs (2.1)-(2.2) are not necessarily defined for t < −r. In case x(t) is a global solution of (2.1), i.e., x(t) is a solution of (2.1) on R, we say that x(t) is oscillatory about −∞ if x(−t) is oscillatory; otherwise, x(t) is said to be non-oscillatory about −∞. Proof. Let x(t) be a solution of (2.1) on R and suppose that x(t) is bounded and bounded away from −1 on (−∞, 0]. From Theorem 5.1, it follows that x(t) → 0 as t → −∞.
In order to get a contradiction, assume that x(t) is not identical to zero on R. Fix any n ∈ N, and consider T n T such that |x(t)| 1/n for t T n . Since x(t) is bounded and x(t) → 0 as t → −∞, t n = min t ∈ (−∞, T n ]: x(t) = sup s∈(−∞,T n ]
x(s)
is well-defined, and x(t n ) := u n 1 n , x(t) < u n for t < t n .
If x(t n ) > 0, then x(s) < x(t n ) = u n for s < t n , hence Lemma 3.2 implies that there is ζ n ∈ [t n − r, t n ] such that x(ζ n ) = 0 and x(t) > 0 on (ζ n , t n ]. In a similar way, if x(t n ) = −u n < 0, there is ζ n ∈ [t n − r, t n ] such that x(ζ n ) = 0 and x(t) < 0 on (ζ n , t n ].
Note that −u n x s u n for s t n . We now argue as in the proof of Lemma 3.5. If x(t n ) = u n , we get (3.6) with v 1 and ξ n replaced by u n and ζ n , respectively: 
