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1. Introduction
In a celebrated paper published in 1980, E. M. Nikishin [40] introduced a general class
of systems of measures, now called Nikishin systems. Let ∆α,∆β be two non-intersecting
bounded intervals of the real line R, measures σα ∈M(∆α) and σβ ∈M(∆β), where M(∆)
denotes the set of all finite Borel measures on the interval ∆ with constant sign. With σα
and σβ we construct a third measure 〈σα, σβ〉, which using the differential notation is given
by
(1) d〈σα, σβ〉(x) := σ̂β(x)dσα(x), σ̂β(x) =
∫
(x− t)−1dσβ(t).
Definition 1.1. Take a collection ∆j , j = 1, . . . ,m, of intervals such that
∆j ∩∆j+1 = ∅, j = 1, . . . ,m− 1,
and a system of measures (σ1, . . . , σm) with σj ∈ M(∆j), j = 1, . . . ,m; we assume addi-
tionally that for each j, the convex hull of the support supp(σj) of σj coincides with ∆j .
The work of the first author was supported by a grant from the Russian Science Foundation project
142100025. The second and the third authors were supported by MICINN of Spain under grants MTM2015-
65888-C4-2-P and MTM2011-28952-C02-01, respectively, and by the European Regional Development Fund
(ERDF). Additionally, the third author was supported by Junta de Andaluc´ıa (the Excellence Grant P11-
FQM-7276 and the research group FQM-229) and by Campus de Excelencia Internacional del Mar (CEIMAR)
of the University of Almer´ıa.
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Let
s1 = σ1, s2 = 〈σ1, σ2〉, . . . , sm = 〈σ1, 〈σ2, . . . , σm〉〉.
We say that (s1, . . . , sm) is the Nikishin system of measures generated by (σ1, . . . , σm), and
denote it by (s1, . . . , sm) = N (σ1, . . . , σm).
This model system was introduced in order to study general properties of multiple orthog-
onal polynomials and Hermite-Pade´ approximants.
Fix n := (n1, . . . , nm) ∈ Zm+ \ {0}, where 0 is the m dimensional zero vector. Define Pn as
a non-zero polynomial of degree deg(Pn) ≤ |n| := n1 + · · ·+ nm such that∫
xνPn(x)dsj(x) = 0, ν = 0, . . . , nj − 1, j = 1, . . . ,m.
The existence of Pn reduces to solving a homogeneous linear system of |n| equations on
the |n| + 1 coefficients of Pn; therefore, a non-trivial solution is guaranteed. However, in
contrast with the scalar case (m = 1) of standard orthogonal polynomials (OP), uniqueness
up to a constant factor is not a trivial matter (and, in general, not true for systems of
arbitrary measures (s1, . . . , sm)). In connection with this question in [40] it was shown that
in presence of a Nikishin system uniqueness holds, with degPn = |n|, for multi-indices of
the form (n + 1, . . . , n + 1, n, . . . , n), and stated without proof that it is also true whenever
n1 ≥ · · · ≥ nm. In the sequel we assume that Pn is monic.
Motivated by the structure of Nikishin systems, Herbert Stahl studied their analytic and
algebraic properties (see [9]). In a series of papers [21], [22], [23], among other results,
K. Driver and H. Stahl showed that uniqueness remains valid whenever nj ≤ nk + 1, 1 ≤ k <
j ≤ m. The problem for arbitrary multi-indices was definitely solved in [25] (and [26] when
the generating measures have unbounded and/or touching supports).
A remarkable property of Nikishin orthogonal polynomials is that they not only share
orthogonality relations with respect to several measures but they also satisfy full orthogonality
relations with respect to a single (varying with respect to n) measure. For m = 2 and
n2 ≤ n1 + 1 this was first observed by Andrei Aleksandrovich Gonchar1 by showing that the
function of the second kind
Rn,1(z) =
∫
Pn(x)
z − x dσ1(x)
satisfies the orthogonality relations
(2)
∫
xνRn,1(x)dσ2(x) = 0, ν = 0, . . . , n2 − 1.
From here it follows that Rn,1 has exactly n2 zeros in C \ ∆1, they are all simple, and lie
in the interior of ∆2. If Pn,2 denotes the monic polynomial of degree n2 vanishing at these
points, then
(3)
∫
xνPn(x)
dσ1(x)
Pn,2(x)
= 0, ν = 0, . . . , n1 + n2 − 1.
The study of the asymptotic behavior of multiple orthogonal polynomials is greatly in-
debted to A. A. Gonchar. In joint papers with E. A. Rakhmanov [27], [28], [29], they intro-
duced the notion of vector equilibrium problem to describe the asymptotic zero distribution
1On one of the regular Monday seminars at the Steklov Institute A. A. Gonchar was reporting on the
results contained in [40] but after a short while he had to leave to attend an important meeting. After an
hour or so he returned and started anew his presentation proving (2) and (3) and from there deduced the
convergence of the corresponding Hermite-Pade´ approximants.
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of such polynomials. For a Nikishin system of two measures and n1 = n2 = n the result may
be stated as follows. Define the normalized zero counting measure νP of a polynomial P as
νP =
1
degP
∑
P (x)=0
δx,
where δx denotes the Dirac measure with mass 1 at the point x, and each zero of P is taken
with account of its multiplicity, so that the total variation |νP | of νP is 1. Assume that
σj ∈ Reg, j = 1, 2 (for the definition of the class Reg of measures, see [53, Chapter 3]).
Then there exist positive measures λj ∈M(∆j), j = 1, 2, |λ1| = 2, |λ2| = 1, such that
(4) lim
n
νPn = λ1/2, limn
νPn,2 = λ2,
in the weak-* topology of measures, where λ1 and λ2 are uniquely determined by the solution
of the vector equilibrium problem
(5)
2Uλ1(x)− Uλ2(x)
{
= w1, x ∈ supp(λ1),
≥ w1, x ∈ ∆1 \ supp(λ1),
2Uλ2(x)− Uλ1(x)
{
= w2, x ∈ supp(λ2),
≥ w2, x ∈ ∆2 \ supp(λ2),
where w1, w2 are certain constants, and U
λ denotes the logarithmic potential of λ (see the
definition below). At the time, this result and its extensions were well known within a
small circle of specialists. With some variations, for general Nikishin systems it appeared
in papers by H. Stahl [52], and with the highest degree of generality by A. A. Gonchar,
E. A. Rakhmanov, and V. N. Sorokin [30]. For other extensions and generalizations see [5],
[7], [11], [15], [24], [41], [45], [46].
In recent years, Nikishin systems have attracted new attention because this construction
has been identified in different models of random matrix theory and multiple orthogonal
polynomial ensembles, see [6], [35], and [36]. In some of these models new ingredients appear
in which some of the generating measures turn out to be discrete and/or have unbounded
support. V. N. Sorokin has studied the asymptotic distribution of the zeros for several
multiple orthogonal polynomials of this type, see [49]–[50].
Orthogonal polynomials with respect to discrete measures have the characteristic that be-
tween two consecutive mass points there may be at most one zero of the polynomial. This
fact induces a constraint on the equilibrium problem whose solution describes the asymp-
totic zero distribution of the orthogonal polynomials. This effect was first pointed out by
E. A. Rakhmanov in [44] (see also [20] and [39]). A similar situation occurs in the case of
multiple orthogonal polynomials.
The present paper is devoted to the study of multiple orthogonal polynomials with respect
to Nikishin systems generated by two measures (σ1, σ2) with unbounded supports
supp(σ1) ⊆ R+ := [0,+∞), supp(σ2) ⊂ (−∞, 0).
The second measure σ2 is discrete. To obtain the limiting zero distribution (4) of such
multiple OP we state and solve a Nikishin type equilibrium problem which generalizes (5) by
having an external field acting on R+ and a constraint on R− := (−∞, 0].
The main results are stated in Section 2. In Section 3 we review some examples of explicit
solutions of the type of equilibrium problems that we consider. Section 4 contains new results
related with potentials with unbounded support and scalar equilibrium problems. The last
two sections include the proofs of the main results.
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This paper has a long story. It was started in 2011 while the first author visited Spain
in the framework of the Excellence Chair Program sponsored by Universidad Carlos III de
Madrid and the Bank of Santander. Then, an essential progress on this project was achieved
in 2014 when the Editorial Boards of Sbornik Mathematics and Journal of Approximation
Theory were preparing the special issues [55] and [56] of their journals in memory of A.A.
Gonchar (1931 - 2013) and H. Stahl (1945 - 2012). However, it was impossible for us to
complete the task in due form. Finally, the 70th anniversary of E. M. Nikishin’s birthday in
2015 and the 30th anniversary of his death in 2016 motivated the authors to conclude the
work, which is dedicated to the memory of these outstanding analysts.
2. Statement of the main results
Let dσ1(x) = σ
′
1(x)dx be a positive, absolutely continuous measure on R+, and σ2 a purely
discrete measure whose support is contained in (−∞, 0) given by
(6) σ2 =
∑
k≥1
βk δtk , 0 > tk ↘ −∞, βk > 0,
∑
k≥1
βk
|tk| < +∞.
All the moments of σ1 are assumed to be finite. Notice that σ̂2 is integrable with respect
to σ1. Let (s1, s2) = N (σ1, σ2) be the Nikishin system generated by these measures. For
n = (n1, n2) ∈ Z2+ \ {0} we define Pn as the monic polynomial of degree |n| which satisfies
(7)
∫
xνPn(x)dsj(x) = 0, ν = 0, . . . , nj − 1, j = 1, 2.
The zeros of Pn are simple and lie in the interior of R+. We will restrict our attention to
sequences of multi-indices of the form n = (n, n). In order to simplify the notation we write
Pn instead of Pn. Thus, degPn = 2n. Our goal is to describe the (rescaled) asymptotic zero
distribution of the polynomials (Pn) , n ∈ N, under appropriate assumptions on the generating
measures σj , j = 1, 2.
Using the properties of Nikishin systems (see [26] and [30]) it is easy to deduce that there
exists a monic polynomial Pn,2, degPn,2 = n, whose zeros are simple and contained in the
interior of the convex hull of supp(σ2), such that
(8)
∫
xν
Pn(x)
Pn,2(x)
dσ1(x) = 0, ν = 0, . . . , 2n− 1,
and
(9)
∫
tν
Pn,2(t)
Pn(t)
∫
P 2n(x)
Pn,2(x)
dσ1(x)
x− t dσ2(t) = 0, ν = 0, . . . , n− 1.
In other words, Pn and Pn,2 satisfy full orthogonality relations with respect to varying mea-
sures.
Let (dn)n∈Z+ , dn ≥ 1, limn d1/nn = 1, be an increasing sequence of numbers, and let
(10) Qn(x) = Pn(dnx)/d
2n
n , Qn,2(t) = Pn,2(dnt)/d
n
n.
Making the change of variables x→ dnx, t→ dnt it follows that the monic polynomials Qn,
Qn,2 verify the orthogonality relations
(11)
∫
xν
Qn(x)
Qn,2(x)
σ′1(dnx)dx = 0, ν = 0, . . . , 2n− 1,
and
(12)
∫
tν
Qn,2(t)
Qn(t)
∫
Q2n(x)
Qn,2(x)
σ′1(dnx)dx
x− t dσ2,n(t) = 0, ν = 0, . . . , n− 1,
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where
(13) σ2,n =
∑
k≥1
βkδξk,n , ξk,n = tk/dn.
The asymptotic zero distribution of the multiple orthogonal polynomials Qn, Qn,2 is de-
scribed in terms of an associated vector equilibrium problem that we now present.
For a closed subset ∆ ⊂ R we denote by M+(∆) the class of all finite positive Borel
measures µ such that supp(µ) ⊂ ∆. We write µ ∈ M+c (∆) if, additionally, |µ| = c. Let
µ ∈M+(R). Its logarithmic potential and energy are given by
(14) Uµ(x) :=
∫
log
1
|x− y|dµ(y), I(µ) :=
∫ ∫
log
1
|x− y|dµ(x)dµ(y),
respectively, whenever these integrals are well defined.
Assume that µ1, µ2 ∈M+(R) verify
(15) I(µ) < +∞,
∫
log(1 + |x|2)dµ(x) < +∞.
Their mutual energy may be defined as
I(µ1, µ2) :=
∫ ∫
log
1
|x− y|dµ1(x)dµ2(y).
Analogously, one can define the potential, energy, and mutual energy of signed measures. In
particular, if µ1 and µ2 verify (15), then
I(µ1 − µ2) = I(µ1) + I(µ2)− 2I(µ1, µ2).
Moreover, if µ1, µ2 ∈M+c (R) (only finite energy is required), we have
(16) I(µ1 − µ2) ≥ 0,
with equality if and only if µ1 = µ2 (see [16, Theorem 2.5], [48, Theorem 4.1], and also [51,
Lemma 1.1.8] if the measures have compact support).
Let σ be a positive Borel measure, supp(σ) = R−, |σ| > 1, such that for every compact
subset K ⊂ R− we have that Uσ|K is continuous on C, where σ|K denotes the restriction of
σ to K. We define
(17) M(σ) := {~µ = (µ1, µ2)t ∈M+2 (R+)×M+1 (R−) : µ2 ≤ σ},
where the superscript t stands for transpose. By µ2 ≤ σ we mean that σ − µ2 is a positive
measure. Since we have assumed that Uσ|K is continuous on C for every compact K, it readily
follows that Uµ2 is continuous on C. Eventually we will require that a measure µ on R (in
particular σ) satisfies the condition that for every ε > 0 there exists 0 < δ < 1/2 and R0 > 0
such that
(18) sup
|R|≥R0
∫ R+δ
R−δ
log
1
|R− y|dµ(y) < ε.
Let ϕ be a real valued continuous function on R+ satisfying
(19) lim
x→∞(ϕ(x)− 4 log x) = +∞.
Set
M∗(σ) := {~µ ∈M(σ) : µ1, µ2 verify (15)},
Jϕ := inf{Jϕ(~µ) : ~µ ∈M∗(σ)}, Jϕ(~µ) := 2
(
I(µ1)− I(µ1, µ2) + I(µ2) +
∫
ϕdµ1
)
,
5
and
W ~µ1 (x) := 2U
µ1(x)− Uµ2(x) + ϕ(x), W~λ2 (x) := 2Uλ2(x)− Uλ1(x).
Theorem 2.1. Let σ, supp(σ) = R−, |σ| > 1, be a positive Borel measure such that for every
compact subset K ⊂ R− we have that Uσ|K is continuous on C. Let ϕ be a continuous
function on R+ which verifies (19). Then, the following statements are equivalent and have
the same unique solution:
(A) There exists ~λ ∈M∗(σ) such that Jϕ(~λ) = Jϕ > −∞.
(B) There exists ~λ ∈M∗(σ) such that for all ~ν ∈M∗(σ),∫
W
~λ
1 d(ν1 − λ1) +
∫
W
~λ
2 d(ν2 − λ2) ≥ 0.
(C) There exist ~λ = (λ1, λ2) ∈ M∗(σ) and constants w1 = w1(σ, ϕ), w2 = w2(σ, ϕ) such
that
(20) 2Uλ1(x)− Uλ2(x) + ϕ(x)
{
= w1, x ∈ supp(λ1),
≥ w1, x ∈ R+,
(21) 2Uλ2(x)− Uλ1(x)
{ ≤ w2, x ∈ supp(λ2) = R−,
= w2, x ∈ supp(σ − λ2).
The constants w1, w2 are uniquely determined as well. We also have that U
λ1 , Uλ2 are con-
tinuous on C, supp(λ1) is compact. If xϕ′(x) > 0 is increasing on R+ then supp(λ1) is also
connected. If ϕ is increasing on R+ then 0 ∈ supp(λ1). If
∫
log(1 + y2)dσ(y) = +∞ and σ
verifies (18) then w2(σ, ϕ) = 0.
Results of this nature (in a more general setting regarding the dimension of the vector
equilibrium problem and the supports of the corresponding measures) may be seen in [10].
There, the action of constraints on the measures is not considered and the external fields,
which verify restrictions of the form (23), act on all the components of the vector measures.
This implies in turn that all the components of the equilibrium vector measure have compact
support. However, taking into consideration certain applications, we are especially interested
in allowing the second component of the equilibrium measure to be unbounded. For this rea-
son, in the proof of Theorem 2.1 (see also Lemma 5.1) we follow the approach presented in [32]
where results similar to Theorem 2.1, except for part (C), also appear. It’s worth mention-
ing that when dealing with vector potentials involving measures with overlapping supports,
in general, there is no reason for Euler-Lagrange variational conditions to hold everywhere,
even in the presence of positive definite interaction matrices2 and strongly confining external
fields (see the interesting examples contained in [10]). In our case, the solution is due to the
Nikishin type structure of the problem and the action of the constraint σ satisfying adequate
conditions.
In order to study the contracted zero distribution of the polynomials Qn, Qn,2, we must
impose some restrictions on the points ξk,n and the numbers βk, dn. These conditions are
inspired by similar ones introduced for the study of the contracted zero distribution of discrete
orthogonal polynomials in the scalar case as you can see in [44, Theorem 2], [20, Definition
3.1], [39, Section 6], and [38, Theorem 7.1] whose model we follow closely. In the sequel we
assume that:
2see Section 5 for the definition of the interaction matrix relevant in our case
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(i) There exists a positive continuous function ρ on R− such that
|ξk+1,n − ξk,n| > ρ(ξk,n)/n, k ≥ 0 (ξ0,n = 0).
(ii)
lim
n→∞ (min{βk : ξk,n ∈ [−n, 0]})
1/n = 1.
(iii) There exists a positive Borel measure σ, supp(σ) = R−, |σ| > 1, such that:
– for every compact subset K ⊂ R−, the logarithmic potential Uσ|K of the restric-
tion of σ to K is continuous on C,
– ∫
log(1 + y2)dσ(y) = +∞,
– for every ε > 0 there exists 0 < δ < 1/2 and R0 < 0 verifying
sup
R≤R0
∫ R+δ
R−δ
log
1
|R− y|dσ(y) < ε,
and
(22) lim
n→∞
1
n
∫
f(x)d (
∑
k≥1
δξk,n)(x) = limn→∞
1
n
∑
k≥1
f(ξk,n) =
∫
f(x)dσ(x)
for every continuous function f with compact support in R−.
(iv) There exists a continuous function ϕ on R+ satisfying
(23) lim inf
x→+∞ ϕ(x)/(4 log x) > 1.
such that for a certain α < 1
(24) lim
n→∞
1
n
log(xασ′1(dnx)) = −ϕ(x)
uniformly on each compact subset of R+, and
(25) lim inf
n→∞,x→+∞
− log(xασ′1(dnx))
4n log x
> 1.
Now we are ready to formulate the main result about the zero asymptotics of Nikishin
orthogonal polynomial.
Theorem 2.2. Let the assumptions (i)− (iv) formulated above hold, and let ~λ = (λ1, λ2) ∈
M∗(σ) be the solution of the extremal problem in Theorem 2.1. Assume that
(26) 0 6∈ supp(σ − λ2),
∫
|y|αdλ2(y) <∞, λ > 1/2.
Then
(27) lim
n
νQn = λ1/2, limn
νQn,2 = λ2,
in the weak topology of measures. That is for every bounded continuous functions f and g on
R+ and R−, respectively, we have
lim
n
∫
fdνQn =
1
2
∫
fdλ1, lim
n
∫
gdνQn,2 =
∫
gdλ2.
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Although the assumptions of this theorem may seem too restrictive, it encompasses many
interesting examples. Some of them will be discussed in the next section. In particular,
we will analyze briefly the case of the modified Bessel weights (appearing in the analysis of
the non-intersecting squared Bessel paths), the multiple Hermite polynomials (useful when
studying ensembles of random matrices with an external source), and finally, the multiple
Pollaczek polynomials, studied previously in [49], which will be discussed in more detail,
and for which an alternative method for solving the equilibrium problem of Theorem 2.1 is
presented. These examples verify all the assumptions of Theorem 2.2 except the integral
condition in (26). It remains a difficult unsolved problem to eliminate this condition from a
general theorem like Theorem 2.2.
Let us finish this section noting that we can easily translate the results of Theorems 2.1
and 2.2 to the equivalent setting of the whole real axis R (with symmetric measures with
respect to the origin). Indeed, let {Pm} be a sequence of multiple orthogonal polynomials
satisfying (7) with respect to a Nikishin system (8)–(9) on the semiaxis R+, and define the
polynomial sequence {P˜n} with polynomials of even degrees by
(28) P˜n(x) := Pm(x
2), m =
n
2
, n ∈ 2N.
Then P˜n is a multiple orthogonal polynomials satisfying conditions of the form (7) with
respect to what can be seen as a natural generalization of a Nikishin system: now the first
generating measure σ1 is supported on the whole real axis R, while the second generating
measure σ2 is a discrete measure on the imaginary axis. Then for the rescaled polynomials
Q˜n(x) := Pn(dnx
2)/d2nn we have straightforward analogues of Theorems 2.1 and 2.2, but now
in terms of the solution of the following equilibrium problem: there exists a unique pair of
measures (λ1, λ2), |λ1| = 2, |λ2| = 1, λ2(x) ≤ σ˜, and unique constants w1, w2, such that
(29) 2Uλ1(x)− Uλ2(x) + ϕ˜(x)
{
= w1, x ∈ supp(λ1) ⊂ R,
≥ w1, x ∈ R,
(30) 2Uλ2(x)− Uλ1(x)
{ ≤ w2, x ∈ supp(λ2) = iR,
≥ w2, x ∈ supp(σ − λ2).
The external field and the constraint are related to their analogues in (20)–(21) by ϕ˜(x) =
ϕ(x2), σ˜′(x) = 2xσ′(x2). We note, that the polynomials Q˜n(x) are multiple orthogonal with
respect to the varying weights s′j,n(x) := s
′
j(dnx)
(31)
∫
R
xkQ˜n(x) s
′
j,n(x) dx = 0, k = 0, . . . ,m− 1, j = 1, 2.
3. Examples of explicit solutions of the equilibrium problem
As we already mentioned in the introduction, in recent years various models from random
matrix theory have been reformulated in terms of multiple orthogonal polynomials corre-
sponding to Nikishin systems of type (7)–(9). In all of them, the generated weights are given
by entire functions whose ratio is a meromorphic function, which can be considered as the
Cauchy transform of a discrete measure σ2 as in (6).
In this section we discuss three examples of this type of Nikishin systems for which explicit
solutions of the associated equilibrium problems stated in Theorem 2.1 are available. One of
them (see subsection 3.3 below) is analyzed in more detail, along with a new approach for
expressing the density of the equilibrium measure as a jump of the logarithm of an algebraic
function. In this representation, the component of the equilibrium measure constrained by
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the Lebesgue measure is modeled as the jump of the logarithm of a negative function. In
contrast with the standard approach, where either the underlying differential equations or
the recurrence relations of the corresponding multiple orthogonal polynomials are used, we
derive this representation directly from the equilibrium conditions.
3.1. Modified Bessel weights (and non-intersecting squared Bessel paths). In [17],
[18] multiple orthogonal polynomials {Pn} satisfying (7) for the system of weights
(32)
s′1(x) = x
ν/2e−
x
2 Iν
(√
x
)
,
s′2(x) = x
(ν+1)/2e−
x
2 Iν+1
(√
x
)
,
x ∈ R+ ,
where Iν is the modified Bessel function, ν > −1, were introduced and studied. This system
has found applications (see [36], [37], and [33]) in the description of ensembles of particles
following non-intersecting squared Bessel paths (i.e. the radial component of the multidimen-
sional Brownian motion [54]). Since this system of multiple orthogonal polynomials is quite
well studied we just briefly notice, that the polynomials {Pn}, rescaled as in (10) have the
asymptotic zero distribution given in (27).
The ratio of two weights from (32) is a meromorphic function which has its poles at the
squares of the zeros of the modified Bessel functions, i.e. tk in (6) equals
tk := − j2k,ν+1 , k ∈ Z+ ,
where jk,ν is the k-th zero of the Bessel function Jν . To apply Theorem 2.2 we do not need to
have explicit expressions of the mass points tk and the values of the masses βk for the measure
σ2, but we will need the asymptotics of the zeros of the Bessel function, see [1, p.192]
(33) jk,ν = pi (k +
ν
2
− 1
4
) +O
(
1
k
)
, k →∞,
and for estimating the values of the masses βk we can use the asymptotics of the modulus
Mν of the amplitude of the Bessel function Jν =: Mν cos θν , see [1, p.186]
(34) Mν(x) =
√
2
pi x
(
1 +O
(
1
x2
))
, x→ +∞.
Choosing the scaling coefficient in (10) as dn = n
2 for the measure σ2,n, see (13), we have
ξk,n = −(jk,ν/n)2. Using (33), (34) and the asymptotic of the modified Bessel function on
the right half plane, see [1, p.199]
Iν(z) =
ez√
2piz
(
1 +O
(
1
|z|
))
, |argz| < pi
2
,
it is possible to verify that conditions (i)–(iv) of Section 2 are satisfied with
ρ(x) ∼
√
|x|, α = 1/2,
(here f ∼ g means 0 < C1 < |f/g| < C2 <∞ where C1, C2 do not depend on x), and
(35) ϕ(x) =
x
2
−√x, x > 0, dσ
dx
=
1
pi
√|x| , x < 0.
(regarding (i), it follows from the fact that (33) implies limn→∞(ξk+1,n− ξk,n) = pi, see proof
of [33, Lemma 4.4]). In subsection 3.3 below we give more details verifying in a similar
situation some of the limits in conditions (iii) and (iv).
The rescaled weak asymptotics of the polynomial sequence {Pn} is described by means of
the extremal problem solved in Theorem 2.1, with the particular choice of the external field
ϕ and the upper constraint σ indicated in (35). We note, that the example of this subsection
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and some other relevant examples were also discussed in [33], providing an insight of why
such vector equilibrium problem should appear.
An explicit solution of the equilibrium problem (20)–(21) and (35) is known (see [36], or [6,
p. 1188]). The measures λj , j = 1, 2, are absolutely continuous with respect to the Lebesgue
measure with densities that can be expressed in terms of solutions of the cubic equation
(a.k.a. the spectral curve)
(36) H3 − 2H2 + H − 2
z
= 0.
Equation (36) has three solutions, enumerated in such a way that
H0(z) =
2
z
+O(z−2),
H1(z) = 1−
√
2
z1/2
− 1
z
+O(z−3/2),
H2(z) = 1 +
√
2
z1/2
− 1
z
+O(z−3/2),
as z →∞. Then, as it was shown in [36], λ1 and λ2 can be written as
(37)
λ′1(x) =
1
pi
ImH0,+(x), x > 0,
λ′2(x) =
dσ
dx
− 1
pi
ImH1,+(x), x < 0,
where the + subindices indicate the boundary values from the upper half plane.
3.2. Multiple Hermite polynomials (and random matrices with an external source).
Another set of multiple orthogonal polynomials was described in [4]. It turns out that it is
more convenient to deal with the polynomials {Q˜n}, defined by (31), with respect to the
system of varying weights
s′j,n(x) = e
−n( 1
2
x2−ajx), x ∈ R, j = 1, . . . , p.
This system has found applications in the description of ensembles of non-intersecting Brow-
nian bridges or random matrices with external source [3], [14]. There, for the case p = 2 and
a1 = −a2 = a, it was proved that the zero counting measures of the rescaled polynomials
{Q˜n} (corresponding to {P˜n}) have a weak limit λ which can be described by means of the
spectral curve
(38) H3 − zH2 + (2− a2)H + za2 = 0.
This equation is due to Pastur [43]. If we enumerate the branches in (38) so that, as z →∞,
H0(z) = z − 2
z
+O(z−2),
H1(z) = a+
1
z
+O(z−2),
H2(z) = −a+ 1
z
+O(z−2),
then λ is given by
(39) λ′(x) =
1
pi
ImH0,+(x), x ∈ R.
A generalization of Pastur’s curve for arbitrary p can be seen in [31].
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It was noticed in [13] (see also [8]) that the measure λ in (39) coincides with the component
λ1 in the solution of the equilibrium problem (29)–(30) corresponding to the external field ϕ˜
and the constraint σ˜ as follows:
ϕ˜(x) =
x2
2
− a|x|, x ∈ R, dσ˜(z) = a
pi
|dz|, z ∈ iR.
Indeed, multiple Hermite polynomials are orthogonal as well with respect to the weights
s˜′1,n(x) := s
′
1,n(x) + s
′
2,n(x) = e
−nx2/2 cosh(nax), x ∈ R,
s˜′2,n(x) := s
′
1,n(x)− s′2,n(x) = tanh(nax) s˜′1(x), x ∈ R.
Since
tanh(nax) = lim
N→∞
N∑
k=−N
(
1
na
1
x+ ipina(k − 12)
− 1
ipi (k − 12)
)
,
then (s˜1,n, s˜2,n) is a Nikishin system generated by σ˜1,n := s˜1,n and the discrete measure
dσ˜2,n := lim
N→∞
N∑
k=−N
1
na
δξk,n , ξk,n :=
ipi
na
(k − 1
2
).
It is clear that
#{k : ξk,n ∈ [−ix, ix]} ∼
[
2nax
pi
]
,
thus
1
n
lim
N→∞
N∑
k=−N
δξk,n
∗−→n d σ˜(z) = a
pi
|dz|, z ∈ iR,
and conditions (ii) – (iii) of (an analogue on the real line and the imaginary axis of) Theorem
2.2 are fulfilled. Regarding (iv) one can use that
− 1
n
log s˜′1,n(x) =
x2
2

−ax − 1n log
(
1 + e−2nax
)
, x > 0
+ax − 1n log
(
1 + e+2nax
)
, x 6 0
,
which leads, in particular, to the uniform convergence when n→∞
− 1
n
log s˜′1,n(x) ⇒ ϕ˜(x) :=
x2
2
− a|x|,
on compact subsets of R. As to (i) it can be derived as in the previous example.
Actually, [13] contains a more general result for the multiple orthogonal polynomials {Q˜n}
given by (31), corresponding to the system of varying weights
s′j,n(x) = e
−n(V (x)−ajx), x ∈ R, j = 1, 2,
where V (x) =
∑d
j=1 vjx
2j is an even polynomial potential with vd > 0; it was shown that
the zero counting measures of the scaled polynomials {Q˜n} converge (in a weak-* sense) to
the first component λ = λ1 of the solution to the equilibrium problem (26)-(27), with the
constraint σ˜ and the external field ϕ˜ given by
(40) ϕ˜(x) = V (x)− a|x|, x ∈ R, dσ˜(z) = a
pi
|dz|, z ∈ iR.
For a detailed proof of the existence and uniqueness of the solution of this equilibrium problem
see [32].
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Moreover, it was also proved in [13] that the equilibrium problem (29)–(30) with input
data (40) has always a unique solution (λ1, λ2), |λ1| = 2, |λ2| = 1, and that the functions
H0(z) = V
′(z)−
∫
dλ1(s)
z − s , z ∈ C \ S(λ1),
H1(z) = ±a+
∫
dλ1(s)
z − s −
∫
dλ2(s)
z − s , z ∈ C \ (S(λ1) ∪ S(σ − λ2)) , ±Re z > 0,
H2(z) = ∓a+
∫
dλ2(s)
z − s , z ∈ C \ S(σ − λ2), ±Re z > 0,
are the three solutions of the equation
(41) H3 + p2(z)H
2 + p1(z)H + p0(z) = 0
with polynomial coefficients, whose degrees can be easily determined from the degree of the
potential V . However, finding the coefficients of these polynomials explicitly in the most
general situation is a very difficult problem. In [8] (see also [13]) this was done for a general
even quartic potential,
V (x) =
1
4
x4 − b
2
x2
in the cases when the Riemann surface of (41) is of genus either 0 or 1. For instance, when
the genus is 1 we have from [8] that
H3 − (z3 + bz)H2 + z2H + a2z3 = 0,
where a and b belong to the triangular domain on the (a, b)-plane, bounded by the curves
am(b) :=
√
6b3 − 27b− 6(b2 − 3)3/2
9
> 0, b ∈ (−2,−
√
3),
aM (b) :=
√
6b3 − 27b+ 6(b2 − 3)3/2
9
> 0, b ∈ (−∞,−
√
3).
and by the b-axis (a = 0).
3.3. Multiple Pollaczek polynomials. We have come to the main example as discussed
at the end of Section 2.
The sequence of polynomials, studied in [49], is defined by the multiple orthogonality
conditions (7) on R+ with
(42) ds1(x) =
dx
sinh pi
√
x
2
, ds2(x) =
1
cosh pi
√
x
2
dx√
x
=
tanh pi
√
x
2√
x
ds1(x).
Decomposing tanh(piz/2)/z into simple fractions, it is easy to check that
tanh pi
√
z
2√
z
=
4
pi
∑
k≥0
1
z + (2k + 1)2
=
∫
dσ2(x)
z − x
where
σ2 =
4
pi
∑
k∈Z+
δ−(2k+1)2
(cf. (6)). Hence, (s1, s2) = N (σ1, σ2) is a Nikishin system generated by σ1 = s1, supported on
R+, and the discrete measure σ2 made of equal masses of size 4/pi, whose support is contained
in (−∞, 0). In this case, the re-scaling (10) is done taking dn = 4n2. This yields the measure
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σ2,n, see (13), with ξk,n = −((2k+ 1)/2n)2 and βk = 4/pi. It is easy to verify that conditions
(i)–(iv) of Section 2 are satisfied with
(43) ρ(x) =
√
|x|, dσ(x) = dx/2
√
|x|, ϕ(x) = pi√x, α = 1/2.
For example, to derive the expression of σ, let T ∈ (−∞, 0), then
lim
n
1
n
∫
[T,0]
d
∑
k≥1
δk,n(t)
 = lim
n
]{k : (2k + 1)2 ≤ 4n2|T |}
n
=
√
|T | =
∫
[T,0]
|dt|
2
√|t| .
Since dσ has no mass point this is sufficient to prove convergence in the vague topology (for
continuous functions with compact support). We wish to underline that the constraint comes
purely from the fact that in between two mass points of σ2,n there is at most one zero of
Qn,2. In this property only the positions of the masses of σ2,n intervene not their weights;
therefore, the constant 4/pi must be discarded.
Regarding (24) we have
1
n
log(x1/2s′1(4n
2x))−1 =
1
n
log
(
sinh(pin
√
x)√
x
)
.
At x = 0 we give this function its limiting value log(pin)/n to make it continuous. For the
proof of the uniform convergence we make the change of variables
√
x = y. Notice that
1
n
log
(
sinh(piny)
y
)
= piy +
1
n
log
1− e−2npiy
2y
Obviously, for y > 0 the pointwise limit is piy. On the other hand,(
1− e−2npiy
2y
)′
=
(4npiy + 2)e−2npiy − 2
4y2
< 0, y > 0,
since the numerator equals 0 at y = 0 and
((4npiy + 2)e−2npiy − 2)′ = −8n2pi2ye−2npiy < 0, y > 0.
Consequently, on any interval [0, T ], T > 0, the function
hn(x) :=
1
n
log
(
sinh(piny)
y
)
− piy
attains it’s maximum and minimum at the extreme points. We have
lim
n→∞hn(0) = limn→∞
log(pin)
n
= 0
and from the pointwise limit
lim
n→∞hn(T ) = 0.
Therefore, the uniform convergence follows.
Obviously, a pair of measures (fds1, fds2), where f is any continuous function such that 0 <
c1 ≤ f(x) ≤ c2 < +∞, x ∈ R+, has associated the same vector equilibrium problem. Thus,
the corresponding multiple orthogonal polynomials exhibit the same rescaled normalized zero
distribution as those corresponding to (42). Other examples may be constructed replacing
the discrete component of the Nikishin system by a Meixner or a Charlier type measure
(see, for example, [39], [50] or [2]). A large class, depending on two parameters, of Meixner-
Pollaczek type multiple orthogonal polynomials was studied in [12] and[13] for which the
rescaled logarithmic and ratio asymptotic were given. Our example is a confluent case of
those analyzed in [12], [13].
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We will also consider the corresponding polynomials transplanted to the whole real axis,
for multi-indices of the form (n, n). Using the transformation (28) we obtain a sequence of
monic polynomials P˜n of degree 2n, satisfying the orthogonality relations
(44)
∫
R
xνP˜n(x)
xdx
sinhpix
= 0, ν = 0, . . . , n− 1,
(45)
∫
R
xνP˜n(x)
dx
coshpix
= 0, ν = 0, . . . , n− 1,
that are known as multiple (or generalized) Pollaczek polynomials (see [49]). In order to
guarantee normality, we will assume additionally that the n are even. In this case, the zeros
of P˜n are real and simple.
In a similar fashion as it is done for Nikishin systems (on the real line) it can be deduced
that there exists a monic polynomial P˜n,2, deg P˜n,2 = n, whose zeros are also simple and
contained in iR \ {0}, such that
(46)
∫
R
xν
P˜n(x)
P˜n,2(x)
xdx
sinh(pix)
= 0, ν = 0, . . . , 2n− 1,
and
(47)
∫
R
tν
P˜n,2(t)
P˜n(t)
∫
iR
P˜ 2n(x)
P˜n,2(x)
xdx
(x− t) sinh(pix)dβ(t) = 0, ν = 0, . . . , n− 1,
where β is a discrete measure supported on the imaginary line. Set
Q˜n(z) = P˜n(nz)/n
2n, Q˜n,2(z) = P˜n,2(nz)/n
n.
The logarithmic (weak) asymptotic behavior of these polynomials was studied by V. N. Sorokin
in [49]. Sorokin’s approach is based on the existence of an explicit expression of the gener-
ating function for the polynomials Q˜n(x), to which a weak form of the Darboux method can
be applied. On this path, the weak asymptotics of the polynomials can be deduced from the
singularities of the generating function.
By (43), the zero counting measures of the scaled polynomials {Q˜n} (corresponding to
{P˜n}) have a weak limit λ, which is the first component (λ = λ1) of the solution to the
equilibrium problem (29)–(30), with
(48) ϕ˜(x) = pi|x|, x ∈ R, dσ˜(z) = |dz| on iR.
One of the goals of this section is to obtain λ by a direct solution of this equilibrium problem.
From electrostatic considerations we expect that supp(λ2) = iR, because the external field
created by Uλ1 on iR is too weak to make supp(λ2) compact. An alternative argument is that,
if there were no restrictions on λ2, the measure 2λ2 in (30) would coincide with the balayage
of λ1 onto iR. Hence, the upper constraint forces the balayage measure to redistribute its
mass precisely where it exceeds σ in order to attain equilibrium on the rest of iR. This
consideration makes us look for a solution λ2 for which there is an equality on supp(σ − λ2)
in the equilibrium conditions (30).
We shall try to find the Cauchy transform of the equilibrium measure λ1,
(49) H(z) := −λ̂1(z) =
∫
R
dλ1(x)
x− z .
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If we “complexify” the equilibrium relations (29)–(30) and (48), differentiate them and take
the real parts, we obtain
Re
(
2λ̂1(x)− λ̂2(x)
)
=
{ −pi, on R− ∩ supp(λ1),
pi, on R+ ∩ supp(λ1),
and
Re
(
2λ̂2(x)− λ̂1(x)
)
= 0, on supp(σ − λ2).
Using the Riemann–Schwartz symmetry principle, from the first relation we deduce that the
function H can be continued analytically from both sides of the cut along R− ∩ supp(λ1).
Thus, H can be lifted to a Riemann surface, where
(50) H(z) = pi + λ̂1(z)− λ̂2(z) := H1(z)
is considered on the next sheet. Analogously, H can be continued analytically from both
sides of the cut along R+ ∩ supp(λ1), so that
(51) H(z) = −pi + λ̂1(z)− λ̂2(z) := H2(z)
is defined on another sheet of the same surface. Let us assume that the complete Riemann
surface R = {R(j)}2j=0, R(j) = C, has three sheets. With appropriate cuts we will have
three branches of H = {Hj}2j=0, where H0(z) = −λ̂1(z) is holomorphic in C \ supp(λ1), and
(49)–(51) give us that, as z →∞,
H0(z) = −2
z
+ . . .
H1(z) = pi +
1
z
+ . . .
H2(z) = −pi + 1
z
+ . . . .
(52)
We make an ansatz that the function H can be found in the form
(53) H(ζ) =
2
i
logψ(ζ) on R \ {ζ ∈ R : ψ(ζ) ∈ R−},
where ψ is a meromorphic function on the compact three sheeted Riemann surface R. At
this moment, R is still unknown (should it exist); however, representation (53) and relations
(52) yield that
(54) ψ(ζ) =

1− iζ + . . . , ζ →∞(0),
i− 12ζ + . . . , ζ →∞(1),
−i+ 12ζ + . . . , ζ →∞(2),
where q(j) denotes the point on R(j) whose canonical projection on the plane is q ∈ C. We
try to take ψ as the simplest meromorphic function which maps R conformally onto C. The
inverse of this function is a rational function ζ = r(ψ). From the main term in the asymptotic
expansion (54) we have that
ζ =
A
ψ − 1 +
B
ψ − i +
C
ψ + i
,
and the second term gives us that
A = −i, B = −1
2
, C =
1
2
.
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Thus,
(55) ζ = −i ψ(ψ + 1)
(ψ2 + 1)(ψ − 1)
or, what is the same,
(56) ψ3 +
i− ζ
ζ
ψ2 +
i+ ζ
ζ
ψ − 1 = 0.
The discriminant of (56) is equal to
16ζ4 − 44ζ2 − 1.
Therefore, the algebraic function has four branch points ±e1 and ±e2, where
e1 =
1
4
√
22− 10
√
5, e2 =
i
4
√
−22 + 10
√
5.
Taking into account (54) we fix the following sheet structure of R (see Figure 1)
R(0) := C\[−e1, e1], R(1) := C \ ([−e1, 0] ∪ [−e2, e2]),
R(2) := C \ ([0, e1] ∪ [−e2, e2]).
(57)
−e1 e1
−e1
e1
0
0
R(0)
R(1)
R(2)
Figure 1. Sheet structure of the Riemann surface R.
Therefore, the algebraic function ψ has the following single-valued meromorphic branches
(in fact holomorphic, since ψ(0) = {0,−1,∞}):
ψ0(ζ) ∈ H(C \ [−e1, e1]), ψ1(ζ) ∈ H(C \ ([−e1, 0] ∪ [−e2, e2])),
ψ2(ζ) ∈ H(C \ ([0, e1] ∪ [−e2.e2])),
where H(Ω) stands for the class of functions holomorphic (and single-valued) in a domain Ω.
From the analysis of the roots of (56) it follows that
{iR}(0) = {ζ ∈ R : ψ(ζ) ∈ R+},
{[−e2, e2]}(1) ∪ {[−e2, e2]}(2) = {ζ ∈ R : ψ(ζ) ∈ R−}.
(58)
Thus, if we cut our compact Riemann surface R along the second set in (58) and denote
(59) R˜ := R \ ({[−e2, e2]}(1) ∪ {[−e2, e2]}(2)),
we get that the function H in (53) is single-valued and holomorphic in the open Riemann
surface R˜. Now, we can formulate our result about the solution of the equilibrium problem
(29)–(30):
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Proposition 3.1. Let
Hj(ζ) =
2
i
logψj(ζ), ζ ∈ R(j), j = 0, 1,
where the ψj are the solutions of (56) satisfying (54). Define the absolutely continuous
measures
dλ1(x) = λ
′
1(x)dx, dλ2(x) = λ
′
2(x)|dx|,
by
(60)
λ′1(x) =
1
pi
lim
ε→0+
| ImH0(x+ iε)|, x ∈ R,
λ′2(x) = −1 +
1
pi
lim
ε→0+
ReH1(x− ε), x ∈ iR = supp(λ2).
The pair (λ1, λ2) is the solution of the equilibrium problem (29)–(30) and (48). More pre-
cisely, |λ1| = 2, |λ2| = 1, and these measures verify
(61) dσ(x) = |dx|, λ2 ≤ σ, and λ′2(x) = 1 for x ∈ [−e2, e2];
(62) 2Uλ1(x)− Uλ2(x) + pi|x|
{
= w1, x ∈ [−e1, e1] = supp(λ1) ⊂ R,
> w1, x ∈ R \ [−e1, e1],
and
(63) 2Uλ2(x)− Uλ1(x)
{
= w2, x ∈ supp(σ − λ2) = iR \ (−e2, e2),
< w2, x ∈ (−e2, e2).
Before proving Proposition 3.1 we discuss some properties of the primitive function G
defined by
(64) G′ = H,
which we now consider on the open Riemann surface, R˜. That is
(65) G(ζ) =
∫ ζ
ζ0
H(t)dt, ζ0, ζ, t ∈ R˜.
The uniformization of R defined in (55) allows us to integrate by parts obtaining
G(ζ) = −2
∫ ψ(ζ)
ψ(ζ0)
log(ψ) d
ψ(ψ + 1)
(ψ2 + 1)(ψ − 1)
= C + ζH(ζ) + 2 log(ψ(ζ)− 1)− log(ψ2(ζ) + 1),
(66)
where C is a constant which depends on ζ0. According to (66), G is multivalued on R˜ and
has local analytic extension to the whole R (and beyond), with possible singular points at
ζ = 0 and ζ = ∞ (notice that by (55), ψ(∞) = {1, i,−i}). However, its periods are purely
imaginary. Therefore, its real part is a single valued harmonic function on R \ {0,∞},
g := {gj = ReGj}2j=0,
which is defined up to an additive constant. We fix the constant so that
g0(∞) + g1(∞) + g3(∞) = 0.
This normalization in turn implies that
(67) g0(ζ) + g1(ζ) + g2(ζ) ≡ 0, ζ ∈ C.
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Indeed, g0 + g1 + g2 is a symmetric function of g which is harmonic on C \ {0,∞}. From (55)
and (66), one sees that the singularity it has at ζ = 0 is removable. On the other hand, from
(52) and (65), we have that the branches of g at infinity have the following behavior
(68) g(ζ) '

−2 log |ζ|, ζ →∞(0),
piRe z + log |ζ|, ζ →∞(1),
−piRe z + log |ζ|, ζ →∞(2).
So, ζ =∞ is also a removable singularity of g0 + g1 + g2. Since g0 + g1 + g2 is harmonic in C
and equal to zero at ∞, it is identically equal to zero.
Proof of Proposition 3.1. We must verify that the measures defined by their densities
in (60) verify (61)–(63). In order to identify the potentials of the measures λ1, λ2, let us
change the sheet structure of R. Define
(69) g∗0 := g0, g
∗
1 :=
{
g1(z), Re z < 0,
g2(z), Re z > 0,
g∗2 :=
{
g2(z), Re z < 0,
g1(z), Re z > 0.
On iR, g∗ is defined by continuity. Notice that now g∗1, g∗2 have a harmonic continuation
through the interval [−e2, e2].
Now, we see that the function g∗0 is superharmonic, and that g∗2 is subharmonic (being the
maximum of two harmonic functions). Therefore, taking into account the behavior at∞ (see
(68)), from the Riesz decomposition theorem for superharmonic functions we obtain a global
representation of the branches of g∗ in C in the form
(70)
g∗0(z) = Uλ1(z) + κ1,
g∗2(z) = −Uλ2(z)− v(z) + κ2,
where λ1, λ2 are measures supported on [−e1, e1] and iR, respectively, and v(z) is the super-
harmonic function
(71) v(z) =
{
piRe z, Re z ≤ 0,
−piRe z, Re z > 0.
As a consequence of (67), we also have that
(72) g∗1(z) = −Uλ1(z) + Uλ2(z) + v(z)− κ1 − κ2.
Using (52) and (70), it is easy to verify that
|λ1| = 2, |λ2| = 1,
and taking into consideration the definition of g, the Stieltjes-Perron formula applied to the
calculation of the measures yields (60).
Since g∗0(x) = g∗1(x) for x ∈ [−e1, e1], using (70) and (72) we obtain the equality in (62)
with w1 := −2κ1 − κ2. The fact that g∗0(x) > g∗1(x) on R \ [−e1, e1] allows us to verify the
inequality in (62). Analogously, comparing g∗1 and g∗2 on iR, and using (70), (72) and the
fact that v(z) ≡ 0, z ∈ iR (see (71)), we obtain (63) with w2 := 2κ1 + κ2.
Finally, notice that the functions ψ1, ψ2 have negative limiting values on [−e2, e2] (see the
second relation in (58)). Therefore, taking into consideration (53), it follows that
lim
ε→0+
ReH1(x− ε) = 2pi, x ∈ [−e2.e2],
and λ′2(x) ≡ 1, x ∈ [−e2, e2]. On the rest of the imaginary axis,
pi < lim
ε→0+
ReH1(x− ε) < 2pi
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(see also (52)). Thus, we obtain (61). We wish to remark that when applying the Stieltjes-
Perron formula in the second half of (60) we take the imaginary part because |dx| = −idx, x ∈
iR. This concludes the proof. 
4. Scalar case
4.1. Potentials of measures with unbounded support. In all that follows, finite positive
Borel measures µ supported in R which verify
(73)
∫
log(1 + y2)dµ(y) < +∞.
play a central role. It is easy to see that (73) is equivalent to
∫
log(1 + |y|)dµ(y) < +∞ or∫
|y|≥1 log |y|dµ(y) < +∞.
Another important assumption on a measure µ which we will use is that for every ε > 0
there exists 0 < δ < 1/2 and R0 > 0 such that
(74) sup
|R|≥R0
∫ R+δ
R−δ
log
1
|R− y|dµ(y) < ε.
Obviously, if µ ≤ µ∗ and µ∗ verifies (74) then µ verifies (74). In particular, a sufficient
condition is that there exists R0 > 0 such that dµ|R\(−R0,R0) ≤ |f |dm, where f ∈ L∞(m) and
m is the Lebesgue measure.
We have
Lemma 4.1. Let µ be a finite positive Borel measure on R+ such that Uµ is continuous at
some point x0 ∈ supp(µ), then for every compact K ⊂ C and every ε > 0 there exists δ > 0
such that
(75) sup
x∈K
∫ x0+δ
x0−δ
|log |x− y|| dµ(y) < ε.
Suppose that (73)-(74) take place. Then, for every ε > 0 there exists R0 such that
(76) sup
R≥R0
sup
x∈[0,R]
∫ +∞
R
|log |x− y|| dµ(y) < ε
and
(77) lim
x→∞
∫ ∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) = 0,
where x→∞ in any direction in C.
Proof. Let us prove (75). Consider the closed disk B = {x : |x − x0| ≤ 1/2}. For all
x ∈ B
0 <
∫
B
| log |x− y||dµ(y) =
∫
B
log
1
|x− y|dµ(y).
Obviously, Uµ|B is continuous at x0. Therefore, log(1/|x − x0|) ∈ L1(µ|B) and x0 is not a
mass point of µ|B. Consequently, for every ε > 0 there exists 0 < δ1 < 1/2 such
0 <
∫ x0+δ1
x0−δ1
log
1
|x0 − y|dµ(y) < ε/2.
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The potential of the measure µ|[x0−δ1,x0+δ1] is also continuous at x0, so there exists 0 < δ2 <
1/2 such that∣∣∣∣∫ x0+δ1
x0−δ1
log
1
|x− y|dµ(y)−
∫ x0+δ1
x0−δ1
log
1
|x0 − y|dµ(y)
∣∣∣∣ < ε/2, |x− x0| < δ2.
Using these two inequalities we obtain
0 <
∫ x0+δ1
x0−δ1
log
1
|x− y|dµ(y) < ε, |x− x0| < δ2.
Fix a compact set K ⊂ C and take K1 = K \ {x : |x− x0| < δ2}. Since the distance from
K1 to x0 is positive and x0 is not a mass point of µ|[x0−δ1,x0+δ1] there exists 0 < δ3 < δ1 such
that ∫ x0+δ3
x0−δ3
|log |x− y|| dµ(y) < ε, x ∈ K1.
On the other hand,
0 <
∫ x0+δ3
x0−δ3
log
1
|x− y|dµ(y) ≤
∫ x0+δ1
x0−δ1
log
1
|x− y|dµ(y) < ε, |x− x0| < δ2.
The last two relations imply (75).
If µ has compact support assertions (76) and (77) are trivial so in their proof we restrict
our attention to measures with unbounded support in R+. We will analyze (76) by sections.
Take R > 1.
Assume that x ∈ [0, R− 1], then y− x ≥ 1 for all y ∈ [R,+∞). Using the monotonicity of
the logarithm and (73), we obtain
0 ≤ lim
R→+∞
sup
x∈[0,R−1]
∫ +∞
R
∣∣∣∣log 1|x− y|
∣∣∣∣ dµ(y) = limR→+∞ supx∈[0,R−1]
∫ +∞
R
log(y − x) dµ(y)
≤ lim
R→+∞
∫ +∞
R
log(y) dµ(y) = 0.
By the same token
lim
R→+∞
sup
x∈[0,R]
∫ +∞
R+1
∣∣∣∣log 1|x− y|
∣∣∣∣ dµ(y) = 0
Choose a constant δ, 0 < δ < 1/2. For x ∈ [R− 1, R− δ] and y ∈ [R,R+ 1]
log
1
2
≤ log 1|x− y| ≤ log
1
δ
,
which implies that ∣∣∣∣log 1|x− y|
∣∣∣∣ ≤ log 1δ .
Consequently
0 ≤ lim
R→+∞
sup
x∈[R−1,R−δ]
∫ R+1
R
∣∣∣∣log 1|x− y|
∣∣∣∣ dµ(y) ≤ log 1δ limR→+∞µ([R,R+ 1]) = 0
since µ is finite. Analogously,
lim
R→+∞
sup
x∈[R−1,R]
∫ R+1
R+δ
∣∣∣∣log 1|x− y|
∣∣∣∣ dµ(y) = 0.
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Fix ε > 0, from (74) there existe 0 < δ < 1/2 and R0 > 0 such that
sup
R≥R0
sup
x∈[R−δ,R]
∫ R+δ
R
∣∣∣∣log 1|x− y|
∣∣∣∣ dµ(y) ≤ sup
R≥R0
sup
x∈[R−δ,R]
∫ R+δ
R
log
1
y −R dµ(y) < ε.
Putting everything together (76) follows immediately.
To prove (77) first let us restrict to the limiting case when x ∈ R+ and without loss of
generality we can assume that x > 2. For the moment fix x. As a function of y on R+, the non
negative function
∣∣log ∣∣1− yx ∣∣∣∣ has a vertical asymptote at y = x and zeros at y ∈ {0, 2x}.
It is convex in [0, x) and (x, 2x] and concave in [2x,+∞). The functions log(1 + y) and
log(y− 1) are concave in their domain of definition. On the interval [0, x], it is easy to verify
that
∣∣log ∣∣1− yx ∣∣∣∣ = log(1 + y) if and only if y = 0 or y = x − 1. On the interval [x, 2x],∣∣log ∣∣1− yx ∣∣∣∣ = log(y− 1) if and only if y = x+ 1. Taking account of the concavity properties
of the functions in the specified intervals and the monotonicity of the logarithm it follows
that
(78)
∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣
 ≤ log(1 + y), 0 ≤ y ≤ x− 1,≤ log(y − 1) ≤ log(1 + y), x+ 1 ≤ y ≤ 2x,
= log
( y
x − 1
) ≤ log(1 + y), 2x ≤ y < +∞.
Denote Ex = [x
α/2,+∞) \ (x− 1, x+ 1), 0 < α < 1. Fix ε > 0 and take 0 < δ < 1/2, such
that (74) takes place. We have
0 ≤
∫ ∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) ≤ ∫ xα/2
0
+
∫
Ex
+
∫ x+1
x−1
∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y).
Let us analyze these integrals separately.
First
0 ≤
∫ xα/2
0
∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) = ∫ xα/2
0
∣∣∣log (1− y
x
)∣∣∣ dµ(y) ≤
|µ|
∣∣∣∣log(1− 12x1−α
)∣∣∣∣ ≤ C ∣∣∣∣ 1x1−α
∣∣∣∣→ 0, x→ +∞.
On Ex, taking (78) and (73) into account,
0 ≤
∫
Ex
∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) ≤ ∫
y≥xα/2
log(1 + y)dµ(y)→ 0, x→ +∞.
Finally, on [x− 1, x+ 1]
0 ≤
∫ x+1
x−1
∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) ≤ µ([x− 1, x+ 1]) log(x) + ∫ x+1
x−1
log
1
|y − x|dµ(y) ≤
µ([x− 1, x+ 1]) (log(x) + log(1/δ)) +
∫ x+δ
x−δ
log
1
|y − x|dµ(y),
where the first term tends to zero as x → +∞, on account of (73), and the second term is
bounded by ε for all sufficiently large x due to (74).
Summarizing, we have
0 ≤ lim inf
x→+∞
∫ ∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) ≤ lim sup
x→+∞
∫ ∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) ≤ ε,
for each ε > 0. Letting ε→ 0 we obtain (77) for the case when x ∈ R+.
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Now, take θ, 0 < θ < pi/2 and define the region Fθ = C \ {x : | arg(x)| ≤ θ}. Assume that
x → ∞, x ∈ Fθ, In this case, for all y ≥ 0 and x ∈ Fθ, we have y/x ∈ Fθ. Consequently
|1− (y/x)| ≥ | sin(θ)| > 0. Therefore, if |x| ≥ 1,
0 < | sin(θ)| ≤ |1− (y/x)| ≤ 1 + |y/x| ≤ 1 + y.
Thus
| log |1− (y/x)|| ≤ max{− log | sin(θ)|, log(1 + y)}, x ≥ 1, y ∈ R+.
The function defined by the maximum is in L1(µ). By Lebesgue’s dominated convergence
theorem it follows that
lim
x→∞,x∈Fθ
∫ ∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ dµ(y) = 0.
Denote ax = arg(x). Now assume that x→∞, ax 6→ 0 and
lim sup
x→∞
∫
| log |1− (y/x)||dµ(y) > 0.
Then we can find θ, 0 < θ < pi/2 sufficiently small and a sequence xn ∈ Fθ, xn → ∞ such
that
lim sup
n→∞
∫
| log |1− (y/xn)||dµ(y) > 0.
against what was proved before. Consequently, to prove (77) it remains to show that the
assertion is true when x→∞ and ax → 0. This case is similar to the one when x→∞, x ∈
R+ so we focus on the main ingredients.
Without loss of generality we can assume that |x| ≥ 1 and Re(x) > 2 where Re(x) denotes
the real part of x. Let |1− (y/x)| ≥ 1. This implies that y ≥ 2Re(x). Then
(79) | log |1− (y/x)|| = log |1− (y/x)| ≤ log(1 + y), y ≥ 2Re(x).
Notice that
|1− (y/x)|2 = |eiax − (y/|x|)|2 = (cos(ax)− (y/|x|))2 + sin2(ax) ≥
(cos(ax)− (y/|x|))2 = cos2(ax)(1− (y/Re(x)))2.
Consequently, when 0 < |1− (y/x)| ≤ 1, that is 0 ≤ y ≤ 2Re(x),
0 ≥ log |1− (y/x)| ≥ log | cos(ax)(1− (y/Re(x)))|
and
| log |1− (y/x)|| ≤ | log | cos(ax)(1− (y/Re(x)))|| ≤
(80) | log | cos(ax)|+ | log |1− (y/Re(x))||, 0 ≤ y ≤ 2Re(x).
Analyzing separately y∈ [0,Re(x)−1], y∈ [Re(x)+1, 2Re(x)], and y∈ [2Re(x),+∞], reasoning
as in the deduction of (78) (with x replaced by Re(x)), with the help of (79)-(80) one obtains
(81)
∣∣∣log ∣∣∣1− y
x
∣∣∣∣∣∣ ≤ log(1 + y) + log(sec ax), y ∈ R+ \ (Re(x)− 1,Re(x) + 1).
In the final part of the proof we take Ex = [Re(x)
α/2,+∞)\(Re(x)−1,Re(x)+1), 0 < α < 1,
and proceed as in the case when x ∈ R+ observing that
lim
x→∞,ax→0
∫
log(sec ax)dµ(y) = lim
x→∞,ax→0
log(sec ax) = 0.
With this we conclude the proof. 
With the aid of (76) we prove a version of the principle of domination for measures with
unbounded support.
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Lemma 4.2. Suppose that µ, ν are finite positive Borel measures supported in R+ such that
|µ| = |ν|, I(µ) <∞, and verify (73) – (74). If supp(µ) is unbounded and supp(ν) is compact
we also suppose that Uν is continuous at some point x0 ∈ supp(ν). Assume that for some
constant c ∈ R
(82) Uµ(x) ≤ Uν(x) + c, µ almost everywhere.
Then
(83) Uµ(x) ≤ Uν(x) + c, x ∈ C.
Proof. If the supports of µ and ν are compact sets the lemma gives the standard statement
of the principle of domination (see, for example, [51, Theorem II.3.2]), so this result is new
when at least one of the two measures has unbounded support. We will reduce the proof
to the case of measures with compact support. We will analyze in detail the case when the
supports of µ and ν are both unbounded and then mention how to proceed when one of them
is bounded and the other unbounded.
Assume that supp(µ) and supp(ν) are unbounded. Fix ε > 0. According to (76) there
exist R1(ε), R2(ε) such that µ([0, R1]) = ν([0, R2]) and
(84) max
(
sup
x∈[0,R1]
∣∣∣∣∫ +∞
R1
log
1
|x− y|dµ(y)
∣∣∣∣ , sup
x∈[0,R2]
∣∣∣∣∫ +∞
R2
log
1
|x− y|dν(y)
∣∣∣∣
)
< ε.
One can take R1(ε) and R2(ε) so that limε→0R1(ε) = +∞, limε→0R2(ε) = +∞.
Denote µ1 = µ1(ε) = µ|[0,R1(ε)] and ν1 = ν1(ε) = ν|[0,R2(ε)]. We have |µ1| = |ν1|. Since
µ1 ≤ µ from (82) and (84) it follows that
Uµ1(x) ≤ Uν1(x) + c+ 2ε, µ1 almost everywhere.
Notice that I(µ1) < +∞. Using [51, Theorem II.3.2] we have
(85) Uµ1(x) ≤ Uν1(x) + c+ 2ε, x ∈ C.
Fix an arbitrary compact set K ⊂ C and let M = supx∈K |x|. For all sufficiently large R
| log |x− y|| = log |x− y| ≤ log(M + y), y ≥ R, x ∈ K,
and using (73) it follows that
lim
ε→0
Uµ1(ε) = Uµ, lim
ε→0
Uν1(ε) = Uν
uniformly on K. Letting ε tend to zero, (83) follows from (85) and we are done.
When only supp(ν) is unbounded, we proceed as before to reduce ν to a measure ν1 with
compact support but we can maintain µ as it is because the principle of domination for
compact sets allows |ν1| ≤ |µ| to deduce (85). If supp(µ) is unbounded we take µ1 as before,
but we must reduce ν so that |ν1| ≤ |µ1|(< |µ|). In order to achieve this, since supp(µ) is a
compact set we take away mass from a neighborhood of a point x0 ∈ supp(ν) where Uν is
continuous and use (75) instead of (76). 
Remark 4.3. Lemmas 4.1 and 4.2 are valid for measures supported on all R. In fact, Lemma
4.2 will be used in the next section for measures supported on R−.
23
4.2. Equilibrium measure with constraint and external field. This question has been
considered by several authors (see, for example, [10], [20], [27], [32], [38], and [44]). Our
contribution consists in studying the corresponding variational problem in cases when the
equilibrium measure does not have compact support. We will state the corresponding results
for measures supported on R− because this is the setting in which they will be needed for
the proof of Theorem 2.1 but they may be restated for measures supported on R.
In order to deal with measures with unbounded support it is convenient to follow the
approach used in [32]. For arbitrary µ1, µ2 ∈ M+(R), we define a modified logarithmic
potential and mutual energy as follows
(86) Uµ1(x) :=
∫
log
√
1 + y2
|x− y| dµ1(y),
(87) I(µ1, µ2) :=
∫ ∫
log
√
1 + x2
√
1 + y2
|x− y| dµ1(y)dµ2(x).
The modified energy of µ is then given by I(µ) := I(µ, µ). The new kernel is connected with
the inverse stereographic projection from the ball in R3 centered at (0, 0, 1/2) and radius 1/2
onto the extended complex plane. Therefore,
(88)
√
1 + x2
√
1 + y2
|x− y| ≥ 1
(for more details see (2.9)–(2.11) in [32]). Consequently, the modified potential and the
mutual energy are uniformly bounded from below for all µ1, µ2 ∈M+(R). When µ1, µ2 have
finite energy and verify (73) then
I(µ1, µ2) = I(µ1, µ2) + |µ2|
2
∫
log(1 + x2)dµ1(x) +
|µ1|
2
∫
log(1 + x2)dµ2(x).
In the sequel, σ denotes a positive Borel measure, supp(σ) = R−, |σ| > 1, such that Uσ|K
is continuous on C for every compact subset K ⊂ R−. Set
M(σ) := {µ ∈M+1 (R−) : µ ≤ σ}, M˜(σ) := {µ ∈M(σ) : I(µ) <∞}.
Lemma 4.4. For any µ ∈M(σ), Uµ is continuous on C.
Proof. Take µ ∈ M(σ). Obviously, Uµ is continuous on C \ supp(µ), so we only have to
check the continuity on R−. Choose x0 ∈ R−. Take a compact set K ⊂ R− that contains x0
in its interior. Since
Uµ = Uµ|K + Uµ−µ|K
and x0 6∈ supp(µ − µ|K) then Uµ−µ|K is continuous at x0. However, µ|K ≤ σ|K and Uσ|K is
continuous on C, so (see [20, Lemma 5.2]) Uµ|K and Uµ|K are continuous on C, in particular
at x0. Thus, Uµ is continuous at any x0 ∈ R−. 
Let φ be a real valued continuous function on R− such that
(89) lim inf
x→−∞ φ
∗(x) > −∞. φ∗(x) := φ(x)− log(1 + x2).
For µ ∈M+1 (R−) define
Wµ(x) := 2
∫
log
√
1 + x2
√
1 + y2
|x− y| dµ(y) + φ
∗(x) = 2Uµ(x) + φ(x),
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and
Jφ∗(µ) := 2
∫ (∫
log
√
1 + x2
√
1 + y2
|x− y| dµ(y) + φ
∗(x)
)
dµ(x) =
2I(µ) + 2
∫
φ∗(x)dµ(x).
If I(µ) = +∞ we take Jφ∗(µ) = +∞.
Condition (89) guarantees that the energy problem for the functional Jφ∗(µ) is weakly
admissible as defined in [32, Section 2.1] and according to [32, Corollary 2.7] there exists a
unique λ ∈ M˜(σ) such that
(90) Jφ∗(λ) = inf{Jφ∗(µ) : µ ∈M(σ)}.
The measure λ is said to be extremal.
For µ ∈ M˜(σ) we also introduce the following characteristic value
Fµ := max{C ∈ R :Wµ(x) ≥ C holds (σ − µ) a.e.}.
We have
Theorem 4.5. Let φ satisfy (89) and let σ, supp(σ) = R−, |σ| > 1, be a positive Borel
measure such that Uσ|K is continuous on C for every compact subset K ⊂ R−. The following
statements are equivalent and have the same unique solution:
(A′) There exists λ ∈ M˜(σ) which is extremal.
(B′) There exists λ ∈ M˜(σ) such that for all ν ∈ M˜(σ)∫
Wλd(ν − λ) ≥ 0.
(C ′) There exist λ ∈ M˜(σ) and a constant w = w(σ, φ) such that
Wλ(x) = 2Uλ(x) + φ(x)
{ ≤ w, x ∈ supp(λ),
≥ w, x ∈ supp(σ − λ).
The constant w is uniquely determined and equals Fλ. The extremal measure verifies (73).
Proof. As mentioned above the existence of a unique extremal measure follows from [32,
Corollary 2.7]. The equivalence of (A′) and (B′) follows from the identity
Jφ∗(νε)− Jφ∗(λ) = ε2J0(ν − λ) + 2ε
∫
Wλd(ν − λ),
valid for all λ, ν ∈ M˜(σ), where νε = εν + (1− ε)λ, 0 ≤ ε ≤ 1 and J0(ν −λ) is the functional
applied to ν − λ with φ∗ ≡ 0.
Assume that λ is extremal. From the identity it follows that
ε2J0(ν − λ) + 2ε
∫
Wλd(ν − λ) ≥ 0.
Dividing by ε and letting ε→ 0, we have
(91)
∫
Wλd(ν − λ) ≥ 0, ν ∈ M˜(σ),
so (A′) implies (B′). Taking ε = 1, we get
Jφ∗(ν)− Jφ∗(λ) = J0(ν − λ) + 2
∫
Wλd(ν − λ).
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From [16, Theorem 2.5] we have J0(ν − λ) ≥ 0 with equality if and only if ν = λ. Therefore,
(B′) implies (A′) and the solution to (B′) is unique.
Now, let us prove that any solution to (C ′) solves (B′). Let λ verify (C ′) and take ν ∈
M˜(σ). Since |λ| = |ν| = 1∫
Wλ d(ν − λ) =
∫
(Wλ −w) d(ν − λ).
Define
E+ = {t ∈ R− :Wλ(t)−w > 0}, E− = {t ∈ R− :Wλ(t)−w < 0}.
According to (C ′), λ(E+) = 0, so∫
E+
(Wλ −w)d(ν − λ) =
∫
E+
(Wλ −w)dν ≥ 0.
Additionally, (σ − λ)(E−) = 0. Take an increasing sequence of compact sets Kn ⊂ E− such
that limn→∞(σ − λ)(Kn) = (σ − λ)(E−). By Lemma 4.4, Wλ is continuous on all C, in
particular on Kn, and therefore Wλ − w is bounded on Kn. Using Lebesgue’s monotone
convergence theorem it follows that∫
E−
|Wλ −w|d(σ − λ) = lim
n→∞
∫
E−
1Kn |Wλ −w|d(σ − λ) = 0,
where 1Kn is the function which equals 1 on Kn and 0 elsewhere. Consequently, taking into
account that ν ≤ σ, we obtain∫
E−
(Wλ −w)d(ν − λ) =
∫
E−
(Wλ −w)d(ν − σ) +
∫
E−
(Wλ −w)d(σ − λ) ≥ 0.
Putting these relations together, we obtain∫
Wλd(ν − λ) ≥ 0, ν ∈ M˜(σ),
as claimed. Therefore, (C ′) has a unique solution. Let’s see that (B′) implies (C ′).
Suppose that λ solves (B′) and consider the value
Fλ = max{C ∈ R :Wλ ≥ C, (σ − λ) a.e.}.
Suppose that there exists x0 ∈ supp(λ) such thatWλ(x0) > γ > Fλ. By the definition of Fλ,
there exists a compact K1 ⊂ supp(σ−λ), such thatWλ(x) < γ, x ∈ K1, and (σ−λ)(K1) > 0.
On the other hand, Wλ(x) is continuous on R−, so there exists δ > 0 sufficiently small such
that Wλ(x) > γ for |x− x0| < δ, and by the same token there exists a compact set K2 with
λ(K2) > 0, such that Wλ(x) > γ for x ∈ K2. Obviously, K1 ∩K2 = ∅. Choose α, β ∈ (0, 1)
such that β(σ − λ)(K1) = αλ(K2). Define a signed measure η equal to −αλ on K2, equal to
β(σ − λ) on K1, and zero otherwise.
Let us prove that ν := λ+ η ∈ M˜(σ). In fact,
0 ≤ ν|K2 = (1− α)λ|K2 ≤ σ|K2 ,
0 ≤ ν|K1 = βσ|K1 + (1− β)λ|K1 ≤ σ|K1 ,
and since supp(ν) = supp(λ), we have
ν(supp(ν)) = ν(supp(λ)) = λ(supp(λ))− αµ(K2) + β(σ − λ)(K1) = 1.
The energy of ν is finite since λ and (σ − λ)|K1 have finite energy. Then∫
Wλd(ν − λ) =
∫
Wλ dη < γβ(σ − λ)(K1)− γαλ(K2) = 0,
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in contradiction with (B′). So,Wλ(x) ≤ Fλ, x ∈ supp(λ). By definition,Wλ(x) ≥ Fλ, (σ−λ)
almost everywhere. Since Wλ is continuous on C, we have Wλ(x) ≥ Fλ, x ∈ supp(σ − λ).
Thus, λ solves (C ′) with w = Fλ.
The uniqueness of λ and the fact that supp(σ−λ)∩ supp(λ) 6= ∅ imply that w is uniquely
determined.
If the extremal measure λ has compact support, then obviously it satisfies (73). Now
suppose that supp(λ) is unbounded. Using (88), we get√
1 + y2
|1− (y/x)| ≥
|x|√
1 + x2
.
Therefore, for all x ≤ −1
log
√
1 + y2
|1− (y/x)| ≥ −(log 2)/2.
Using Fatou’s Lemma [47, p. 22], (C ′), and (89), we get∫
log(1 + y2)dλ(y) = 2
∫
lim inf
x→−∞ log
√
1 + y2
|1− (y/x)|dλ(y) ≤
lim inf
x→−∞ 2
∫
log
√
1 + y2
|1− (y/x)|dλ(y) ≤ lim infx→−∞,x∈supp(λ) 2
∫
log
√
1 + y2
|1− (y/x)|dλ(y) ≤
≤ w + lim sup
x→−∞
(2 log |x| − φ(x)) < +∞.
Thus, in this case (73) is also fulfilled by λ. 
We are ready to return to the standard potential. Define
M∗(σ) := {µ ∈M(σ) : I(µ) < +∞,
∫
log(1 + y2)dµ(y) < +∞}.
Notice that
M∗(σ) ⊂ M˜(σ) ⊂M(σ).
According to the last assertion of Theorem 4.5, λ ∈ M∗(σ). Therefore, under the present
assumptions, (90) admits the same solution when we minimize the functional over M∗(σ).
Set
Jφ = inf{Jφ(µ) : µ ∈M∗(σ)}, Jφ(µ) := 2
(
I(µ) +
∫
φ(x)dµ(x)
)
.
We take Jφ(µ) = +∞ when I(µ) = +∞. It is easy to verify that
Jφ∗(µ) = Jφ(µ), µ ∈M∗(σ).
Likewise
Wµ(x) := 2Uλ(x) + φ(x) = 2Uλ(x) + φ(x)−
∫
log(1 + y2) dµ(y), µ ∈M∗(σ).
Let
(92) Fµ := max{C ∈ R : 2Uµ(x) + φ(x) ≥ C holds (σ − µ) a.e.}, µ ∈M∗(σ).
Notice that
Fµ = Fµ −
∫
log(1 + y2) dµ(y), µ ∈M∗(σ).
The following result follows from Theorem 4.5.
Corollary 4.6. Under the assumptions of Theorem 4.5, the following statements are equiv-
alent and have the same unique solution:
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(A′′) There exists λ ∈M∗(σ) which is extremal.
(B′′) There exists λ ∈M∗(σ) such that for all ν ∈M∗(σ)∫
W λd(ν − λ) ≥ 0.
(C ′′) There exist λ ∈M∗(σ) and a constant w = w(σ, φ) such that
2Uλ(x) + φ(x)
{ ≤ w, x ∈ supp(λ),
≥ w, x ∈ supp(σ − λ).
(D′′) If σ also satisfies (74) then the solution λ of (A′′)− (C ′′) verifies
Fλ = max{Fµ : µ ∈M∗(σ)}.
In addition, should
(93) lim
x→+∞
√
x
∫
log(1− y/x)dλ(y) = 0,
then λ is the unique measure which verifies (D′′). A sufficient condition for (93) is
(94)
∫
(−y)αdλ(y) <∞, α > 1/2.
The constant w(σ, φ) = Fλ is uniquely determined.
Proof. The equivalence of the statements (A′′), (B′′) and (C ′′) and the uniqueness of the
extremal measure for the functional Jφ(·) is immediate from Theorem 4.5 and the connections
established above. For (D′′) we have assumed that σ also verifies (74). Then all measures in
M∗(σ) satisfy (73) and (74) (see sentence right after the introduction of (74)).
Notice that (C ′′) implies that Fλ = w(σ, φ). We must show that Fµ ≤ Fλ for all µ ∈M∗(σ).
Assume that Fµ > Fλ for some µ ∈ M∗(σ). Following the proof of [20, Theorem 2.1.e], but
replacing the use of the standard principle of domination by Lemma 4.2, one obtains that
there exists c > 0 such that
Uλ(x) ≤ Uµ(x)− c, x ∈ C.
Deleting log(1/|x|) from both sides and letting x→ +∞ one obtains the contradiction 0 ≤ −c.
Therefore,
(95) max{Fµ : µ ∈M∗(σ)} = Fλ.
If Fλ = Fµ, repeating the scheme used in [20, Theorem 2.1.e] we arrive to
Uλ(x) ≤ Uµ(x), x ∈ C.
In other words
Uµ−λ(x) ≥ 0, x ∈ C.
If supp(λ) and supp(µ) were compact sets, considering that limx→∞ Uµ−λ(x) = 0, this
inequality immediately implies, using the minimum principle for harmonic functions, that
Uµ−λ(x) ≡ 0, x ∈ C \ (supp(λ) ∪ supp(µ)) which in turn implies that µ = λ. Observe that
(94) is verified when λ has compact support.
Suppose there exists x0 ∈ C \ R− where Uµ−λ(x0) = 0. Then, by the minimum principle
Uλ−µ(x) ≡ 0, x ∈ C \ (supp(λ) ∪ supp(µ)) since on the whole boundary (including ∞) this
harmonic functions has limiting values ≥ 0. In this case, as in the compact one, we conclude
that µ = λ.
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Assume that Uµ−λ(x) > 0, x ∈ C \ R−. Define
Gµ−λ(x) =
∫
log
1
x− yd(µ− λ)(y)
the associated complex potential. This function is analytic and never equals zero in C \ R−.
Set
G˜µ−λ(z) := iGµ−λ(−z2).
G˜µ−λ is analytic and different from zero in Im(z) > 0, where Im(·) denotes the imaginary
part of (·). Moreover,
Im(G˜µ−λ(z)) = Re(Gµ−λ(−z2)) = Uµ−λ(−z2) > 0, Im(z) > 0.
Therefore, G˜µ−λ transforms the upper half plane into the upper half plane. From here we
have an integral representations for G˜µ−λ(z).
Indeed, from [34, Theorem A.2], we know that
(96) G˜µ−λ(z) = κ+ βz +
∫
R
(
1
t− z −
t
1 + t2
)
dρ(t),
where κ ∈ R, β ≥ 0, and ρ is a positive Borel measure on R such that ∫ (1 + t2)−1dρ(t) <∞.
Similarly, from [34, Theorem A.3], it follows that
(97) log
(
G˜µ−λ(z)
)
= γ +
∫
R
(
1
t− z −
t
1 + t2
)
f(t)dt,
where γ ∈ R and f is an integrable function on R such that 0 ≤ f(t) ≤ 1 almost everywhere.
Let us simplify these representations a bit.
If z = iu, u > 0, using the definition of G˜µ−λ, it follows that
(98) G˜µ−λ(iu) = i
∫
log
1
|u2 − y|d(µ− λ)(y)−
∫
arg
1
u2 − yd(µ− λ)(y) =
i
∫
log
1
|u2 − y|d(µ− λ)(y) = iU
µ−λ(u2),
is purely imaginary. By the symmetry principle, G˜µ−λ is symmetric with respect to the
imaginary axis. That is for Imz > 0,
(99) Im(G˜µ−λ(z)) = Im(G˜µ−λ(−z)), Re(G˜µ−λ(z)) = −Re(G˜µ−λ(−z)).
In particular,
(100) arg
(
G˜µ−λ(z)
)
= pi − arg
(
G˜µ−λ(−z)
)
, Imz > 0.
Actually, G˜µ−λ can be extended continuously to R from the upper half plane; therefore, the
last relation implies that
(101) arg
(
G˜µ−λ(t)
)
+
= pi − arg
(
G˜µ−λ(−t)
)
+
, t ∈ R.
Due to the Stieltjes inversion formula, the first relation in (99) implies that the measure ρ
is symmetric with respect to the origin (dρ(t) = dρ(−t)). Therefore, (96) can be transformed
as follows
(102) G˜µ−λ(z) = κ+ βz +
∫ 0
−∞
(
1
t− z −
t
1 + t2
)
dρ(t) +
∫ ∞
0
(
1
t− z −
t
1 + t2
)
dρ(t) =
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κ+ βz +
∫ 0
−∞
2z
t2 − z2dρ(t).
Evaluating (102) at iu we obtain a purely imaginary number (see (98)) so comparing both
sides we see that κ = 0. Now, dividing by u and letting u tend to ∞, we get that β = 0.
Consequently,
G˜µ−λ(z) = iGµ−λ(−z2) =
∫ 0
−∞
2z
t2 − z2dρ(t).
Changing variables −z2 = x,−t2 = y, we obtain
(103) Gµ−λ(x) =
∫ 0
−∞
2
√
x
x− ydρ˜(y), x ∈ C \ R−,
with
√
1 = 1 and dρ˜(y) = dρ(
√−y). Notice that ∫ (1 + |y|)−1dρ˜(y) <∞.
Take x > 0 and N > 0. From (103), we have
√
xGµ−λ(x) ≥
∫ 0
−N
2x
x− ydρ˜(y), x ∈ C \ R−.
Assume that
√
xGµ−λ(x) ≤M for all sufficiently large x. Taking lim sup as x→∞, it follows
that ρ˜[−N, 0] ≤M/2. Since this would take place for all N > 0 we would conclude that ρ˜ is
finite with total mass ≤M/2. Now, if limx→∞
√
xGµ−λ(x) = 0, we would have that ρ˜ is the
null measure and (103) would render that Gµ−λ(x) ≡ 0, x ∈ C \ R−, implying µ = λ as we
wish.
Notice that for x > 0, we have
0 ≤ √xGµ−λ(x) = √xUµ−λ(x) =
√
x
(∫
log(1− y/x)d(λ− µ)(y)
)
≤ √x
∫
log(1− y/x)dλ(y).
Therefore, limx→+∞
√
xGµ−λ(x) = 0 under (93).
On the other hand, if (94) takes place we can assume that 1/2 < α ≤ 1
0 ≤ √x
∫
log(1− y/x)dλ(y) =
√
x
α
∫
log(1− y/x)αdλ(y) ≤
√
x
α
∫
log(1 + (−y/x)α)dλ(y) ≤
√
x
α
∫
(−y/x)αdλ(y).
Consequently, (94) is sufficient to have (93).The proof of Corollary 4.6 is complete. 
Alternatively, we could have concluded the proof of Corollary 4.6 with the following argu-
ments which lead to a different integral representation. Let τ denote the distribution function
of the measure f(t)dt. By the Stieltjes inversion formula
τ(t2)− τ(t1) = lim
ε→0
1
pi
∫ t2
t1
arg
(
G˜µ−λ(t+ iε)
)
dt, t1 < t2.
Using (100)-(101) it follows that for ∞ < t1 < t2 ≤ 0
τ(t2)− τ(t1) = lim
ε→0
1
pi
∫ t2
t1
arg
(
G˜µ−λ(t+ iε)
)
dt =
1
pi
∫ t2
t1
arg
(
G˜µ−λ(t)
)
+
dt = t2 − t1 − 1
pi
∫ t2
t1
arg
(
G˜µ−λ(−t)
)
+
dt =
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t2 − t1 − 1
pi
∫ −t1
−t2
arg
(
G˜µ−λ(t)
)
+
dt = t2 − t1 − (τ(−t1)− τ(−t2)),
Consequently, almost everywhere on R, we have
(104) f(t) =
dτ(t)
dt
= 1− f(−t).
From (97) and (104), we obtain
log
(
G˜µ−λ(z)
)
= γ +
∫ 0
−∞
(
1
t− z −
t
1 + t2
)
f(t)dt+∫ ∞
0
(
1
t− z −
t
1 + t2
)
(1− f(−t))dt =
γ +
∫ 0
−∞
(
1
t− z +
1
t+ z
− 2t
1 + t2
)
f(t)dt+
∫ ∞
0
1 + tz
t− z
dt
1 + t2
= .
γ + 2(1 + z2)
∫ 0
−∞
tf(t)
t2 − z2
dt
1 + t2
+
∫ ∞
0
1 + tz
t− z
dt
1 + t2
.
Integrating with respect to t the function (1 + tz) log(t)/(t − z), over the closed contour
consisting of the circles {t : |t| = R}, {t : |t| = ε}, and the segment [ε,R] oriented positively,
where the branch of the logarithm in C \ R+ is taken so that log(−1) = ipi, and using the
residue theorem one obtains∫ ∞
0
1 + tz
t− z
dt
1 + t2
= ipi − log(z), z ∈ C \ R+.
Therefore,
(105) log
(
G˜µ−λ(z)
)
= γ + ipi − log(z) + 2(1 + z2)
∫ 0
−∞
tf(t)
t2 − z2
dt
1 + t2
, Im(z) > 0,
or what is the same,
log
(
Gµ−λ(−z2)
)
= γ +
ipi
2
− log(z) + 2(1 + z2)
∫ 0
−∞
tf(t)
t2 − z2
dt
1 + t2
, Im(z) > 0,
Making the change of variables −z2 = x and −t2 = y, this relation becomes
log
(
Gµ−λ(x)
)
= γ − log(√x) +
(
1− 1
x
)∫ 0
−∞
x
x− y
f(−√|y|)dy
1 + |y| , x ∈ C \ R−,
where
√
1 = 1, log(1) = 0. Evaluating at x = 1, it follows that γ = log
(
Gµ−λ(1)
)
. Therefore
log
(√
xGµ−λ(x)
Gµ−λ(1)
)
=
(
1− 1
x
)∫ 0
−∞
x
x− y
f(−√|y|)dy
1 + |y| , x ∈ C \ R−.
Notice that for x > 1 the right hand is positive. So
√
xGµ−λ(x) > Gµ−λ(1) for all x > 1,
which is not possible under (93) unless Gµ−λ(1) = 0 which implies, as we know, that µ = λ.
Let us see some other properties of the extremal measure.
Corollary 4.7. Suppose that the assumptions of Theorem 4.5 are verified.
(a) If lim infx→−∞ φ∗(x) = +∞, then supp(λ) is compact.
(b) If supp(λ) is unbounded and λ verifies (74), then
lim infx→−∞ φ∗(x) ≤ w(σ, φ).
(c) Should
∫
log(1 + y2)dσ(y) = +∞, then supp(σ − λ) is unbounded.
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(d) If supp(σ − λ) is unbounded and λ verifies (74), then
lim infx→−∞,x∈supp(σ−λ) φ∗(x) ≥ w(σ, φ).
(e) If supp(σ−λ) and supp(λ) are unbounded, λ verifies (74), and limx→−∞ φ∗(x) exists,
the limit is w(σ, φ).
(f) Assume that φ(x) is decreasing on R−, then 0 ∈ supp(λ).
(g) Should xφ′(x) be decreasing on R−, then supp(λ) is connected.
(h) Let φ(x) = −U τ (x), where τ ∈M+2 (R+) has compact support and U τ (x) is continuous
at x = 0, then supp(λ) = R−. If supp(σ − λ) is unbounded and λ satisfies (74) then
w(σ, φ) = 0.
Proof. According to (C ′)
φ∗(x) ≤ 2
∫
log
√
1 + x2
√
1 + y2
|x− y| dλ(y) + φ
∗(x) ≤ w(σ, φ), x ∈ supp(λ).
If supp(λ) is unbounded, it follows that
lim sup
x→−∞,x∈supp(λ)
φ∗(x) ≤ w.
Therefore, if lim infx→−∞ φ∗(x) = +∞ we get a contradiction. Thus (a) takes place.
According to (C ′′) we have
W λ(x) = 2
∫
log
1
|1− (y/x)|dλ(y) + φ
∗(x) + log
1 + x2
x2
≤ w, x ∈ supp(λ).
If supp(λ) is unbounded and λ verifies (74), due to (77) it follows that
lim inf
x→−∞ φ
∗(x) ≤ lim inf
x→−∞,x∈supp(λ)
φ∗(x) ≤ w.
Therefore, (b) is valid.
Suppose that supp(σ − λ) is a compact set K. We have λ|R−\K = σ|R−\K . However,∫
log(1 + y2)dλ(y) < +∞. Consequently, ∫ log(1 + y2)dσ(y) < +∞. We conclude that (c)
holds.
From (C ′′) we know that
W λ(x) = 2
∫
log
1
|1− (y/x)|dλ(y) + φ
∗(x) + log
1 + x2
x2
≥ w, x ∈ supp(σ − λ).
Thus, if supp(σ−λ) is unbounded and λ verifies (74), for x → −∞, x ∈ supp(σ − λ), from
(77) we obtain (d). Now, (e) is a direct consequence of (b) and (d).
For x ∈ R \ supp(λ), we have(
Uλ(x)
)′
= −
∫
dλ(y)
x− y ,
(
x
(
Uλ(x)
)′)′
=
∫
ydλ(y)
(x− y)2 .
If φ decreases on R− and 0 6∈ supp(λ) the first of these formulas implies that W λ(x) de-
creases immediately to the right of supp(λ) but this contradicts (C ′′); therefore, (f) follows.
Should xφ′(x) be decreasing, the second formula implies that x
(
W λ(x)
)′
is decreasing on any
connected component of R− \ supp(λ). From here it follows that
(
W λ(x)
)′
cannot change
sign from plus to minus on any such connected component. Suppose that supp(λ) is not
connected, then there exist x1, x2 ∈ supp(λ2), x2 < 0, such that (x1, x2) ∩ supp(λ2) = ∅.
According to (C ′′),
(
W λ(x)
)′
changes sign from plus to minus on (x1, x2); thus supp(λ) must
be connected and we obtain (g).
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Finally, it is easy to check that φ = −Uτ , as indicated in part (g), is decreasing on R− and
xφ′(x) is decreasing in R−; therefore, according to (f) and (g), supp(λ) is a closed interval
in R− which touches x = 0. Suppose that supp(λ) is bounded. Then, W λ(x) is subharmonic
in C \ supp(λ), continuous on supp(λ), and using the second part of (C ′′)
W λ(∞) = lim
x→−∞W
λ(x) = 0 ≥ w.
However, W λ(x) ≤ w, x ∈ supp(λ), as the first part of (C ′′) states. Using the maximum
principle for subharmonic functions it follows that 2Uλ(x) ≡ U τ (x), x ∈ C \ supp(λ) which is
impossible. Therefore, supp(λ) = R−. Now, if λ satisfies (74) and supp(σ− λ) is unbounded
from (e) we get w(σ, φ) = 0. 
Remark 4.8. In this corollary we have assumed on several occasions that λ satisfies (74).
One way to ensure this is requiring in the initial data that σ fulfills this condition. However, it
is possible that λ satisfies (74) but not necessarily σ (for example, when supp(λ) is compact,
see part (a) of the corollary). In connection with (h) notice that the unboundedness of
supp(σ − λ) is ensured when ∫ log(1 + y2)dσ(y) = +∞ (see (c)).
Remark 4.9. We wish to call attention to the case when σ ≡ +∞ which corresponds to an
equilibrium problem with no constraint. This case is considered in [28]. In this situation, one
cannot rely on σ to guarantee that λ verifies (74) or deduce the continuity of Uλ. Nevertheless,
if lim inf φ∗ = +∞, one can assert that λ has compact support which in turn trivially implies
(74) on λ and the continuity of Uλ follows from (C ′) since 2Uλ is equal on supp(λ) to the
continuous function w− φ.
5. Proof of Theorem 2.1
In this section, we use again the notion of modified potential (86) and modified energy
(87) introduced in Section 4.2.
Let ϕ be a continuous function on R+ which verifies
(106) lim inf
x→+∞
(
2ϕ(x)− 3 log(1 + x2)) > −∞.
This assumption is much weaker than (23). Set ϕ∗(x) := ϕ(x)− 32 log(1 + x2), and define
A =
(
2 −1
−1 2
)
, f =
(
ϕ∗
0
)
.
For ~µ = (µ1, µ2)
t ∈M(σ) (see the definition in (17)), we introduce the vector function
W~µ(x) = (W~µ1 (x),W~µ2 (x))t :=
∫
log
√
1 + x2
√
1 + y2
|x− y| dA~µ(y) + f(x)
and the functional
(107) Jϕ∗(~µ) :=
∫
(W~µ + f) · d~µ =
∫
(W~µ1 + ϕ∗)dµ1 +
∫
W~µ2 dµ2
(when either I(µ1) = +∞ or I(µ2) = +∞, we take Jϕ∗(~µ) = +∞). That is,
Jϕ∗(~µ) = 2(I(µ1)− I(µ1, µ2) + I(µ2)) +
∫
(2ϕ− 3 log(1 + x2))dµ1.
33
Condition (106) and the fact that A is positive definite guarantee that the corresponding vec-
tor equilibrium problem is weakly admissible as defined in [32, Assumption 2.1]. In particular
(see [32, Corollary 2.7] and the sentence that follows it), this guarantees that
Jϕ∗ = inf{Jϕ∗(~µ) : ~µ ∈M(σ)} > −∞.
Set
M˜(σ) = {~µ ∈M(σ) : I(µ1) <∞, I(µ2) <∞},
M∗(σ) = {~µ ∈M(σ) : µ1, µ2 verify (15)}.
A vector measure ~λ ∈ M˜(σ) is said to be extremal if
−∞ < Jϕ∗(~λ) = Jϕ∗ < +∞.
In case that ~µ ∈M∗(σ), it is easy to check that
(108) Jϕ∗(~µ) = 2
(
I(µ1)− I(µ1, µ2) + I(µ2) +
∫
ϕdµ1
)
:= Jϕ(~µ).
The next theorem complements, in the present setting, results from [32].
Theorem 5.1. Let ϕ satisfy (106) and let σ, supp(σ) = R−, |σ| > 1, be a positive Borel
measure such that Uσ|K is continuous on C for every compact subset K ⊂ R−. The following
statements are equivalent and have the same unique solution:
(A′′′) There exists ~λ ∈ M˜(σ) which is extremal.
(B′′′) There exists ~λ ∈ M˜(σ) such that for all ~ν ∈ M˜(σ)∫
W~λ · d(~ν − ~λ) :=
∫
W~λ1 d(ν1 − λ1) +
∫
W~λ2 d(ν2 − λ2) ≥ 0.
(C ′′′) There exist ~λ = (λ1, λ2) ∈ M˜(σ) and constants w1 = w1(σ, ϕ),w2 = w2(σ, ϕ) such
that
(i)
W~λ1 (x) = 2Uλ1(x)− Uλ2(x) + ϕ(x)
{
= w1, x ∈ supp(λ1),
≥ w1, x ∈ R+,
(ii)
W~λ2 (x) = 2Uλ2(x)− Uλ1(x)
{ ≤ w2, x ∈ supp(λ2),
≥ w2, x ∈ supp(σ − λ2).
The constants w1,w2 are uniquely determined. Uλ1 and Uλ2 are continuous on C.
Proof. The proof is similar to that of Theorem 4.5 so we will be brief. As shown in [32,
Theorem 2.6], the functional Jϕ∗ is lower semicontinuous and strictly convex on M(σ), from
which the existence of a unique solution to (A′′′) is guaranteed, see [32, Corollary 2.7]. By
the way in which the functional is defined, the extremal measure must belong to M˜(σ).
The equivalence of (A′′′) and (B′′′) comes from the identity
Jϕ∗(~νε)− Jϕ∗(~λ) = ε2J0(~ν − ~λ) + 2ε
∫
W~λ · d(~ν − ~λ),
valid for any ~λ, ~ν ∈ M˜(σ) and 0 ≤ ε ≤ 1, where ~νε = ε~ν + (1 − ε)~λ and J0(~ν − ~λ) is the
functional applied to ~ν − ~λ with ϕ∗ ≡ 0. To prove (B′′′) implies (A′′′) one also uses that
J0(~ν − ~λ) ≥ 0 with equality only if ~ν = ~λ (see [32, Proposition 3.5] and [16, Theorem 2.5]).
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If ~λ = (λ1, λ2)
t verifies (C ′′′) and ~ν = (ν1, ν2)t ∈ M˜(σ). From (C ′′′ − i), we have∫
W~λ1 d(ν1 − λ1) =
∫
W~λ1 dν1 −
∫
W~λ1 dλ1 ≥ w1 −w1 = 0.
On the other hand, |λ2| = |ν2| = 1; therefore,∫
W~λ2 d(ν2 − λ2) =
∫
(W~λ2 −w2) d(ν2 − λ2).
To show that this integral is also ≥ 0 one uses the same arguments as in proving (C ′) implies
(B′) defining now
E+ = {t ∈ R− :W~λ2 (t)−w2 > 0}, E− = {t ∈ R− :W~λ2 (t)−w2 < 0}.
Putting these relations together, we obtain∫
W~λ · d(~ν − ~λ) ≥ 0, ν ∈ M˜(σ).
So, (C ′′′) implies (B′′′).
Assume that ~λ = (λ1, λ2)
t solves (B′′′). Set
w1 :=
1
2
∫
W~λ1 dλ1.
Let us prove that
(109) W~λ1 (x) ≥ w1 quasi-everywhere on R+ ,
where “quasi-everywhere” means except on a set of capacity zero. If this was not so, there
would exist a compact subset K1 ⊂ R+, cap(K1) > 0, such that W~λ1 (x) < w1, x ∈ K1.
Taking ν1 ∈M+2 (R+), supp(ν1) ⊂ K1, and ν2 = λ2, we obtain∫
W~λ · d(~ν − ~λ) =
∫
W~λ1 d(ν1 − λ1) < 2w1 − 2w1 = 0,
which contradicts (B′′′). Now, we prove that
W~λ1 (x) ≤ w1, x ∈ supp(λ1).
To the contrary, assume that there exists x0 ∈ supp(λ1) such that W~λ1 (x0) > w1. By the
lower semi-continuity ofW~λ1 on R+ (Uλ2 is continuous by Lemma 4.4 and ϕ by assumption) it
follows that there exists δ > 0 such thatW~λ1 (x) > w1, |x−x0| ≤ δ. Take K2 = supp(λ1)∩{x :
|x− x0| ≤ δ}. Then λ1(K2) > 0 and
2w1 =
∫
supp(λ1)\K2
W~λ1 dλ1 +
∫
K2
W~λ1 dλ1 > w1(λ1(supp(λ1) \K2) + λ1(K2)) = 2w1,
which is also a contradiction. From (109), reasoning as in [42, Theorem 5.4.1], it follows that
W~λ1 ≥ w1 on all R+. Hence, (C ′′′−i) is obtained. We have also obtained that Uλ1 is continuous
on all C because on supp(λ1) it is equal to the continuous function 12
(
w2 − ϕ+ Uλ2
)
.
For the proof of (C ′′′ − ii) take
w2 := sup{w ∈ R :W~λ2 ≥ w (σ − λ2) a.e.}.
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If there exists x0 ∈ supp(λ2) such thatW~λ2 (x0) > w2 proceeding as in the scalar case one can
construct a signed measure η of total mass 1 supported on a compact subset of R− such that
~ν := (λ1, λ2 + η)
t ∈ M˜(σ) and∫
W~λ · d(~ν − ~λ) =
∫
W~λ2 dη < 0,
in contradiction with (B′′′). From the continuity of W~λ2 on C, the inequality in the second
part of (C ′′′ − ii) holds for all x ∈ supp(σ − λ2). Therefore, (C ′′′) has been proved.
From the uniqueness of ~λ and the fact that supp(σ − λ2) ∩ supp(λ2) 6= ∅ it readily follows
that w1,w2 are uniquely determined. 
Corollary 5.2. With the assumptions of Theorem 5.1, let ~λ be extremal. Then, supp(λ2)
is connected and 0 ∈ supp(λ2). If xϕ′(x) is an increasing function on R+ then supp(λ1) is
connected. If ϕ is increasing on R+ then 0 ∈ supp(λ1). If
(110) lim
x→+∞ (ϕ(x)− 4 log x) = +∞,
then supp(λ1) is a compact set, supp(λ2) = R−, and λ1, λ2 verify (73).
Proof. Notice that for any finite measure µ on the real line
(Uλ(x))′ = (Uλ(x))′ and thus(
x
(Uλ(x))′)′ = (x (Uλ(x))′)′ for all x ∈ R \ supp(λ). Arguing as in Corollary 4.7 (f)-(g)
one proves that supp(λ2) is connected and 0 ∈ supp(λ2). Similarly, one proves that supp(λ1)
is connected and 0 ∈ supp(λ1) when xϕ′ and ϕ are increasing, respectively.
The first relation in (C ′′′ − i) of Theorem 5.1 can be rewritten as follows
2
∫
log
√
1 + x2
√
1 + y2
|x− y| dλ1(y)−
∫
log
√
1 + y2
|x− y| dλ2(y)+
ϕ(x)− 2 log(1 + x2) = w1, x ∈ supp(λ1).
If x ≥ 1, we have
√
1 + y2/|x− y| ≤ 1, y ∈ R− and taking (88) into consideration we obtain
from the previous equality
ϕ(x)− 2 log(1 + x2) ≤ w1, x ∈ supp(λ1), x ≥ 1.
Consequently, supp(λ1) must be a compact set when(110) takes place. Condition (73) imme-
diately follows for λ1.
Now, assume that supp(λ2) is also compact. Then, λ2 verifies (73) and
lim
x→∞W
~λ
2 (x) =
∫
log(1 + y2)dλ2(y)− 1
2
∫
log(1 + y2)dλ1(y).
In particular, taking the limit as x→ −∞ along R− from the second part of (C ′′′−ii) we have
that
∫
log(1+y2)dλ2(y)− 12
∫
log(1+y2)dλ1(y) ≥ w2. According to the first part of (C ′′′−ii),
W~λ2 (x) ≤ w2 on supp(λ2). However, W~λ2 is subharmonic in C \ supp(λ2) and continuous on
C. By the maximum principle for subharmonic function this means that W~λ2 ≡ w2 on all C
which is false. Therefore, supp(λ2) = R− as claimed.
In order to prove that λ2 verifies (73) use (C
′′′−ii) and argue as in Theorem 4.5 for proving
that λ satisfies (73). 
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Proof of Theorem 2.1. Under the present assumptions, from the last assertions of
Corollary 5.2 we know that ~λ ∈ M∗(σ) ⊂ M˜(σ). The combined statements of Theorem 5.1
and Corollary 5.2 give all but the last assertion of Theorem 2.1. Take into account that
2Uλ1 − Uλ2 + ϕ = 2Uλ1 − Uλ2 + ϕ+ C1, 2Uλ2 − Uλ1 = 2Uλ2 − Uλ1 + C2, .
where
C1 =
∫
log(1 + y2)dλ1(y)− 1
2
∫
log(1 + y2)dλ2(y),
C2 =
∫
log(1 + y2)dλ2(y)− 1
2
∫
log(1 + y2)dλ1(y).
Thus
w1(σ, ϕ) = w1(σ, ϕ)− C1, w2(σ, ϕ) = w2(σ, ϕ)− C2.
If
∫
log(1 + y2)dσ(x) = +∞, combining the arguments employed in the proof of (c) and (h)
in Corollary 4.7 it follows that w2(σ, ϕ) = 0. 
6. Proof of Theorem 2.2
Proof. The sequences of zero counting measures (νQn) ,
(
νQn,2
)
, n ∈ Z+ belong toM+1 (R+)
and M+1 (R−), respectively. By Helly’s selection theorem, there exists a sequence of indices
Λ ⊂ Z+ and positive measures λ∗1, λ∗2, |λ∗1| ≤ 1, |λ∗2| ≤ 1 such that
(111) lim
n∈Λ
νQn = λ
∗
1, lim
n∈Λ
νQn,2 = λ
∗
2.
in the vague topology of measures. That is, for any continuous functions f, g on R+ and R−,
respectively, with compact support
(112) lim
n∈Λ
∫
fdνQn =
∫
fdλ∗1, lim
n∈Λ
∫
gdνQn,2 =
∫
gdλ∗2
It easily follows that (112) also holds for any f ∈ C0(R+), g ∈ C0(R−) (the class of continuous
functions on the indicated sets with limit equal to 0 at infinity).
In principle, it may occur that |λ∗1| < 1 or |λ∗2| < 1, but we will show that under our
assumptions this is not the case. Moreover, we will show that (2λ∗1, λ∗2) ∈M∗(σ) and solves
problem (C) in Theorem 2.1. After this is done, from uniqueness it follows that all convergent
subsequences verifying (111) have the same limit and the corresponding measures are precisely
λ1/2 and λ2 where (λ1, λ2) is the solution of Theorem 2.1. Then, since the limit measures in
(111) have mass one from [19, Theorems 6.21, 6.22] it follows that (112) takes place for all
bounded continuous functions f, g on R+,R−, respectively, which amounts to (27).
We begin by showing that λ∗2 ≤ σ. Indeed, between two consecutive mass points of the
discrete measure σ2,n there may be at most one zero of Qn,2. Choose −∞ < T1 < T2 ≤ 0,
then from (22) it follows that
lim sup
n
∫
[T1,T2]
dνQn,2 ≤ limn
1
n
∫
[T1,T2]
d
∑
k≥1
δξk,n
 = ∫
[T1,T2]
dσ.
On the other hand, since Uσ|K is continuous on C for every compact subset K of R− it follows
that σ has no mass points; therefore, lim supn νQn,2({T}) = 0 = σ({T}) for each T ∈ R−.
These facts and the second part of (112) imply that λ∗2 ≤ σ; whence, Uλ
∗
2 is continuous on C
by Lemma 4.4. Additionally, λ∗2 satisfies (74) since σ verifies it (see (iii)).
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Our next goal is to deduce the variational relations. We start with R+. To this aim we
use the theorem on page 124 in [27]. From (11), it follows that∫ |Qn(x)|2
|Qn,2(x)|Cnx
αs′1(dnx)
dx
xα
≤
∫ |Q(x)|2
|Qn,2(x)|Cnx
αs′1(dnx)
dx
xα
,
with
Cn =
∏
Qn,2(xn,k)=0
√
1 + x2n,k,
for any monic polynomials Q, degQ = 2n. So Qn is the monic polynomial of degree 2n that
minimizes the L2 norm with respect to the varying weight
Cnx
αs′1(dnx)
|Qn,2(x)|
dx
xα
Since α < 1 the measure dx/xα is locally integrable on R+.
We have
gn(x) :=
1
n
log
|Qn,2(x)|
Cn
= −
∫
log
√
1 + y2
|x− y| d νQn,2(y),
and log
√
1+y2
|x−y| ∈ C0(R−) for every x > 0. From (112) we have
(113) lim
n∈Λ
1
2n
log
( |Qn,2(x)|
Cn
)1/2
= −1
4
∫
log
√
1 + y2
|x− y| dλ
∗
2(y) = −
1
4
Uλ∗2(x)
pointwise on (0,+∞). On the other hand, if 0 < x < x′ < +∞∣∣∣∣∣
∫
log
√
1 + y2
|x− y| d νQn,2(y)−
∫
log
√
1 + y2
|x′ − y| d νQn,2(y)
∣∣∣∣∣ =
∫
log
x′ − y
x− y d νQn,2(y) =∫
log
(
1 +
x′ − x
x− y
)
d νQn,2(y) < (x
′ − x)
∫
d νQn,2(y)
x− y ≤
x′ − x
x
,
which means that the family of functions (gn) , n ∈ N, is equicontinuous on compact subsets
of (0,+∞). Therefore, (113) takes place uniformly on each compact subset of (0,+∞). Let
us show that indeed (113) holds true uniformly on each compact subset of R+. It remains to
show that this is true, for example, on the interval [0, 1/2].
Take δ ∈ (0, 1/2) and x ∈ [0, 1/2]. Then∣∣∣∣∣
∫
log
√
1 + y2
|x− y| dλ
∗
2(y)−
∫
log
√
1 + y2
|x− y| dνQn,2(y)
∣∣∣∣∣ ≤∣∣∣∣∣
∫
|y|≥δ
log
√
1 + y2
|x− y| dλ
∗
2(y)−
∫
|y|≥δ
log
√
1 + y2
|x− y| dνQn,2(y)
∣∣∣∣∣+∣∣∣∣∣
∫
|y|≤δ
log
√
1 + y2
|x− y| dλ
∗
2(y)
∣∣∣∣∣+
∣∣∣∣∣
∫
|y|≤δ
log
√
1 + y2
|x− y| dνQn,2(y)
∣∣∣∣∣ ≤∣∣∣∣∣
∫
|y|≥δ
log
√
1 + y2
|x− y| dλ
∗
2(y)−
∫
|y|≥δ
log
√
1 + y2
|x− y| dνQn,2(y)
∣∣∣∣∣+∫
|y|≤δ
log
√
1 + y2
|y| dλ
∗
2(y) +
∣∣∣∣∣
∫
|y|≤δ
log
1
|y|dνQn,2(y)
∣∣∣∣∣+ log√1 + δ2.
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Fix ε > 0. Since Uλ∗2 is continuous on C (in particular at x = 0) we have that log
√
1+y2
|y| is
integrable with respect to λ∗2 and 0 is not a mass point of λ∗2; consequently, for all δ sufficiently
small it follows that ∫
|y|≤δ
log
√
1 + y2
|y| dλ
∗
2(y) < ε.
The last term on the last line is obviously < ε for all sufficiently small δ. Let us show that
the same is true for the middle term.
Between two mass point of σ2,n there is at most one zero on Qn,2; therefore,∣∣∣∣∣
∫
|y|≤δ
log
1
|y|dνQn,2(y)
∣∣∣∣∣ = 1n
∣∣∣∣∣∣log
∏
|xn,k|≤δ
|xn,k|
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣log
 ∏
|ξn,k|≤δ
|ξn,k|
1/n
∣∣∣∣∣∣∣ .
Let ρ = min{ρ(x) : x ∈ [−δ, 0]}(> 0) where ρ(x) is the function which appears in condition
(i) in Section 2. According to (i)
(114) |ξk,n| = |ξk,n − ξk−1,n|+ · · ·+ |ξ1,n| ≥ kρ/n.
Let `n be the number of ξk,n in [−δ, 0]. From (22) limn→∞ `n/n = σ([−δ, 0]). Condition (i)
also implies that `n ≤ nδ/ρ; consequently limn `1/nn = 1. Using Stirling’s formula and (114)
1 >
 ∏
|ξn,k|≤δ
|ξn,k|
1/n ≥ (ρ
n
2ρ
n
· · · `nρ
n
)1/n
=
(ρ
n
)`n/n
(`n!)
1/n ≥
(ρ
e
)`n/n(`n
n
)`n/n
`1/(2n)n O(1)1/n.
Consequently,
lim sup
n→∞
∣∣∣∣∣
∫
|y|≤δ
log
1
|y|dνQn,2(y)
∣∣∣∣∣ ≤
∣∣∣∣∣log
(
lim
n→∞
(ρ
e
)`n/n(`n
n
)`n/n
`1/(2n)n O(1)1/n
)∣∣∣∣∣ =∣∣∣∣σ[−δ, 0] log ρσ[−δ, 0]e
∣∣∣∣ ,
(115)
which tends to zero as δ → 0.
Therefore, we can choose and fix δ ∈ (0, 1/2) such that∫
|y|≤δ
log
√
1 + y2
|y| dλ
∗
2(y) +
∣∣∣∣∣
∫
|y|≤δ
log
1
|y|dνQn,2(y)
∣∣∣∣∣+ log√1 + δ2 < 3ε.
For δ fixed, it is easy to show that
lim
n∈Λ
∫
|y|≥δ
log
√
1 + y2
|x− y| dνQn,2(y) =
∫
|y|≥δ
log
√
1 + y2
|x− y| dλ
∗
2(y)
uniformly with respect to x ∈ [0, 1/2]. Putting all this together we find that for any ε > 0
there exists n0 such that if n ≥ n0, n ∈ Λ, then∣∣∣∣∣
∫
log
√
1 + y2
|x− y| dλ
∗
2(y)−
∫
log
√
1 + y2
|x− y| dνQn,2(y)
∣∣∣∣∣ ≤ 4ε
independent of x ∈ [0, 1/2]. Thus (113) takes place uniformly on each compact subset of R+
as we wanted to prove.
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Set
fn(x) :=
1
2n
log
( |Qn,2(x)|
Cnxαs′1(dnx)
)1/2
.
What was proved in the previous sentence and (24) imply
lim
n∈Λ
1
2n
log
( |Qn,2(x)|
Cnxαs′1(dnx)
)1/2
=
1
4
(ϕ(x)− Uλ∗2(x)),
uniformly on each compact subset of R+. In particular, for any closed interval ∆ ⊂ R+
(116) lim
n∈Λ
min
x∈∆
fn(x) = min
x∈∆
1
4
(ϕ(x)− Uλ∗2(x)).
For x ≥ 1, y ≤ 0, we have that log
√
1 + y2/(x − y) ≤ 0; therefore, from (23) and (25) it
follows that
(117) lim inf
x→+∞
ϕ(x)− Uλ∗2(x)
4 log x
> 1, lim inf
n∈Λ,x→+∞
fn(x)
log x
> 1.
Relations (116) and (117) certify that a) and b) on page 124 of [27] are fulfilled. Therefore,
using the lemma on page 121 and the theorem on page 124 in [27] it follows that λ∗1 is the
unique probability measure on R+ which solves the extremal problem
(118) Uλ
∗
1(x) +
1
4
(ϕ(x)− Uλ∗2(x))
{
= w∗1, x ∈ supp(λ∗1),
≥ w∗1, x ∈ R+,
for some constant w∗1, and (recall that degQn = 2n)
(119) lim
n∈Λ
(∫ |Qn(x)|2
|Qn,2(x)|Cns
′
1(dnx)dx
)1/4n
= e−w
∗
1 .
The arguments employed on [27, page 127] to prove the main theorem allow to conclude that
for each ε > 0 there exists R > 0 such that
(120) lim inf
n∈Λ
(∫ R
0
|Qn(x)|2
|Qn,2(x)|Cns
′
1(dnx)dx
)1/4n
≥ e−w∗1−ε.
The first part of (117) guarantees that supp(λ∗1) is a compact subset of [0,+∞). This is
shown in [28] (see also [51, Theorem 1.3.1], or even Corollary 4.7(a) applied to measures
supported on R+). Notice that (118) and the continuity of ϕ and Uλ∗2 on R+ imply that Uλ∗1
is continuous on supp(λ∗1) and thus on all C. Using the compactness of supp(λ∗1), we have
I(λ∗1) < +∞,
∫
log(1 + y2)dλ∗1(y) <∞.
Now, let us obtain the variational relations on R−. The varying discrete measure with
respect to which Qn,2 is orthogonal, see (12) and (13), may be regarded as
∞∑
k=1
βkηn,k
|ξk,n|
Dn
|Qn(ξk,n)|δξk,n(t), ηn,k =
∫
R+
|Qn(x)|2
|Qn,2(x)|
Cns
′
1(dnx)dx
1− (x/ξk,n) ,
Dn =
∏
Qn(yn,k)=0
√
1 + y2n,k.
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Since
∑∞
k=1 βk/tk < +∞ and limn d1/nn = 1, we have
lim
n→∞
( ∞∑
k=1
βk
|ξk,n|
)1/n
= 1.
Using (119)
(121) lim sup
n∈Λ
η
1/n
n,k ≤ e−4w
∗
1 .
On the other hand, from (120) for any ε > 0 we can choose R > 0 such that
(122) lim inf
n∈Λ
η
1/n
n,k ≥ lim infn∈Λ
(∫ R
0
|Qn(x)|2
|Qn,2(x)|
Cns
′
1(dnx)dx
1− (Rdn/t1)
)1/n
≥ e−4w∗1−4ε.
From (121) and (122) it follows that
(123) lim
n∈Λ
η
1/n
n,k = e
−4w∗1 ,
uniformly on k.
Since log
√
1+y2
|x−y| ∈ C0(R+) for every x < 0, arguing as we did for the sequence of polynomials
(Qn,2), we have
(124) lim
n∈Λ
( |Qn(x)|
Dn
)1/n
= e−2U
λ∗1 (x),
uniformly on each compact subset of (−∞, 0). Set φ(x) := 4w∗1 − U2λ
∗
1(x). Using (123) and
(124), we obtain
(125) lim
n∈Λ
(
ηn,kDn
|Qn(ξk,n)|
)1/n
− e−φ(ξk,n) = 0
uniformly on each compact K ⊂ (−∞, 0) and k such that ξk,n ∈ K.
Let λ ∈ M∗(σ) be the extremal solution of Corollary 4.6 with σ as in Theorem 2.2 and
φ(x) := 4w∗1 − U2λ
∗
1(x). In Theorem 2.2 we have assumed that 0 6∈ supp(σ \ λ2) so we will
assume here that 0 6∈ supp(σ \ λ). We will show that λ∗2 = λ using modified versions of
some results which appear in [20, Lemmas 5.3, 5.5, and 3.2]. In [20] the corresponding λ had
compact support while in our case the support is R−. More exactly, applying Corollaries
4.6 and 4.7(c),(h), it follows that there exist λ ∈ M∗(σ) and a constant w = w(σ, φ) =
4w∗1 −
∫
log(1 + y2)dλ∗1(y) such that
(126) 2Uλ(x) + φ(x)
{ ≤ w, x ∈ supp(λ) = R−,
= w, x ∈ supp(σ − λ),
and supp(σ − λ) is unbounded.
Set
‖Qn,2‖2,n =
( ∞∑
k=1
|Qn,2(ξk,n)|2βkηn,k|ξk,n|
Dn
|Qn(ξk,n)|
)1/2
.
Let us show that
(127) lim sup
n∈Λ
‖Qn,2‖1/n2,n ≤ e−w(σ,φ)/2.
For this, we follow the approach in [20, Lemma 5.3]
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Fix ε > 0. Set w = w(σ, φ). Choose A ⊃ supp(σ − λ) to be the union of finitely many
closed intervals such that 2Uλ(x)−U2λ∗1(x) > w− ε, x ∈ A, and 0 < λ(A) < 1. The existence
of such a set is guaranteed because, according to (77) and Lemma 4.4,
(128) lim
x→∞ 2U
λ(x) + φ(x) = w(σ, φ) = 4w∗1 −
∫
log(1 + y2)dλ∗1(y),
when x→∞ in any direction; in particular as x→ −∞. Moreover, because R−\supp(σ−λ) 6=
∅ since |λ| = 1 < |σ|. Since 0 6∈ supp(σ \ λ) we can take A so that 0 ∈ R− \A.
Let λ˜ = λ|R−\A, and σ˜n = 1n
∑
k≥1 δξk,n |R−\A. R− \ A is a compact set and from (22),
we obtain limn∈Λ σ˜n = λ˜ in the vague topology. In particular, limn∈Λ mnn = λ(R− \ A) < 1,
where mn is the number of points ξk,n which lie in R− \ A. Therefore, there exists n0 such
that mn < n for n ≥ n0, n ∈ Λ.
Let Pn be a monic polynomial of degree n whose zeros consist of the mn points ξk,n ∈ R−\A
and n−mn points in A chosen so that limn∈Λ νPn = λ in the vague topology. It is sufficient
to discretize λ on A. Since λ ∈ M∗(σ) and log(1 + y2) is positive and decreasing in R− one
can also ensure that
(129) lim
n∈Λ
∫
log(1 + y2)dνPn(y) =
∫
log(1 + y2)dλ(y)
For n ≥ n0, n ∈ Λ we have
‖Qn,2‖2/n2,n ≤ ‖Pn‖2/n2,n ≤
 ∑
ξk,n∈A
|Pn(ξk,n)|2βkηn,k|ξk,n|
Dn
|Qn(ξk,n)|
1/n ≤
( ∞∑
k=1
βk
|ξk,n|
)1/n
exp
{
−
(
2UνPn (ξn)− 2UνQn (ξn) + 1
n
log ηn
)}
,
where ξn is a point ξk,n ∈ A for which
2UνPn (ξn)− 2UνQn (ξn) + 1
n
log ηn = min
ξk,n∈A
(
2UνPn (ξk,n)− 2UνQn (ξk,n) + 1
n
log ηn,k
)
and ηn is the ηn,k corresponding to that point.
Let ξ ∈ A be any limit point of the sequence (ξn), n ∈ Λ; that is, limn∈Λ′ ξn = ξ(6= 0) with
Λ′ ⊂ Λ. Then, using (125), (129), and the principal of descent
lim inf
n∈Λ′
(
2UνPn (ξn)− 2UνQn (ξn) + 1
n
log ηn
)
≥ 2Uλ(ξ) + φ(ξ) ≥ w(σ, φ)− ε.
Consequently,
lim sup
n∈Λ
‖Qn,2‖2/n2,n ≤ e−w(σ,φ)+ε.
Letting ε→ 0 we obtain (127).
Now, using the scheme employed in [20, Lemmas 3.2, 5.5] we prove that
(130) lim inf
n∈Λ
‖Qn,2‖2/n2,n ≥ e−Fλ∗2 ,
where
Fλ∗2 = max{C ∈ R : 2Uλ
∗
2(x) + φ(x) ≥ C holds (σ − λ∗2) a.e.}.
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Let x0 ∈ supp(σ \ λ∗2) \ {0}. Fix 0 < ε < 1/2, sufficiently small so that [x0 − ε, x0 + ε] ⊂
(−∞, 0). Set ∆ε = (x0 − ε, x0 + ε). Now, choose 0 < δ < ε and set ∆δ := (x0 − δ, x0 + δ).
Choose M > 0 such that −M < x0 − ε− 1. Define
Q
(1)
n,2(x) :=
∏
yn,k∈∆ε
(x− yn,k), Q(2)n,2(x) :=
∏
yn,k∈[−M,0]\∆ε
(x− yn,k),
Q
(3)
n,2 := Qn,2/(Q
(1)
n,2Q
(2)
n,2).
Since x0 ∈ supp (σ − λ∗2) we have that q := (σ − λ∗2) (∆δ) > 0. Let `n be the number of
zeros of Qn,2 in ∆δ and mn be the number of ξk,n in ∆δ. Then limn→∞(mn − `n)/n = q.
Since the intervals ((ξk,n+ξk−1,n)/2, (ξk,n+ξk+1,n)/2) around the mass point ξk,n are disjoint
for all sufficiently large n there exists at least one interval containing no zeros of Qn,2 whose
corresponding mass point is in ∆δ. Denote this mass point by ξ
∗
n and its adjacent mass points
by ξ
(1)
n and ξ
(2)
n . Now, using again that between two mass points of σ2,n there is at most one
zero of Qn,2, one obtains
|Q(1)n,2(ξ∗n)|1/n ≥
(
|ξ∗n − ξ(1)n ||ξ∗n − ξ(1)n |
4
)1/n ∏
ξ∗n 6=ξk,n∈∆ε
|ξ∗n − ξk,n|
1/n ≥
(1/4)1/n
 ∏
ξ∗n 6=ξk,n∈∆ε
|ξ∗n − ξk,n|
2/n .
Let pn be the number of ξk,n > ξ
∗
n in ∆ε, qn be the number of ξk,n < ξ
∗
n in ∆ε. Using (22),
we have limn→∞(pn + qn)/n = σ(∆ε). Let ρ := inf{ρ(x) : x ∈ ∆ε}. The previous inequalities
and (i) of Section 2 imply that
|Q(1)n,2(ξ∗n)|1/n ≥ (1/4)1/n
(ρ
n
)2pn/n
(pn!)
2/n
(ρ
n
)2qn/n
(qn!)
2/n ≥
(1/4)1/n
(ρ
n
)2(pn+qn)/n
((rn − 1)!)2/n
where rn denotes the integer part of (pn + qn)/2. From here, using Stirling’s formula, it is
easy to deduce that
(131) lim inf
n→∞ |Q
(1)
n,2(ξ
∗
n)|1/n ≥
(
ρσ(∆ε)
2e
)2σ(∆ε)
.
Notice that the right hand tends to 1 as ε→ 0.
We have
(132) ‖Qn,2‖2/n2,n =
( ∞∑
k=1
|Qn,2(ξk,n)|2βkηn,k|ξk,n|
Dn
|Qn(ξk,n)|
)1/n
≥
(
|Qn,2(ξ∗n)|2
β∗nη∗n
|ξ∗n|
Dn
|Qn(ξ∗n)|
)1/n
≥
(
|Q(1)n,2(ξ∗n)Q(2)n,2(ξ∗n)|2
β∗nη∗n
|ξ∗n|
Dn
|Qn(ξ∗n)|
)1/n
,
where β∗n, η∗n are the values of βk, and ηn,k, respectively, corresponding to ξk,n = ξ∗n. In the
last inequality we skip Q
(3)
n,2 because all its zeros are at distance greater than 1 from ξ
∗
n. Let
us find a lower bound for (
|Q(2)n,2(ξ∗n)|2
β∗nη∗n
|ξ∗n|
Dn
|Qn(ξ∗n)|
)1/n
.
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Since ν
Q
(2)
n,2
converges vaguely to λ∗2|[−M,0]\∆ε , n ∈ λ, U
ν
Q
(2)
n,2 converges uniformly on ∆δ
to Uλ
∗
2|[−M,0]\∆ε , n ∈ Λ , and Uλ∗2|[−M,0] is continuous on R− (in particular at x0, recall that
ξ∗n ∈ ∆δ), given ε we can find δ, 0 < δ < ε, such that
(133) lim inf
n∈Λ
|Q(2)n,2(ξ∗n)|2/n ≥ e−2U
λ∗2|[−M,0] (x0)−2ε.
Also, because of the continuity of φ and (125), δ may be chosen so that |φ(x) − φ(x0)| <
ε, x ∈ δδ, and for all sufficiently large n ∈ Λ and k with ξk,n ∈ ∆δ
(134)
∣∣∣∣∣
(
ηn,kDn
|Qn(ξk,n)|
)1/n
− e−φ(ξk,n)
∣∣∣∣∣ < ε.
so that (134) holds, in particular, for ξ∗n and η∗n. Since ξ∗n ∈ ∆δ, we have
lim
n→∞ |ξ
∗
n|1/n = 1.
On the other hand, from (i) if ξk,n ∈ (x0 − δ, x0 + δ) then k < n|x0 − δ|/ρ∗ where ρ∗ =
inf{ρ(x) : x ∈ [x0 − δ, 0]} > 0 which combined with (ii) implies that lim infn→∞ |β∗n|1/n ≥ 1.
Using (131)-(134), it follows that for all sufficiently small ε > 0 and M > 0 sufficiently
large
(135) lim inf
n∈Λ
‖Qn,2‖2/n2,n ≥
(
ρσ(∆ε)
2e
)2σ(∆ε)
e−2U
λ∗2|[−M,0] (x0)−φ(x0)−4ε
Now, (127) and (135) imply that
(136) 2Uλ
∗
2|[−M,0](x0) + φ(x0) + 4ε− 2σ(∆ε) log
(
ρσ(∆ε)
2e
)
≥ w(σ, φ) > −∞.
Suppose that
∫
log(1 + y2)dλ∗2(y) = ∞. In this case it is easy to prove that Uλ
∗
2|[−M,0](x0)
tends to −∞ as M → +∞ which contradicts (136). Consequently, ∫ log(1 + y2)dλ∗2(y) <∞.
In this case Uλ
∗
2 is well defined on all C, and is continuous on R−; moreover,
lim
M→∞
Uλ
∗
2|[−M,0](x) = Uλ
∗
2(x)
uniformly on any compact subset of C. Making M →∞ and ε→ 0 from (136) it follows that
2Uλ
∗
2(x0) + φ(x0) ≥ w(σ, φ) = Fλ.
Now this occurs for every x0 ∈ supp(σ \ λ∗2) \ {0} and by continuity also at 0 should this be
an accumulation point of supp(σ \ λ∗2). Consequently, Fλ∗2 ≥ Fλ. From (D′′) of Corollary 4.6
we conclude that Fλ = w(σ, φ) = Fλ∗2 ; therefore,
(137) lim
n∈Λ
‖Qn,2‖2/n2,n = e−Fλ∗2 ,
and λ = λ∗2 according to the unicity statement in that part of Corollary 4.6.
Using that
∫
(1 + y2)dλ∗1(y) < +∞ and
∫
(1 + y2)dλ∗2(y) < +∞, we can rewrite (118) and
(126) in terms of Uλ
∗
1 , Uλ
∗
2 and φ as follows:
2U2λ
∗
1(x)− Uλ∗2(x) + ϕ(x)
{
= 4w∗1 +
1
2
∫
log(1 + y2)dλ∗2(y), x ∈ supp(λ∗1),
≥ 4w∗1 + 12
∫
log(1 + y2)dλ∗2(y), x ∈ R+,
2Uλ
∗
2(x)− U2λ∗1(x)
{ ≤ 0, x ∈ supp(λ∗2) = R−,
= 0, x ∈ supp(σ − λ∗2),
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Therefore, the pair (2λ∗1, λ∗2) satisfies (20) and (21) in part (C) of Theorem 2.1. This means
that (2λ∗1, λ∗2) = (λ1, λ2) is the extremal solution of Theorem 2.1 and the extremal constants
are w1 = 4w
∗
1 +
1
2
∫
log(1 + y2)dλ2(y), w2 = 0. In particular, |λ∗1| = |λ∗2| = 1 and, as explained
in the beginning of the proof, (27) follows from (111). 
Remark 6.1. From (119) and (137) we also have
(138) lim
n
(∫ |Qn(x)|2
|Qn,2(x)|Cns
′
1(dnx)dx
)1/n
= e−4w
∗
1 , lim
n
‖Qn,2‖2/n2,n = e−Fλ∗2 ,
where Fλ∗2 = 4w
∗
1 − 12
∫
log(1 + y2)dλ1(y) (see (128)). Direct computation gives
‖Qn,2‖2/n = (DnCn)1/n
∣∣∣∣∣
∫
Q2n,2(t)
Qn(t)
∫
Q2n(x)
Qn,2(x)
σ′1(dnx)dx
x− t dσ2,n(t)
∣∣∣∣∣
1/n
.
Therefore, using (138) we could establish that
(139) lim
n
∣∣∣∣∫ Q2n(x)Qn,2(x)σ′1(dnx)dx
∣∣∣∣1/n = e−w1 ,
and
(140) lim
n
∣∣∣∣∣
∫
Q2n,2(t)
Qn(t)
∫
Q2n(x)
Qn,2(x)
σ′1(dnx)dx
x− t dσ2,n(t)
∣∣∣∣∣
1/n
= e−w1 ,
where w1 is the corresponding equilibrium constant from (20) (here w2 = 0), if we could
prove that
lim
n
C1/nn = e
1
2
∫
log(1+y2)dλ2(y), lim
n
D1/nn = e
1
2
∫
log(1+y2)dλ1(y).
In order to do this, it is necessary to obtain some bound on the rate of growth of the largest
zeros of the polynomials Qn and Qn,2.
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