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Abstract—A blind target detector using the time reversal
transmission is proposed in the presence of channel correlation.
We calculate the exact moments of the test statistics involved. The
derived moments are used to construct an accurate approximative
Likelihood Ratio Test (LRT) based on multivariate Edgeworth
expansion. Performance gain over an existing detector is observed
in scenarios with channel correlation and relatively strong target
signal.
Index Terms—Complex double Gaussian; time reversal; de-
tection; channel correlation; multivariate Edgeworth expansion.
I. INTRODUCTION
T IME Reversal (TR) is a waveform transmission methodthat focuses the transmitted energy in dispersive
medium – the channel [1]. It utilizes channel reciprocity and
obtains the channel state information by sending a probing
signal. The backscattered signal is then time-reversed and
retransmitted. The TR signal is shown to be optimal in the
sense that the transmission realizes a matched filter to the
propagation transfer function [1]. The concept of TR was
originally developed for optical and acoustic applications,
and it is recently introduced as a detection technique in the
electromagnetic domain [2–4], where the target to be detected
is embedded in stationary random multipath scatterers.
In [2, 3], the authors assumed that the multipath channel or
the channel response signal can be ideally estimated using
probing snapshots. However, the assumption of a perfectly
known channel or a noise-free signal may not be realistic
for practical systems due to e.g. measurement noise. Esti-
mation accuracy depends on the number of snapshots, which
is limited by the coherence time/frequency of the channel,
and the sampling rate of the system [3]. To avoid channel
estimation, the authors in [4] considered a blind TR detector,
which utilizes only the distribution of the multipath channels.
The likelihood ratio test for the TR detector was derived
assuming statistical independence between the two consecutive
transmissions. However, this assumption is not valid if the
transmissions are within the coherence time of the multipath
channel. Using existing detectors in such a scenario will induce
performance loss.
This work was supported by the Academy of Finland and the Finnish
Funding Agency for Technology and Innovation (TEKES).
The authors are with the Department of Communications and Network-
ing, Aalto University, 00076 Aalto, Finland (e-mail: {zhong.zheng, lu.wei,
jyri.hamalainen, olav.tirkkonen}@aalto.fi). J. Ha¨ma¨la¨inen is also with Erics-
son Oulu R&D Center, Finland.
Despite the practical needs to understand TR detection in
the presence of channel correlation, the results in this direction
are scarce. To address this challenge, we propose a blind TR
detector that admits a general correlation structure between
the TR channels. A closed-form approximation to the corre-
sponding likelihood ratio is proposed using the multivariate
Edgeworth expansion. The approximation is constructed via
the derived exact moments of the underlying statistics. Numer-
ical simulations show that the proposed detector outperforms
the detector in [4] by exploiting the TR channel correlations.
II. BLIND TIME REVERSAL DETECTION
We consider blind detection of a point target in the pres-
ence of multipath scatterers as studied in [4]. The detection
system sends Q probing signals in the spectral domain at
the frequencies ωq, q ∈ [1, Q]. The sampling frequencies
are chosen such that each frequency bin is separated by
the coherence bandwidth of the channel and the spectral
samples are statistically independent. The multipath channel
at ωq induced by the scatterers is modeled by a wide sense
stationary process. We denote the channels experienced by
the probing signal and the retransmission as Cp(ωq) and
Cr(ωq), respectively. The channel response of the point target
is captured by a deterministic response T and the probing
signal at ωq is denoted as S(ωq). Note that here we consider
a general correlation structure between Cp(ωq) and Cr(ωq)
instead of statistical independence assumed in [4]. As a result,
knowledge of channel coherence time is no longer required.
In such a scenario, the detector of [4] suffers performance loss
as will be shown in Section IV.
After transmitting the probing signal S(ωq), we write the
frequency response as
Z(ωq) = (T + Cp(ωq))S(ωq) + Vp(ωq),
where Vp(ωq) is the measurement noise which is distributed as
a zero-mean complex Gaussian random variable with Power
Spectral Density (PSD) σ2v . Hereafter, we denote Vp(ωq) ∼
CN (0, σ2v) [5]. In this paper, we use a white probing sig-
nal such that S(ωq) =
√
Es/Q with a transmit power
Es. The received signal Z(ωq) is then time-reversed or,
equivalently, phase-conjugated in the frequency domain and
scaled to obtain the TR signal, STR(ωq) = kZ(ωq)∗, where
k =
√
Es/
∑Q
q=1 |Z(ωq)|
2 is a energy normalization factor.
The value of k is shown to be approximately deterministic with
a relatively small variance compared to its expected value [3].
2The TR signal STR(ωq) is subsequently transmitted and the
channel response of the retransmission is calculated by
ZTR(ωq) = (T + Cr(ωq))STR(ωq) + Vr(ωq)
= X(ωq)Y (ωq)
∗ + Vr(ωq), (1)
where X(ωq) = T + Cr(ωq), Y (ωq) = STR(ωq)∗ and
Vr(ωq) ∼ CN (0, σ2v) is the measurement noise of the re-
transmission. In blind TR detection, the channels Cp(ωq) and
Cr(ωq) will not be estimated by the detector and are only
known by their statistical distributions. Therefore, a hypothesis
test can be formulated as follows: in the null hypothesis H0,
the target is not present and T = 0; in the alternative
hypothesis H1, |T | > 0.
We assume the channels Cp(ωq) and Cr(ωq) admit a bivari-
ate zero-mean complex Gaussian distribution with a common
PSD Pc(ωq). The correlation coefficient ρc between Cp(ωq)
and Cr(ωq) is defined as ρc = E[Cp(ωq)Cr(ωq)∗]/Pc(ωq),
where the notation (·)∗ is the complex conjugate. In practical
systems, the channel statistics can be estimated by taking
snapshots of channel samples and replacing the statistical ex-
pectation by the sample mean. The measurement noise Vp(ωq)
and Vr(ωq) are independent of each other and the multipath
channels. If we ignore the noise term Vr(ωq) in (1), ZTR(ωq)
is distributed as the product of two complex Gausian random
variables with
X(ωq) ∼ CN (T, Pc(ωq)), (2)
Y (ωq) ∼ CN
(
kT
√
Es
Q
, k2
(
Pc(ωq)
Es
Q
+ σ2v
))
. (3)
By definition, the random variables X(ωq) and Y (ωq) are
jointly complex Gaussian distributed with a correlation co-
efficient calculated as
ρ =
ρ∗c√
1 + σ2vQ/(Pc(ωq)Es)
. (4)
To clarify the considered problem, we introduce the random
variable P(ωq) = X(ωq)Y (ωq)∗ and denote its corresponding
PDF in the complex plane as fPq (p1, p2;T ). The LRT of the
blind TR detection is calculated by
l =
Q∏
q=1
fPq (p1, p2;T )
fPq (p1, p2; 0)
H1
≷
H0
l0, (5)
l0 being a threshold. In the next section, we first derive
the characteristic function of the product P(ωq). Based on
this, an exact expression is obtained for fPq (p1, p2; 0) and an
asymptotic approximation is given for fPq (p1, p2;T ).
III. CORRELATED TIME REVERSAL CHANNEL
A. Characteristic Function
We first derive the characteristic function ψP(t) (t ∈
C) of the product P(ωq) = X(ωq)Y (ωq)∗. For notational
simplicity, the frequency variable ωq is hereafter dropped.
Recalling equations (2)-(4), the joint PDF of X and Y is
given by [5] as fX,Y (x, y) = exp{−g(x,y)/(1−|ρ|
2)}
pi2σ2
X
σ2
Y
(1−|ρ|2)
where
g(x, y) =
∣∣∣x−µXσX ∣∣∣2 + ∣∣∣ y−µYσY ∣∣∣2 − 2ℜ[ρ∗ x−µXσX y∗−µ∗YσY ] and
µi, σi (i ∈ {X,Y }) refer to the mean and variance of the
corresponding random variable. Given Y , X is conditionally
complex Gaussian distributed with mean µX|Y = µX +ρ(y−
µY )σX/σY and variance σ2X|Y = σ2X(1 − |ρ|2). Denote
the real and imaginary parts of P by P1 and P2. It is
straightforward to show that P1 and P2 conditioned on Y are
conditionally independent. They follow conditional Gaussian
distributions
P1|Y ∼ N
(
ℜ
[
y∗µX|Y
]
, σ2X|Y |y|
2/2
)
,
P2|Y ∼ N
(
ℑ
[
y∗µX|Y
]
, σ2X|Y |y|
2/2
)
.
Therefore, the conditional characteristic function of P given
Y is expressed as [5]
ψP|Y (t|y) = E [exp {iℜ [t
∗P ]} |Y = y]
= exp
{
iℜ[t∗y∗µX|Y ]−
1
4
σ2X|Y |y|
2|t|2
}
. (6)
The marginal PDF of Y is given by
fY (y) = 1/(piσ
2
Y ) exp
{
−|y − µY |
2/σ2Y
}
, y ∈ C. (7)
The characteristic function of P can be now obtained by direct
integration of (6) over the marginal PDF (7) as
ψP(t) =
∫
y∈C
ψP|Y (t|y)fY (y) dy. (8)
Substituting (6) and (7) into (8), we obtain
ψP(t) = exp{−|µY |
2/σ2Y }/(piσ
2
Y )
×
∫
y∈C
exp
{
−
(
1
σ2Y
+
σ2X |t|
2
4(1− |ρ|2)−1
− iℜ[t∗ρ]
σX
σY
)
|y|2
+
2ℜ[µY y∗]
σ2Y
+ iℜ
[
t∗
(
µX − ρ
σX
σY
µY
)
y∗
]}
dy. (9)
Applying [6, eq. (3.323/2)] and integrating (9) over real and
imaginary parts of y, we get
ψP(t) =
1
G(t)
exp
{
−
|µX |2σ2Y + |µY |
2σ2X
4G(t)
|t|2
+
σXσY ℜ[µ∗XµY ρ]
2G(t)
|t|2 +
iℜ[µ∗XµY t]
G(t)
}
, (10)
where G(t) = 1 + 14σ
2
Xσ
2
Y (1− |ρ|
2)|t|2 − iσXσY ℜ[t∗ρ].
B. Joint PDF
Based on (10), we now calculate the joint PDF fP(p1, p2; 0)
under the null hypothesis H0. When T = 0, µX = µY = 0
and (10) is reduced to ψP (t) = 1/G(t). Applying the inverse
transform of characteristic function, the joint PDF becomes
fP(p1, p2; 0) =
1
(2pi)2
∫
t∈C
exp{−iℜ[t∗p]}
G(t)
dt
=
2
piσXσY c
exp
{
2ℜ[ρ∗p]
c
}
K0
(
2|p|
c
)
, (11)
where p = p1 + ip2 and c = σXσY (1 − |ρ|2). Here, the
function K0(·) is the modified Bessel function of the second
kind [6, eq. (8.432/6)]. The second equality of (11) is obtained
by using [6, eq. (3.354/5)] and the definition of K0(·).
3Next, we derive an asymptotic approximation to the joint
PDF fP(p1, p2;T ) using the multivariate Edgeworth expan-
sion. The Edgeworth expansion was considered as an extension
to the central limit theorem and developed in the form of a
moment series expansion weighted by the Gaussian PDFs [7].
This method is especially useful when the random variable
of interest is approximately Gaussian and its moments are
easy to obtain. For the problem at hand, we can prove
that fP(p1, p2;T ) converges to a Gaussian PDF as µX and µY
go to infinity. Motivated by this fact, we give the Edgeworth
approximation to fP(p1, p2;T ) based on the closed-form
expressions for the joint moments of P1 and P2.
Let W = (P − µP)/σP , where µP = µXµ∗Y + ρσXσY
and σ2P = |µX |2σ2Y + |µY |2σ2X + σ2Xσ2Y . The characteristic
function of W reads
ψW (t) = exp {−iℜ [µPt
∗] /σP}ψP (t/σP). (12)
We denote δX = µX/σX and δY = µY /σY and notice that
as |δX | and |δY | go to infinity (12) reduces to exp{−|t|2/4},
which is the characteristic function of the standard complex
Gaussian random variable. Thus, the considered variate P is
approximately complex Gaussian with mean µP and variance
σ2P .
Before constructing the multivariate Edgeworth expansion
for fP(p1, p2;T ), we need the following two propositions:
Proposition 1. Let X = µX + VX and Y =
µY + VY , where VX ∼ CN (0, σ2X) and VY ∼
CN (0, σ2Y ) with the correlation E[VXV ∗Y ] = ρσXσY .
Denote At,i = {VX , · · · , VX︸ ︷︷ ︸
i
, VY , · · · , VY︸ ︷︷ ︸
t−i
} and Bt,j =
{V ∗X , · · · , V
∗
X︸ ︷︷ ︸
t−j
, V ∗Y , · · · , V
∗
Y︸ ︷︷ ︸
j
}. The joint moment Mm,n =
E[Pm(Pn)∗] is given by
Mm,n =
m+n∑
t=0
t∑
i=0
t∑
j=0
(
m
i
)(
m
j
)(
n
t− j
)(
n
t− i
)
×µm−iX (µ
m−j
Y )
∗(µn−t+jX )
∗µn−t+iY
∑
pi∈Ω
t∏
k=1
E[A
(pi(k))
t,i B
(k)
t,j ],
where (·)(i) denotes the i-th element of the corresponding
vector, pi defines a permutation of the integers 1, . . . , t and Ω
is the set of all t! distinct permutations.
The proof of Proposition 1 is a direct application of the
moment theorem in [8], which is omitted here.
Proposition 2. The joint moments of P1 and P2 are
E[Pm1 P
0
2 ]
E[Pm−11 P
1
2 ]
.
.
.
E[P01P
m
2 ]
 = J−1m

Mm,0
Mm−1,1
.
.
.
M0,m
 ,
where J(k+1, l+1)m , the element of the (k+1)-th row and (l+1)-
th column of matrix Jm, is given by
J
(k+1, l+1)
m =
⌊l/2⌋∑
h=0
il−2h
(
m− 2k
l − 2h
)(
k
h
)
, (13)
where ⌊a⌋ denotes the largest integer less than a.
Proof: First consider the case m ≥ 2k,
Mm−k,k = E
[
(P1 + iP2)
m−2k (P21 + P22)k]
=
m−2k∑
j=0
k∑
h=0
ij
(
m− 2k
j
)(
k
h
)
E
[
Pm−j−2h1 P
j+2h
2
]
.
Summing over l with l = j + 2h, the coefficient of the l-
th term achieves (13). In the same manner, (13) can be also
proved when m < 2k.
Following the procedures in [7], the Edgeworth expan-
sion fs(p1, p2) of the joint PDF fP(p1, p2;T ) can be rep-
resented as
fP(p1, p2;T ) ≈ φ(p1, p2) +
s−2∑
j=1
Lj (−φ;χν) (p1, p2), (14)
where φ(p1, p2) is the bivariate Gaussian PDF with mean
µ = [µP1 , µP2 ]
T and covariance matrix R of P1 and P2.
Here χν with ν = [ν1, ν2] refers to the joint cumulant of
P1 and P2. These can be readily calculated by the mapping
between joint cumulants and moments, which are computed
by Proposition 1 and 2. It is noted that the expansion (14)
uses up-to s-th order joint cumulants of P1 and P2 and
matches the first (s − 2) moments between P and the ap-
proximation (14). The term Lj (−φ;χν) (p1, p2) defines the
Crame´r Edgeworth polynomial L˜j(t1, t2;χν) with each tν11 t
ν2
2
replaced by H(p1, p2; ν,R−1)φ(p1, p2), where H denotes the
multivariate Hermite polynomials [9]. The Crame´r Edgeworth
polynomials L˜j(t1, t2;χν) can be generated by the formal
identity between two power series [7]
∞∑
r=1
L˜j(t1, t2;χν)u
r =
∞∑
m=1
1
m!
(
∞∑
r=1
χr+2(t1, t2)
(r + 2)!
ur
)m
,
where χs(t1, t2) =
∑
ν1+ν2=s
s!
ν1!ν2!
χνt
ν1
1 t
ν2
2 .
IV. NUMERICAL RESULTS
In this section we investigate the accuracy of the derived
approximation to fP(p1, p2;T ) by simulations. Then we com-
pare the performance of the proposed detector with the one
studied in [4].
A. Approximation to fP(p1, p2;T )
In Fig. 1 we plot the approximative PDF (14) and compare
with the simulated fP(p1, p2;T ) assuming µX = 2 + 2.5i,
µY = 2.1 + 1.8i, σX = σY = 1 and ρ = 0.3 + 0.3i.
Fig. 1 shows that the Edgeworth approximation achieves a
good agreement with the simulation using up-to 6-th order
joint cumulants of P1 and P2. The approximation is less
accurate near the origin since the function fP(p1, p2;T ) has
a simple singularity at the point (0, 0).
To further illustrate the accuracy of the approximation, in
Table I we tabulate the Mean Square Error (MSE) of the
approximative PDF (14), defined as ∫
{p1,p2}∈R2
|fs(p1, p2)−
f˜P(p1, p2;T )|
2 dF˜P (p1, p2;T ), where f˜P and F˜P are empir-
ical PDF and CDF of P . In addition to the MSE calculated
4Fig. 1. Plot of two-dimensional PDF fP (p1, p2;T ) for µX = 2 + 2.5i,
µY = 2.1+1.8i, σX = σY = 1 and ρ = 0.3+0.3i. (a) approximation (14)
with s = 6 and (b) simulation. The mean square error of approximation is
9.96× 10−7.
TABLE I
MEAN SQUARE ERROR OF APPROXIMATIVE DISTRIBUTION (14)
µX
µY
1 + 1.25i
1.05 + 0.9i
2 + 2.5i
2.1 + 1.8i
4 + 5i
4.2 + 3.6i
MSE 2.78× 10−4 9.96× 10−7 2.99× 10−8
with the parameters used for Fig. 1, we also calculate the
MSEs with both µX and µY having 3 dB decrease and
increase, respectively. The results show that the accuracy of the
approximation (14) is improved as the magnitudes of µX and
µY increase, which is in line with the analysis in Section III-B.
This conclusion has been also verified with other parameter
combinations.
B. Performance Comparisons
Here we consider a scenario where the point target has
a constant response T = eipi/4 and the multipath chan-
nels are of equal PSD Pc(ωq) = Pc over the frequency
bands {ωq}. The signal-to-clutter ratio and signal-to-noise
ratio are defined as SCR = 10 log10
(
|T |2/Pc
)
and SNR =
10 log10
(
Es|T |2/(Qσ2v)
)
, respectively where Es = 1. The
performance of the proposed LRT detector (5) under channel
correlation, denoted as LRT-C, are evaluated with correlation
coefficients ρc = 0.1 + 0.4i and 0.1 + 0.7i. In addition, we
consider the cases where the target has a relatively strong
channel response (SCR = 5 dB, SNR = 5 dB) with sample
size Q = 5, denoted by the square markers in Fig. 2 and
relatively weak target response (SCR = 0 dB, SNR = 0 dB)
with Q = 20, denoted by the circle markers.
Fig. 2 shows results from Monte Carlo simulations for the
Receiver Operating Characteristic (ROC), where the detection
probability (Pd) is plotted as a function of the false alarm
probability (Pfa). The ROC of the proposed LRT-C detector
is evaluated by test (5). For comparisons, we also computed
the ROCs of the LRT detector designed for independent TR
channels (LRT-I) [4]. From Fig. 2 we can observe that the
proposed LRT-C detector outperforms the existing LRT-I by a
substantial margin when the target is relatively strong. These
results are expectable since the LRT-C detector utilizes the
channel correlation, which increases the extent of coherence
between the TR signal and the multipath channel. As ρc in-
creases to 0.1+0.7i, the blind TR detection tends to a coherent
10−4 10−3 10−2 10−1
0.9
0.95
1
Pfa
Pd
(a) ρc = 0.1 + 0.4i
 
 
LRT−C
LRT−I [4]
10−4 10−3 10−2 10−1
0.9
0.95
1
Pfa
Pd
(b) ρc = 0.1 + 0.7i
 
 
SCR = 0 dB
SNR = 0 dB
SCR = 5 dB
SNR = 5 dB
Fig. 2. Receiver operating characteristic for the proposed LRT-C (5) and
LRT-I in [4] with relatively strong target signal (SCR = 5 dB, SNR = 5 dB)
with sample size Q = 5, denoted by ′2′; and relatively weak target signal
(SCR = 0 dB, SNR = 0 dB) with sample size Q = 20, denoted by ′©′.
(a) ρc = 0.1 + 0.4i and (b) ρc = 0.1 + 0.7i.
detection and the proposed LRT-C detector achieves improved
detection probability at a fixed false alarm probability by
capturing the channel correlation. When the target response
is weak with small channel correlation, the performance of
LRT-C becomes worse than the LRT-I. This observation is
consistent with the Neyman-Pearson theorem [10], as the
increased approximation error of (14) under this condition
leads to a non-trivial deviation from this optimal detector.
V. CONCLUSION
We proposed a blind time reversal detector which works
in the presence of correlated channels. Using Edgeworth
expansion, a simple and accurate closed-form approximation
was derived for the likelihood ratio test. Simulations show
the superiority of the proposed LRT-C detector in scenarios
with arbitrary channel correlation and relatively strong target
response signal.
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