Abstract: A general method for obtaining highly efficient factorial designs of relatively small sizes is developed for cDNA microarray experiments. It allows the main effects and interactions to be of possibly unequal importance. First, the approximate theory is employed to get an optimal design measure which is then discretized. It is, however, observed that a naïve discretization may fail to yield an exact design of the stipulated size and, even when it yields such an exact design, there is often scope for improvement in efficiency. To address these issues, we propose a step-up/down procedure which is seen to work very well. The resulting designs turn out to be quite robust to possible dye-color effects and heteroscedasticity. We focus on the baseline and all-to-next parametrizations but our method works equally well also for hybrids of the two and other parametrizations.
Introduction
Microarrays have found extensive applications in biological, agricultural and pharmaceutical sciences. They continue to be popular even after the advent of the RNA-seq technology and the two technologies can well complement each other; see e.g., Malone and Oliver (2011) . Factorial designs for cDNA microarray experiments have received much attention in recent years. These designs arise when the cell populations under study have a factorial structure, which is often the case. An early example, due to Churchill (2002) , concerns a 3 × 2 factorial experiment for comparing gene expression in liver tissues of mice from a gallstone-susceptible strain (Pera) and gallstone-resistant strains (DBA and I) on low-and high-fat diets. Here the first factor, strain, has three levels Pera, DBA and I, while the second factor, diet, has two levels low-and high-fat. Glonek and Solomon (2004) gave another example where two cell lines FIΔ and V449E are compared at times 0 and 24 h. This corresponds to a 2 2 factorial, with both factors, mutant and time, having two levels. The objects of interest in a factorial design are the factorial main and interaction effects, as defined via a suitable parametrization. Taking into account the possibility that these effects may not be of equal importance to the experimenter, we propose a general method for obtaining highly efficient factorial designs of relatively small sizes for cDNA microarray experiments. Indeed, our method can be readily adapted to paired comparison factorial designs in general, with applicability to other fields, such as industry, as well. For this purpose, it suffices to identify the microarray slides with blocks of size two and possible dye-color effects with positional effects within blocks.
In contrast to the classical literature which centers around an orthogonal parametrization (see e.g., Mukerjee and Wu, 2006) , we focus on the baseline and all-to-next parametrizations. The first of these, often used in microarray experiments, is relevant when there is a control or baseline level for each factor, while the second is attractive when there is a natural ordering of levels for each factor and interest lies in comparing the consecutive levels. More details follow in Section 2. Our method, of course, works well for other parametrizations too, including hybrids of the two that we focus on.
We envisage a very general setup where the numbers of factor levels, the weights specifying the relative importance of the factorial effects, and the number of slides in the experiment can be quite arbitrary. All these make the derivation of exact optimal designs intractable. However, applied research can hardly wait till the development of a perfect theory and, in most applications, it suffices to have designs with assured high efficiency, say over 0.95 or 0.90, under the chosen criterion. This is precisely what our general construction method, developed in Section 3, aims at achieving. It begins by employing the approximate theory, but we find that a naïve discretization of the resulting optimal design measure often fails to serve the purpose. To overcome this difficulty, we propose a step-up/down procedure which is seen to work very well. Examples follow in Section 4.
Up to Section 4, we assume the absence of dye-color effects. However, in Section 5, it is observed that our highly efficient designs remain almost free from such effects under suitable dye-color assignment. The paper ends in Section 6 with some concluding remarks where it is seen that our findings remain quite robust to heteroscedasticity as may be caused by biological variability.
We now indicate how our approach compares with the existing ones in factorial microarray designs. While Kerr (2006) , Landgrebe et al. (2006) and Grossmann and Schwabe (2007) reported very useful results under the orthogonal parametrization, more relevant to us is the work under the baseline parameterization introduced, in the context of microarrays, by Yang and Speed (2002) . Under this parametrization, Glonek and Solomon (2004) , Sanchez and Glonek (2009) and Sanchez (2010) obtained illuminating admissibility results for 2 2 and 2 × 3 factorials, by complete enumeration for smaller designs, and simulated annealing for larger designs. Banerjee and Mukerjee (2008) used the approximate theory to find weighted optimal designs for 2 2 factorials. For general factorials, they derived exact optimal designs only in the saturated case and proposed certain heuristics in non-saturated cases.
In contrast, our broad-spectrum method, applicable to general factorials, covers a wide variety of situations where derivation of exact optimal designs is intractable and complete enumeration is infeasible. The resulting designs, though relatively small in size, are not saturated and thus allow performing tests of significance. Moreover, approximate theory provides a benchmark and hence an assured lower bound to the efficiency of these designs. Such a benchmark is not available in simulated annealing or exchange algorithms.
Several other authors also employed the approximate theory in designing factorial microarray experiments. But their settings and criteria and hence final results are different from ours. For instance, Grossman and Schwabe (2007) worked under the orthogonal parametrization, Passos et al. (2009) focused only on the 3 2 factorial in a context different from ours, and Schiffl (2011) explored optimality separately for the main and interaction effects as opposed to our weighted criterion. Moreover, none of them considered the step-up/ down procedure which forms an integral part of our approach and leads to significant gains over a naïve application of approximate theory. Before concluding the introduction, we briefly indicate the experimental setup. In cDNA microarrays, each slide compares two cell populations on the basis of mRNA samples separately labeled with fluorescent dyes, usually red and green. After competitive hybridization, the ratio of the red and green fluorescence intensities is measured at each spot on each slide. Any such ratio represents the relative abundance of the gene in the two cell populations compared. These ratios are usually adjusted for background noise and then normalized for removing systematic biases. In what follows, the modeling and also the consequent design problem refer to a single gene -it is intended that the same design applies to all genes on the array.
2 Parametrizations, linear model and design criterion
Baseline and all-to-next parametrizations
To motivate the ideas, consider first the case where a single factor, with levels 0, 1, …, m-1, dictates the cell populations. Let τ(0), τ(1), …, τ(m-1) denote the expected log intensities, i.e., the effects, of the m levels. The baseline parametrization is relevant when one of the levels, say 0, is the control or baseline level and interest lies in comparing the remaining levels with it. Thus θ(0) = τ(0) is the baseline effect and the contrasts of interest are θ(j) = τ(j)-τ(0), 1 ≤ j ≤ m-1. Clearly, then
The all-to-next parametrization, on the other hand, arises if there is a natural ordering among the levels 0, 1, …, m-1 and interest lies in comparing the consecutive levels. Writing θ(0) = τ(0), the contrasts of interest are then θ(j) = τ(j)-τ(j-1), 1 ≤ j ≤ m-1; cf. Schiffl (2011) . Therefore, instead of (1), we get
Consider now an m 1 × … × m n factorial with n factors, the levels of the ith factor being 0,1, …, m i -1. Thus there are ν = Πm i treatment combinations j 1 …j n (0 ≤ j i ≤ m i -1, 1 ≤ i ≤ n), each representing a cell population. Let τ(j 1 …j n ) denote the expected log intensity, i.e., the effect of the treatment combination j 1 …j n . First suppose there is a control or baseline level, say 0, for each factor. As a straightforward generalization of (1), then the baseline parametrization is given by
This is precisely how this parametrization is defined in the literature -see e.g., Figure 6 in Glonek and Solomon (2004) . Inverting these equations, θ(10) = τ(10)-τ(00) represents the main effect of the first factor, while θ(01) = τ(01)-τ(00) and θ(02) = τ(02)-τ(00) represent that of the second factor. Also, the two-factor interaction is represented by θ(11) = τ(11)-τ(01)-τ(10)+τ(00) and θ(12) = τ(12)-τ(02)-τ(10)+τ(00). � Next, if there is a natural ordering of the levels 0,1, …, m i -1 of each factor in an m 1 × … × m n factorial, then generalizing (2) the all-to-next parametrization in the multifactor case is given by
for each j i …j n , where θ(0…0) is analogous to the baseline effect in (3) and, as before, θ(u 1 …u n ) is a main or interaction effect parameter for u 1 …u n ≠0…0. In (4), the sum on each u i is over u i = 0, 1, … j i , whereas in (3), it is over u i ∈{0,j i }. Thus the two parametrizations become identical for a 2 n factorial where each j i is 0 or 1, but they are different for other factorials. θ θ θ θ
Inverting these equations, θ(10) = τ(10)-τ(00) represents the main effect of the first factor, while θ(01) = τ(01)-τ(00) and θ(02) = τ(02)-τ(01) represent that of the second factor. Also, the two-factor interaction is represented by θ(11) = τ(11)-τ(01)-τ(10)+τ(00) and θ(12) = τ(12)-τ(02)-τ(11)+τ(01). Note that now any main effect or interaction parameter reflects a comparison between consecutive levels of the relevant factor(s), whereas in Example 1A, it is relative to the baseline level(s) of the relevant factor(s). Nevertheless, here too level 0 plays a special role -e.g., in the expression for any parameter representing the main effect of a factor, other factors are held fixed at level 0. � As Examples 1A and 1B show, the main effect or interaction parameters are contrasts among the treatment effects under both baseline and all-to-next parametrizations, but these contrasts are not mutually orthogonal. One may as well think of hybrids of the two parametrizations. These can arise when some factors are of the baseline type with a natural baseline level and the rest are of the all-to-next type with a natural ordering of the levels. Combining (3) and (4), such a hybrid parametrization is given by
for each j 1 …j n , the sum i u Σ being over u i ∈{0,j i } or u i = 0, 1, …, j i according as whether the ith factor is of the baseline or the all-to-next type, respectively, 1 ≤ i ≤ n.
Linear model and design criterion
In this subsection and also Section 3, the three parameterizations in (3)- (5) are covered in a unified manner. We begin by ignoring any dye-color effect -this issue will be taken up in Section 5. Then, for a slide that compares a pair of distinct treatment combinations 1 1 ( ... , ... ), n n j j j j ′ ′ the expected log intensity ratio equals (3)- (5), is a linear function of only the θ(u 1 …u n ) with u 1 …u n ≠0…0, i.e., of only the main effect and interaction parameters. Thus if we write θ for the (ν-1) × 1 vector of these parameters, then
where ν = Πm i , the superscript T stands for transposition, and 
. ).
n n j j j j ′ ′ As illustrated in Example 1C, one can explicitly find the vectors x 1 , …, x p corresponding to the p pairs, taking care of the parametrization adopted.
Suppose the available resources allow the use of N slides. Consider a design which compares the pairs
is the observed log intensity ratio from the ith slide then, as noted above,
this leads to the linear model
where I N is the identity matrix of order N, and σ 2 is the constant error variance. Here the Y(i)s are assumed to be homoscedastic and uncorrelated, the latter assumption being justified when independent biological replications are used throughout the experiment; see Section 6 for more details. Observe that the information matrix X T X, which plays a crucial role later, can as well be expressed as
where f k is the number of slides which compare the pair labeled k (1 ≤ k ≤ p) in the design under consideration. Clearly, the nonnegative integers f 1 , …, f p add up to N, the total number of slides.
We next introduce our design criterion. In microarray experiments not only the main effects but also the interactions are of interest. In fact, the latter are often of greater interest than the former. Hence we consider designs which keep all these parameters estimable. Let Q 1 be the set of main effect parameters and, for 2 ≤ i ≤ n, let Q i be the set of parameters representing the i-factor interactions; e.g., in a 2 × 3 factorial, Q 1 = {θ(01), θ(02),θ(10)} and Q 2 = {θ(11),θ(12)}. In order to quantify the relative importance of the main effects and interactions of successive orders, we work with a system of weights w 1 , …, w n such that a weight w i is attached with each parameter in Q i , 1 ≤ i ≤ n. These weights are specified by the experimenter depending on the priorities in a given context. Then, in the spirit of Kerr (2012) , our weighted design criterion aims at minimizing
where S i is the sum of variances of the best linear unbiased estimators (BLUEs) of the parameters in Q i , 1 ≤ i ≤ n.
If w 1 = … = w n then ψ reduces to the usual A-criterion which calls for minimizing the sum of the variances of the BLUEs of the elements of θ.
A matrix formulation for ψ is helpful. Let W be a diagonal matrix of order ν-1, such that the jth diagonal element of W equals w i if the jth element of θ belongs to Q i ; e.g., in a 2 × 3 factorial, with θ = (θ(01),θ(02),θ(10), θ(11),θ(12)) T , we have W = diag(w 1 , w 1 , w 1 , w 2 , w 2 ). If all the main and interaction effect parameters are estimable then by (7), X T X is nonsingular and the dispersion matrix of the BLUE of θ equals σ
. Hence from (8) and (9), one can check that
In view of (10), one needs to find the nonnegative integers f 1 , …, f p , subject to f 1 +…+f p = N, so as to minimize ψ. The discreteness of f 1 , …, f p and the associated combinatorial complexities, however, make this exact design problem intractable. Significant progress can, however, be made via the approximate theory in conjunction with a step-up/down procedure.
3 Constructing highly efficient designs
Approximate theory
Let π = (π 1 , …, π p ), where π k = f k /N is the proportion of slides which compare the pair labeled k,
So by (10),
The discreteness of f 1 , …, f p induces the same on π 1 , …, π p , but considerable simplicity is achieved if we invoke the approximate theory and treat π 1 , …, π p for now as nonnegative continuous variables satisfying π 1 +…+π p = 1. Any such π = (π 1 , …, π p ) is called a design measure which assigns masses π 1 , …, π p on the pairs labeled 1, …, p. By (11), then the design problem reduces to finding an optimal design measure which minimizes tr
Beyond the 2 2 factorial (Banerjee and Mukerjee, 2008) , it is hard to obtain an analytic solution for the optimal design measure in a manageable form. However, a multiplicative algorithm can be applied conveniently to find it numerically. The algorithm starts with the uniform measure π = (1/p, …, 1/p), and finds
until a design measure π
, satisfying
is reached, where ε is a preassigned small positive quantity. W] over all possible π. We take ε = 10 -11
. Then π represents the optimal design measure with computational accuracy as high as up to ten places of decimals. Even at this level of accuracy, the algorithm in (12) and (13) works very fast under the parametrizations introduced earlier. In all the examples of the next section and many others, it was seen to terminate almost instantaneously. Indeed, even though the convergence of the multiplicative algorithm is not guaranteed universally, we did not come across a single situation in our context where it failed to converge. If ever such an impasse happens, then one may either start with a suitable non-uniform design measure instead of π (0) or employ other algorithms -such as the W-algorithm -which, though occasionally slower, are guaranteed to reach arbitrary close to t 0 as defined above (Silvey, 1980, p. 36) .
Improving upon naïve discretization
An exact design, which has N slides and compares the pairs labeled 1, …, p on f 1 ,…,f p slides, respectively, corresponds to the design measure π exact = (f 1 /N,…,f p /N), and hence its efficiency under our design criterion can be defined as
where π is the optimal design measure. p π π one tends to believe that an exact design, which compares the pairs labeled 1, … , p on f 1 , …, f p slides, respectively, should be highly efficient. There are, however, two serious difficulties with such naïve discretization of the optimal design measure. These are discussed in (a) and (b) below where we also indicate how a step-up/down procedure, to be introduced formally in the next subsection, helps. Hereafter, for notational simplicity, we write w = (w 1 , …, w n ) to denote the vector of weights used in the weighted optimality criterion. (a) First, the aforesaid rounding off technique may not yield an exact design with a pre-assigned number, N, of slides due to the gaps inherent in discretization. For illustration, consider a 3 × 5 factorial under the baseline parametrization. Let w = (1, 2). Starting from the optimal design measure π and with c = 35.1305 and 35.1306, rounding off yields exact designs, say d (26) and d(34) with N = 26 and 34 slides, respectively. Clearly, there is a gap between 26 and 34, i.e., rounding off does not work for N = 27, …, 33. What should one do, say, with N = 28? While arbitrary addition of some slides to d(26) or deletion of some slides from d(34) can have unpredictable consequences, our step-up/down procedure offers a systematic rule with statistical justification. In its simplest version, the procedure finds two exact designs with N = 28 slides: one stepping up from d(26) via the addition of one slide to it in each step, and the other stepping down from d(34) via the deletion of one of its slides in each step, the addition or deletion in each step being done in the most efficient manner under the present design criterion. Eventually, these step-up and stepdown operations yield two 28-slide exact designs, having efficiencies 0.9335 and 0.9465, respectively. (b) Second, even when rounding off to nearest integers yields an exact design with the required N, it may turn out that such an exact design has a singular information matrix X T X, or there may be scope for improving upon its efficiency. Although somewhat surprising, this is again a feature of discretization. For example, suppose it is required to obtain a 28-slide design for a 2 4 factorial. Then the baseline and all-to-next parametrizations are equivalent as each factor has two levels. With w = (1, 2, 2, 1), rounding off produces exact designs, say d(28) and d (48) , for N = 28 and 48. However, the design d(28) is seen to have a singular information matrix.
Step-down from d(48) helps and leads to a 28-slide design with efficiency 0.9264. Incidentally, here 48 is the smallest N for which rounding off can produce an exact N-slide design with a nonsingular information matrix. As another example, in a 3 2 factorial, under the baseline parametrization and with w = (1, 1) 
3.3
Step-up step-down procedure Thus the addition or deletion in each step of step-up or step-down is done in the most efficient manner under the design criterion ψ. As an alternative, one may wonder about the possibility of doing the entire addition or deletion in one shot. However, this often increases the computational burden very significantly. As an illustration, with reference to the 2 4 factorial in Subsection 3.2, for obtaining a 28-slide design starting from d(48), step-down involves only 770 ( = 48+47 +… +29) enumerations, whereas one shot deletion of 20 ( = 48-28) slides in the most efficient manner requires as many as 48 20 ( ), i.e., over 10 13 enumerations. Because of this reason and also the fact that the present step-up/down procedure is itself quite capable of producing highly efficient designs, we do not any more consider such one shot operation. Similar comments apply to other possible variations such as addition or deletion of more than one (say, two) slides at each instance or a combination of step-up and step-down. While these modifications add to computational complexity, we could not find any example where they led to enhanced efficiency of the final design. This, however, does not mean that the present step-up/down procedure will never miss the exact optimal design. All that it achieves is high efficiency which is our principal interest here and, as noted in the beginning of the next section, some of the resulting designs can well be optimal among all comparable exact designs.
We are now in a position to formally describe our method of construction which combines approximate theory with step-up/down and consists of the following steps:
I. For a given parametrization and a given system of weights w = (w 1 , …, w n ), apply the multiplicative algorithm described in (12) and (13) to obtain the optimal design measure 1 ( , , ) .
Find the set G of positive integers g such that multiplication of 1 , ..., p π π by a suitable constant and then rounding off to nearest integers yields an exact design which involves g slides and has a nonsingular information matrix. Let G = {g 1 , g 2 , g 3 , …}, where g 1 , g 2 , g 3 , … are in the increasing order. Let d(g 1 ),d(g 2 ), d(g 3 ),… be the corresponding exact designs as given by rounding off. III. Suppose an exact design with a pre-assigned number, N, of slides is required. For j = 1, 2, …, apply the step-up/down procedure to d(g j ) so as to obtain an exact design, say d 0j , with N slides.
Step-up if g j < N and step-down if g j > N. If g j = N, then simply take
Record the efficiency of d 0j . Go on increasing j till no further gain in efficiency is observed. Take the d 0j with the highest efficiency as the final exact design with N slides.
Our computational experience shows that
Step III terminates quickly -typically upon or before reaching a j such that g j ≈2N. This is natural because if g j is too large compared to N, then the size of d(g j ) is far apart from the target, which is why no further gain in efficiency is anticipated.
Examples
The examples in this section illustrate how our method of construction, summarized in I-III above, works under different parametrizations. In all these examples, even if rounding off to nearest integers yields an exact design with the stipulated N, i.e., N belongs to the set G introduced in II above, step-up/down gives a more efficient design. To save space, throughout we report only the best way of stepping up/down that yields an N-slide design with the highest efficiency; cf. III. The exact designs in the examples turn out to be highly efficient with efficiencies over 0.90 or even over 0.95. These efficiencies, computed via (14), are relative to the optimal design measure π which is unattainable in the exact setup. Thus these are actually lower bounds to the true efficiencies as exact designs. It is quite possible that some of the designs obtained in this section, or indicated in Section 3, are actually optimal among all exact designs with the same number of slides.
Examples under the baseline parametrization
Examples 2-6 below refer to the baseline parametrization.
Example 2. Consider a 3 2 factorial. Let w = (1, 1). Then the optimal design measure , π arising from (12) and (13) is as shown in Table 1 .
Hence one can check that G = {12, 16, 18, 22, 30, …}. Let N = 14. We apply step-down from d(16). Multiplication of the masses shown in Table 1 by 16, followed by rounding off to nearest integers, shows that d(16) consists of the four pairs in category (i), each applied to two slides, and the eight pairs in category (ii), each applied to one slide.
Step-down from d(16) yields a 14-slide design with efficiency 0.9591 and consisting of the slides (01, 00), (02, 00), (10, 00), (10, 00), (20, 00), (20, 00), (11, 01), (21, 01), (12, 02), (22, 02), (11, 10), (12, 10), (21, 20), (22, 20) . � Example 3. Consider a 3 × 4 factorial. Let w = (1, 2). As in the last example, we can find the optimal design measure and check that G = {11, 17, 19, 22, 28, …}. Let N = 18.
Step-down from d(19) yields an 18-slide design with efficiency 0.9724 and consisting of the slides Table 1 Optimal design measure in Example 2 under the baseline parametrization. (10, 00), (20, 00), (20, 00), (01, 00), (02, 00), (03, 00), (11, 01), (21, 01), (12, 02), (22, 02), (13, 03), (23, 03), (11, 10), (12, 10), (13, 10), (21, 20) , (22, 20) , (23, 20) . � Example 4. Consider a 2 × 3 2 factorial. Let w = (1, 2, 2). Upon finding the optimal design measure, it is seen that G = {25, 26, 34, 38, 42, …}. Let N = 29.
Category
Step-down from d(34) yields a 29-slide design with efficiency 0.9366 and consisting of the slides (100, 000), (100, 000), (001, 000), (002, 000), (010, 000), (020, 000), (011, 001), (021, 001), � Example 6. In the preceding examples, the weights on interactions were equal to or greater than those on the main effects. Consider now a 2 4 factorial, and for a change, consider the more traditional pattern of a decreasing sequence of weights as given by w = (1, 1/2, 1/3, 1/4). Upon finding the optimal design measure, it is seen that G = {52, 56, 60, 72, …}. Let N = 27.
Step-down from d(52) yields a 27-slide design with efficiency 0.9160 and consisting of the slides (0001, 0000), (0001, 0000), (0010, 0000), (0010, 0000), (0100, 0000), (1000, 0000), (1000, 0000), (0011, 0001), (0101, 0001), (1001, 0001), (0011, 0010), (0110, 0010), (1010, 0010), (1011, 0011), (0101, 0100), (0110, 0100), (1100, 0100), (0111, 0101), (0111, 0110), (1001, 1000), (1010, 1000), (1100, 1000), (1101, 1001), (1110, 1010), (1111, 1011), (1101, 1100), (1111, 1110) . �
Examples under the all-to-next and hybrid parametrizations
In Example 6, all factors have two levels and hence the baseline and all-to-next parametrizations are identical. So we revisit Examples 2-5 under the latter parametrization. Then the gaps caused by rounding off to nearest integers (see (a) of Subsection 3.2) are not very conspicuous. Still, however, step-up/down continues to remain very useful in producing designs with enhanced efficiencies.
Example 2 (continued). With a 3 2 factorial, let w = (1, 1) and N = 14. The optimal design measure , π arising from (12) and (13), is now as shown in Table 2 .
Hence one can check that G = {10, 12, 14, 16, 18, …}. We apply step-up from d(12). Multiplication of the masses shown in Table 2 by 12, followed by rounding off to nearest integers, shows that d(12) consists of the twelve pairs in (i)-(vi) each applied to one slide.
Step-up from d(12) yields a 14-slide design with efficiency 0.9481 and consisting of the slides (20, 10), (20, 10), (01, 00), (02, 00), (10, 00), (02, 01), (11, 01) , (12, 02), (11, 10), (12, 11), (21, 11), (22, 12), (21, 20), (22, 21) . � Example 3 (continued). With a 3 × 4 factorial, let w = (1, 2) and N = 18. Upon finding the optimal design measure, it is seen that G = {11, 12, 13, 14, 15, 16, 17, 18, 19, 20, …}. Step-up from d(17) yields an 18-slide design with efficiency 0.9673 and consisting of the slides (01, 00), (10, 00), (02, 01), (11, 01), (03, 02), (12, 02), (13, 03), (11, 10), (20, 10), (12, 11), (21, 11), (13, 12), (22, 12), (23, 13), (21, 20), (22, 21), (23, 22), (20, 00) . × 4 factorial, let w = (1, 1, 1) and N = 30. Upon finding the optimal design measure, it is seen that G = {24, 26, 28, 29, 30, 31, 32, 33, …}. Step-down from d(32) yields a 30-slide design with efficiency 0.9634 and consisting of the slides (010, 000), (010, 000), (100, 000), (100, 000), (002, 001), (002, 001), (003, 002), (003, 002), (103, 102), (112, 102), (113, 103), (111, 110) . � Before concluding this section, we present an example which relates to the hybrid (5) of the baseline and all-to-next parametrizations. For this purpose, we visit Example 3 again.
Example 3 (continued). With a 3 × 4 factorial, let w = (1, 2) and N = 18. Consider the baseline parametrization for the three-level factor and the all-to-next parametrization for the four-level factor. Upon finding the optimal design measure, it is seen that G = {11, 13, 15, 17, 18, 20, 21, …}. Step-up from d(17) yields a 18-slide design with efficiency 0.9686 and consisting of the slides (01, 00), (01, 00), (10, 00), (20, 00), (02, 01), (11, 01), (21, 01), (03, 02), (12, 02) , (22, 02), (13, 03), (23, 03), (11, 10), (12, 11), (13, 12), (21, 20), (22, 21), (23, 22) . � 
Dye color effects
This section examines the consequence of including dye-color effects in the linear model (7). Let δ R and δ G denote the effects of red and green dye colors, respectively, and write δ = δ R -δ G . Then one can check that the expression for E(Y) in (7) gets modified to
where X and θ are the same as before and q = (q 1 ,…,q N ) T , with q i = 1 or -1 according as whether for the pair compared on the ith slide (1 ≤ i ≤ N) the first member is colored red and the second colored green, or the first member is colored green and the second colored red.
We now proceed to define design efficiency in the presence of dye-color effects. Since q T q = N, the information matrix for θ under (15) is given by
Hence, analogously to (10), our design criterion ψ equals σ 
as before π being the optimal design measure when dye-color effects are ignored. Hence along the lines of (14), a lower bound to the efficiency of an exact N-slide design is given by
Note that (17) is even more conservative than (14) since it is relative to π which is not only unattainable in the exact setup but also based on a more favorable model that ignores dye-color effects. But it provides a useful benchmark. If an exact design has a high value of Effbd(dye) under a suitable dye-color assignment, then its true efficiency, under a model with dye-color effects, is still higher. Even designs, which replicate every treatment combination an even number of times, are known to offset dye-color effects (Kerr and Churchill, 2001 ) by allowing a symmetric dye-color assignment where each treatment combination is colored red and green equally often. Often, however, the efficient designs given by our method, like those in Section 4, are not even. We, therefore, consider the idea of a nearly symmetric dye-color assignment where, for each treatment combination, the numbers of times it is colored red and green differ by at most unity. It is intuitively clear that such an assignment will ensure very little loss of efficiency due to dye-color effects. Our findings, shown in Table 3 , amply testify to this point and thus reinforce what Schiffl (2011) reported earlier in the single factor case. Satisfyingly, a nearly symmetric assignment is possible for every design.
Proposition 1. Every design allows a nearly symmetric dye-color assignment.
Proof. Given any design d, let J be the set of treatment combinations which are replicated an odd number of times in d. If J is empty then d is an even design. So it allows a dye-color assignment which is symmetric and hence nearly symmetric. Next, let J be nonempty. Then the cardinality of J is even as d is a paired comparison design. Thus the treatment combinations in J can be grouped into mutually exclusive and exhaustive pairs. We can interpret each such pair as a slide and then consider a design, say d*, obtained by augmenting these slides to d. Evidently, then d* is an even design and hence it allows a symmetric dye-color assignment. It is easy to see that the induced dye-color assignment to the original design d, which is a subdesign of d*, is nearly symmetric. Table 3 displays, for each design in the examples of Section 4, a nearly symmetric dye-color assignment. The dye colors are shown against every slide -e.g., (R01, G00) stands for a slide which compares the pair (01, 00) with 01 colored red and 00 colored green. The value of Effbd(dye), as given by (17) and Table 3 Efficiencies of the designs in Examples 2-6 under nearly symmetric dye-color assignment.
Example and parametrization
Design with nearly symmetric dye-color assignment Effbd(dye) Eff corresponding to the displayed dye-color assignment, is shown for each design. For ease in comparison, the value of Eff, computed via (14) and arising in the absence of dye-color effects, is also indicated. Throughout, Effbd(dye) comes quite close to the corresponding Eff. This happens even for designs, like the one in Example 3 under the all-to-next parametrization, where a majority of treatment combinations are replicated an odd number of times. In absolute terms too, the Effbd(dye) values in Table 3 are high, all of them being greater than 0.90 or even 0.95. This is all the more impressive because Effbd(dye) is only a conservative lower bound to the true efficiency.
the all-to-next parametrization is seen to have Eff # values 0.9692, 0.9625 and 0.9308, respectively. The picture is equally encouraging for the designs obtained in the other examples too. Thus the highly efficient designs obtained by our method turn out to be quite robust to heteroscedasticity as may be caused by biological variability.
Technical replication
Log intensity ratios arising from different slides get correlated when the same biological sample is applied to two or more slides, i.e., technical replication is permitted. Then the design problem becomes rather complex. First, the correlation is typically unknown, complicating matters. Second, the design space becomes much larger than here. In addition to deciding on the pairs to be compared on the available slides and their dyecoloring, one has to decide on technical versus biological replication for each treatment combination which is replicated more than once, and the number of possibilities regarding the latter grows fast as the number of replications increases.
Heuristic studies in Banerjee and Mukerjee (2008) , which reinforce some earlier findings in Kerr (2003) , suggest in favor of having only biological replications from the point of view of efficiency. However, the mathematics underlying a complete treatment of this issue appears to be daunting at this stage. Furthermore, although the number of slides is typically the most important constraint in microarray experiments, there may also be constraints on the numbers of biological samples available for the different cell populations, and so some amount of technical replication may be unavoidable. In the spirit of Kerr (2003) , then it makes sense to formulate the design problem in terms of a cost function which incorporates the cost of the slides as well as that of biological replication. A more comprehensive attempt towards addressing these points is beyond the scope of this article. We conclude with the hope that the present work will generate interest in these and related issues.
