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 Software Version Classifier Model Test Set Test Accuracy 
Baseline 1 0.2.0 Chron-Am Chron-Am image 
snippets 
65.29% 
Baseline 2 0.3.0 Chron-Am Chron-Am image 
snippets 
67.47% 
Scenario 1 0.2.0 Chron-Am Burney image 
snippets 
74.05% 
Scenario 2 0.2.0 Burney Burney image 
snippets 
72.6% 
Scenario 3 0.3.0 Chron-Am Burney Collection 
image snippets 
81.14% 




































Baseline 1 0.2.0 Chron-Am 85.21% 80.37% 82.72% 68.09% 59.49% 63.50% 
Baseline 2 0.3.0 Chron-Am 91.27% 91.74% 91.50% 66.90% 65.69% 66.29% 
Scenario 1 0.2.0 Chron-Am 90.00% 82.65% 86.17% 21.36% 22.92% 22.11% 
Scenario 2 0.2.0 Burney 92.68% 77.55% 84.44% 47.29% 63.79% 54.31% 
Scenario 3 0.3.0 Chron-Am 93.81% 92.86% 93.33% 47.75% 27.44% 34.85% 




















Category	 #	of	Pages	Pages	that	passed	segmentation	pre-tests	 104	Pages	that	failed	segmentation	pre-tests	 31	Pages	that	caused	software	to	throw	an	exception	 49	Among	the	page	images	that	failed	segmentation	pre-tests,	26	failed	because	their	column	widths	were	non-standard,	above	our	allowed	threshold	(standard	deviation	was	above	150);	5	images	failed	segmentation	pre-tests	because	our	software	could	find	columns	on	≤	half	of	the	newspaper	page.	Below	are	sample	images	that	failed	according	to	each	of	these	criteria.	See	Appendix	2:	Page	Image	Segmentation	Results,	Initial	Approach	for	a	complete	list	of	page	images,	their	segmentation	result,	and	criteria	for	failing	segmentation	(when	relevant).	The	104	pages	that	passed	the	segmentation	pre-tests	were	processed	into	a	total	of	1,179	image	snippets.	These	snippets	were	the	basis	for	the	feature	extraction	and	classification	processes.	
Software	Version	0.3.0	When	we	processed	the	184	Burney	Collection	pages	with	software	version	0.3.0,	75%	of	the	page	images	passed	all	segmentation	pre-tests	and	proceeded	to	segmentation.	The	remaining	pages	failed	a	specific	test	or	caused	our	software	to	throw	an	exception	because	some	parameter	of	each	image	was	outside	the	bounds	configured	in	our	software.	
























































































Software	Version	0.2.0	Following	this	process,	we	determined	that	of	the	1,179	output	snippets	generated	with	software	version	0.2.0,	301	contained	a	poem	or	poetic	content	(true	snippets),	and	878	snippets	were	absent	of	poetic	content	(false	snippets).	True	Snippets	(Contain	Poem)	 301	False	Snippets	(Do	Contain	Poem)	 878	Total	Snippets	 1,179	
See	Appendix	4:	Ground	Truth	Determinations	for	All	Snippets,	Initial	Approach	for	a	complete	list	of	snippets	and	their	ground	truth	value.	






For both software versions 0.2.0 and 0.3.0, we tested two approaches to classification: 1) classifying 
Burney Collection image snippets based on a classifier trained on Chronicling America image snippets 
(ChronAm model); and 2) classifying Burney Collection image snippets based on a classifier trained on 
Burney Collection image snippets (Burney model). We tested both classifiers to explore how 
generalizable extracted feature measurements from one corpus may be to another, and to see if using a 
classifier trained on the same	corpus to be analyzed would significantly increase classification accuracy. 
3.3.1	ChronAm	Classifier	Model	We	first	used	a	classifier	model	trained	on	image	snippets	from	Chronicling	America.	This	classifier	model	was	trained	on	215	image	snippets,	which	were	manually	created	by	members	of	the	project	team	from	full	page	images	downloaded	from	Chronicling	America.	98	image	snippets	contained	poetic	content,	and	117	image	snippets	did	not	contain	poetic	content.		In	this	scenario,	the	code	compared	features	of	new	Burney	Collection	image	snippets	against	features	of	Chronicling	America	image	snippets	known	to	be	true	or	false,	in	order	to	determine	whether	a	new	Burney	Collection	image	snippet	contains	poetic	content	(true)	or	not	(false).		
Software	Version	0.2.0	The	accuracy	of	the	classifier	model	itself	when	tested	and	trained	on	the	same	data	was	90.00%	(precision)	and	82.65%	(recall).	When	deployed,	the	overall	precision	and	recall	using	the	ChronAm	classifier	model	on	Burney	Collection	image	snippets	were	21.36%	and	22.92%,	respectively.	
	 	 Actual 
 	 Contains Poem Doesn't Contain Poem 
Predicted 
Contains Poem 69 (True Positive) 254 (False Positive) 
Doesn't Contain Poem 232 (False Negative) 624 (True Negative) 




	 	 Actual 
 	 Page Contains Poem 
Predicted 
Page Contains Poem 50 (True Positive) 
Page Doesn't Contain Poem 134 (False Negative) 
Snippet-level classification abstracted to page-level classification (does a given page contain poetic 
content?). ChronAm classifier model deployed on Burney Collection image snippets. 
Software	Version	0.3.0	The	accuracy	of	the	classifier	model	itself	(when	tested	and	trained	on	the	same	data)	was	93.81%	(precision)	and	92.86%	(recall).	Overall	precision	and	recall	using	the	Chronicling	America-based	classifier	on	Burney	Collection	image	snippets	were	47.75%	and	27.44%,	respectively.	
	 	 Actual 
 	 Contains Poem Doesn't Contain Poem 
Predicted 
Contains Poem  138 (True Positive)  151 (False Positive) 
Doesn't Contain Poem 365 (False Negative)  2071 (True Negative) 
Snippet-level classification See	Appendix	7:	Classifier	Model	Classification	of	Snippets,	Improved	Approach	with	Chronicling	America	Model	for	the	classification	value	of	each	snippet	processed.	We	again	used	the	snippet-level	classification	to	determine	how	many	pages	we	might	return	as	containing	poetic	content	at	the	page	level.		
	 	 Actual 
 	 Page Contains Poem 
Predicted 
Page Contains Poem 6 (True Positive) 
Page Doesn't Contain Poem 178 (False Negative) 







	 	 Actual 
 	 Contains Poem Doesn't Contain Poem 
Predicted 
Contains Poem 192 (True Positive) 214 (False Positive) 
Doesn't Contain Poem 109 (False Negative) 664 (True Negative) 
Snippet-level classification all snippets See	Appendix	8:	Classifier	Model	Classification	of	Snippets,	Initial	Approach	with	Burney	Collection	Model	We	used	the	snippet-level	classification	of	true	positive	snippets	to	determine	how	many	pages	we	might	return	as	containing	poetic	content	at	the	page	level.	Based	on	the	snippets	correctly	classified	as	true,	we	would	successfully	identify	74	out	of	184	pages	as	containing	poetic	content	(in	reality,	all	184	pages	contain	poetic	content).	This	application	of	a	Chronicling	America-based	classifier	with	our	initial	software	on	Burney	Collection	images	allows	us	to	retrieve	40.22%	of	pages	that	contain	poetic	content,	based	on	accurate	snippet-level	classification.		 	
	 	 		
	 16	
	 	 Actual 
 	 Page Contains Poem 
Predicted 
Page Contains Poem 74 (True Positive) 
Page Doesn't Contain Poem 110 (False Negative) 
Snippet-level classification abstracted to page-level classification (does a given page contain poetic 
content?). Burney classifier model deployed on Burney Collection image snippets. 
Software	Version	0.3.0	The	accuracy	of	the	classifier	model	itself	(when	tested	and	trained	on	the	same	data)	was	89.32%	(precision)	and	93.88%	(recall).	When	tested	on	new	image	snippets,	overall	precision	and	recall	using	the	Burney	Collection-based	classifier	were	41.03%	and	80.91%,	respectively,	with	the	improved	first-generation	approach.	
	 	 Actual 
 	 Contains Poem Doesn't Contain Poem 
Predicted 
Contains Poem 407 (True Positive) 585 (False Positive) 
Doesn't Contain Poem 96 (False Negative) 1637 (True Negative) 
Snippet-level classification, all snippets See	Appendix	9:	Classifier	Model	Classification	of	Snippets,	Improved	Approach	with	Burney	Collection	Model	for	the	classification	value	of	each	snippet	processed.	Again,	we	used	the	"true	positive"	snippet-level	classification	to	determine	how	many	pages	we	might	return	as	containing	poetic	content	at	the	page	level.	Based	on	the	snippets	classified	as	true,	we	would	successfully	identify	114	out	of	184	pages	as	containing	poetic	content.	This	application	of	a	Burney	Collection-based	classifier	with	our	improved	software	on	Burney	Collection	images	allows	us	to	recall	61.96%	of	pages	that	contain	poetic	content,	based	on	accurate	snippet-level	classification.	
	 	 Actual 
 	 Page Contains Poem 
Predicted 
Page Contains Poem 114 (True Positive) 
Page Doesn't Contain Poem 70 (False Negative) 




















classifications	of	the	input	images.	In	these	deep	learning	approaches,	we	continue	to	train	the	classifiers	with	true	and	false	images,	but	we	no	longer	define	the	features,	nor	tell	the	system	how	to	measure	the	features,	that	we	believe	signal	poetic	content.		The	improvements	to	zoning	and	to	applying	deep-learning	approaches	are	currently	in	process.	Since	a	major	goal	of	our	IMLS	grant	is	to	assess	the	efficacy	of	our	approach	and	methods	in	order	to	consider	what	it	might	take	to	scale	these	approaches	and	methods,	we	will	explore	several	scenarios	going	forward.	These	include:	A. Improved	(second-generation)	zoning	à	first-generation	classification		B. First-generation	zoning	à	deep	learning	(second-generation)	classification		C. Second-generation	zoning	à	deep	learning	(second-generation)	classification		We	plan	to	explore	these	scenarios	across	both	the	Burney	Collection	and	Chronicling	America	corpora.	Both	of	the	second-generation	strategies—to	zoning	and	to	classification—are	higher-resources	strategies,	which	take	more	time	and	more	computational	resources	than	our	first-generation	strategies.	In	addition	to	understanding	the	implications	of	the	individual	components	in	our	overall	approach,	we	seek	to	develop	the	lightest-weight	system	possible	for	accomplishing	the	goals	of	classification.	Therefore,	a	fourth	scenario	we	may	explore	is	no	zoning	(whole	page)	à	deep	learning	(second-generation)	classification.	While	such	an	approach	eliminates	zoning	and	the	time	and	overhead	of	that	approach,	it	may	be	too	computationally	expensive	for	classification	and/or	the	features	that	signal	poetic	and	other	types	of	content	within	a	page	may	become	too	muted	when	evaluated	in	the	whole.	Ultimately,	then,	while	the	current	study	shows	that	our	first-generation	approaches	to	zoning,	feature	extraction,	and	classification	do	not	yield	adequate	accuracy	for	finding	poetic	content	in	the	Burney	Collection,	we	remain	optimistic	about	the	viability	of	the	larger	conceptual	framework	or	method.	The	current	study	and	our	other	ongoing	work	have	led	us	to	understand	the	corpus	and	our	methods	at	a	greater	level	of	detail	and	also	more	holistically.		
