ABSTRACT. In this paper, we give an explicit formula for the Szegő kernel for (0, q) forms on the Heisenberg group H n+1 .
INTRODUCTION
Let (X, T 1,0 X) be a CR manifold of dimension 2n + 1, n ≥ 1, and let b is called the Szegő projection, while its distribution kernel S (q) (x, y) is called the Szegő kernel. The study of the Szegő projection and kernel is a classical and important subject in several complex variables and CR geometry. When X is compact, strongly pseudoconvex and
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x = y, where S (0) (x, x) has a certain asymptotic expansion. The second-named author [5] showed that if X is compact, the Levi form is non-degenerate and
has L 2 closed range for some q ∈ {0, 1, . . . , n − 1}, then S (q) (x, y) is a complex Fourier integral operator. When X is non-compact or
has no L 2 closed range, it is very difficult to study the Szegő kernel. In this work, we give an explicit formula for the Szegő kernel for (0, q) forms on the Heisenberg group H n+1 = C n × R. Our results tell us that in the Heisenberg group case, the Szegő kernel for (0, q) forms is also a complex Fourier integral operator. Note that in the Heisenberg group case,
may has no L 2 closed range.
Only few examples of CR manifolds with explicit Szegő kernels are known. To give a closed formula of the Szegő kernel is not only a problem of its own interest but also significant for the general theory. For example, when X is asymptotically flat, the explicit Szegő kernel on the Heisenberg group was used in positive mass theorem in CR geometry [2] , [7] , [8] .
We now formulate our main results. We refer to Section 2 for some notations and terminology used here. Let H n+1 = C n × R be the Heisenberg group. We use x = (z, x 2n+1 ) = (x 1 , . . . , x 2n+1 ) to denote the coordinates on H n+1 , where z = (z 1 , . . . , z n ), z j = x 2j−1 + ix 2j , j = 1, . . . , n. We denote by T 1,0 H n+1 the CR structure on H n+1 which is given by
, j = 1, · · · , n} where λ j ∈ R, ∀j, are given real numbers. We denote by T 0,1 H n+1 the complex conjugate of T 1,0 H n+1 . Set T = − ∂ ∂x 2n+1
. Fix a Hermitian metric on CT H n+1 denoted by ·|· such that
Let dµ H n+1 be the volume form on H n+1 induced by ·|· . It is easy to see that dµ H n+1 (x) = 2 n dx 1 ∧ · · · ∧ dx 2n+1 .
Denote by T * 1,0 H n+1 and T * 0,1 H n the dual bundles of T 1,0 H n+1 and T 0,1 H n+1 , respectively. Define the vector bundle of (0, q)-forms by Λ q T * 0,1 H n+1 . Put
The Hermitian metric ·|· on CT H n+1 induces by duality a Hermitian metric on CT * H n+1 and also on Λ • T * 0,1 H n+1 . We shall also denote all these induced metrics by ·|· . We can check that the dual frame of {Z j , Z j , −T ; j = 1, . . . , n} n j=1 is {dz j , dz j , ω 0 ; j = 1, 2, . . . , n}, where dz j = dx 2j−1 + idx 2j , j = 1, . . . , n, and
Thus, one has 
be the tangential Cauchy-Riemann operator. We extend
where
to denote the Hilbert space adjoint of ∂ b in the L 2 space with respect to ( · | · ). Let
b denote the (Gaffney extension) of the Kohn Laplacian given by
By a result of Gaffney, for every q = 0, 1, . . . , n,
b is a positive self-adjoint operator (see [9, Proposition 3 
.1.2]). That is, (q)
b is self-adjoint and the spectrum of
be the orthogonal projection with respect to the L 2 inner product ( · | · ) (Szegő projection) and let
b . Our first result is the following Theorem 1.1. If λ j = 0 for some j, then
Suppose that all λ j are non-zero and let n − be the number of negative λ j s and n + be the number of positive λ j s. If q / ∈ {n − , n + }, then
In view of Theorem 1.1, we only need to consider the non-degenerate case, that is, all λ j are non-zero. We now state our explicit formula for S (q) in the nondegenerate case. We introduce some notations and definitions. Consider the two functions
(1.9)
Let ϕ ∈ {ϕ − , ϕ + } be one of the functions defined above. Fix q = 0, 1, . . . , n. For u ∈ Ω 0,q 0 (H n+1 ), by using integration by parts with respect to y 2n+1 several times, we can show that
and the operator
is continuous. Moreover, we will show in Theorem 4.1 and Corollary 4.2 that there is a constant C > 0 such that
Thus, we can extend
in the standard way and we have that 
We now consider non-positive case. Let r ∈ N. For a multi-index J = (j 1 , . . . , j r ) ∈ {1, . . . , n} r we set l(J) = r. We say that J is strictly increasing if 1 j 1 < j 2 < · · · < j r n and we put dz
where ′ means that the summation is performed only over strictly increasing multi-indices. Suppose that all λ j are non-zero and let n − be the number of negative λ j s. Assume that n − > 0 and suppose that λ 1 < 0, . . . , λ n − < 0. Put
Consider the operator
Then τ − and τ + are continuous operators. Our main result for (0, q) forms is the following Theorem 1.3. Suppose that all λ j are non-zero and let n − be the number of negative λ j s. Assume that n − > 0. Let q ∈ {n − , n + }, where n + = n − n − . With the notations used above, we have In Section 7 we show how S (0) is related to a weighted Bergman kernel on C n (see Theorem 7.6).
PRELIMINARIES
We shall use the following notations:
, we denote by |α| = α 1 + . . . + α m its norm and by l(α) = m its length. α is strictly increasing if
Let M be a C ∞ paracompact manifold. We let T M and T * M denote the tangent bundle of M and the cotangent bundle of M, respectively. The complexified tangent bundle of M and the complexified cotangent bundle of M will be denoted by CT M and CT * M, respectively. Write · , · to denote the pointwise standard pairing between T M and T * M. We extend · , · bilinearly to CT M × CT * M. Let G be a C ∞ vector bundle over M. The fiber of G at x ∈ M will be denoted by G x .
Let E be a vector bundle over a C ∞ paracompact manifold M 1 . We write G ⊠E * to denote the vector bundle over M × M 1 with fiber over (x, y) ∈ M × M 1 consisting of the linear maps from E y to G x . Let Y ⊂ M be an open set. From now on, the spaces of distribution sections of G over Y and smooth sections of G over Y will be denoted by
Let G and E be C ∞ vector bundles over paracompact orientable C ∞ manifolds M and M 1 , respectively, equipped with smooth densities of integration. If A :
We write H to denote the unique continuous
. In this work, we identify H with H(x, y).
3. PROOF OF THEOREM 1.1
Consider the affine complex space
The following follows from some elementary calculation. We omit the proof.
Consider the expression
Assume that all λ j are non-zero and let n − be the number of negative λ j s and n + be the number of positive λ j s. If q ∈ {n − , n + }, then I(α, η, λ) = ∞ for all α ∈ N n 0 and η ∈ R.
We pause and introduce some notations. Choose χ(θ) ∈ C ∞ 0 (R) so that χ(θ) = 1 when |θ| < 1 and χ(θ) = 0 when |θ| > 2 and set χ j (θ) = χ(
Moreover, we have
there is a measure zero set
Similarly, let (3.4)
Then from Parseval's formula, it is not difficult to check that
in the sense of distribution.
where c is a constant which does not depend on j. Thus, by Dominated conver-
It is well-known that (see Chapter 10 in [3] )
, k = 1, . . . , n. From (3.8) and (3.9), we have
From (3.10), the direction "⇒" in (3.6) follows.
We have
From (3.13) and (3.11), we get ∂ b u = 0. Moreover, from (3.12), it is easy to see that
. By using Friedrichs Lemma, we can find
From this observation and (3.14), we see that
and hence ∂ * b u = 0. The direction "⇐" follows. We get the conclusion of Lemma 3.2.
for a.e. η ∈ R and all J, l(J) = q, in the sense of distribution.
be the sequence chosen in (3.7). Then
From (3.10), (3.19) and Hölder's inequality, we conclude that
Letting R → ∞, we get h(η) = 0 almost everywhere. Thus, we have proved that ∀j ∈ J and for a given
Let us consider the Sobolev space W 1 (C n ) of distributions in C n whose deriva-
Now, for each k, we can repeat the method above and find a measurable set
Let ϕ ∈ C ∞ 0 (C n ) with suppϕ ⋐ B r . From the discussion above, we can find
Then for η ∈ A, (3.20)
Fix η / ∈ A. By Hölder's inequality
where C(η) > 0 is a constant. Thus, for all η ∈ A,
We have proved the second case of (3.15) and the proof of the first case of (3.15) is the same. The lemma follows.
It should be mentioned that the partial Fourier transform technique used in the proof of Lemma 3.3 was inspired by [6] .
Proof of Theorem 1.1. Fix q = 0, 1, . . . , n. Assume that λ j = 0 for some j ∈ {1, . . . , n} or all λ j are non-zero but q / ∈ {n − , n + }, (3.23) where n − denotes the number of negative λ j s and n + denotes the number of positive λ j s.
and hence
whereû J is the partial Fourier transform of u J with respect to x 2n+1 . Since u ∈ H q b (H n+1 ), by Lemma 3.3, for a.e. η ∈ R, we have
for all l(J) = q, j = 1, . . . , n. We will show u J = 0 for all l(J) = q. So let J 0 , |J 0 | = q, be arbitrary. Without loss of generality we can assume J 0 = {1, . . . , q}. In order to simplify the notation we write
Then (3.24) reduces to
For every η ∈ R, let
From (3.25), it is easy to see that (z, η) → F J 0 (z, η) is holomorphic in z for almost every η and we have (3.26)
Let B be a negligible set of R such that for all η / ∈ B, F J 0 (z, η) is holomorphic in z and (3.27) holds. For η / ∈ B, we have
Fix η / ∈ B and fix a α 0 ∈ N n 0 . It is easy to see that
where I(α 0 , η, λ) = C n |z α 0 | 2 e −2η λ|z| 2 dµ(z). Under the assumption 3.23 and using Lemma 3.1, we find I(α 0 , η, λ) = ∞ for all η ∈ R which implies F J 0 ,α 0 (η) = 0. Thus, for all α ∈ N n 0 , F J 0 ,α (η) = 0 and hence C n |F J 0 (z, η)| 2 e −2η λ|z| 2 dµ(z) = 0 for almost every η ∈ R. By Fubini's theorem, (3.3) and (3.26), we get
We have proved that u J = 0, for all l(J) = q. Thus, H q b (H n+1 ) = {0} and Theorem 1.1 follows.
COMPLEX FOURIER INTEGRAL OPERATORS
Let ϕ ∈ {ϕ − , ϕ + } be one of the two functions defined in (1.9), that is
Take χ ∈ C ∞ 0 (R) with χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 if |x| > 2. Fix q = 0, 1, . . . , n. For u ∈ Ω 0,q 0 (H n+1 ), by using integration by parts with respect to y 2n+1 several times, we can show that
is continuous. The operator ∞ 0 e itϕ(x,y) t n dt is a complex Fourier integral operator in the sense of [4] . Again, by using integration by parts with respect to y 2n+1 several times, we can show that 
From (4.4) and (4.3), we deduce that
ϕ is given by (1.11). We need the following Theorem 4.1. There is a constant C > 0 such that for all ε > 0 and u ∈ Ω 0,q 0 (H n+1 ), we have
Proof. We may assume that ϕ = ϕ − . For the case ϕ = ϕ + , the proof is the same. Let u ∈ Ω 0,q 0 (H n+1 ) be a compactly supported (0, q)-form and seť
where y ′ = (y 1 , . . . , y 2n ) By Parseval's formula, we have
Then we find (4.6)
By Parseval's formula again, we have
From (4.5), (4.6) and (4.7), we have
where C 1 > 0, C 2 > 0, C 3 > 0 are constants independent of ε and u. The theorem follows.
From Theorem 4.1, we deduce
Corollary 4.2.
There is a constant C > 0 such that
Thus, we can extend
in the standard way and we have that
is continuous.
PROOF OF THEOREM 1.2
In this Section, we will prove Theorem 1.2. We assume that λ j > 0, for all j = 1, 2, . . . , n. Put
Proof. Let χ ∈ C ∞ 0 (R) be as in the beginning of Section 4. Fix ε > 0. We first show that for all u ∈ C ∞ 0 (H n+1 ), we have
Thus, we get the conclusion of (5.2). Since lim ε→0 + I (0)
topology, we deduce that I (0)
as j → ∞. From Theorem 4.1, we see that
We need
Let χ ∈ C ∞ 0 (R) be as in the beginning of Section 4. We have 5) where c 0 =
From (5.6), (5.5) and (5.4), the lemma follows.
Proof. We have From Cauchy integral formula, it is easy to see that
2 dµ(z) < +∞.
From (5.8) and (5.7), the lemma follows.
We need From (3.15) , we see that (5.9) ∂ ∂z j û(z, −t)e tλ|z| 2 = 0, for a.e. t ∈ R.
Thus,û(z, −t)e tλ|z| 2 is a holomorphic function on C n , for a.e. t ∈ R. From Parseval's formula, we can check that (5.10)
It follows that
is a holomorphic function on C n . We writeû(z, −t 0 )e
It is easy to see that
In view of Lemma 3.1, we see that |z α 0 | 2 e −2t 0 λ|z| 2 = ∞ and hence c α 0 (t 0 ) = 0 and thusû(z, −t 0 ) = 0. The lemma follows. Now, we can prove
We only need to prove that (5.12) (
From Lemma 5.2, we have From (3.15) and Fubini's theorem, we see that there is a measure zero set B ⊂ R such that for all t / ∈ B,û(z, −t)e tλ|z| 2 is a holomorphic function on C n and C n |û(z, −t)e tλ|z| 2 | 2 e −2tλ|z| 2 dµ(z) < ∞. From this observation and Lemma 5.3, we deduce that
for every t / ∈ B. From (5.15), (5.14), Lemma 5.4 and Parsevals formula, we get
The theorem follows.
. From Theorem 5.5 and (5.16), we have
6. PROOF OF THEOREM 1.3
In this Section, we will prove Theorem 1.3. We only prove the case when q = n − = n + . For the cases q = n − , n − = n + and q = n + , n − = n − , the arguments are similar and simpler and therefore we omit the details.
Suppose that λ 1 < 0, . . . , λ n − < 0, λ n − +1 > 0, . . . , λ n > 0. Let q ∈ {n − , n + }, where n + = n − n − . Let J n − = (1, . . . , q), J n + = (q + 1, . . . , n). We first need
implies that F J (z, η) is holomorphic, for a.e. η ∈ R. Moreover,
From J = (j 1 , j 2 , · · · , j q ) / ∈ J n − , J n + , by using and Lemma 3.1, we see that
From (6.3) and repeating the argument in the proof of Lemma 5.4, we deduce that F J (z, η) = 0, for a.e. η ∈ R, z ∈ C n . From Parseval's formula, we deduce that
Proof. Let χ ∈ C ∞ 0 (R) be as in the beginning of Section 4. Fix ε > 0. We first show that for all u ∈ Ω 0,q 0 (H n+1 ), we have
Similarly, for every j = 1, · · · , n, j ∈ J n − , we have
From (6.6), (6.7) and (3.6), we get the conclusion of (6.5). Let u ∈ Ω 0,q
. Similarly, we can repeat the argument above with minor change and deduce that I (q)
as j → ∞, and I (q)
Again, by using Friedrichs' lemma, we conclude that ∂ b (I (q) 
From Theorem 1.2, we see that
is defined as in (1.11), (1.12).
It is straightforward to see that
Now, we can prove
be as in (6.10). From (3.6), we see that∂ b v Jn − = 0 and∂ b v Jn + = 0, where∂ b is the tangential Cauchy-Riemann operator with respect to the CR strictureT 1,0 H n+1 in (6.8). Hence, we find
is the Szegő projection. From (6.12), (6.9), (6.10) and (6.11), we get S (q) u = u. The theorem follows.
. From Theorem 6.3 and (6.13), we have
RELATIONS TO WEIGHTED BERGMAN KERNELS ON C n
In this section we show how the Szegő kernel on the Heisenberg group is related to a weighted Bergman kernel on C n (see Theorem 7.6). The connection mainly depends on Lemma 3.3. We restrict ourselves to the case λ 1 , . . . , λ n > 0 which reduces the problem to the study of the Bergman kernel for holomorphic functions. However, a generalization of the relation between Szegő-and Bergman kernels to the case λ 1 ≤ . . . ≤ λ q < 0 < λ q+1 ≤ . . . ≤ λ n is possible. Let ψ : C n → R be a smooth function. We denote by L 2 (C n , ψ) the weighted L 2 space with norm
be the space of holomorphic functions with finite weighted L 2 -norm. The Bergman kernel is a smooth function defined by
where {s j } is an ONB of H 0 ψ (C n ). We have for example
and v →v (or u →ǔ) denotes the Fourier transform in the last argument (or its inverse), using coordinates x = (z, x 2n+1 ) and y = (w, y 2n+1 ). In other words we have:
where the order of integration is important. The integrals are all well defined by Lemma 7.4 and the extensions of the Fourier transform in the L 2 (H n+1 ).
Remark 7.2. Note that given
where χ ∈ C ∞ 0 (R) with χ(x) = 1 if |x| ≤ 1 and χ(x) = 0 if |x| > 2. Hence we formally writeP
for the distribution kernelP (x, y) ofP , using x = (z, x 2n+1 ) and y = (w, y 2n+1 ). Thus, the operatorP is a complex Fourier integral operator in the sense of [4] .
We need to show thatP is well defined in the sense thatP (L 2 (H n+1 )) ⊂ L 2 (H n+1 ).
Lemma 7.3. Given u ∈ L 2 (H n+1 ), one hasP (u) ∈ L 2 (H n+1 ) with P (u) ≤ u .
Proof. We have that the Fourier transform in the last argument and its inverse preserve L 2 (H n+1 ). More precisely, given u ∈ L 2 (H n+1 ) we findû,ǔ ∈ L 2 (H n+1 )
with (2π) −1 û = u = 2π ǔ . Then the proof can be deduced from the following Lemma.
Lemma 7.4. Given u ∈ L 2 (H n+1 ), one has v ∈ L 2 (H n+1 ) with v ≤ u , where v(z, t) = C n P tψ (z, w)u(w, t)dµ(w)
for almost every t ∈ R.
Proof. Since u ∈ L 2 (H n+1 ) we find u(·, t) ∈ L 2 (C n ) for all t ∈ A for some A ⊂ R, such that R \ A has zero measure. We find u(·, t)e tψ(·) ∈ L 2 (C n , tψ) and hence it has a unique decomposition u(z, t)e tψ(z) = f (z, t) + g(z, t) with f (·, t) ∈ H 0 tψ (C n ) and g(·, t) ∈ H 0 tψ (C n ) ⊥ for all t ∈ A. We write u(z, t) = f (z, t)e −tψ(z) + g(z, t)e −tψ(z) and using the properties of the Bergman kernel we find f (z, t)e −tψ(z) = C n P tψ (z, w)u(w, t)dµ(w) (7.4) for all t ∈ A. Combining (7.2) and (7.4) we find that (z, t) → f (z, t)e −tψ(z)
, if t ∈ A, 0 , else.
and hence (z, t) → ½ A (t)g(z, t)e −tψ(z) define measurable functions on H n+1 . We |u(z, t)| 2 dµ H n+1 < ∞ because u ∈ L 2 (H n+1 ). Thus, we have I 1 , I 2 < ∞. Setting v(z, t) = f (z, t) −tψ(z) = C n P tψ (z, w)u(w, t)dµ(w)
for t ∈ A we have v 2 = I 1 ≤ u 2 < ∞ and hence v ∈ L 2 (H n+1 ) with v ≤ u . Proof. Given u ∈ L 2 (H n+1 ) we have h :=P (u) ∈ L 2 (H n+1 ) with h = lim ε→0 h ε in L 2 norm, where {h ε } ε>0 ⊂ L 2 (H n+1 ), 
