Abstract: This paper proposed a design of optical switching controller using FPGA for OCDMA encoder system. The encoder is one of the new technologies that use to transmit the coded data in the optical communication system by using FPGA and optical switches. It is providing a high security for data transmission due to all data will be transmitting in binary code form. The output signals from FPGA are coded with a binary code that given to an optical switch before it signal modulate with the carrier and transmit to the receiver. In this paper, AA and 55 data were used for source 1 and source 2. It is generated sample data and sent packet data to the FPGA and stored it into RAM. The simulation results have done by using software Verilog Spartan 2 programming to simulate. After that the output will produces at waveform to display the output. The main function of FPGA controlling unit is producing single pulse and configuring optical switching system.
INTRODUCTION
Interest in OCDMA has been steadily growing during recent decades. That trend is accelerating due to fiber penetration in the first mile and the establishment of PON technology as a pragmatic solution for residential access. OCDMA is one promising technique for next-generation broadband access network with the following advantages: asynchronous access capability, accurate time of arrival measurements, and flexibility of user allocation, ability to support variable bit rate, busty traffic and security against unauthorized users. OCDMA is a very attractive multi-access technique that can be used for local area network (LAN) and the first one mile. Moreover, the OCDMA method is preferable for multiplexing in the optical domain because it uses broadband widths in optical devices for the electrical CDMA method and the electrical-to-optical (E/O) conversion OCDM is a multiplexing procedure by which each communication channel is distinguished by a specific optical code rather than a wavelength or time-slot [11] . An encoding operation optically transforms each data bit before transmission. At the receiver, the reverse decoding operation is required to recover the original data. OCDMA is the use of OCDM technology to arbitrate channel access among multiple network nodes in a distributed fashion. There are many different kinds of OCDMA encoder/decoders use optical delay lines or optical switches with optical orthogonal code (OOC) for the time domain fiber Bragg grating (FBG) or AWGs and OOCs for the optical frequency domain, and FBGs or AWGs for optical wavelength-hopping / time spreading (TS) [4] . AWG-based encoder/decoder has the unique capability of simultaneously processing multiple time-spreading optical codes (OCs) with single device, which makes it a potential cost-effective device to be used in the central office of OCDMA network to reduce the number of encoder/decoders. The AWG-based encoder/decoder also has very high power contrast ratio (PCR) (15~20 dB) between auto-and cross-correlation signals, which means the interference value could be significantly reduced (up to 20 dB) with the short OC [1] [2] [3] .
Code-division multiple-access (CDMA) communication system allows multiple users to access the network simultaneously using unique codes. [9] [10] Optical CDMA has the advantage of using optical processing to perform certain network applications, like addressing and routing without resorting to complicated multiplexers or demultiplexers. The asynchronous data transmission can simplify network management and control. OCDMA is an attractive candidate for LAN application. Normally, OCDMA can provide a secure network connection providing dynamic encoding. OCDMA (Optical CDMA) communication systems do not require any time or frequency management. It can operate asynchronously without centralized control and it does not suffer from packet collisions. As a result, OCDMA systems have lower latencies than TDMA or In a OCDMA system each bit is divided up into N time periods, called chips. By sending short optical pulse during some chip intervals, but no others, an optical signature sequence or codeword can be created. Each user on the OCDMA system has a unique signature sequence. The encoder of the each transmitter represents each 1bit by sending signature sequence, however a binary o bit is not encoded and is represented using all-zero sequence. Since each bit is represented by a pattern of lit and unlit chips, the bandwidth of the data stream is increased. The OCDMA is encoded data is then send to an 'N x N' known as star coupler (in local area network) or '1xN' coupler (in an access network) and broadcast to all nodes. The crosstalk between different users sharing the common fiber channel, known as MAI (Multiple Access Interface) is usually the dominant source of bit errors in an O-CDMA system. The main difference of OCDMA systems from wireless CDMA is the code structure.
Optical systems are mainly intensity modulated and hence the chips in the OCDMA system are alternating '1' s and '0' s instead of '-1' s and '+1' s. In OCDMA the overlap of optical pulses results in the addition of optical power. Optimum CDMA codes have been found assuming bipolar signals which can take on positive and negative values, though optical signal can also be processed coherently to provide bipolar signals. Recently practical optical fiber systems use direct detection and can therefore process only unipolar signals consisting of "1" s and "0" s. CDMA codes consisting entirely of '1' s and '0' s are referred to as optical codes and several variants have been recently proposed in many literature. An important class of CDMA optical codes is so called set of OOCs (Orthogonal Optical Codes) [5] . OOC is a family of (0,1) sequences with good auto and cross correlation properties. The (1,0) sequences of OOC are called its code words. In other words, the cross -correlation of two distinct CDMA codes must take a value as low as possible.
Field Programmable Gate Arrays (FPGAs) are programmable semiconductor devices that are based around a matrix of Configurable Logic Blocks (CLBs) connected through programmable interconnects. Verilog HDL is one of the two most common Hardware Description Language (HDL) used by integrated circuit (IC) designers. The other one is VDHL [6] . HDL's allows the design to be simulated earlier in the design cycle in order to correct errors or experiment with different architectures. Design describes in HDL are technology independent, easy to design and simulate and are usually more readable than schematics normally for the large circuits. Verilog can be used to describe designs at four levels of abstraction which is algorithms level (much like c code with if, case and loop statements). Register transfer level (RTL uses registers connected by Boolean equations). Gate level (interconnected AND, NOR etc). switch level (the switches are MOS transistors inside gates). The language also defines construct that can used to simulate the input and output. Mostly, Verilog is used as an input for synthesis programs and will generate a gate level description and analyze for the coding. Some Verilog construct are not synthesizable. The code is written will greatly affect the size and speed of the synthesize. Normally, the readers want to synthesize their coding, so non synthesizable construct should be used only for test benches [12] [13] [14] . Figure 1 shows the operation of Code Division Multiple Access process. At the transmitter, two data sources generated digital data sequences which are individually multiplied using two orthogonal code sequences. Both of data user is identified by its unique code. The serial data sequences are multiplied by their corresponding PN sequences. The PN code sequence can be easily generated using Linear Feedback Shift Register (LFSR). The orthogonal code sequences are generated by periodically repeating orthogonal codes are at a rate much greater than the source data rate. The modulated sequence has wider frequency spectrum more than the original source sequence. It is called spread spectrum data sequence. The two spread spectrum data sequences are finally summed up and transmitted over a common channel. 
OVERVIEW SYSTEM

pseudo-noise(PN) Generator Operation
This operation consist 7-bit PN code generator by using three stages Linear Feedback Shift Register (LFSR). The logic circuit diagram of three stage LFSR implement in Verilog coding is shown in figure above. This operation of three stage of LFSR used D flip flop gate. PN generators are separated by two parts, which entities were implemented, one of each for two sources. The 3-bit initialize (seed) was set within the Verilog coding itself for each entity. The PN generator for source 1 is initialized with (S2 S1 S0) = 110. This input are generates PN code 1100101. For PN generator for source 2 is initialized with (S2 S1 S0) = 111. This input are generates PN code 1110010. The operation of PN generator by using three stages LFSR shows at figure 2 below. The PN generator components generate the respective PN sequences for two sources. To ensure that seven chips in the PN sequence align exactly with one bit of serial data, the PN sequence is generated at the master clock rate example master clock rate is assumed to be 7x. The serial data sequence is generated at one seven rate of master clock. This operation also used XOR gate. 
Linear Feedback Shift Register (LFSR)
The PN generator for spread spectrum is usually implemented as a circuit consisting of exclusive OR gates and a shift register, called a Liner Feedback Shift Register (LFSR) [7] [8] . The LFSR is a string of 1-bit storage devices. Each device has an output line, which indicates the value currently stored, and an input line. At discrete time instants, known as clock times, the value in the storage device is replaced by the value indicated by its input line. The entire LFSR is clocked simultaneously, causing a 1-bit shift along the entire register.
Data Source
This component reads in 8-bit data from keyboard interface and shifts out the data serially. It is composed of two entities Divide by eight and an 8-bit Parallel In Serial Out (piso.vhd) This component is driven by clock of one seventh master clock rate and the output bit changes every 7th master clock cycle. The serial output is synchronized with PN sequence such that one data bit period equals seven PN code chips.
Channel
Channel is the medium through which the signals are transmitted by using fiber optic cable [7] . A communication channel can be generally characterized as liner filters and signals transmitted over the channel suffer distortion due to channel response and noise. In CDMA, since all user channels operate simultaneously in the same RF band, the interference due to the multiple users in same RF channel become more important factor and it plays vital role in deciding the performance of the communication system. A mobile channel includes effects of multipath fading and noise. In the simulation however, only Additive White Gaussian Noise (AWGN) channel has been used, which is the simplest channel models, from analysis point of view. A built in command awgn() was used to model AWGN channel.
In the simulation communication link has been modeled as a forward channel where each user data is uniquely identified and spread using Walsh codes. As mentioned earlier, the perfect orthogonality of Walsh codes significantly reduces the probability of error at receiver. In order to simulate bit errors due to multipath effect, intercellular interferers, random non orthogonal data were added onto the AWGN channel. These interfering signals are not orthogonal with the Walsh codes used for the channels in the concerned cell and thus causes substantial amount of error. However in order to simulate error due to the multipath interferences from the users operating in the same cell or the interferences coming from users in other cells, random data was added in the channel that may not be exactly orthogonal to the Walsh codes. At PN generator operation use three stages Linear Feedback Shift Register (LFSR). Whereby use three gate XOR to shift the binary code.
EXPERIMENTAL RESULTS
At the PN Generator process, we need to use the three stages LFSR to generate the output data. Input 110 seed to PN Generator and will shift using three stages of LFSR used XOR gate. The output after process shows in table 1 below. At the PN Generator process, we need to use the three stages LFSR to generate the output data. Input 111 seed to PN Generator and will shift using three stages of LFSR used XOR gate. The output after process shows in table 2 below. Figure 5 above shows the simulation result for final encoder (transmitted) data using FPGA as a controller. The simulation result has shown at figure above. After running simulation complete, the result for encoder 0 is 1OF and for encoder 1 is C7. For final encoder the data transmit is 1D6. The output is 8 bit and show in hex code. The value of 1 is carry flag.
Input 110 = Output 1100101
CONCLUSION
This paper was carried out two major objectives of implementing a CDMA system at simulating a CDMA communication system in Verilog. The first objective was successfully developed and for the second objective was successfully accomplished after extensive designing, coding and testing. A two users CDMA system was implemented in Verilog and synthesized onto an FPGA board. The operation of the system was successfully verified. The various PN Generator topologies were studied and they were synthesized using Xilinx ISE software. Device Utilization and No of Logic Blocks of each topology were noted down and compared with each other. The simulations have done by using Verilog code.
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INTRODUCTION
The main objectives of a substation grounding system is to 
However, the first two elements (R me and R cont ) have very small values and often can be neglected.
The resistance of the vertical and horizontal elements in the soil can be calculated as 
Sample data for test system
CALCULATION OF EARTHING GRID RESISTANCE
A good grounding system provides a low resistance to remote earth in order to minimize the GPR. For most transmission and other large substations, the ground resistance is usually about 1Ω or less. In smaller distribution substations, the usually acceptable range is from 1 Ω to 5 Ω, depending on the local conditions.
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CALCULATION OF MAXIMUM STEP AND MESH VOLTAGES
Mesh voltage (E m )
The mesh voltage values are obtained as a product of the geometrical factor, K m ; a corrective factor, K i , which accounts for some of the error introduced by the assumptions made in deriving K m ; the soil resistivity, ρ; and the average current per unit of effective buried length of the grounding system
The geometrical factor K m (Sverak [B132]), is as follows
For grids with ground rods along the perimeter, or for grids with ground rods in the grid corners, as well as both along the perimeter and throughout the grid area,
For grids with no ground rods or grids with only a few ground rods, none located in the corners or on the perimeter. Table 1 .
The irregularity factor, Ki, used in conjunction with the above defined n is:
For grids with no ground rods, or grids with only a few ground rods scattered throughout the grid, but none located in the corners or along the perimeter of the grid, the effective buried
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Where, L R is the total length of all ground rods in m
For grids with ground rods in the corners, as well as along the perimeter and throughout the grid, the effective buried length,
Where, L r is the length of each ground rod in m.
The mutual impedance among elements in the grid can be presented by multiplication factor "F" from [3] ;
Where, N -the total number of rods in rod bed, 
Step voltage (Es)
The The actual mesh and step voltages can be calculated by using equation (4) and (16) for this power plant. The mutual impedance among elements in the grid can be presented by multiplication factor "F" from [3] . In [2] multiplication of ρ× I g is voltage at the node of the grid. So by using the values from Table ( 2). So, these calculated results are as follows: Step Voltage
Step Voltage
Step performance should be considered the sign and value of reflection factor coefficient "k" according to upper layer and lower layer resistivity and also the depth of the top layer, "h".
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INTRODUCTION
Induction motors were widely used in fans, centrifugal pumps, blowers, lifts, cranes, hoists and so on. The efficiency of the induction motor depends upon the insulation used [1] [2] [3] . For motors, the enamel was used for three purposes: impregnation, coating and adhesion. The efficiency of the induction motor can be increased by adding the nano fillers with the enamel which was used as coating for the windings of the motor [3] [4] [5] [6] . In this paper, the efficiency of the normal three phase squirrel cage induction motor and the Al 2 O 3 nano filled enamel coated three phase squirrel cage induction motor was analyzed and the results were compared with each other.
PREPARATION AND CHARACTERIZATION OF AL 2 O 3 NANO FILLER
The micro powders of Al 2 O 3 were crushed into nano powders by Ball Mill method. The SEM images of Al 2 O 3 before and after Ball Mill show the particle size of the powders. The particle size was augment by SEM images [7] [8] [9] . These SEM results show that the prepared particles of Al 2 O 3 were in the nm range.
SEM analysis before Synthesization
The particle size of Al 2 O 3 before ball mill method was shown in Figure 1 . 
SEM analysis After Synthesisation
From the analyzed SEM image the particles were in the form of nano metric range varies for one area to other. The sizes of the particles as shown in figure 2 were in the range from 40 to 100 nm size. 
COATING OF THE AL 2 O 3 NANO FILLED ENAMEL TO THE WINDINGS OF THE MOTOR
The nano powder of Al 2 O 3 were taken and mixed with the enamel by using ultrasonic vibrator [9] [10] [11] [12] . Further, this enamel was coated on the windings of the three phase squirrel cage induction motor. The Figure 5 shows the Al 2 O 3 Nano filled enamel coated Induction motor. The specifications of the three phase squirrel cage induction motor were shown below in the Table 1 . Efficiency was analyzed by conducting load test in ordinary as well stator enameled with nano composite motor [11] [12] [13] . The results obtained were successful for nano coated motor. The efficiency of nano coated motor increased to 4 percent. This is mainly due to reduction of dielectric losses in nano coated motor. The readings were calculated for various slip values and shown in Table 4 . Figure 7 shows the Efficiency comparison of various motors. 
Performance Analysis of Squirrel Cage Induction Motor -Direct loading Method
The load test was conducted on the ordinary induction motor and the nano coated indution motor. The performance of the motor were obtained for induction motor by this method. The output power, current, efficiency, powerfactor and speed of the motor were measured during this testing. The maximum efficiency obtained from an ordinary induction motor was 75%. The maximum efficiency obtained from nano coated induction motor was 79%. The efficiency of the motor was increased due to the reduction in harmonic and dielectric losses.
CONCLUSION
The efficiency of the induction motor was increased by 4% by adding Al 2 O 3 nano filler to the enamel used as the coating for the windings of the three phase squirrel cage induction motor. Hence, the overall performance of the induction motor was also increased by adding Al 2 O 3 nano filler to the enamel used in the induction motor. The speed fluctuations were also less and smooth when compared to that of the ordinary induction motor.
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INTRODUCTION
Myanmar is a developing country and the population of Myanmar is increasing more and more. Mandalay, the second largest city of Myanmar, lies in a serious earthquake more and more. Therefore, in constructing the residential buildings, it should be designed to resist not only gravity loading such as dead load and live load but also horizontal loading such as wind load and seismic load. The proposed building being located in Mandalay should be designed to withstand not only gravity forces but also lateral forces, as Mandalay is situated in flat terrain and severe earthquake zone. Structural wall system is much stiffer than a frame system and its performance during an earthquake is better than the performance of the frame system. In this study, shear walls are provided for reinforced concrete building to obtain the required stiffness and strength to withstand lateral load like wind and seismic. There are three types of shear wall. They are planar shear wall, coupled shear wall and core shear wall. To obtain the required stiffness and strength to withstand lateral load in high-rise building, shear walls are normally included some frames of the building. They are continuous down to the base to which they are rigidly attached to form vertical cantilever. Therefore, the magnitudes of moment and horizontal shear are found to be maximized at the base and they become less as they become high. The positions of shear walls within a building are dictated by functional requirements. They may or may not suit structural planning. Building sites, architectural interests may lead, on the other hand, to positions of walls that one undesirable from a structural point of view. Hence, structural designers will often be in the position desirable locations for shear wall in order to optimize lateral force resistance. Shear wall are efficient, both in terms of construction cost and effectiveness in minimizing earthquake damage in structural and non-structural. Shear walls can reduce total deflection and the beams connected to the shear wall need to have the larger member size.
PREPARATION 2.1 Site Location and Structural System
The type of building is fourteen storey Y-shaped reinforced concrete residential building with shear walls. The location of proposed building is in Mandalay (seismic zone 4) and only the wind velocity of 80 mph is considered. The maximum dimension is 128 ft in Global-X direction and 136 ft in Global-Y direction. The overall height of the structure is 159 ft. The type of occupancy is residential (four unit for one storey). Model (1) is the special moment resisting frame (SMRF) structural system and other three models are composed of shear walls and SMRF (dual type) structural system. In this structure, response spectrum dynamic analysis is used. Plan and 3D view of proposed building are described in Figure 1 
Material Properties
The strength of a structure depends on the strength of the materials from which it is made for this purpose; material strength is specified in standardized ways as a step to proceed the design of a structure. 
Analysis property data
Loading considerations
The gravity loads considered in this design are dead load and live load. The lateral loads of wind load and earthquake load are calculated according to UBC-97.
(1) Gravity load Dead load is defined as the results from the structure and all other permanently attached materials. They have constant magnitude and fixed location throughout the lifetime of the 
NO COMBINATIONS
COMB 1 1.4 D.L COMB 2 1.2 D.L + 1.6L.L COMB 3 1.2 D.L + L.L + 1.6 WXP COMB 4 1.2 D.L + L.L -1.6 WXP COMB 5 1.2 D.L + L.L + 1.6 WXN COMB 6 1.2 D.L + L.L -1.6 WXN COMB 7 1.2 D.L + L.L + 1.6 WYP COMB 8 1.2 D.L + L.L -1.6 WYP COMB 9 1.2 D.
METHODS OF DYNAMIC ANALYSIS
Dynamic analysis method UBC-97 presents two types of dynamic analysis method for seismic response of a structure. They are; (1) Response spectrum analysis; and (2) Time-history analysis. Of these two methods, response spectrum analysis is more convenient than time history analysis.
Response spectrum analysis A response spectrum is the graphic representation of maximum response i.e. displacements, velocity and acceleration of a damped single-degree-of-freedom system to a specified ground motion, plotted against the frequency or modal periods. The response spectrum has the following characteristics.
(i) The model must be constructed as an elastic system i.e. the model must be moved and swayed by the excitation but there was no yielding.
(ii) A single value of damping is used for each model response.
In the response spectrum analysis, the distribution of seismic lateral force on the building is based on the deformed shapes of natural modes of vibration, which are determined from the distribution of mass and stiffness of the structure. From the response spectrum, a specified spectra value can be read. This value is used to calculate the theoretical maximum seismic force acting on a structure . g WS V a  where, V=theoretical maximum seismic force S a =spectral acceleration read from spectrum g=acceleration due to gravity (9.81 m/sec 2 ) W=effective weight This analysis produces the complete time history response of joint displacements and member forces eliminating the time variable from the solution. For design purpose, the response spectrum should be representative of all seismic properties of specific site. It not, it may be constructed according to the spectral shape presented by UBC-97 by using site dependent seismic response coefficients.
Response spectrum analysis provides a rational and practical approximate method based on fundamental principles of dynamics and random vibration. Response spectrum analysis procedure involves the evaluation of the maximum value of structure response such as displacements and member forces for each mode of vibration using a spectrum of earthquake records. In response spectrum analysis model modes are first calculated, and then approximate total structural response is obtained by combining the model response in a statistical manner. Modal combination methods are Complete Quadratic Combination (CQC), Square Root of the Sum of the Square (SRSS), Absolute Sum Square (ABS), and General Modal Combination (GMC). In Complete Quadratic Combination (CQC), modal combination technique takes into account the statistical coupling between closely spaced modes caused by modal damping. Increasing the modal damping increases the coupling between closely spaced modes. Square Root of the Sum of the Square (SRSS) technique does not take into account any coupling of modes as do the CQC and GMC methods. In this study, CQC is used for modal combination. It is important to note that most building codes require the mode shapes to generate at least 90% of the participating mass of the structure in each of the three lateral directions.
Design Criteria for Dynamic Analysis
The procedure and limitations for the design of structures by UBC-97 are determined considering zoning, site characteristics, occupancy, configuration, structural system and height. For large or complex structures, static method of seismic analysis is often deemed to be not accurate enough and many authorities demand dynamic analysis for certain type and size of structure. The dynamic lateral-force procedures are always acceptable for design when a structure has any of the conditions listed below.
(1) Regular structure more than 240 ft in height and located in seismic zone 2, 3 and 4.
(2) In seismic zone 2, 3 and 4, a structure with stiffness, weight, or geometric vertical irregularity and have more than five stories or 65 feet in height must be designed with dynamic analysis.
(3) Structure in seismic zone 3 and 4 having more than five stories or 65 ft with mixed vertical structural system. 
Design Spectrum for Proposed Building
Design spectrum is a graph of time with respect to the peak ground acceleration. Design spectrum for proposed building is shown in Figure. Column sizes 12"×12",14"×14",16"×16", 18"×18",19"×19",20"×20", 22"×22",24"×24" and 26"×26" Beam sizes -10"×12",10"×14", 10"×16",10"×18", 12"×16", 12"×18", 14"×18", 14"×20" 
ANALYSIS RESULT
The analysis of all the frame models that includes different location of shear walls has been done by using software ETABS and the results are shown below. The parameters which are to be studied are storey drift, storey shear and storey moment. Results obtained from the analysis are recorded for the four cases of the building separately for comparison of storey drift, storey shear and storey moment. 
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Comparison of Story Drift in Y-direction
The comparative study of storey drift values in X and Y directions for three models are represented in Table 1, Table 2 and Figure 9 , Figure 10 . The storey drift values of the non-shear wall structure (Model 1) is 2.24 times higher than that of Model (2) , 4.66 times greater than those of Model (3) The comparative study of storey shear values in X and Y directions for three models are represented in Table 3 , Table 4 and Figure 11 , Figure The comparative study of storey moment values in X and Y directions for three models are represented in Table 5 , Table 6 and Figure 13 , Figure 14 . In comparison of story moment in both directions, moments are increased steadily and maximum story moments are found in ground floor. The story moment is depending on the seismic load. So, the story moment is the largest at base. The storey moment values of the non-shear wall structure (Model 1) is 1.56 times slightly less than that of core shear wall structure and 1.82 times less than those of that of Model (3) , and 2.38 times less than those of Model (4) in Xdirection at ground floor. The storey moment values of the nonshear wall structure (Model 1) is 1.22 times slightly less than that of core shear wall structure and 1.87 times less than those of that of Model (3) , and 2.52 times less than those of Model (4) in Y-direction at ground floor. Structure without shear wall has the least story moment and structure with core shear wall and planar shear wall (Model 4) has the greatest story moment.
DISCUSSIONS AND CONCLUSIONS
In this study, the analysis of fourteen storeyed Y-shaped highrise reinforced concrete building in seismic zone 4 is done by ETABS v 9.7.1 software using response spectrum analysis. After analyzing the model, the stability checking is made for each model. Storey drift and torsional irregularity effect are checked by using UBC -97 Formula. And then it is checked for overturning and resistance to sliding. The structural elements are designed by using American Concrete Institute (ACI 318-02). Shear wall are provided for lateral stability of reinforced concrete structure. The proposed building and the location of shear walls may or may not suit the functional requirements or the architectural interest. . From the results of storey drift, storey drifts in X and Y-direction of model 4 are less than that of other three models. From the results of storey shears, storey shears in X and Y-direction of model 4 are greater than that of model 1, 2, 3. Storey shears are greatest at the base and gradually decrease from base to top storey for four models. Storey moments are slightly increased from top to bottom storey for all models. From comparative study, especially, model 4 is more reduced the story drift in both directions and it is suitable from structural point of view.
From the dynamic analysis of 14 storey RC building with plan irregularity we have got the following conclusions.
(1)The influence of shear wall location on the selected irregular building is more stable by providing the location of shear walls in the symmetric side. (2) Story drift is increased as height of building increased and reduced at top floor so that shear wall frame interaction systems are very effective in resisting lateral forces induced by earthquake. (3) The selection of especially the location and amount of shear walls is of the highest importance in strengthening.
Strengthening shear wall may vary in various positions according to their positions in the plan. . From the above study can conclude that model (4) shows better performance among the other models.
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INTRODUCTION
The rapid advances in digital technology made many theoretical capabilities practical with digital signal processing and digital data processing. Radar signal processing is defined as the manipulation of the received signal, represented in digital format, to extract the desired information whilst rejecting unwanted signals. Pulse compression allowed the use of long waveforms to obtain high energy simultaneously achieves the resolution of a short pulse by internal modulation of the long pulse. The resolution is the ability of radar to distinguish targets that are closely spaced together in either range or bearing. The internal modulation may be binary phase coding, polyphase coding, frequency modulation, and frequency stepping. There are many advantages of using pulse compression techniques in the radar field. They include reduction of peak power, relevant reduction of high voltages in radar transmitter, protection against detection by radar detectors, significant improvement of range resolution, relevant reduction in clutter troubles and protection against jamming coming from spread spectrum action [1] .
Pulse compression employs a modulated "long" pulse to achieve the range resolution of a "short" pulse without the need for high peak transmit power. Short pulses are better for range resolution, but contradict with energy, long range detection, carrier frequency and SNR. Long pulses are better for signal reception, but contradict with range resolution and minimum range. At the transmitter, the signal has relatively small amplitude for ease to generate and is large in time to ensure enough energy in the signal. At the receiver, the signal has very high amplitude to be detected and is small in time.
In pulse compression technique, the transmitted signal is frequency or phase modulated and the received signal is processed using a specific filter called "matched filter". A matched filter is a linear network that maximizes the output peak-signal to noise ratio of a radar receiver which in turn maximizes the detect ability of a target. There are several methods of pulse compression that have been used in the past. The most popular of them is linear frequency modulation (LFM) which was invented by R.H. Dickie in 1945 [1] . The other pulse compression techniques are Binary phase codes, Polyphase codes, Barker codes, Costas codes, Nonlinear Frequency Modulation etc. In this paper, we developed MATLAB code to study the LFM pulse compression technique with chirp diversity. 
PULSE COMPRESSION ALGORITHM
The maximum detection range depends upon the strength of the received echo. To get high strength reflected echo the transmitted pulse should have more energy for long distance transmission since it gets attenuated during the course of transmission. The energy content in the pulse is proportional to the duration as well as the peak power of the pulse. The product of peak power and duration of the pulse gives an estimate of the energy of the signal. A low peak power pulse with long duration provides the same energy as achieved in case of high peak power and short duration pulse. Shorter duration pulses achieve better range resolution. The range resolution r res is expressed [2] as 2B c res r 
where B is the bandwidth of the pulse. For unmodulated pulse, the time duration is inversely proportional to the bandwidth. If the bandwidth is high, then the duration of the pulse is short and hence this offers a superior range resolution. Practically, the pulse duration cannot be reduced indefinitely. According to Fourier theory a signal with bandwidth B cannot have duration shorter than 1/B i.e. its time-bandwidth (TB) product cannot be less than unity. A very short pulse requires high peak power to get adequate energy for large distance transmission. However, to handle high peak power the radar equipment become heavier, bigger and hence cost of this system increases. Therefore peak power of the pulse is always limited by the transmitter. A pulse having low peak power and longer duration is required at the transmitter for long range detection. At the output of the receiver, the pulse should have short width and high peak power to get better range resolution. Figure 2 illustrates two pulses having same energy with different pulse width and peak power. To get the advantages of larger range detection ability of long pulse and better range resolution ability of short pulse, pulse compression techniques are used in radar systems [2] . The range resolution depends on the bandwidth of a pulse but not necessarily on the duration of the pulse [3] . Some modulation techniques such as frequency and phase modulation are used to increase the bandwidth of a long duration pulse to get high range resolution having limited peak power. In pulse compression technique a pulse having long duration and low peak power is modulated either in frequency or phase before transmission and the received signal is passed through a filter to accumulate the energy in a short pulse. The pulse compression ratio (PCR) is defined as n compressio after pulse the of width n compressio before pulse the of width PCR  (2)
LFM Algorithm
Linear frequency modulated (LFM) signals are used in most of the radar systems to achieve wide operating bandwidth. In this case the frequency increases (up chirp) or decreases (down chirp) linearly across the pulse. The instantaneous phase of the chirp signal is expressed as ) 2 kt 2
where f 0 is the carrier frequency and k is the frequency sweep rate related to pulse duration T p and bandwidth B as
The instantaneous frequency is given by kt 0 f 2 kt 2
Equation (5) states that the instantaneous frequency is a linear function of time, and hence is called as linear frequency modulation. Figure 2 (a) shows the modulated sinusoidal signal that is transmitted by the pulse-compression radar. The pulse is characterized by its pulse width, which in the case of a pulse-compression radar is called the uncompressed pulse width, T. This pulse width is one of the critical characteristics of the pulse-compression radar. The bandwidth is simply the difference between the highest and lowest frequencies within the uncompressed pulse.
To recognize the presence of the uncompressed pulse, the pulsecompression filter performs a correlation between the received pulse and the transmitted pulse. The pulse-compression filter (matched filter) is simply looking for a strong correlation between what was transmitted and what was received. The output of the pulse-compression filter forms the input into the detector section of the pulse-compression radar. It is therefore desirable to have a very narrow and tall pulse. The main points in Figure 3 are that the input to the filter is a relatively wide and low-power pulse. The output pulse, however, is very narrow and strong; two very desirable characteristics from a pulse radar.
The output of the pulse-compression filter shown in Figure 3 represents the amplitude of a signal rather than its power. To be consistent with the radar range equation, the output of the pulse-compression filter is converted into power that is taken as the square of the amplitude. When the signal in Figure 3 is converted into power, the peak value of the pulse becomes the product of the modulation bandwidth, B and the uncompressed pulse width, T. This is known as the pulse-compression ratio of the pulse-compression radar. Pulse compression ratio = BxT (6) where B is the bandwidth of the modulation within each pulse in hertz and T is the uncompressed pulse width in seconds.
The width of the compressed pulse is simply the inverse of the modulation bandwidth, B. Compressed pulse width = 1/B (7) where B is the bandwidth of the modulation within each pulse in hertz.
Matched Filter
In radar applications the reflected signal is used to determine the existence of the target. The reflected signal is corrupted by additive white Gaussian noise (AWGN).The probability of detection is related to signal-to-noise ratio (SNR) rather than exact shape of the signal received. Hence it is required to maximize the SNR rather than preserving the shape of the signal. A filter which maximizes the output SNR is called matched filter [5] .
Pulse compression radar is the practical implementation of a matched-filter system. The coded signal can be described either by the frequency response H(ω) or as an impulse response h(t) of the coding filter. The received echo is fed into a matched filter whose frequency response is the complex conjugate H*(ω) of the coding filter. The output of the matched filter, y(t) is the compressed pulse which is just the inverse Fourier transform of the product of the signal spectrum and the matched filter Response. 
SIMULATION RESULTS
Firstly, for the testing purpose of simulation certain LFM pulse waveform is generated with the following characteristics:
Sample rate= 1e6 Duration of a single pulse= 100e-6 Pulse repetition frequency= 5e3 Sweep bandwidth 1e5 Sweep direction=up The parameters are defined based on the specifications of some radar simulation project. Figure 4 shows an uncompressed chirp pulse representing the transmitted pulse. Noise and attenuation are a real problem when operating radar systems, so both random noise and signal attenuation are incorporated, and is shown in Figure 5 . The output of the corresponding pulse-compression filter is shown in Figure 6 when that pulse is processed.
The two graphs in Figure 4 and Figure 6 are drawn on the same time scale (horizontal axis) to show how the process has compressed into a very narrow pulse. It is not possible to draw the amplitude axes (vertical axis) on the same scale due to the magnitude difference between Figure 4 and 6. The amplitude of the pulse in Figure 6 is approximately 100 times larger than Figure 4 . Although the noise effects on the input pulse, the output is still impressive from a peak amplitude and pulsewidth perspective and the target is clearly visible. Secondly, the linear FM waveform is configured with the following characteristics. The desired range resolution determines the waveform bandwidth. For a linear FM waveform, the bandwidth is equal to its sweep bandwidth. However, the pulse width is no longer restricted to the reciprocal of the pulse bandwidth, so a much longer pulse width can be used. We use a pulse width that is 20 times longer and set the sample rate to be twice the pulse bandwidth.
The input parameters for the simulation are Number of targets within the radar's maximum rage =3 Radar's maximum range = 6000 m Range Resolution = 50; Chirp bandwidth = c/(2*range_res)=30MHz Uncompressed Pulse Width (seconds) = 20/BW; Sampling Frequency = 2*BW; Targets' relative range (m) = 2000, 3500, 3600 Figure 7 illustrates the created LFM waveform. Figure 8 is simulation result of uncompressed echo in time domain (seconds). Scatters are not resolved. Figure 9 illustrates the compressed echo signal in target position (meters). Two targets that are located at long range with very small separation (100 meters) between them are resolved. 
CONCLUSIONS
The concept of pulse-compression was presented in this paper using the linear FM (or chirp) pulse modulation. In this method, received signal is compared to matched filter impulse response for correlation. A compression of the effective pulse width of received pulses leading to range advantages and range resolution improvements. The effectiveness of pulsecompression is determined by the width of the uncompressed pulse and the bandwidth of the modulation within the uncompressed pulse. The most impressive results come from broad uncompressed pulse widths containing a modulated pulse with a large bandwidth. Range resolution is the ability to separate multiple targets at different ranges. To be resolved in range, the basic criterion is that targets must be separated at least in the range equivalent of the width of the processed echo pulse. In this paper, it is shown that the distance between two targets less than range resolution and the targets are not resolved.
