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Abstract:   Various indices are used for assessing vegetation and soil properties in satellite remote sensing applications. Some indices,
such as normalized difference vegetation index (NDVI) and normalized difference water index (NDWI), are capable of simply differenti-
ating crop vitality and water stress. Nowadays, remote sensing capabilities with high spectral, spatial and temporal resolution are avail-
able to analyse classification problems in precision agriculture. Many challenges in precision agriculture can be addressed by supervised
classification, such as crop type classification, disease and stress (e.g., grass, water and nitrogen) monitoring. Instead of performing clas-
sification based on designated indices, this paper explores direct classification using different bands information as features. Land cover
classification by using the recently launched Sentinel-2A image is adopted as a case study to validate our method. Four approaches of
featured band selection are compared to classify five classes (crop, tree, soil, water and road) with the support vector machines (SVMs)
algorithm, where the first approach utilizes traditional empirical indices as features and the latter three approaches adopt specific bands
(red, near infrared and short wave infrared) related to indices, specific bands after ranking by mutual information (MI), and full bands of
on-board sensors as features, respectively. It is shown that a better classification performance can be achieved by directly using the selec-
ted bands after MI ranking compared with the one using empirical indices and specific bands related to indices, while the use of all 13
bands can marginally improve the classification accuracy than MI based one. Therefore, it is recommended that this approach can be ap-
plied for specific Sentinel-2A image classification problems in precision agriculture.
Keywords:   Sentinel-2A, remote sensing, image classification, supervised learning, precision agriculture.
 
1   Introduction
Over  the  past  few  decades,  satellite  remote  sensing
has been playing a crucial  role  in forest  monitoring,  dis-
aster management and agricultural applications[1–3]. Vari-
ous  satellites  own  different  characteristics  due  to  their
customized sensors.  Remote  sensing  images  may  be  pro-
duced by optical sensors with a good number of spectral
bands and require tailored analysis depending on specific
applications.  The  classification  problems  in  agriculture
are  mainly  focused  on  monitoring  crop  status  such  as
crop  vigour,  water,  grass  and  nitrogen  stress  in  various
crop growing stages. Indices composed of various spectral
bands are  very  promising  approach  to  extract  useful  in-
formation  for  stress  monitoring.  Some  typical  indices,
such  as  normalized  difference  vegetation  index  (NDVI)
and normalized difference water index (NDWI) have been
widely used  in  many areas  such as  land cover  classifica-
tion  and  water  stress  monitoring.  NDVI  proposed  by
Rouse et  al  has  the  ability  to  classify  land covers  in  re-
mote  sensing  area,  as  well  as  vegetation  vitality[4].  This
index is defined by the reflectance of Red band and near
infrared  (NIR)  band  since  they  sense  very  different
depths  through vegetation canopies.  Red channel  locates
in  the  strong  chlorophyll  absorption  region  while  NIR
channel  has  high  vegetation  canopy  reflectance  in  this
area[5].  Thus,  this  index  can  be  applied  to  classify  land
covers.  NDWI  was  proposed  by  Gao[6] to  assess  water
status by  the  combination  of  NIR  and  short  wave  in-
frared (SWIR) channel, since both are located in the high
reflectance plateau of vegetation canopies and sense simil-
ar depth  in  vegetation  canopies.  Absorption  by  vegeta-
tion liquid water near NIR is negligible, and weak liquid
absorption near SWIR is present. Therefore, canopy scat-
tering enhances  the  water  performance.  In  the  past,  lots
of  research has been conducted to link these two indices
with other indices of interest (e.g., vegetation water con-
tent (VWC)) to generate a classification map of land cov-
er or vegetation water status[7–10].
For  remote  sensing  applications,  band  information  is
of  paramount  importance  in  the  phase  of  satellite  data
analysis  and  interpretation.  The  technical  advances  in
space science and sensor technologies enable new genera-
tion of  satellite  with  multispectral  sensors  such  as  Sen-
tinel 2. The launch of Sentinel-2A is a key part of Global
Monitoring for  Environment  and  Security  Program  sup-
ported  by  the  European  Space  Agency  and  European
Commission ensuring a better data continuity than other
relevant  satellites,  such  as  SPOT  and  Landsat  satellite
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series, due to its high spectral, spatial and temporal resol-
utions[11].  To  obtain  more  retrieval  information,  its
multispectral instrument (MSI) is an important compon-
ent on this satellite as shown in Fig. 1. The MSI holds an
anastigmatic  telescope  with  three  mirrors  with  a  pupil
diameter of about 150 mm minimizing thermos-elastic dis-
tortions,  and  the  optical  design  has  been  optimized  to
achieve state-of-the-art imaging quality across its 290 km
field of view[12]. MSI also features 13 spectral bands ran-
ging  from visible,  NIR to  SWIR at  different  resolutions.
This  configuration  is  selected  as  the  best  compromise
between  user  requirements  and  mission  performance.
Four  bands  at  10 m resolution  meet  the  basic  require-
ments  for  land  classification.  Six  bands  at  20 m resolu-
tion provide additional information on vegetation detect-
ing. The remaining three bands at 60 m contribute to at-
mospheric and geophysical parameters[12]. Sentinel-2A has
the revisit time of 10 days and the launch of Sentinel-2B
in March, 2017 shorten the revisit time into 5 days, which
means  Sentinel-2  series  have  the  shortest  revisit  time
among mainstream freely available satellites until now.
Satellite image processing usually involves image clas-
sification  (e.g.,  land  cover  classification).  The  ever-in-
creasing computation power and advanced algorithm de-
velopment  are  making  machine  learning  algorithms  a
popular tool  in  satellite  big  data  application.  For  ex-
ample, the support vector machines (SVMs) has been ap-
plied to  solve  remote  sensing  applications  regarding  un-
manned aerial  vehicles  hyperspectral  image  (HSI)  classi-
fication  and satellite  image  analysis.  In  comparison  with
many  existing  classifiers  such  as  neural  network,  SVMs
classifier  can  achieve  a  competitive  performance  even
with  small  training  samples[13–16]. This  property  is  ex-
tremely  attractive  for  precision  agriculture  applications,
since getting ground truth data is  expensive,  labour and
time-consuming, involving  filed  survey  and  lab  experi-
ment test.  Therefore,  SVMs  is  selected  to  be  the  super-
vised  learning  tool  to  analyse  Sentinel-2A  image  in  our
study.
Features are vital in image classification. In the afore-
mentioned  literature,  most  of  the  research  is  focused  on
the  NDVI  or  NDWI  calculation  and  their  usefulness  in
land  cover  classification,  water  content  evaluation,  etc.,
by exploiting the specific spectral bands of satellites. Al-
though the NDVI and NDWI have been widely used due
to  their  simplicity  along  with  clear  physical  meanings,
there  still  exist  several  limitations.  For  example,  in  land
cover classifications, NDVI usually saturates when veget-
ation coverage becomes dense (i.e., leaf area index (LAI),
the one-sided green leaf area per unit ground surface area,
reaches  around  3)  and  no  longer  sensitive  to  vegetation
changes[5]. Although compared with NDVI, NDWI satur-
ates at  a  later  stage,  it  also  results  in  limited  perform-
ance[6]. Besides, it is generally not an easy task to determ-
ine an  appropriate  threshold  for  index-based  classifica-
tion  approaches.  To  avoid  the  problems  in  index-based
classification approaches  and  further  explore  the  poten-
tial of all the latest available capabilities of new satellites,
the benefit of using selected or even all spectral bands of
Sentinel-2A  will  be  investigated  using  machine  leaning
techniques in land cover classifications.
On the other hand, little has been done in the literat-
ure  to  classify  Sentinel-2A  images  by  using  machine
learning methods and explore the benefits of the availab-
ility of  more  spectral  bands of  this  satellite  in  classifica-
tion. Consequently, this paper will compare different fea-
ture selection approaches according to indices and differ-
ent  bands.  Four  approaches  are  studied  and  compared
where in the first approach, NDVI and NDWI are treated
as the features, in the second approach the three related
bands are directly adopted (Red, NIR, SWIR), and in the
third approach top seven bands after mutual information
(MI)  band  ranking  are  applied.  Finally,  all  13  bands
available on  Sentinel-2A  satellite  are  employed.  Confu-
sion  matrix  can  analyse  the  classification  results  among
four  different  approaches.  It  is  expected  that  the  better
classification performance can be achieved by directly ad-
opting the selected bands than only using indices and all
13  bands  of  Sentinel-2A  can  improve  the  classification
performance due to increased bands and consequently in-
formation.  To  be  more  exact,  the  main  contributions  of
the work are summarized.
1)  The  remote  sensing  images  of  the  newly  launched
Sentinel-2A satellite are exploited for the purpose of land
cover classification by using different features with super-
vised learning algorithm.
2) It  is  discovered  that  the  approach  based  on  selec-
ted bands using MI algorithm can increase the classifica-
tion accuracy  than  index-based  and  index-related  ap-
proach.  It  can  also  obtain  the  comparative  performance
as  the  one  based  on  all  bands  available  on  Sentinel-2A
satellite.
3) By  considering  the  balance  between  time  consum-
ing  and  classification  accuracy,  full  bands  approach  can
be  employed  to  achieve  the  higher  accuracy  in  a  small
 
 
Fig. 1     Multi spectral imager view on sentinel-2A[12]
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area. For large area, band selection after MI approach is
more applicable.
The  remainder  of  this  paper  is  organized  as  follows.
The  problem  under  consideration  is  formulated  in
Section 2, including data sources and problem statement.
The  methodology  is  described  in  Section  3,  including
overall procedure,  ground  truth  labelling,  feature  selec-
tion and SVM classification algorithm. Classification res-
ults are compared in Section 4. Finally, conclusions with
future work are drawn in Section 5.
2   Materials and problem
This  part  focuses  on  data  acquisitions  and statement
of the classification problem for  Sentinel-2A satellite  im-
age in our case study. The data sources are introduced in
Section  2.1,  including  satellite  information  selection  as
well  as experimental  site  selection and then the problem
formulation  is  conducted  in  Section  2.2,  where  the  basic
problem is briefly stated.
2.1   Data sources
Sentinal-2A satellite. Landsat8 and Sentinel-2A are
the most advanced satellites with freely available data for
long-term  high-frequency  remote  sensing  applications.
The  former  one  was  launched  in  2013  with  operational
land imager (OLI) sensor offering high quality multispec-
tral images at 15 m, 30 m, 100 m and with a 16-day revis-
it  time[17–19].  The  latter  one  consists  of  Sentinel-2A  and
Sentinel-2B  equipped  with  MSI  capable  of  acquiring  13
bands  information  at  different  spatial  resolutions  (10 m,
20 m  and  60 m).  The  band  wavelength  information  for
Landsat  8  and  Sentinel-2A  are  drawn  at  central
wavelength (see Tables 1–2).
It  follows  from Tables  1 and 2 that  compared  with
Landsat  8,  Sentinel-2A  is  more  popular  due  to  its  fine
properties  including  increased  number  of  bands,  shorter
revisit  time,  and  higher  spatial  resolution.  In  particular,
Sentinel-2A provides more details in NIR band range and
SWIR band range, which is helpful for land cover classi-
fications  in  precision  agriculture  and  forest  monitoring
applications among many others. A drawback of Sentinel-
2A compared with Landsat 8 is without thermal infrared
bands. The spectral and spatial resolution as well as tem-
poral  resolution  determine  the  quality  of  spectral
image[18].  Consequently,  Sentinel-2A  satellite  is  selected
for solving remote sensing applications in our study.
All Sentinel-2A satellite images could be freely down-
loaded  from  Sentinel  Hub,  which  was  developed  by
European  Space  Agency  (https://scihub.copernicus.eu/).
Besides,  freely  available  satellite  information  analysis
software  sentinel  application  platform  (SNAP)  is  also
provided,  which  in  comparison  with  quantum  GIS
(QGIS)  and  the  environment  for  visualizing  images
(ENVI),  is  specially  customized  for  Sentinel  series.  This
software  could  read  all  the  information  that  Sentinel
series  can provide  and export  any data to  other  relative
analysis software in next steps.
Site  selection. In  supervised  learning,  groundtruth
data is the baseline that different approaches can be eval-
uated and compared with. To study and compare the per-
formance of different land cover classification algorithms,
an  area  that  we  often  performs  flight  tests  regularly  is
chosen as an example site in this paper. The remote sens-
ing data of Sentinel-2A for the site of interest can be se-
lected  on  the  aforementioned  website  and  downloaded.
The basic information of this chosen field (see, Fig. 2) in-
cluding location,  spectral  bands,  pixel  information, cloud
cover percentage is summarized in Table 3.
From previous  literature  regarding  NDVI and NDWI
calculation of Sentinel-2A[5], Red band is chosen as Band 4,
NIR band and SWIR band are  selected as  Band 8a and
Band 11 respectively to achieve the better performance.
 
Table 1    Spectral band information of Sentinel-2A
Band Character Wavelength (μm) Resolution (m)
1 Coastal aerosol 0.443 60
2 Blue 0.490 10
3 Green 0.560 10
4 Red 0.665 10
5 Near infrared 0.705 20
6 Near infrared 0.740 20
7 Near infrared 0.783 20
8 Near infrared 0.842 10
8A Near infrared 0.865 20
9 Water vapour 0.945 60
10 Cirrus 1.375 60
11 Shortwave infrared 1.610 20
12 Shortwave infrared 2.190 20
 
 
Table 2    Spectral band information of Landsat 8
Band Character Wavelength (μm) Resolution (m)
1 Blue 0.443 30
2 Blue 0.483 30
3 Green 0.563 30
4 Red 0.665 30
5 Near infrared 0.865 30
6 Shortwave infrared 1.610 30
7 Shortwave infrared 2.200 30
8 Panchromatic 0.590 15
9 Cirrus 1.405 30
10 Thermal infrared 10.9 100
11 Thermal infrared 12 100
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2.2   Problems formulation
S = f1;    ; ng
x = (x1;    ; xn) 2 Rnd
L = f1;    ; kg C = (c1;    ;
cn)
T = f(x1; c1);    ; (x ; c )g

The core problem in this study can be formulated as a
classification problem, where indices or band information
are selected as the features for supervised classifier train-
ing  and  testing.  The  set  of  Sentinel-2A  satellite  image
pixels  are  denoted  by ,  where n denotes
the number of pixels, and  means
the  pixel  vector  with d being  bands  or  indices.  Let
 be  a  set  of  class  labels  and 
 be  the  classification  map  corresponding  to  the  label.
Training samples can be generated by corresponding pixel
vector  with  the  number  of  features d and a  set  of  la-
belled  data C in  the  form  of 
with  being the total number of training samples. Train-
ing  samples  will  be  adopted  to  train  a  classifier  and  a
classification map  with  corresponding  classification  per-
formance  will  be  generated.  The  aim  of  this  study  is  to
evaluate the performance of  various classifiers  under dif-
ferent  sets  of  features,  so  that  suitable  features  can  be
identified for the land cover classification problem under
consideration.
3   Methodology
3.1   Overall procedure
The  whole  process  of  land  cover  classification  using
satellite  remote  sensing  images  can  be  divided  into  two
stages  including  pre-processing  and  data  analysis,  as
shown in Fig. 3. SNAP software is to pre-process the data
downloaded from Sentinel  Hub and calculate  the related
indices. Some specific classes could be labelled on the ori-
ginal data, then the NDVI and NDWI data can be gener-
ated and exported as excel format from SNAP. The data
analysis stage  is  performed  by  Matlab  using  SVMs  al-
gorithm with different feature inputs.
Resampling, atmospheric  correction  and  subset  selec-
tion  are  necessary  in  pre-processing  satellite  images.  In
particular,  resampling  ensures  that  images  of  each  band
have the same resolution and number of pixels. Subset se-
lection allows  re-choosing  specific  areas  of  interests.  At-
mospheric correction algorithms are  based on the Atmo-
spheric/Topographic  Correction  for  Satellite  Imagery  by
Richter[20].  This  method performs atmospheric  correction
according  to  libRadtran  radiative  transfer  model  that  is
run to generate a large look-up table accounting for vari-
ous  atmospheric  conditions,  solar  geometries  and ground
elevations.
This  simplified  model  runs  much  faster  than  a  full
model to invert the radiative transfer equation and to cal-
culate  bottom-of-atmosphere  reflectance.  Therefore,  all
gaseous and aerosol properties of the atmosphere are both
derived by the algorithm and aerosol optical thickness or
water vapor content are derived from the images respect-
ively. SNAP software offers a plug-in to make atmospher-
ic corrections termed Sen2Cor[21].  Atmospheric correction
is an integrated part in the process of  Sentinel-2A satel-
lite  image  processing. Fig. 4 provides  the  red,  green  and
blue (RGB) map of Sentinel-2A data for the selected site
after pre-process.
3.2   Ground truth labelling
Groundtruth data is  inevitable  in  supervised learning
tasks. In this study, labelling specific areas is achieved by
using  SNAP  software.  This  is  because,  the  procedure  is
convenient to realize than other satellite software due to
its compatibility with Sentinel-2A.
On  the  basis  of  the  on-site  experience  and  real  time
unmanned  aerial  vehicle  (UAV)  photography  on  5 th,
January of 2017, the groundtruth of five classes (i.e., crop
(No. 1), tree (No. 2), soil (No. 3), water (No. 4), and road
(No. 5)) can be obtained and labelled as shown in Fig. 5.
 
 
Fig. 2     Site selected for the case study
 
 
Original
data
Atmospheric
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specific data
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results
 
Fig. 3     Framework of machine learning based land cover
classification using Sentinel-2A image data including data
source, pre-processing, classification model training and result
analysis
 
 
 
Fig. 4     RGB image from Sentinel-2A for the chosen site after
atmospheric correction
 
 
Table 3    Details of test site image for the case study
Location Bands Pixel Cloud cover
52°45′37.5′′N 1°17′11.7′′W
52°45′01.4′′N 1°15′01.2′′W 13 250×123 1.117 1%
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The average reflectance over bands for different classes is
shown  in Fig. 6. It  is  noted  that  the  reflectance  differ-
ences  at  different  bands  lay  the  foundation  for  machine
learning based classification. It is obvious that five classes
are  totally  distinct  in  terms  of  NIR  range  and  SWIR
range,  which  is  the  foundation  to  classify  them  under
multiple  classifiers.  The  labelled  classes  on  these  images
could be exported to an excel file, along with location de-
tails and band details.
3.3   Feature selection
In  this  study,  four  different  sets  of  features  are
defined,  which will  lead to four  corresponding classifiers.
These features are detailed as below.
NDVI  and  NDWI. Index-based classification  dir-
ectly  treats  NDVI  and  NDWI  as  features  for  classifier
model  construction.  As  mentioned  in  Section  2,  Band 4,
Band 8A and Band 11 are chosen as Red, NIR and SWIR
band, respectively.
NDV I =
Band8A  Band4
Band8A +Band4
(1)
NDWI =
Band8A  Band11
Band8A +Band11
: (2)
According  to  the  formula  in  (1)  and  (2),  NDVI  and
NDWI  can  be  calculated  easily  from  SNAP  or  Matlab
software.  It  is  noted that  although three  different  bands
are  involved  in  NDVI  and  NDWI,  the  spectral  bands
based classifier has features with dimension 2.
Index  related  bands. NDVI  and  NDWI  involve
band  information  of  Red,  NIR  and  SWIR  band,  which
can specifically determine water stress and vegetation vi-
tality  of  classification  problem.  In  order  to  avoid  the
problems  of  index  based  classification  (e.g.,  saturation
with  a  high  canopy  cover),  the  three  aforementioned
bands  will  be  selected  as  training  features  to  detect
whether it will get a corresponding results compared with
index based or not. For this reason, the features of index
related  classification  consist  of  Band  4,  Band  8A  and
Band 11.
Mutual Information based bands. Mutual inform-
ation is one of the feature scoring algorithms (for feature
selection) to calculate a score value for each feature to re-
flect its usefulness for classification problem[13, 22].
There are several scoring algorithms according to vari-
ous  criteria  such  as  Fisher  score[23], minimum  redund-
ancy maximum relevance (MRMR)[24], MI and their vari-
ants. In this work, MI approach is employed as the band
selection method due to its simpleness and computation-
al  efficiency.  In  this  approach,  the  individual  spectral
band information and five labelled classes are conducted,
where  the  band is  ranked by  MI algorithm according  to
the  MI  value.  A  higher  value  means  a  higher  relevance.
The MI for discrete random variables Y and Z are defined
as below:
MI(Y;Z) =
X
y2Y
X
z2Z
p(y; z)log

p(y; z)
p(y)p(z)

(3)
p(y; z)
p(y) p(z)
where Y denotes the features in supervised learning and Z
means  the  classes  label.  is  the  joint  probability
distribution  function  of Y and Z,  and  and  are
the  marginal  probability  distribution  functions  of Y and
X,  respectively.  In  MI  approach,  the  Sentinel-2A  bands
are ranked by their importance on the basis of MI scores
where the results are shown in Fig 7. It can be seen that
different  bands  have  various  MI  values  and  so  different
differentiating  abilities.  In  particular,  Band  6  has  the
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Fig. 5     Groundtruth labelling (in different colours) for classifier
training, where five different classes are defined including crop,
tree, soil, water and road. Color versions of the figures in this
paper are available online.
 
 
Number of bands
0
0.05
0.10
0.15
0.20
0.25
0.30
Re
fle
ct
an
ce
Crop
Tree
Soil
Water
Road0
2
4
6
×10−3
1 2 3 4 5 6 7 8 9 10 11 12 13
10.95 11.00 11.05
 
Fig. 6     Average reflectance for five labelled classes
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Fig. 7     Mutual information value for each band of Sentinel-2A
satellite
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highest MI value and Band 10 has the lowest MI value.
To  visually  compare  the  differentiating  capability  of
Band  6  and  Band  10,  the  site  generated  maps  by  these
two bands are displayed in Fig. 8. It can be seen that the
site map of Band 10 is mainly dominated by noise provid-
ing  little  useful  information  for  land  cover  classification,
while the site map of Band 6 is much clearer and so has
the  better  classification  capability.  The  reflectance  value
of  Band 6  and Band 10  for  five  labelled  classes  are  also
given in Fig. 9, which also shows that Band 10 has little
discriminating  ability.  Actually,  the  overall  classification
accuracy by using Band 6 can reach to nearly 0.6. Adding
Band  10  as  a  new  feature  can  marginally  improve  the
performance.
Consequently, to select an appropriate set of features
by using the MI values, the bands with a higher MI value
can  be  sequentially  added  to  the  feature  vector,  leading
to classifiers with different number of features (or bands).
And  the  performance  with  a  good  accuracy  can  be
chosen. The classification performance value with respect
to the number of bands can be generated and analysed by
overall  accuracy  (the  percentage  of  correctly  classified
pixels) and  average  accuracy  (the  mean  of  the  percent-
ages of  correctly classified pixels  for each class) line (see
Fig. 10).  By  using  this  simple  approach,  it  is  discovered
that the classification overall accuracy adopting seven top
ranked bands (Band 6, Band 7, Band 8, Band 8A, Band 9,
Band 5 and Band 3) in Sentinel-2A can reach up to 95%.
Consequently, the  aforementioned  bands  after  MI  ap-
proach are selected as the features.
Full bands. In this approach, all  13 bands available
on Sentinel-2A satellite  will  be  used  as  the  training  fea-
tures. This is done to see whether all bands approach can
further improve the classification performance.
3.4   Classifier selection: SVMs
The land cover classification problem can be solved by
using supervised learning algorithms. In this paper, super-
vised  classification  builds  the  implicit  relationship
between feature vector (four approaches of  feature selec-
tion ) and target variable (five classes labels) by learning
from limited labelled training data. With the trained clas-
sification  model,  prediction  can  be  made  on  new feature
data such that its class label can be determined. To avoid
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Fig. 10     Performance value with respect to number of bands
selected by Mutual Information approach
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Fig. 8     Sample feature bands: (a) Band 6; (b) Band 10
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Fig. 9     Box plot for the five labelled classes: (a) Band 6; (b)
Band 10
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the  problem  of  overfitting,  the  labelled  data  are  usually
divided into training set and testing set using either the
approach of hold-out or cross-validation. Different classi-
fication algorithms have been developed in the literature
including  decision  trees,  discriminant  analysis,  SVMs,
nearest neighbor, neural network, just to name a few[13, 14, 25].
The performance  of  several  aforementioned  classifica-
tion  algorithms  are  compared  by  employing  two  indices
(NDVI  and  NDWI)  as  features,  the  comparison  results
are shown in Table 4.
According to the comparison results, SVMs obtained a
relatively high accuracy among all testing classifers. From
the literature review[13–15], SVMs is also quite effective in
coping classification problem with a small dataset. In ad-
dition, SVM is one non-parametric statistical learning al-
gorithm, where no particular assumption should be made
on data distribution[26].
T = f(xi; ci)j1  i  g
H
() T = f(((x))i; ci)j1  i  g
Hp
2
jjwjjP
i=1 i
ci(xiw + b)  1  0;1  i  
The principle of SVMs is introduced in [13],  which is
also briefly  introduced in this  work for  the sake of  com-
pleteness.  In  this  approach,  a  given  training  set
 is  projected  into  a  Hilbert  space
(higher than the original feature space)  by adopting a
mapping  leading to . The
optimal hyperplane  is to separate the original data on
the condition of the maximization of the margin  and
the  minimization  of  the  sum  classification  error 
meeting  the  constraint:  in
the following formulation:
	(w; ) =
1
2
jjwjj2 +K
X
i=1
i (4)

i
where 's are the so-called slack variables and constant K
is regularization parameter which can control the shape of
the  decision  boundry.  The  optimization  problem  can  be
built up and solved by the use of Lagrange multipliers :8>><>>:
max

:
X
i=1
i   1
2
nX
i;j=1
ijcicjh(x)i; (x)jiH
s.t.
X
i=1
ici = 0; 0  i  K; 8i 2 [1;  ]:
(5)
Kernel function is employed[27] to avoid the computa-
tion  of  the  inner  products  in  the  transformed  space
h(x)i; (x)jiH h(x)i; (x)jiH = K(xi; xj),  so . The  de-
cision rule is formulated by
f(x) = sgn(
NsX
i=1
ciiK(si; x) + b) (6)
si; 1  i  Ns
Kpoly(x; z) =
(hx; zi+ 1)p Kgauss(x; z) = exp
( jjx  zjj2) 
where  denote the support vectors. Different
kernels lead to different SVMs, where the commonly used
are  polynomial  kernel  of  order p, 
 and  Gaussian  kernel 
 with  being  a  parameter  inversely
proportional  to  the  width  of  the  Gaussian  kernel[28, 29].
SVMs  is  one  promising  approach  to  deal  with  satellite
classification  problem  in  our  case  but  different
mechanisms are available for multi-class classification. In
this  paper,  Quadratic  SVMs  due  to  its  simplicity  and
effectiveness with 50% holdout validation is chosen based
on  our  previous  experience,  where  its  implementation  is
conducted in Matlab using classifier learner with built-in
functions.
4   Classification results
At first,  classification by using one index (i.e.,  NDVI
or NDWI) is performed. NDVI performs well in landcov-
er  classification,  specially  for  vegetation/non  vegetation
area  and  vitality/non  vitality  status.  NDWI  is  good  at
classifying  water  status  under  different  levels.  For  our
case, there are five classes to be classificied, hence, NDVI
and  NDWI  indices  are  not  a  good  solution  to  directly
make a classification. It is discovered that one index res-
ults  in  very  poor  result  (NDVI  classification  accuracy
with  SVMs:  76.2%;  NDWI  classification  accuracy  with
SVMs: 35.7%), so that the result analysis is omitted due
to lack of space. This is mainly due to the fact that one
feature  is  not  enough  for  the  land  cover  classification
problem with  five  different  classes  in  this  study.  Con-
sequently,  only the classification methods with relatively
satisfying performance are presented in this paper. In this
section, the  algorithms discussed  in  Section  3  are  imple-
mented, particularly the performance of four different fea-
ture  selection  methods  are  evaluated  by  using  confusion
matrix  (see, Figs. 11–14).  In  the  confusion  matrix  plot,
the  rows  correspond  to  the  predicted  class  (i.e.,  output
class),  and the columns show the truth class (i.e.,  target
class). More explanations on confusion matrix will be giv-
en where necessary.
4.1   Index based approach
This part mainly focuses on the analysis of NDVI and
NDWI based classification. The confusion matrix for this
approach is given in Fig. 11. In Fig. 11, the diagonal cells
in green show the number and percentage of correct clas-
sification. For example, 1 226 samples are correctly classi-
fied  as  crop  corresponding  to  45.6%  of  all  samples.  The
 
Table 4    Comparison of various classifiers
Classification methods Classification overall accuracy(%)
Decision tree 80.4
Discriminant analysis 85.0
Nearest neighbor 87.5
SVMs 88.0
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off-diagonal  cells  show  where  the  mistakes  come  from.
For example,  in the first  row, 46 of  tree samples are in-
correctly  classified  as  crop  corresponding  to  1.7%  of  all
samples and 6 of soil samples are misclassified as crop to
0.2%. The rightmost column shows the accuracy for each
predicted class,  while  the  bottom  row  shows  the  accur-
acy for each true class. For example, out of 1 278 (1 226+
46+6)  crop  prediction,  95.9%  are  correct  and  4.1%  are
wrong;  out  of  1 258  (1 226+32)  crop  samples,  97.5%  are
correctly predicted  as  crop  and  2.5%  are  wrongly  pre-
dicted  as  tree.  The  cell  at  the  right  bottom  shows  the
overall accuracy, which for this algorithm is 87.7%.
The result shows that classification based on empiric-
al or semi-empirical approach has a relatively high accur-
acy. This is mainly due to the fact that NDVI can effect-
ively reflect vegetation status and NDWI is valid for wa-
ter  content  evaluation.  Both of  them can partly  capture
the main characteristics of the land covers of interest. It
should  also  be  noted  that  the  main  misclassification  is
that soil is misclassified as tree and road. This is mainly
because  there  is  little  chlorophyll  in  tree  in  winter  and
consequently  poses  challenges  in  distinguishing  between
tree, soil and road.
4.2   Index related bands approach
Instead of using empirical or semi-empirical indices in
satellite remote sensing as in Section 4.1, the specific rel-
evant  bands  including  Red,  NIR and  SWIR are  directly
adopted  as  features  for  supervised  classification  in  this
part. The classification results are shown in Fig. 12, where
the overall accuracy is 93.2%. Different from index-based
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Fig. 11     Indices based classification results
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Fig. 12     Indices related bands based classification results
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Fig. 13     MI bands based classification results
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Fig. 14     All bands based classification results
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classification  where  specific  mathematical  operations  are
performed on  the  three  bands,  machine  learning  al-
gorithm can automatically build the relationship between
the three bands and class label by learning from labelled
training  samples.  Comparing  the  performance  of  these
two  approaches,  one  can  discover  that  classification  by
directly  using  Red,  NIR,  SWIR  band  is  more  effective
than NDVI, NDWI based classification. Therefore, classi-
fying Sentinel-2A spectral images by using selected bands
along with machine learning techniques is an effective ap-
proach.
4.3   MI selected bands approach
The results  by  using  top  bands  selected  by  MI  ap-
proach is displayed in Fig. 13. It is obvious that the crop
classification  by  MI  approach  is  accurate  than  index
based  approach  (only  97.5%)  and  index  related  band
based approach (98.5%). Additionally, other samples clas-
sification  results  are  all  over  90%  (Tree:  92.9%;  Soil:
96.2%; Water: 91.9%; Road: 91.4%). Moreover, the over-
all  classification  accuracy  at  the  right  bottom  is  95.8%,
which is  higher than that index based approach (87.7%)
and  index  related  bands  based  approach  (93.2%).  This
means that  by adopting more informative  bands in  Sen-
tinel-2A satellite,  the  land  cover  classification  perform-
ance can be improved.
4.4   Full bands approach
It should be noted that there are 13 spectral bands on
Sentinel-2A  satellite,  which  provides  a  great  amount  of
information  for  remote  sensing  applications.  It  would  be
of  interest  to  verify  whether  full  band  information  can
further improve the performance or not. To this end, all
13 bands are further treated as features for classification
in the fourth approach, where the classification results are
shown  in Fig. 14.  It  can  be  seen  from Fig. 14 that  the
overall  accuracy  increases  to  97.9%  from  95.8%.
Moreover,  the  misclassification  rates  between  soil  class
and  tree  class  also  reduce  obviously.  This  demonstrates
that incorporating more related band information can fur-
ther improve the classification performance, however, the
improvement is marginal.
4.5   Further discussions
Comparing  these  different  classification  algorithms
with different  spectral  features,  the  following  observa-
tions can be drawn:
1) Classification by using indices related bands outper-
forms the  empirical  or  semi-empirical  indices  based  ap-
proaches  in  terms  of  overall  accuracy  from  87.7%  to
93.2%. This  is  mainly  due  to  the  increased  one  dimen-
sion information (i.e., certain information has been missed
by the  reduced-order  transformation  from  three  dimen-
sions to two dimensions).
!
2) Different bands have different differentiating abilit-
ies (reflected  by  the  mutual  information),  and  classifica-
tion  by  using  selected  top  bands  (seven  bands  in  this
work) via MI approach can further improve the classifica-
tion performance (93.2%  95.8%). This again is due to
the  increased  information  in  the  additional  bands.  MI  is
an effective approach to identify the most differentiating
bands in a large number of features.
3)  Classification  by  using  all  13  bands  available  on
Sentinel-2A satellite  can  further  improve  the  classifica-
tion performance. However, the marginal performance im-
provement is at the expense of using additional six bands
in comparison  with  MI  based  approach.  The  substan-
tially  increased  number  of  bands  usually  require  extra
data transmission  and storage,  which  may be  not  neces-
sary or desirable for certain applications.
4) In  practical  applications,  in  addition  to  classifica-
tion  accuracy,  other  performance  indices  such  as  data
volume,  training  and  classification  time  should  also  be
considered. In this case, an appropriate number of bands
with a satisfying performance may be more desirable, and
dimension  reduction  (e.g.,  MI  information  based  feature
selection) may provide a promising solution to this prob-
lem.
Overall speaking,  machine  learning  based  classifica-
tion by using the spectral bands of Sentinel-2A satellite is
one promising solution for agriculture remote sensing ap-
plications  (i.e.  land  cover  classification  including  crop
classification), in  particular  the  approach  based  on  fea-
ture selection by using mutual information is recommen-
ded.
5   Conclusions and future work
This paper develops a novel approach to analyse satel-
lite remote sensing images, particularly Sentinel-2A satel-
lite images  using  machine  learning  techniques.  Four  fea-
ture selection methods applying to classification problem
are studied and compared here, namely index-based clas-
sification (NDVI, NDWI), index related band based clas-
sification  (Band 4,  Band 8A,  Band 11),  MI  scored  band
based classification (Band 6,  Band 7,  Band 8,  Band 8A,
Band  9,  Band  5  and  Band  3)  and  all  available  bands
based classification.  By using a case  study of  land cover
classification with five classes, it is shown that the meth-
od  employing  all  available  bands  of  Sentinel-2A satellite
result in the best performance while the use of MI scored
bands  with  highly  relevance  also  yields  quite  promising
results.  Overall  the  classification  methods  directly  using
specific relevant  bands  with  supervised  learning  outper-
form the classic index based classification methods. Some
limits of  the index based classification could be removed
by  the  direct  use  of  spectral  bands  of  Sentinel-2A.  The
proposed method can also be applied to forest vegetation
monitoring, vegetation physiological status detecting and
T. X. Zhang et al. / Potential Bands of Sentinel-2A Satellite for Classification Problems in Precision Agriculture 9 
 
irrigation decisions[30, 31].
Future  work  on  this  direction  is  summarized  in  the
following aspects:
1)  In  addition  to  spectral  band  information,  other
types of information may also be considered, such as tex-
ture information.
2) More advanced classification algorithms can be con-
sidered, such as random forest and their variants.
Acknowledgements
This  work was supported by Science and Technology
Facilities  Council  (STFC)  under  Newton  fund  (No.
ST/N006852/1).  Tian-Xiang  Zhang  would  also  like  to
thank Chinese Scholarship Council  (CSC) for supporting
his study in the UK.
Open Access
This article is distributed under the terms of the Cre-
ative Commons Attribution 4.0 International License (ht-
tp://creativecommons.org/licenses/by/4.0/), which  per-
mits  unrestricted  use,  distribution,  and  reproduction  in
any medium, provided you give appropriate credit to the
original  author(s)  and  the  source,  provide  a  link  to  the
Creative  Commons  license,  and  indicate  if  changes  were
made.
References
 C. J. Tucker. Remote sensing of leaf water content in the
near infrared. Remote Sensing of Environment, vol. 10,
no. 1, pp. 23–32, 1980. DOI: 10.1016/0034-4257(80)90096-
6.
[1]
 J. Peñuelas, I. Filella, C. Biel, L. Serrano, R. Save. The re-
flectance at the 950–970 nm region as an indicator of plant
water status. International Journal of Remote Sensing,
vol. 14, no. 10, pp. 1887–1905, 1993. DOI: 10.1080/
01431169308954010.
[2]
 M. J. Hill. Vegetation index suites as indicators of vegeta-
tion state in grassland and savanna: an analysis with simu-
lated Sentinel 2 data for a North American transect. Re-
mote Sensing of Environment, vol. 137, pp. 94–111, 2013.
DOI: 10.1016/j.rse.2013.06.004.
[3]
 W. Rouse, R. H. Haas, J. A. Schell, D. W. Deering. Monit-
oring vegetation systems in the Great Plains with ERTS.
In Proceedings of the 3rd ERTS Symposium, Washington
DC, USA, pp. 309–317, 1974.
[4]
 Y. Gao, J. P. Waler, M. Allahmoradi, A. Monerris, D.
Ryu, T. J. Jackson. Optical sensing of vegetation water
content: a synthesis study. IEEE Journal of Selected Top-
ics in Applied Earth Observations and Remote Sensing,
vol. 8, no. 4, pp. 1456–1464, 2015. DOI: 10.1109/JSTARS.
2015.2398034.
[5]
 B. C. Gao. NDWI-A normalized difference water index for
remote sensing of vegetation liquid water from space. Re-
mote Sensing of Environment, vol. 58, no. 3, pp. 257–266,
1996. DOI: 10.1016/S0034-4257(96)00067-3.
[6]
 T. J. Jackson, D. Y. Chen, M. Cosh, F. Q. Li, M. Ander-
son, C. Walthall, P. Doriaswamy, E. R. Hunta. Vegeta-
tion water content mapping using Landsat data derived
normalized difference water index for corn and soybeans.
[7]
Remote Sensing of Environment, vol. 92, no. 4, pp. 475–482,
2004. DOI: 10.1016/j.rse.2003.10.021.
 D. Y. Chen, J. F. Huang, T. J. Jackson. Vegetation water
content estimation for corn and soybeans using spectral in-
dices derived from MODIS near-wave and short-wave in-
frared bands. Remote Sensing of Environment, vol. 98,
no. 2–3, pp. 225–236, 2005. DOI: 10.1016/j.rse.2005.07.008.
[8]
 D. A. Roberts, R. O. Green, J. B. Adams. Temporal and
spatial patterns in vegetation and atmospheric properties
from AVIRIS. Remote Sensing of Environment, vol. 62,
no. 3, pp. 223–240, 1997. DOI: 10.1016/S0034-4257(97)
00092-8.
[9]
 M. T. Yilmaz, E. R. Hunt, T. J. Jackson. Remote sensing
of vegetation water content from equivalent water thick-
ness using satellite imagery. Remote Sensing of Environ-
ment, vol. 112, no. 5, pp. 2514–2522, 2008. DOI: 10.1016/j.rse.
2007.11.014.
[10]
 P. Martimor, O. Arino, M. Berger, R. Biasutti, B. Car-
nicero, U. Del Bello, V. Fernandez, F. Gascon, B. Greco,
P. Silvestrin, F. Spoto, O. Sy. Sentinel-2 optical high resol-
ution mission for GMES operational services. In Proceed-
ings of IEEE International Geoscience and Remote Sens-
ing Symposium, IEEE, Barcelona, Spain, pp. 2677–
2680, 2007. DOI: 10.1109/IGARSS.2007.4423394.
[11]
 M. Drusch, U. Del Bello, S. Carlier, O. Colin, V. Fernan-
dez, F. Gascon, B. Hoersch, C. Isola, P. Laberinti, P. Mar-
timort, A. Meygret, F. Spoto, O. Sy, F. Marchese, P.
Bargellini. Sentinel-2: ESA′s optical high-resolution mis-
sion for GMES operational services. Remote Sensing of
Environment, vol. 120, pp. 25–26, 2012. DOI: 10.1016/j.
rse.2011.11.026.
[12]
 J. Y. Su, D. W. Yi, C. J. Liu, L. Guo, W. H. Chen. Dimen-
sion reduction aided hyperspectral image classification
with a small-sized training dataset: experimental compar-
isons. Sensors, vol. 17, no. 12, Article number 2726, 2017.
DOI: 10.3390/s17122726.
[13]
 T. X. Zhang, J. Y. Su, C. J. Liu, W. H. Chen, H. Liu, G.
Liu. Band selection in Sentinel-2 satellite for agriculture
applications. In Proceedings of the 23rd International Con-
ference Automation and Computing, Huddersfield, UK,
pp. 1–6, 2017.
[14]
 Z. W. Gao, C. Cecati, S. X. Ding. A Survey of fault dia-
gnosis and fault-tolerant techniques–Part II: fault diagnos-
is with knowledge-based and hybrid/active approaches.
IEEE Transactions on Industrial Electronics, vol. 62, no. 6,
pp. 3768–3774, 2015. DOI: 10.1109/TIE.2015.2419013.
[15]
 P. Bromova, P. Skoda, J. Vazny. Classification of spectra
of emission line stars using machine learning techniques.
International Journal of Automation and Computing,
vol. 11, no. 3, pp. 265–273, 2014. DOI: 10.1007/s11633-014-
0789-2.
[16]
 M. Pesaresi, C. Corbane, A. Julea, A. J. Florczyk, V.
Syrris, P. Soille. Assessment of the added-value of sentinel-
2 for detecting built-up areas. Remote Sensing, vol. 8, no. 4,
Article number 299, 2016. DOI: 10.3390/rs8040299. DOI:
10.3390/rs8040299.
[17]
 E. Mandanici, G. Bitelli. Preliminary comparison of sen-
tinel-2 and Landsat 8 imagery for a combined use. Remote
Sensing, vol. 8, no. 12, Article number 1014, 2016. DOI:
10.3390/rs8121014.
[18]
 H. van der Werff, F. van der Meer. Sentinel-2A MSI and
Landsat 8 OLI provide data continuity for geological re-
mote sensing. Remote Sensing, vol. 8, no. 11, Article num-
ber 883, 2016. DOI: 10.3390/rs8110883.
[19]
 R. Richter. Atmospheric/Topographic Correction for
Satellite Imagery (ATCOR-2/3 User Guide). ATCOR-2/3
User Guide, Version 6.3, pp. 1–71, 2007.
[20]
 10 International Journal of Automation and Computing
 
 C. Emde, R. Buras-Schnell, A. Kylling, B. Mayer, J.
Gasteiger, U. Hamann, J. Kylling, B. Richter, C. Pause, T.
Dowling, L. Bugliaro. The libRadtran software package for
radiative transfer calculations (version 2.0.1). Geoscientif-
ic Model Development, vol. 9, no. 5, pp. 1647–1672, 2016.
DOI: 10.5194/gmd-9-1647-2016.
[21]
 D. Koller, M. Sahami. Toward Optimal Feature Selection.
Technical Report, Stanford InfoLab, Stanford Unversity,
USA, 1996.
[22]
 Q. Q. Gu, Z. H. Li, J. W. Han. Generalized fisher score for
feature selection. https://arxiv.org/abs/1202.3725, 2012.
[23]
 H. C. Peng, F. H. Long, C. Ding. Feature selection based
on mutual information criteria of max-dependency, max-
relevance, and min-redundancy. IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 27, no. 8,
pp. 1226–1238, 2005. DOI: 10.1109/TPAMI.2005.159.
[24]
 B. Zhao, J. S. Feng, X. Wu, S. C. Yan. A survey on deep
learning-based fine-grained object classification and se-
mantic segmentation. International Journal of Automa-
tion and Computing, vol. 14, no. 2, pp. 119–135, 2017. DOI:
10.1007/s11633-017-1053-3.
[25]
 B. E. Boser, I. M. Guyon, V. N. Vapnik. A training al-
gorithm for optimal margin classifiers. In Proceedings of
the Fifth Annual Workshop on Computational Learning
Theory, ACM, Pittsburgh, USA, pp. 144–152, 1992. DOI:
10.1145/130385.130401.
[26]
 V. N. Vapnik. Statistical Learning Theory, New York,
USA: Wiley, 1998.
[27]
 C. M. Gevaert, C. Persello, G. Vosselman. Optimizing
multiple kernel learning for the classification of UAV data.
Remote Sensing, vol. 8, no. 12, Article number 1025, 2016.
DOI: 10.3390/rs8121025.
[28]
 M. Goudjil, M. Koudil, M. Bedda, N. Ghoggali. A novel
active learning method using SVM for text classification.
International Journal of Automation and Computing,
vol. 15, no. 3, pp. 290–298, 2018. DOI: 10.1007/s11633-015-
0912-z.
[29]
 Y. H. Yi, D. W. Yang, D. Y. Chen, J. F. Huang. Retriev-
ing crop physiological parameters and assessing water defi-
ciency using MODIS data during the winter wheat grow-
ing period. Canadian Journal of Remote Sensing, vol. 33,
no. 3, pp. 189–202, 2007. DOI: 10.5589/m07-025.
[30]
 C. Slave. Analysis of agricultural areas using satellite im-
ages. International Journal of Academic Research in En-
vironment and Geography, vol. 1, no. 2, pp. 26–32, 2014.
[31]
 Tian-Xiang  Zhang received the B. Eng.
degree in flight vehicles design and engin-
eering from Beijing Institue of Technology,
China in 2015, and the M. Sc. degree in
aerospace engineering from University of
Manchester, UK in 2016. In January of
2017, he joined the Loughborough Uni-
versity Center for Autonomous System
(LUCAS) Lab as a Ph. D. degree candid-
ate in remote sensing applications for precision agriculture un-
der the supervision of Dr. Cun-Jia Liu and Prof. Wen-Hua Chen,
Department of Aeronautical and Automotive Engineering,
Loughborough University, UK. He was fully funded by Chinese
Scholarship Council (CSC) and now he is a member of the group
joining the Newton Fund UK-China Agri-Tech Network Plus by
Rothamsted Research on behalf of Science and Technology Fa-
cilities Council (STFC) and an IEEE student member.
     His research interest is remote sensing applications for preci-
sion agriculture, including satellite and UAV image analysis,
data assimilation adopting different methods for agricultural
variables prediction and water stress analysis.
     E-mail: T.Zhang@lboro.ac.uk
     ORCID iD: 0000-0002-0996-2586
 Jin-Ya  Su received the B. Sc. degree in
applied mathematics at School of Mathem-
atics and Statistics, Shandong University,
China in 2011, the Ph. D. degree in fault
diagnosis at Department of Aeronautical
and Automotive Engineering, Loughbor-
ough University, UK in 2016. Since 2015,
he has been a research associate in Centre
for Autonomous Systems, Loughborough
University, UK. He received the Best Student Paper Award in
the 19th International  Conference on Automation and Comput-
ing (2013), the IEEE-IES Student Paper Travel Award in the
17th  International  Conference  on  Industrial  Technology (2016),
and the Annual ICI Prize from the Institute of Measurement and
Control in 2016. In 2015, he received the prestigious Chinese
Government Award for Outstanding Self-financed Students
Abroad.
     His research interests include Kalman filter, machine learning
and their applications to autonomous systems such as intelli-
gent vehicle, agricultural information system.
     E-mail: J.Su2@lboro.ac.uk (Corresponding author)
     ORCID iD: 0000-0002-3121-7208
 Cun-Jia  Liu received the B. Eng. and
M. Sc. degrees in guidance, navigation, and
control from Beihang University, China in
2005 and 2008, respectively, and the Ph. D.
degree in autonomous vehicle control from
Loughborough University, UK in 2011. He
has been a lecturer of flight dynamics and
control with Loughborough University,
since 2013.
     His research interests include optimization-based control, dis-
turbance-observer-based control, Bayesian information fusion,
and their applications to autonomous vehicles for flight control,
path planning, decision making, and situation awareness.
     E-mail: C.Liu5@lboro.ac.uk
 Wen-Hua  Chen received the M. Sc. and
Ph. D. degrees in control engineering from
Northeast University, China in 1989 and
1991, respectively. From 1991 to 1996, he
was with Department of Automatic Con-
trol, Nanjing University of Aeronautics
and Astronautics, China. From 1997 to
2000, he was a researcher and then a lec-
turer of control engineering with the
Centre for Systems and Control, University of Glasgow, UK. In
2000, he became a lecturer with Department of Aeronautical and
Automotive Engineering, Loughborough University, UK, where
he was appointed as a professor in 2012. He is a chartered engin-
eer (CEng) in the UK, a fellow of Institute of Electrical and Elec-
tronics Engineering (FIEEE), a fellow of the Institution of En-
gineering and Technology (FIET) and a fellow of the Institution
of Mechanical Engineers (FIMechE).
     His research interests include development of advanced con-
trol strategies, such as non-linear model predictive control and
disturbance-observer-based control, and their applications in
aerospace and automotive engineering, and development of un-
manned autonomous intelligent systems.
     E-mail: W.Chen@lboro.ac.uk
T. X. Zhang et al. / Potential Bands of Sentinel-2A Satellite for Classification Problems in Precision Agriculture 11 
 
