This paper presents an Interference and Priority aware Coexistence (IPC) algorithm to ensure coexistence between multiple WBANs communicating within each other transmission range. By intelligently keeping an interfering WBAN silent, the IPC approach aims to maximize simultaneous (interference-free) transmissions from sensor nodes of different WBANs. Coordinators use beacons to exchange interference and priority aware metrics. This information is later used to generate an interference graph of the sensors associated with the coordinator and perform link scheduling. The IPC approach has been evaluated for two different interference scenarios namely, a High interference scenario which considers interference from the highest interfering coordinator or sensor node of all coexisting WBANs, and a Moderate interference scenario (conventionally used in the existing literature) which considers interference from the coordinator only. Considering the mobility of WBANs, the performance of IPC is evaluated in terms of spatial reuse, system throughput, delay, and packet delivery rate. IPC shows significant improvement in all performance metrics over existing schemes.
I. INTRODUCTION
Wireless Body Area Network is an emerging technology devised for health care monitoring, assisted living, gesture control, gaming, military purpose, etc. [1] , [2] . WBANs consist of a centralized coordinator node/hub and many inbody/on-body sensors deployed around it. The sensor node in a WBAN transmits its data to the coordinator node forming the first tier of communication. A coordinator is responsible to send all collected data to a centralized hub through any suitable technology e.g. Wifi, Bluetooth, etc forming the second tier of communication. Using the internet, a hub sends this data to its final destination i.e. service center e.g. hospitals, forming a third communication tier [3] , [4] .
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The low power sensors nodes are connected to the coordinator using one or two hop star topology.
Initially, researchers used IEEE 802.15.4 Wireless Personal Area Networks (WPANs) standard that provides short-range, low-power and low data rate communication (up to 250kbps) to analyze the performance of WBAN networks [5] . In Nov. 2007, IEEE working group 802. 15 established Task Group (TG6) which completed the baseline document in Feb. 2012 and a dedicated standard IEEE 802.15.6 for WBANs was completed [6] . IEEE 802. 15 .6 maps quality of service (QoS) into traffic priority starting from 1 (lowest priority) to 7 (highest priority) [7] . There are seven different priorities defined in this standard [8] . According to IEEE 802. 15 .6, the system should support up to 256 sensors per WBAN and a total of 10 WBANs in a 6x6x6 m 3 area [9] . This defines a high interference probability for WBANs in crowded places like sports stadiums, busy malls, hotels and restaurants, public gatherings, festivals, parks, hospitals, etc. To meet the strict interference scenarios defined in the IEEE 802.15.6 standard, some scheduling or interference mitigation schemes are required to achieve the required Quality of Service (QoS). Integration of WBANs with an internet of things (IoT) and 5G technologies will enhance its capabilities beyond health monitoring. In [10] , WBAN is designed to monitor different environmental and physical parameters and WBAN is connected to the internet using an IoT-based cloud server to provide facilities like remote monitoring and mobile applications. Scheduling of prioritized data transmission for emergency alarm management over an IoT-based framework was performed in [11] . Detailed cloud-based framework and architecture for WBAN design and perspective have been presented in [12] .
WBANs exhibits two types of interference scenarios, namely, heterogeneous coexistence and homogeneous coexistence [13] . Heterogeneous coexistence refers to a scenario in which the WBAN receives interference from other communication technologies such as Bluetooth, Wifi, Zigbee, etc. which uses the same 2.4 GHz frequency ISM band [14] . This interference is easy to mitigate by switching to a new channel with an acceptable SNR. This situation is depicted in Figure 1 . Some research work is already carried out in this domain and optimum channel selection techniques are proposed e.g. Reinforcement learning-channel assignment algorithm (RL-CAA) interacts with the channel, learns about different channel coefficients and selects the best channel to mitigate heterogeneous interference [15] .
On the other hand, homogeneous coexistence refers to a scenario in which transmission ranges of 2 or more WBANs overlap. If WBANs transmit within each others transmission range using the same channel and timeslot, severe interference and subsequently performance degradation occurs [16] . An example of a homogeneous coexistence scenario is depicted in Figure 2 , where the circle represents the transmission range of a WBAN which is typically a sphere of 2 m radius as per the IEEE standard. Red dots represents biomedical sensors placed in or on a human body. The green rectangular coordinator is shown in the center and lines from a sensor to the coordinator depict their communication links. IEEE realized this issue and following coexistence mitigation techniques are defined in the IEEE 802.15.6 standard: i) Beacon shifting: Relative to the start of the current beacon periods, WBAN transmits its beacons at different time offsets. This is accomplished using a Beacon Shifting Sequence field. In this way, a WBAN avoids beacon collisions and allocation conflicts between coexisting WBANs. A unique beacon shifting sequence is used by the coordinator relative to its neighbors. ii) Channel Hopping: By using the channel Hopping State and Next Channel Hop fields in its beacons, the coordinator can change its communication channel periodically. Channel hopping sequence is used by the coordinator that is unique to its neighboring WBANs. After a fixed number of beacon periods (superframes), the coordinator will change its channel. iii) Active Superframe Interleaving: A WBAN may share the same operating channel with one or more BANs by interleaving their active superframes.
In WBANs, channel gain can be highly variable because of the mobility. The mobility includes movement of WBAN as a whole e.g. a WBAN carrier walking or running. Mobility within the WBAN network is also possible due to the postural changes. Channel prediction is difficult in WBANs as compared to conventional network technologies because of both the inter-network and intra-network mobility [17] . In short, Inter-network mobility is caused by the motion of a WBAN carrier and Intra-network mobility is caused by postural changes of a WBAN user e.g. walking, running, driving, etc as shown in Figure 3 . In [18] , the authors analyzed energy efficiency against distance using direct, one hop and twohop cooperative communication. Optimal packet sizes are calculated considering both the postural changes and energy efficiency.
Recent literature on WBAN coexistence either consider power adaptation at WBAN nodes or enable channel sharing between the interfering WBANs. Shared channel techniques include TDMA and CSMA/CA. The CSMA/CA technique is less energy efficient as compared to TDMA because of constant channel monitoring and re-transmissions [19] . Energy efficiency is important in WBANs because the sensor nodes are often energy-constrained [20] . Therefore, in this paper, we address the issue of coexistence by considering energy efficiency, throughput, spatial reuse and delay as performance metrics. To this end, 1) An Interference and Priority aware Coexistence (IPC) algorithm is designed to mitigate homogeneous interference between WBANs communicating within each other transmission range. This algorithm considers both the priority and packet size of interfered nodes. 2) The IPC solves the scheduling problem by defining equivalent metrics for the interference and priority constraints. These metrics are further used to carefully select an interfering WBAN to remain silent (allowing parallel transmission) while preventing its multiple silent occurrences.
3) The performance of IPC is analyzed for both the High and Moderate interference scenarios. The IPC scheme is compared with the well known existing interference mitigation schemes those are: Interferenceaware, Traffic priority-based Link Scheduling (ITLS) [21] and Adaptive Internetwork Interference Mitigation (AIM) [22] . Simulation results show significant gains for all performance metrics under consideration. This algorithm runs on the coordinator and performs distance based search for neighboring WBANs. After that, each sensor calculates received SINR and the coordinator defines them as either interfered and non-interfered sensor nodes.
This information is shared with the neighbors, and a common TDMA based schedule is formed to minimize interference at every timeslot and schedule as many sensor nodes as possible in the future timeslots. Moreover, WBAN's position is assumed static during transmission time. It must be noted that this model does not add any processing burden to the sensor nodes (because they are energy-constrained) and the coordinator is responsible for exchanging information and negotiation. Energy conservation is important in WBANs and simple processing algorithms enhance node's lifetime. The rest of the article is organized as follows. In the next section, existing work on coexistence mitigation between IEEE 802.15.6 based WBANs is reviewed. In Section III, network topology, channel model, distance-based model, SINR based model, and superframe structure are discussed. In Section IV, the problem formulation is carried out. IPC algorithm is explained by an example and performance metrics namely Packet delivery rate, Spatial reuse, Average packet delay, System throughput, Energy consumption, and Energy efficiency are defined. In Section V, results are discussed for different network performance factors. Finally, Section VI concludes the paper.
II. RELATED WORK
Interference generated due to coexistence can severely degrade system performance. Many interference mitigation techniques and algorithms are proposed in the literature. These schemes can be categorized according to the shared resource allocation techniques they adopt for interference mitigation. In [23] , interference mitigation schemes were grouped according to their usage. The approaches include the use of power control, MAC, cognitive radio, UWB and signal processing. This paper also provides a detailed comparison of common link scheduling algorithms with their pros and cons.
TDMA: TDMA use scheduling algorithms to assign guaranteed timeslots for channel utilization and transmission. TDMA tries to minimize interference at the neighboring nodes by selecting suitable nodes for transmission. The authors in [28] proposed an Interference-aware MAC (I-MAC) which uses SINR based scheduling while distributing fair average waiting time to all WBANs. Interference Management algorithm named as KDIM was proposed in [30] for the interference attenuation in channel switching systems. A Continuous-Time Markov Chain (CTMC) and a Flexible TDMA (FTDMA) based protocol was used to mitigate Intra-WBAN interference. A priority-based TDMA scheduling algorithm named Interference Mitigation and QoS Protocol (IMQP) was presented in [29] . Dynamic, Reliable and Energy Efficient Scheduling (DREES), presents two new TDMA based techniques to improve reliability and energy efficiency for WBANs [27] . In Link Scheduling Algorithm with Interference Prediction (LSIP), the interference prediction was carried out through the Bayesian model that estimates interference duration and the number of interfering nodes [31] . Dynamic Coexistence Management (DCM) provides distributed coexistence mitigation without exchanging information between the WBANs [25] . AIM uses TDMA based scheduling in which they assign an orthogonal channel to the interfered sensors [22] . Clique-Based WBAN Scheduling (CBWS) uses a coloring based approach to group sensors from single or multiple WBANs and this protocol works in a sequence of timeslots [24] . Dynamic Resource Allocation (DRA) uses the SINR based interference model and orthogonal scheduling to assign a channel to sensor nodes without considering traffic priority [26] . Random Incomplete Coloring (RIC) uses a coloring technique to assign TDMA based timeslot using a distance-based interference model, without considering the traffic priority of a transmitting node [32] . ITLS uses both the distance and SINR based model to generate an interference graph for coexisting nodes. ITLS considers traffic priority for scheduling and uses Space-Time division multiple access (STDMA) [21] . In [33] , the authors consider both the contention-free and contentionbased IEEE 802.15.6 MAC operation to analyze spatial throughput and outage probability for interfering WBANs using stochastic geometry. A graph coloring based cooperative scheduling scheme was proposed which creates clusters between WBANs and then schedule their transmission using smart channel assignment (SCA) [34] . Adaptive TDMAbased MAC Protocol (AT-MAC) uses TDMA based scheduling for energy harvesting WBANs. In AT-MAC, the duty cycle was adjusted dynamically based on the total amount of energy harvested [35] .
The qualitative analysis of most related algorithms is presented in Table 1 . After analysis of all TDMA based available algorithms, ITLS and AIM are selected for comparison with the proposed algorithm (Section V) as they both consider user priority for resource allocation and SINR based model for interference detection. Generally, ITLS provides improvements over AIM [21] . IEEE 802.15.6 based techniques: There are three types of interference mitigation techniques defined in the IEEE 802.15.6 standard. These techniques are as follows: Beacon shifting: Beacon shifting is the technique that is used to avoid beacon collision. Beacon shifting shifts or wrap around beacon periods. The coordinator is responsible to select beacon shifting sequence which is not in use from neighboring coexisting WBANs. Performance analysis of flexible beacon shifting scheme to avoid interference among WBANs is presented in [36] . Channel Hopping: Channel hopping is used to switch to a randomly chosen frequency out of allowed set of frequencies after a specific amount of time according to a predefined sequence known to both sender and receiver. An enhanced channel hopping scheme is presented in [37] to evaluate coexistence performance for WBANs. The authors in [38] proposed a fuzzy logic-based interference detection and mitigation scheme using channel hopping. Channel Hopping Interference Mitigation (CHIM) scheme is also used to select Latin triangles among coexisting WBANs in [39] . Superframe-Interleaving: WBANs can share the same channel by active superframe interleaving. To enable interleaving, WBAN sends interleaving requests to neighboring WBANs. If WBANs share channel, interleaving request is accepted otherwise it is denied. Superframe Overlapping Scheduling (SOS) uses twin token bucket based model, Traffic Specification (TSPEC), to assign QoS based timeslot by using beacon shifting and superframe interleaving techniques [40] .
CSMA or CSMA/CA: CSMA or CSMA/CA-based techniques do not use predefined timeslot to use the channel, instead, the channel is constantly monitored. The data is transmitted if the channel is idle for a specific amount of time, otherwise, a random exponential back-off is added to waiting time for the transmission of data. Decentralized Interference Mitigation (DIM) uses CSMA/CA for the contention access phase (CAP) and the scheduled phase to mitigate interference in a decentralized manner [41] . In this paper, performance factors for WBANs under dynamic node mobility are evaluated using a three-dimensional Markov chain model. CSMA/CA-based access mechanism is used with user priority to access the channel. Moreover, the health-care index is used to prioritize emergency data from WBANs [42] .
Reference [43] uses an RTS/CTS handshake mechanism to improve the performance of IEEE 802.15.6 based CSMA/CA in coexisting WBANs environment.
Hybrid-Techniques: These techniques mostly use the TDMA for scheduling contention-free exclusive access phase (EAP) or managed access phase (MAP) and the CSMA/CA for contention-based scheduling of random access phase (RAP) in a superframe. Hybrid Multi-Channel MAC (HM-MAC) protocol defines a superframe having both a scheduled access phase for TDMA and a random access phase for CSMA/CA to transmit data and schedule nodes [44] . In [45] , a detailed analysis of hybrid protocols is presented. An EAP is dynamically adjusted to minimize resource competition in RAP in [46] .
Adaptive Power: In adaptive power techniques, transmit power is adapted according to the detected interference level. In this way, the interference level to and from the neighboring WBANs is controlled [47] , [48] . Cross-Layer Energy-Aware Resource allocation (CLEAR) proposes a hybrid collaborative protocol that manages link adaptation and control transmit power [47] of the sensor nodes. Adaptive power control is used to control interference between CSMA based WBANs in [48] .
Adaptive Packet Size: In this approach, the packet size is made smaller or large according to the interference level. An adaptive packet size based technique is used and energy efficiency is evaluated [49] . Authors in [50] optimize packet size for Ultra-Wideband (UWB) WBANs using IEEE 802.15.6 standard and achieve an increase in optimal packet size and energy efficiency using cooperative communication.
In reference [51] , for energy efficiency, the optimal packet size is obtained and a detailed system was designed for WBANs using scheduled access mode.
Adaptive Modulation: Adaptive modulation is the method to modify or change the modulation scheme based on the throughput requirement by the user or channel conditions. In [52] , an adaptive modulation scheme using QAM, BPSK, and QPSK is proposed which adapts modulation technique according to received SNR. In [53] , a link adaptation scheme using the estimated SNR and energy capture index is proposed. In the article [54] , an adaptive energy detection threshold based on queue-size and channel quality is used to obtain QoS under varying interference conditions. A CSMA/ CA-based low complexity link adaptation scheme to mitigate cross-network interference was presented and appropriate modulation scheme based on SINR is selected for nodes in [55] .
Important terms, notations, and parameters used in this paper are presented in Table 2 :
III. SYSTEM MODEL
In this paper, we consider a one-hop simple star topology in which 6 bio-medical sensors are connected to a centralized coordinator through a wireless link. For example, in Figure 4 , 6 sensors are connected to CN 2 . A transmission range of 2m is assumed for each WBAN. According to the IEEE 802.15.6 standard, one-hop star, two-hop star or bidirectional link can be used to design a network topology model for WBANs. Moreover, the coordinator of WBANs can communicate with each other to share information using a wireless link and network topology does not change in one superframe [56] . The mobility for all the nodes is realized by a random waypoint mobility model. A free-space path loss channel model is used for links in a WBAN (Intra-WBAN links), which is given as
The body-to-body (Inter-WBAN) channel model at 2.45 GHz is adopted from [57] , in which the authors have shown through experimental results that the amplitude variation(A) in body-to-body links can be modeled by the gamma distribution. Besides, the mean and the variance of signal amplitude is expressed in terms of distance (r) between two WBANs as
The shape parameter (k) and scale parameter (θ) that defines gamma distribution can be calculated by equating the above parameters (in linear scale) with the standard equations of gamma distribution's mean and variance, i.e.,
, for a > 0, and k, θ > 0,
The distance-based model is used to find interfering WBANs.
If the distance r between the two WBANs is less than the sum of their transmission ranges (R) i.e., r < 2R, WBANs are listed as the interfering WBANs. The interference scenarios are depicted in Figure 4 . The coordinator node of x th WBAN (WBAN x ) is represented by CN x , whereas the y th sensor nodes of x th WBAN is represented by SN xy .
In the example presented in Figure 4 , the WBAN 1 receives interference from the WBAN 2 , WBAN 3 , and WBAN 4 , whereas the transmission ranges of WBAN 2 , WBAN 3 , and WBAN 4 do not overlap, and they all receive interference only from WBAN 1 .
Once the interfering WBANs are determined, the coordinator at each WBAN lists the interfered and non-interfered sensors based on the SINR threshold. The SINR is calculated based on the received signal from the k th interfering sensor or coordinator. For example, if the SINR of the sensor node SN xy is below the threshold (γ th ), the coordinator CN x lists this sensor node as an interfered node, otherwise, it is listed as a non-interfered node. The set of interfering coordinators is denoted by CN k while its sensors are denoted by SN ky . The coordinators broadcast these lists at the start of every superframe. The SINR of sensor node SN xy at CN x can be written as
where, ζ xy is the power received by CN x from the sensor node SN xy , σ 2 is the additive noise (−113 dBm), ζ ky is the interference power from the interfering WBAN coordinator (CN k ) or sensor (SN ky ) to SN xy . IEEE 802.15.6 WBAN superframe structure is used and Beacon mode with superframe boundary is considered as shown in Figure 5 . Although the superframe structure also contains EAP and RAP, this work will only consider the Managed Access Phase (MAP). This is because the MAP allows TDMA transmissions. The coordinator will send a beacon at the start of a superframe and the nodes will transmit in their allowed timeslot. Similar to existing works [33] , the size of a superframe is set to 100 ms. The timeslot within a superframe is defined according to the highest transmission time of any active sensor.
IV. INTERFERENCE AND PRIORITY AWARE COEXISTENCE (IPC)
As shown in Figure 4 , the interference in WBANs results in severe degradation of performance and system throughput.
To ensure coexistence among multiple WBANs, a scheduling scheme is therefore required that can ensure transmissions while maintaining the required system throughput and delay. Therefore, an IPC scheduling algorithm is presented in this work, which minimizes interference to improve the network performance e.g. throughput, spatial reuse, energy efficiency, and delay. In the IPC algorithm, at every timeslot, interfering nodes are first scheduled. This is beneficial as spatial reuse is improved for future timeslots, and blocking of nodes is avoided. This helps in eventually achieving higher throughput and lower delay. In the following, firstly, the scheduling problem is formulated as an optimization problem for interfering WBANs. Secondly, the IPC algorithm is presented along with an illustrative example and algorithmic procedure. Lastly, the performance metrics that are used for comparison of IPC with other schemes are defined. The IPC algorithm decouples the interference detection and scheduling process. The algorithm for interference detection is presented in Algorithm 1. The first step in interference detection is the identification of interfering WBANs. As highlighted in Section. II, the WBANs are listed as interfering if the sum of their transmission range (2R) is greater than the distance (r) between them. The second step estimates the SINR of the nodes in the interfering WBANs. This helps in generating the list of interfered and non-interfered sensors at each coordinator in the third step. In the fourth step, the sink shares its list of interfered and non-interfered WBANs. Lastly, the nodes are scheduled according to IPC algorithm 2.
A. PROBLEM FORMULATION
To formalize system throughout, a variable timeslot duration within a superframe is used which is defined by t z (as the packet size of the sensors in a WBAN is different). For any timeslot z, a scheduling vector SV z = [SV x , SV x+1 ,....SV x+n ] is created which contains WBANs that can transmit in the timeslot z to ensure coexistence, where SV x = 1, if the
Algorithm 1 Interference Detection
Step 
where, max(SV z ) shows that to achieve higher throughput, the maximum number of nodes should be scheduled at every timeslot. P xy is the size of the packet transmitted by sensor y of WBAN x and TS stands for a timeslot. There are few constraints on node selection for scheduling. These constraints are discussed below:
where R D is the data rate, P xy is the packet size of a sensor node and t xy is the transmission time required by a sensor node. The size of a timeslot in the superframe is equal to the maximum time required by any node scheduled in that timeslot. In addition, only one sensor of the WBAN x can transmit in a single timeslot, the maximum number of noninterfered sensors selected for transmission at any timeslot is limited by total number of WBANs i.e. X and the total number of sensor nodes selected for transmission at all timeslots in a superframe is less than or equal to the product of total number of sensor nodes and total number of WBANs.
Similar to [21] , a weighted interference (WI xy ) metric is defined to account for the priority of the interfered sensor in a WBAN. The WI xy of an interfered sensor is given as
where y is the interfered sensor of WBAN x and α xy is the priority of sensor under consideration. Similarly, the Cumulative Weighted Interference (CWI x ) for a WBAN is defined as
At each timeslot z, the CWI x is calculated for all the WBANs and is stored in the Contention Vector (CV z ).
To schedule transmissions based on the interference, the WBAN with maximum CWI x is selected at any timeslot z i.e., max{CV z }. To schedule transmissions, the WBAN coordinators exchange, SINR, transmission time and priority of its sensors through beacons. Based on this the coordinators create a list of interfered and non-interfered sensors. Subsequently, non-interfered nodes are allowed to transmit in parallel, whereas the interfered nodes are scheduled based on the values of the respective WI xy . This is illustrated in Figure 6 , where the 2 WBANs share their messages to create a common schedule which is shared between interfering WBANs.
B. IPC EXAMPLE
To illustrate IPC, we consider a scenario consisting of three WBANs with multiple sensors as shown in Figure 7 . The sensors and their priorities are also provided. Both the WBAN 1 and WBAN 3 are in the transmission range of WBAN 2 , whereas WBAN 1 and WBAN 3 are not in each other's transmission range. Initially, each coordinator finds its neighbors and corresponding received SINR for all its sensors using Algorithm 1. According to the SINR received, each coordinator will group sensors into an interfered and noninterfered sensors list. The coordinators will exchange their lists and create a common interference region. Lists of interfered and non-interfered sensors for the example depicted in Figure 7 are shown in Table. 3. Once a list has been formed and exchanged, a common transmission schedule is designed among multiple WBANs. A contention vector CV z contains values of CWI x . A WBAN having the highest CWI x is selected for transmission at every timeslot. The highest priority interfered node is scheduled from a selected WBAN according to the values of WI xy and the WBAN interfering with this highest priority node remains silent. The neighbors (not interfering with the previous transmission) of the silent WBAN also select their interfered sensors for transmission. This enables parallel transmissions and stops unnecessary blocking of the interfering WBANs. This scheduling is depicted in Figure 7 . It is important to note that for the illustration of this example the same packet size is considered for all nodes. It is clear from Figure 7 that in the first and second timeslots, WBAN 2 remains silent as it interferes with both the WBAN 1 and WBAN 3 . In the first timeslot, WBAN 3 selects the highest priority interfered sensor node SN 36 while WBAN 1 also selects the interfered sensor SN 16 , hence stopping multiple blocking of silent WBAN 2 (two interfered sensors scheduled in a single timeslot). Similarly, in the third timeslot, WBAN 1 is silent, whereas WBAN 2 selects the highest priority interfered sensor SN 25 and WBAN 3 selects the non-interfered sensor SN 33 . In the fourth timeslot WBAN 3 is silent and WBAN 1 selects the non-interfered sensor node SN 14 whereas WBAN 2 selects the highest priority interfered sensor SN 24 . From timeslots 5 to 7, all the nodes transmit in parallel. In a sequential/completely orthogonal transmission scenario, 17 timeslots are needed to schedule every sensor node, whereas, IPC uses TDMA to multiplex WBAN transmissions to achieve higher spatial reuse factor and system throughput per timeslot. In the scenario depicted above, 17 nodes require only 7 timslots, therefore, the spatial reuse factor of IPC is 2.428 nodes per timeslot.
It is evident from the example above that configuring a WBAN as silent is pivotal for scheduling transmissions and subsequently network performance. The configuration is dependent upon the level of interference and node priorities. This solution improves the reuse factor to enhance system throughput and minimize the delay.
C. SCHEDULING ALGORITHM
The scheduling phase is different for AIM, ITLS, and IPC. AIM uses the simplest and straight forward solution to schedule nodes under coexistence. AIM allows parallel transmission for non-interfering nodes while orthogonal transmissions for interfered nodes. By keeping interfering WBAN silent, ITLS provides an improved solution by intelligently selecting the highest priority interfered node from a WBAN and non-interfered nodes from all other neighboring WBANs. IPC further enhance performance by selecting interfered nodes from the neighbors of silent WBAN/WBANs and noninterfered nodes from all other coexisting WBANs.
The generalized IPC algorithm is given as Algorithm 2. At line 02, Nodeindex indicates a counter which counts the total number of sensor nodes scheduled in a superframe. Nodeindex should be less than or equal to the product XY as shown in Equation 8 , where X is the total number of WBANs Lastly in line 23, next timeslot is selected for scheduling and this continues till the end of the superframe.
D. PERFORMANCE METRICS
To measure the network performance under different schemes, the following performance metrics are defined, namely, packet delivery rate, reuse factor, system throughput, average packet delay, energy consumption, and energy efficiency.
The packet delivery rate P D is defined as the ratio of the average number of packets successfully transmitted N T and the average number of generated packets N G
The spatial reuse factor F R is defined as the average number of transmitting nodes per timeslot. Given Z timeslots in a total time of T , the spatial reuse factor can be represented as
The total system throughput (kbps) is
To determine average packet delay D A and total delay D T , the delay per packet D P and the average number of transmitted packets per node P N are required, which are given by
The total delay D T and the average packet delay D A is thus defined as
Assuming a constant transmit power of all the nodes ζ T , the total energy consumption E T in the network can be calculated as
Lastly, the energy efficiency E E is defined as the total energy consumed and the total bits transmitted per second (Joules/bit/sec) and it can be written as
V. SIMULATION RESULTS
In this section, simulation results are discussed for the proposed IPC algorithm, AIM and ITLS. A 10x10 m 2 area is considered in which WBANs are randomly deployed. Each WBAN consist of one coordinator node, and six bio-medical sensors are deployed randomly around the coordinator within a 2 m radius. The sensors are assigned random priorities between 1 and 7. To simulate realistic scenarios, WBANs are static for 30 sec and mobile for 5 sec. During mobility, WBANs move with random speed varying from 0 m/s to 2 m/s. In this way, connectivity between WBANs, interference scenarios and network structure, are changed dynamically. The transmission range for each WBAN is set to 2 m. The packet size of each sensor depends on its priority and it increases linearly from 50 bytes to 350 bytes for priority 1 to 7. The packet generation rate is also varied from 1, 2, 3, 4, 8, and 16 packets/s. Moreover, transmit power of −20 dBm, receiver sensitivity of −90 dBm and transmission rate of 240 kbps as per IEEE 802.15.6 standard is used. An example topology for 12 WBANs is shown in Figure 8 .
The results of the IPC algorithm are compared with those of the AIM and the ITLS algorithms [22] , [21] . For more details, reading the AIM and the ITLS is recommended. These two algorithms are chosen for comparison because both consider: i) SINR at sensor node to detect the interference, ii) traffic priority of each sensor while allocating timeslots and iii) distance between WBANs to detect interfering WBANs. Simulation parameters are listed in Table 4 . This work uses two simulation scenarios, 1) High Interference scenario and 2) Moderate Interference scenario.
A. SCENARIO 1: HIGH INTERFERENCE
In a high interference scenario, the interference power is received from all neighboring WBANs (either coordinators or sensors). The one generating the highest interference is taken into consideration for determining the SINR. Figure 9 shows the reuse factor for a varying number of WBANs and different packet rates. The IPC curves show significant improvement over other algorithms when the number of WBANs is greater than 6. This is because with an increasing number of WBANS, the interference in the network increases. In the IPC approach, keeping a WBAN silent provides the opportunity to schedule the maximum number of interfering sensors of neighboring WBANs. Therefore, the IPC approach attains higher spatial reuse. The results show that when the number of WBANs is 12 and packet rate is 16 packets/s, IPC provides 50% improvement in spatial reuse when compared to ITLS and gain approaches to 140% when compared with AIM. Figure 10 shows packet delivery rate for 4 and 12 WBANs versus the packet generation rate. The packet delivery rate decreases with an increase in the number of WBANs. This is expected as the interference and number of packets in the network increases. The packet delivery rate also decreases with an increase in the packet generation rate. A higher packet rate increases the number of packets in the network creating congestion and subsequently lower delivery rate. The analysis of IPC for 12 WBANs and 16 packets/s shows an improvement of 61.6% for ITLS and 92.5% over AIM. Figure 11 shows that the IPC algorithm achieves lower average packet delay as compared to the other algorithms because of higher reuse factor and less blocking of nodes. When neighbors of a silent WBAN select interfered node for scheduling, idle wastage of resources is controlled. Hence, IPC achieves a higher throughput at lower delay because other nodes are less prone to silent instances (delay). Moreover, for AIM and ITLS, the delay increases for the higher number of WBANs, while for IPC, the delay is decreased for the higher number of nodes which shows that IPC performs well under interference. When the number of WBANs is 12 and the packet rate is 16 packets/s, the curves indicate a 364% improvement in delay compared to AIM and around 141% compared to ITLS. Figure 12 plots the average packet delay against the node priorities. The IPC has the lowest delay for all the priorities. Figure 13 shows the system throughput versus packet outgoing rate. Because of the higher reuse factor and packet delivery rate, the IPC algorithm provides a 46.5% improvement over ITLS and a 100% improvement when compared to AIM. The system throughput concerning sensor priorities is presented in Figure 14 at 12 WBANs and 16 packets/s. Figure 15 and Figure 16 show energy consumption and energy efficiency curves. The higher energy consumption is because in IPC higher number of transmissions are carried out by the sensors in the total time. It can be inferred that if the amount of data for each node is restricted to a certain value, the energy consumption of IPC will be lower compared to both the AIM and ITLS. This is because the sensor nodes consume most of the energy in the active timeslots and the IPC algorithm reduces the active time of sensors to conserve energy. The number of WBANs is varied to calculate the results of energy consumption and energy efficiency. The results are generated at both 1 packet/s and 16 packets/s. The curves at 12 WBANs and 16 packets/s show that the average energy consumption of IPC is about 46.5% higher as compared to ITLS and 100% higher compared to AIM. Energy efficiency curves in Figure 16 at 1 packets/s initially shows improvement over AIM and ITLS. However, as shown in the energy consumption curves in Figure 15 , energy consumption increases if the number of WBAN increases. The energy efficiency at 16 packets/s follows a similar trend as ITLS and AIM.
B. SCENARIO 2: MODERATE INTERFERENCE
In moderate interference, the SINR calculations are carried out with only the interference received from the neighboring coordinator. This approach is similar to the one used in ITLS. Figure 17 shows that at 12 WBANs and 16 packets/s, IPC achieves 13.3% improvement over ITLS and 102.4% for AIM.
In Figure 18 , IPC shows 13.2% improvement in packet delivery rate over ITLS and 111.4% improvement as compared to AIM at 12 WBANs and 16 packets/s. Figure 19 shows that IPC achieves 28.1% improvement in delay concerning ITLS and 330.1% improvement as compared to AIM at 12 WBANs and 16 packets/s. Analysis of delay against priority is also presented in Figure 20 at 12 WBANs and 16 packets/s. Figure 21 shows that IPC achieves 13.2% improvement in system throughput over ITLS and 97.2% improvement as compared to AIM at 12 WBANs and 16 packets/s. Throughput versus priority is also shown in Figure 22 at 12 WBANs and 16 packets/s. Figure 23 shows that energy consumption of IPC is 13.2% higher as compared to ITLS and 97.2% higher then AIM at 12 WBANs and 16 packets/s. Results are calculated by varying numbers of WBANs and results are generated at both 1 packet/s and 16 packets/s. Figure 24 shows that IPC algorithm schedule more node in a single timeslot and achieve higher reuse factor and more bits per timeslot, hence consuming less energy per bit. Analysis of this technique at 12 WBANs and 1 packet/s shows 6.75% improvement for ITLS and 8.1% improvement in energy per bit per second over AIM. The main aim of this work was to schedule maximum possible sensor nodes in a superframe (improve reuse) while keeping interference at its minimum. Under high interference, this work achieved a 50% improvement in reuse over ITLS and 140% as compared to AIM. Similarly, this work noticed above 13% improvement in reuse over ITLS and slightly above 100% versus AIM under moderate interference.
VI. CONCLUSION
In this work, a link scheduling algorithm, IPC, to mitigate interference between coexisting WBANs is presented, which considers traffic priorities, packet lengths and SINR based interference graph formation for scheduling. The IPC enables concurrent transmissions of the coexisting WBAN nodes by reducing the number of instances where an interfering WBAN is made silent. Besides, IPC transmits the highest priority data maintaining QoS and the highest number of interfered sensors are selected to minimize idle wastage of resources at every timeslot. Two interference scenarios that cater to both the high and moderate interference scenarios are considered for simulations. Furthermore, the results are compared with the well known AIM and ITLS techniques. The simulation results show a higher reuse factor, system throughput, packet delivery rate by providing a minimum delay per packet over existing schemes. Generally, the performance gain of IPC is high compared to AIM and ITLS for both scenarios. However, it shows significant improvement in the case of high interference up to approximately 50% for system throughput. The throughput versus node priorities also exhibits similar gains in the case of high interference scenario.
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