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Abstract— In this paper, we explore the possibility of achiev-
ing a more accurate depth estimation by fusing monocular
images and Radar points using a deep neural network. We
give a comprehensive study of the fusion between RGB images
and Radar measurements from different aspects and proposed
a working solution based on the observations. We find that
the noise existing in Radar measurements is one of the main
key reasons that prevents one from applying the existing
fusion methods developed for LiDAR data and images to the
new fusion problem between Radar data and images. The
experiments are conducted on the nuScenes dataset, which
is one of the first datasets which features Camera, Radar,
and LiDAR recordings in diverse scenes and weather con-
ditions. Extensive experiments demonstrate that our method
outperforms existing fusion methods. We also provide detailed
ablation studies to show the effectiveness of each component in
our method. Our code will be released in the following link:
https://github.com/brade31919/radar_depth.
I. INTRODUCTION
Dense and robust depth estimation is an important com-
ponent in self-driving system and unmanned aerial vehicles.
While existing structure-light-based depth sensor or stereo
camera can provide dense depth in indoor environments [1],
the reliability of these sensors degrade a lot in outdoor appli-
cations. As a result, lots of research works focus on obtaining
dense depth from monocular RGB images only. Recently,
convolutional neural network (CNN) based methods have
demonstrated impressive improvements on monocular depth
estimation for both indoor and outdoor scenarios [2], [3],
[4], [5]. However, there is still a gap between the accuracy
and reliability of these methods and what the real-world
applications need.
Apart from estimating depth from monocular camera, to
improve the robustness of the system, some methods also
take other sensor modalities into consideration. Within these
sensors, LiDAR is the most commonly used one. Many
works have been conducted on dense depth estimation from
RGB images and sparse LiDAR scans [6], [7]. In addition
to depth estimation and completion tasks, different RGB +
LiDAR fusion techniques are also extensively used in tasks
such as 3D object detection [8], [9]. Although LiDAR pro-
vides more accurate depth measurements in outdoor scenario,
high-end LiDAR sensors are still far from affordable for
many applications.
Compared with LiDAR, Radar is an automotive-grade
sensor that has been used for decades on vehicles, but
has not attracted lots of attention in self-driving research
based on deep learning. One reason might be that Radar
measurements are not included in most of the dominant self-
driving datasets [10]. Compared with LiDAR, Radar sensors
offer longer sensing range (200m ∼ 300m), more attributes
including velocities, dynamic states, and measurement un-
certainties. Most importantly, the costs of these sensors are
much lower than LiDAR. However, Radar measurements are
typically sparser, noisier, and have a more limited vertical
field of view.
This work is to study the challenges of using Radar data
for dense depth estimation and to propose a novel method
for that aim. Given recently released nuScenes dataset [11]
consisting of RGB, LiDAR, and Radar measurements, we are
able to conduct experiments on cross-modality sensor fusion
between RGB camera and Radar. Through our experiments,
we demonstrated that: 1) Existing RGB + LiDAR fusion
methods can not be applied directly to RGB + Radar fusion
task; and 2) with proper fusion strategies and a novel
denoising operation, our proposed network is able to improve
the performance of depth estimation by a good margin by
using Radar measurements. According to our survey, our
work is the first one that brings Radar sensors into dense
depth estimation tasks.
The contributions of this work include: 1) a detailed
study on the challenges of using Radar data for dense depth
estimation; and 2) a novel and carefully motivated network
architecture for depth estimation with monocular images and
sparse Radar data.
II. RELATED WORKS
RGB-based Depth Estimation. Depth estimation from
monocular or stereo camera is a popular research topic
in both computer vision and robotics. Early works used
either geometry-based algorithms on stereo images [12],
[13] or handcrafted features on single images [14], [15],
[16]. Recent years, convolutional neural networks (CNN)
have demonstrated their ability in image understanding [17],
[18], dense predictions [19], [20], etc. given large scale
datasets [10], [21], [22]. Therefore, lots of research works of
monocular depth estimation [23], [3], [24], [4], [2] are con-
ducted. In general, most of them used the encoder-decoder
architectures [4], [2]. Xie et al. [25] further introduced skip-
connection strategy which is a frequently used technique to
multi-level features in dense prediction tasks. On the other
hand, Huang et al. [2] achieved state-of-the-art performance
by introducing space increasing discretization (SID) and
ordinal regression. In some semi- / self-supervised formu-
lations, photometric reconstruction error instead of L1/L2
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Fig. 1: The full pipeline of our method. Each CNN stage is a full late fusion model described in Section III-B.
loss is used [26], [27], and smoothness constraint is further
imposed [26], [28], [29], [30] to enhance local consistency.
Patil et al. [5] proposed a recurrent network architecture
to exploit the long-range spatiotemporal structures across
video frames to yield more accurate depth maps. While
good performance has been obtained with only RGB images,
the methods still have difficulty in generalizing to new
scenarios and challenging weather and lighting conditions.
This motivates the existing line of work that fuses camera
data with LiDAR data and our work that fuses camera data
with Radar data which is cheaper to obtain.
Depth Estimation with Camera and LiDAR Data.
While monocular depth estimation task attracts lots of at-
tention, achieving more reliable and accurate predictions
using multi-modality information is also a popular topic.
Existing works either take the whole set of LiDAR points [6],
[31] (known as depth completion), or the downsampled
set as model inputs [7], [32] (known as depth predic-
tion/estimation). Ma et al. [7] first projected LiDAR points to
2D sparse depth map and then perform so called early fusion
by direct concatenation with RGB images along channel,
or concatenating feature maps after one shallow convolution
block [32]. Jaritz et al. [31] used a late fusion method to
combine features from different modalities and improved
the overall performance through multitask learning. Qiu et
al. [6] proposed to predict dense depth map by combining
predictions from RGB and surface normal pathways, where
surface normal is treated as an intermediate representation.
Moreover, confidence maps are predicted to down-weight
mixed measurements from LiDAR caused by the displace-
ment between camera and LiDAR. In this work, our main
focus is sensor fusion. Thus, We use the widely adopted
encoder-decoder architecture and focus on the necessary
extensions in order to effectively use Radar data instead.
Post-processing and Refinement Methods. Apart from
treating sparse point clouds as inputs to the model, some
methods also tried to directly refine the dense predictions
of the trained models. Wang et al. [33] proposed a simple
add-on module that can improve the prediction of depth
estimation model using similar methods used by white box
adversarial attack [34]. Since the refinement is done using
iterative re-inference, no re-training is required. This method
can be integrated into most deep learning based methods.
Cheng et al. [35] learned an affinity matrix from data to refine
the outputs of their CNN model. The recurrent refinement
operation can also be extended to depth completion tasks.
Fusion of Images and Radar Data. There are already
works that fuse RGB images and Radar, given the fact
that they are very much complementary. This line of work
mainly focus on object detection and tracking. For instance,
Chadwick et al. [36] fused Radar data and images to detect
small objects at a large distance. In [37] and [38], the
authors enhance current 2D object detection networks by
fusing camera data and projected sparse radar data in the
network layers, while [38] also performs free space semantic
segmentation jointly. Both methods learn at which level the
fusion of the sensor data is more beneficial for the task. In
addition to the nuScenes dataset [11], there are also other
datasets proposed for object detection with Radar data such
as [39]. Exemplary works on semantic segmentation with
Radar point cloud have been conducted as well. For instance,
in [40] the authors have studied how the challenging task can
be performed and provide results on a dataset with manually
labeled radar reflections. Similar to these works for object
detection and semantic segmentation, our work aims to study
how the challenging task of dense depth estimation with
Radar data can be addressed with the popular deep neural
network architectures.
In the line of increasing the robustness of depth estimation,
Vasudevan et al. [41] have proposed a novel method to
estimate depth maps based on binaural sounds.
III. METHOD
Our whole method are divided into multiple main compo-
nents. In the following subsections, we will go through each
component in details.
A. Radar data background
Different from well established depth completion [6], [31]
or depth estimation tasks [2], [7], there’s no prior research
works on RGB + Radar depth estimation task. Therefore, we
provide a brief introduction to the task formulation and some
key differences between Radar and LiDAR measurements,
which will help readers to understand the motivations behind
the components of our method.
Data format. Similar to LiDAR data, Radar measurements
are recorded as sparse point clouds. The main difference is
Fig. 2: Limitations of Radar measurements. (Left) Noisy
measurements and (Right) Limited vertical field of view.
that, in addition to x, y, z, and reflectance, Radar data
consist of additional measurements including the velocity
along x and y direction, the standard deviation of location
and velocity measurements, and information such as the
dynamic states of the measured object (encoded as discrete
numbers)1.
Limitations. While it seems that the Radar data provide
more information, it also introduces the following limitations
compared with LiDAR data:
• Sparseness: In nuScenes dataset [11], there are more
than 3000 LiDAR points after projection to the camera.
However, there are less than 100 Radar points after the
projection (Section IV-A).
• Limited vertical field of view: Because of the limitation
of the sensor, Radar measurements mainly concentrate
in the central horizontal bin (similar heights) as shown
in Fig. 2 (right).
• Noisy measurements: Due to multiple reflections (Radar
multipath problem) or other reasons, we have many
noisy measurements as shown in Fig. 2 (left).
• Inconsistency with LiDAR data: Apart from noisy mea-
surements, which are considered as outliers, the 3D
points of Radar and LiDAR representing the same ob-
ject can also be different. Since we typically use LiDAR
measurements as ground truth [10], even noise-free
Radar measurements are not perfect on the evaluation
metrics.
As we will show in Section IV, using Radar depth maps
directly as the inputs of off-the-shelf RGB + LiDAR depth
completion / prediction models resulted in marginal improve-
ments.
Problem formulation. In our RGB + Radar formulation,
each data sample from the dataset contains (1) an RGB image
xRGB , (2) a set of Radar measurements R = {rn}Nn=1 from
3 nearest timestamps, and (3) a set of LiDAR measurements
L = {lm}Mm=1. Radar measurements R can be further
projected to a single-channel 2D depth map xRadar using the
perspective projection. Similarly, LiDAR measurements can
be projected to 2D map y, which is treated as ground truth
depth map in our experiments (Section IV). Our model takes
both xRGB and xRadar as inputs and predicts dense 2D depth
map y˜ which minimizes the metric errors. Same as all the
depth estimation / completion tasks, loss and metric error are
computed over the pixels with ground truth measurements.
1For more details, please visit https://github.com/nutonomy/nuscenes-
devkit/blob/master/python-sdk/nuscenes/utils/data_classes.py#L313
Fig. 3: Fusion methods for encoder: (a) Early fusion, (b) Mid
fusion, (c) Late fusion, and (d) Multi-layer fusion. Due to
space limit, we didn’t show details layer-wise.
B. CNN architecture
Backbone. Since our goal is to perform a comprehensive
study on different fusion methods, we need to choose an
efficient and widely-used backbone. Thus, we fixed our
backbone to Resnet18 [18], and explored different fusion
methods based on it as a pilot experiment. As illustrated
in Fig. 3, we apply different encoder fusion methods to
the simple encoder-decoder architecture proposed by Ma et
al. [7] and compare their performance. According to the
experiment (Section IV-C), late fusion and multi-layer fusion
model have comparable performance. Therefore, we adopt
late fusion as our main encoder backbone design in the
following experiments for simplicity.
Two-Stage architecture. As shown by the pilot experi-
ments (Section IV-C), a simple encoder-decoder architecture
can have some improvements on RGB + Radar depth predic-
tion task if we can remove most of the noisy measurements.
However, we don’t have the LiDAR ground truth to help
us performing the filtering in real applications, and it’s hard
to perform outlier rejections without information on the 3D
structure or objects of the scene. Therefore, we come up with
a 2-stage design to address the noisy measurement issue.
As shown in Fig. 1, our whole method contains two stages.
The stage1 model fstage1 takes both the RGB image xRGB
and the Radar depth map xRadar as inputs and predicts
a coarse depth map y˜stage1, which gives us a dense 3D
structure of the scene:
y˜stage1 = fstage1(xRGB , xRadar) (1)
Then, we compare the Radar depth map with the coarse
prediction y˜stage1 to reject some outliers (more details in
next subsection Section III-C) and obtain the filtered Radar
depth map x˜Radar. The assumption here is that although
the predictions from stage1 is not perfect, they are smooth
and locally consistent. Therefore, they are suitable to reject
outlier noises produced by Radar multipath, which typically
have certain margins with the correct depth values.
The stage2 model fstage2 takes xRGB , x˜Radar, and the
prediction from stage1 y˜stage1 to predict the final result y˜:
y˜ = fstage2(xRGB , x˜Radar, y˜stage1). (2)
C. Noise filtering module
Since Radar measurements are not exactly consistent with
the LiDAR measurements as we mentioned in Section III-
A, we need to have some tolerances in the filtering process.
Otherwise, we will end up discarding all the measurements
in the set R.
Instead of setting a fixed distance tolerance threshold τ , we
empirically found that an adaptive threshold gives us better
results. We design the threshold to be a function of depth
value τ(d): We have larger tolerance for large depth values,
which is similar to the space-increasing disrectization (SID)
from Huan et al. [2]:
τ(d) = exp (
d ∗ log(βα )
K
+ log(α)), (3)
here we heuristically set α = 5 and β = 18.
Let P denote the set pixel coordinates (u, v) of the
Radar measurements projected by the perspective projection
function proj(.): P = {pn}Nn=1 = {proj(rn)}Nn=1. The
noise filtering module will keep the point pn if it satisfies
the follow constraint:
|xRadar(pn)− y˜stage1(pn)| ≤ τ(pn), for pn ∈ P (4)
D. Loss Functions
Loss functions. By design, each component of our model
is differentiable. Thus, our whole model is end-to-end train-
able. Following the setting from [7], we apply L1 loss to
both the predictions of stage1 (y˜stage1) and stage2 (y˜). Con-
sidering that the main purpose of y˜stage1 is to filter outlier
noises in xRadar, we further add edge-aware smoothness
constraint [29], [30] to it. To effectively balance multiple
loss terms, we follow the method proposed by Kendall et
al. [42]:
Ltotal =e−w1 ∗ (L1(y˜stage1, y) + 10−3 ∗ Lsmooth)+ (5)
e−w2 ∗ L1(y˜, y) +
∑
i
wi, (6)
where w1 and w2 are optimized variables, and Lsmooth is
defined as:
Lsmooth =|∇u(y˜stage1)|e−|∇u(xRGB)|+ (7)
|∇v(y˜stage1)|e−|∇v(xRGB)| (8)
∇u and ∇v denote the gradient along 2D height and width
directions separately.
E. Implementation details
Unless stated otherwise, all the models are trained using
a batch size of 16 and the SGD optimizer with a learning
rate of 0.001 and a momentum of 0.9 for 20 epochs. The
learning rate is multiplied by 0.1 after every 5 epochs. All
the models we used in experiment section are implemented
in PyTorch [43]. The experiments are conducted on desktop
computers / clusters with Nvidia GTX1080Ti and TeslaV100
GPUs.
All of our encoder network architectures (Section III-
B) are modified from the standard Resnet18 [18]. For
early fusion, we simply modified the input channels to
4 and randomly initialized the weights (weights of other
layers were initialized from pre-trained models on Imagenet
dataset [44]). For mid, late, and multi-layer fusion, the depth
branch has a similar architecture as the RGB branch. The
only difference is that we change the number of channels to
1/4 of the original one. Fusion operations happened only on
feature maps with same spatial resolution (width and height).
Regarding the decoder part, we kept the setting from [7],
[32], [4] by using the UpProj module as our upsampling
operation.
IV. EXPERIMENT
A. Dataset
Since we conducted all our experiments on the newly
released nuScenes dataset [11]. There’s no previous works to
reference for details such as train/val splits, point cloud pro-
jection, preprocessing steps, etc. Therefore, we will provide
some background information of the dataset itself, how we
setup the evaluation process, and also some visualizations.
The nuScenes dataset [11] is the first dataset providing
full autonomous vehicle sensor suite including 6 cameras,
5 Radars and 1 LiDAR. All types of sensor have roughly
covered 360 degree field of view. Extrinsics relative to car
ego frame are provided to project point clouds to different
sensor coordinates. More details of the sensor setup, calibra-
tion, and synchronization can be found from the official site:
https://www.nuscenes.org/data-collection.
The dataset is organized by scenes. Each scene is a
20s long driving sequence, and roughly 40 samples are
selected from single sequence to have synchronized sensor
recordings. The whole dataset contains 1000 scenes, but only
the annotations of trainval split are publicly available (850
scenes). Therefore, we used the available 850 scenes and
split them into 765 scenes for training and 85 scenes for
evaluation. As a result, we have 30750 samples in the training
set and 3399 samples in the evaluation set.
In each sample, we have 6 images and 5 Radar sweeps
with different orientations. 1 LiDAR sweep with omnidirec-
tional view. For the depth estimation task, we didn’t use
all orientations2. In our experiment setting, we only used
the "front" and "back" views of each sample for simplicity.
Therefore, we have totally 30750× 2 = 61500 training data,
and 3399× 2 = 6798 evaluation data, which is comparable
to the scale of existing outdoor depth estimation/completion
dataset [10]. Each datum contains:
• RGB image xRGB with 450× 800 resolution which is
downscaled from original 900×1600 resolution. Check
Fig. 4 for some examples in the dataset.
• LiDAR depth map y with 450×800 resolution (Around
3000-5000 points / image).
• Radar depth map xRadar with 450× 800 by projecting
all the point clouds from Radar sensors having over-
lapping field of view with the target camera. In our
experiment setting, we will accumulate Radar points
from 3 nearest timestamps to increase the point counts.
(Around 40-100 points / image)
Fig. 5 shows the rendered point clouds on images.
2Note that the original nuscenes dataset only offered detection and
tracking benchmark. The depth estimation dataset is our own re-organization
Fig. 4: Sample views. Top row are front views and bottom
row are back views. The last column are the night views.
Fig. 5: nuScenes[11] sensor data visualization. The left
column contains LiDAR results and right column contains
Radar results. We use point size larger than 1 pixel for better
visualization.
B. Evaluation metrics
Since the predictions are dense depth maps, we use the
mostly adopted metrics from depth estimation / completion
tasks [23], [7]. Here we used T to denotes the set of 2D
pixels with ground truth LiDAR depth values, y and y˜ denote
the ground truth and predicted depth maps separately. y(pi)
denotes the depth value corresponds to pixel pi where pi ∈
T :
• Root Mean Square Error (RMSE):√
1
|T |
∑
pi∈T ‖y(pi)− y˜(pi)‖
2
2
• Mean Absolute Error (MAE):
1
|T |
∑
pi∈T |y(pi)− y˜(pi)|
• Mean Absolute Error logscale (MAElog):
1
|T |
∑
pi∈T |log y(pi)− log y˜(pi)|
• Mean Absolute Relative Error (REL):
1
|T |
∑
pi∈T |y(pi)− y˜(pi)| / y(pi)
• δn threshold:
δn = |{y˜(pi) : max( y˜(pi)y(pi) ,
y(pi)
y˜(pi)
) < 1.25n}| / |T |.
C. Pilot experiments
Encoder architecture. We replace the Resnet18 [18] en-
coder in Sparse-to-dense [7] by the encoders using different
fusion techniques mentioned in Section III-B (implementa-
tion details in Section III-E). According to Table I, we can
see that late fusion gives us the best performance over other
fusion techniques.
Fusion
method
Depth
inputs δ1 ↑ RMSE ↓ MAE ↓ REL ↓
RGB only None 0.862 5.613 2.504 0.126
Early fusion
Radar
0.876 5.628 2.374 0.115
Mid fusion 0.875 5.243 2.293 0.121
Late fusion 0.884 5.409 2.27 0.112
Multi-layer fusion 0.876 5.623 2.371 0.116
TABLE I: Comparison between different fusion methods.
Methods Depth inputpattern δ1↑ RMSE↓ MAE↓ REL↓
RGB only None 0.862 5.613 2.504 0.126
Radar Radar 0.876 5.628 2.374 0.115
Radar
(filtered)
Radar-gt-
filtered 0.877 5.630 2.367 0.115
LiDAR
(Radar pattern) lidar-sampled 0.887 5.364 2.212 0.109
LiDAR
(uniform) lidar-uniform 0.898 5.447 2.084 0.097
TABLE II: Comparison between different depth input pat-
terns.
Therefore, we choose late fusion encoder design as the
main backbone component of our CNN model in the follow-
ing experiments. To show the improvements over monocular
depth prediction, we also include RGB only model (first
row) into comparison. We can find that we can only achieve
marginal improvements if we use the raw Radar depth
maps xRGB directly as the inputs to the standard encoder-
decoder architecture (early fusion), which implies that further
processing steps on noisy Radar measurements are non-
trivial for better performance.
Input pattern experiments. As a proof of concept, we
perform experiments on a fixed model with different sparse
input patterns including:
• Radar depth map (Radar): The xRadar created by pro-
jecting Radar point set R to 2D image using perspective
projection.
• Radar depth map filtered by LiDAR ground truth
(Radar-gt-filtered): Created by filtering outlier noises
in Radar point set R by comparing the depth value of
the target point with its spatial neighbors in the ground
truth LiDAR point set L. The resulting depth map is
not entirely noise-free, but most of the obvious noisy
measurements are removed 3.
• LiDAR map with Radar pattern (lidar-sampled): The
sparse depth map are created by sampling k-nearest
neighbor points from LiDAR points set L using Radar
point locations. That means the sparse depth maps will
also have limited vertical field of view, but are totally
noise-free because we treated LiDAR points as ground
truths (k is set to 2 to keep similar point counts to the
Radar depth map xRadar).
• Uniformly sampled LiDAR depth map (lidar-uniform):
Created by uniformly sampling the ground truth LiDAR
Methods Depth input pattern δ1 ↑ δ2 ↑ δ3 ↑ RMSE ↓ MAE ↓ REL ↓ MAElog ↓
RGB only None 0.862 0.948 0.976 5.613 2.504 0.126 0.050
Sparse-to-dense [7]
Radar
0.876 0.949 0.974 5.628 2.374 0.115 0.047
PnP [33] 0.863 0.948 0.976 5.578 2.496 0.128 0.050
PnP + Late fusion 0.882 0.952 0.976 5.404 2.289 0.115 0.045
PnP + Late fusion + Robust loss 0.882 0.952 0.976 5.406 2.29 0.115 0.045
CSPN-RGB [35] None 0.864 0.949 0.976 5.585 2.478 0.123 0.049
CSPN-SD [35] Radar 0.867 0.949 0.976 5.566 2.457 0.121 0.048
Ours single-stage
Radar
0.884 0.953 0.977 5.409 2.27 0.112 0.045
Ours two-stage w/o smoothness 0.899 0.958 0.978 5.189 2.086 0.102 0.041
Ours two-stage w/ smoothness 0.901 0.958 0.978 5.18 2.061 0.1 0.04
TABLE III: Comparison to the competing methods.
point set L [7], [32]. These sparse depth map have (1)
no limited vertical field of view and are (2) noise-free,
which are most ideal compared with raw Radar depth
map and LiDAR map with Radar pattern.
In Table II, we list the performance using different depth
input patterns. Note that here we fix the model to the standard
encoder-decoder with early fusion. Apparently, the last row
(LiDAR uniform) is the best because there are no noisy mea-
surements and limited vertical field of view issue. However,
by comparing LiDAR with Radar pattern (4th row) and Radar
filtered by LiDAR ground truth (3rd-row) to the Radar (2nd
row), we can see that certain amount of improvements can
still be made in spite of the limited vertical field of view
(lidar-sampled) and inconsistent measurements (Radar-gt-
filtered) using the simple early fusion model, which means
that removing noisy measurements is indispensable in order
to have improvements under the field of view and sparseness
limitations. This is the main motivation behind our two-stage
design (Section III-B) and noise filtering module (Section III-
C).
D. Comparison to competing methods
To demonstrate the effectiveness of our method, we com-
pare the performance of our model with existing RGB
+ LiDAR fusion methods [7], [35], [33] on our RGB +
Radar fusion task. Below we provide the details about the
completing methods used in the comparison:
Sparse-to-dense [7].4We use the same encoder and de-
coder design as the backbone of our model.
PnP [33].5Following the suggestion from the author, we
use α = 0.01 and perform 5 refinement iterations. Since the
method takes the given sparse depth maps xRadar directly
as ground truths and perform the refinement, the refinement
results on the points with inconsistent or noisy measurements
will actually damage the output predictions instead. Apart
from combining PnP with the RGB only model (the version
mentioned in their paper), we further try to combine it with
our late fusion model (PnP + Late fusion) and use different
3Due to space limit, we didn’t include the details of the filtering method.
4Official implementation: https://github.com/fangchangma/sparse-to-
dense
loss function that is robust to outliers [45] (PnP + Late fusion
+ Robust loss). However, their results are similar to the late
fusion model (Ours single-stage).
CSPN [35].6To have a fair comparison, we adapted the im-
plementation from the author to use the same Resnet18 [18]
backbone as our methods and Sparse-to-dense [7]. Following
the official implementation, we set the number of refinement
iterations to 20. In Table III, CSPN-RGB stands for the RGB
only version of CSPN [35], and CSPN-SD stands for the
CSPN [35] model taking sparse Radar depth maps xRadar
into account in the refinement stage (in the original work,
the refinement stage takes ground truth LiDAR depth maps
as inputs).
The results are presented in Table III. From the table,
we can see that if taking raw Radar depth maps as inputs,
most of the method cannot yield improvements over the
RGB-only baseline. On the contrary, our two-stage model
can effectively extract useful information from the noisy
measurements and improve the final depth predictions. This
clearly show that the denoising stage is crucial for effectively
using the noisy Radar data.
In addition to the quantitative results, we also provide
some qualitative results in Fig. 6. We can see that the predic-
tions from our method retain more details than CSPN [35]
and Sparse-to-dense [7] both in daytime and nighttime sce-
narios.
E. Ablation study
To verify the effectiveness of each component of our full
model, we also include the ablation study in the bottom part
of Table III. Here are the details of our model’s variants used
in ablation study:
• Ours single-stage: The late fusion model introduced
in Section III-B. No filtering operation is performed to
remove noisy measurements.
• Ours two-stage w/o smoothness: The whole two stage
model with noise filtering module (Section III-C), but
without smoothness loss in stage1, and w1 and w2 in
Eq. (5) are set to 0 (1:1 on losses of stage1 and stage2).
5Official implementation: https://github.com/zswang666/PnP-Depth
6Official implementation: https://github.com/XinJCheng/CSPN
Methods Depth inputpattern δ1 ↑ δ2 ↑ RMSE ↓ MAE ↓ REL ↓ MAElog ↓
RGB only None 0.874 0.954 5.44 2.37 0.12 0.047
Daytime Experiments
Early fusion
Radar
0.874 (+0%) 0.951 (-0.31%) 5.574 (+2.46%) 2.355 (-0.63%) 0.12 (+0%) 0.047 (+0.42%)
Ours single-stage 0.894 (+2.24%) 0.957 (+0.28%) 5.271 (-3.1%) 2.157 (-8.99%) 0.107 (-10.92%) 0.043 (-9.19%)
Ours two-stage
w/ smoothness 0.910 (+4.16%) 0.962 (+0.84%) 5.030 (-7.54%) 1.941 (-18.14%) 0.095 (-20.83%) 0.038 (-19.79%)
Nighttime Experiments
Early fusion
Radar
0.795 (+3.04%) 0.917 (+0.88%) 6.723 (-2.03%) 3.295 (-6.45%) 0.159 (-5.36%) 0.065 (-6.67%)
Ours single-stage 0.814 (+5.43%) 0.925 (+1.72%) 6.402 (-6.7%) 3.096 (-12.1%) 0.147 (-12.5%) 0.060 (-13.14%)
Ours two-stage
w/ smoothness 0.832 (+7.79%) 0.932 (+2.49%) 6.29 (-8.34%) 2.933 (-16.72%) 0.135 (-19.64%) 0.056 (-19.47%)
TABLE IV: Daytime and nighttime: Improvements compared with RGB only model (1st row). (Top part) daytime. (Bottom
part) nighttime. Percentage in the bracket denotes the relative improvements compared with the RGB only model (1st row).
Green stands for improvements and Red stands for degradation.
Fig. 6: Qualitative results. We overlay the radar points on RGB images. From the figure, we can see that the predictions
from our method have better quality in both daytime and nighttime. Here ours stands for our full model (Ours two-stagew/
smoothness)
• Ours two-stage w/ smoothness: The final version
of our model with all the components mentioned in
Section III.
We can see that the performance drops with each component
disabled, and our full model has the best performance.
F. Day-Night experiment
To further demonstrate the benefits from combining Radar
measurements with RGB images, we analyze the improve-
ments on different lighting conditions (daytime and night-
time views). By comparing the relative improvements in
Table IV, we can first find that the performance of all
models in daytime are much better than in nighttime as we
expected. Combining information from Radar measurements,
the relative improvements in nighttime scenario are generally
better than daytime ones. Even the early fusion model has
improvements on all the metrics. This further illustrates the
increased robustness from Radar measurements in nighttime
scenarios where the RGB only model does not perform well.
V. CONCLUSIONS
We have proposed a novel method for dense depth estima-
tion by fusing monocular images and sparse Radar data. We
have shown that why existing methods developed for LiDAR
data do not work for our task and motivated our method
carefully by our experimental observations. Extending the
work to videos constitutes our future work.
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