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Abstract
Compressive sensing (CS) is a data acquisition technique that measures sparse or
compressible signals at a sampling rate lower than their Nyquist rate. Results show
that sparse signals can be reconstructed using greedy algorithms, often requiring prior
knowledge such as the signal sparsity or the noise level. As a substitute to prior knowl-
edge, cross validation (CV), a statistical method that examines whether a model overfits
its data, has been proposed to determine the stopping condition of greedy algorithms.
This paper first analyzes cross validation in a general compressive sensing framework
and developed general cross validation techniques which could be used to understand
CV-based sparse recovery algorithms. Furthermore, we provide theoretical analysis for
OMP-CV, a cross validation modification of orthogonal matching pursuit, which has
very good sparse recovery performance. Finally, numerical experiments are given to
validate our theoretical results and investigate the behaviors of OMP-CV.
Keywords: Compressive sensing, signal reconstruction, cross validation, orthogonal
matching pursuit
1 Introduction
Compressive sensing (CS) is a new data acquisition technique that aims to measure sparse
and compressible signals at sampling rate smaller than the Nyquist rate [1] [2]. Its funda-
mental promise is that some certain classes of signals, such as natural images, have a sparse
representation where most of the coefficients are approximately zero. Generally speaking,
compressive sensing consists of two main building blocks: sampling an N -dimensional k-
sparse signal by computing its M (which is much smaller than N) linear projections and
reconstructing the signal using various recovery methods.
∗This work was partially supported by the National Program on Key Basic Research Project (973 Program
2013CB329201) and the National Natural Science Foundation of China (NSFC 61371137). PTB is exclusively
supported by Mitsubishi Electric Research Laboratories. The corresponding author of this paper is Yuantao
Gu (gyt@tsinghua.edu.cn).
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Although the reconstruction of the original signal x from its M measurements is an
ill-posed problem, it can be achieved by using the prior knowledge that x is sparse, i.e.
k  N . One important result in CS theory is that x can be reconstructed using optimization
strategies aiming to find the sparsest signal matching with the measurements, which can be
viewed as an l0 norm minimization problem [3]. Although the l0 minimization is NP-hard,
it was demonstrated [4] that it is equivalent to an l1 optimization problem as long as the
sensing matrix satisfies the so-called Restricted Isometry Property (RIP) with a constant
parameter. In addition, such l1 optimization problem could be solved efficiently via linear
programming (LP) techniques.
Apart from the LP techniques, a family of iterative greedy algorithms also received
significant attention due to their low computational complexity. They include OMP, ROMP,
StOMP, SP, and CoSaMP [5, 6, 7, 8, 9]. The basic idea behind these algorithms is to find
the support set of the signal iteratively. At each iteration, one or several coordinates of
the vector x are selected into the current support set based on the correlation between the
columns of sensing matrix and the measurement residual. With k iterations needed, the
computational complexity of OMP, for example, is roughly O(kmN) [8].
Most greedy algorithms require prior knowledge such as sparsity or noise level to properly
stop the iteration, which however could not be satisfied in most practical cases. Without
such information the termination of the algorithm may be too early or too late. In the
former case, the signal will not be completely recovered (underfitting), while in the latter
case some portion of the noise will be treated as signal (overfitting). In both cases, therefore,
the reconstruction quality may greatly deteriorate.
As a substitute to prior knowledge, cross validation (CV) was proposed [10] to determine
the stopping condition of greedy algorithms. Cross validation [11, 12, 13, 14, 15] is a
statistical technique that separates a data set into a training (estimation) set and a testing
(cross validation) set. The training set is used to construct the model and the testing set
is used to adjust the model order so that the noise is not overfitted. When CV is utilized
in compressive sensing, the measurement vector is split into a reconstruction measurement
and a cross validation measurement. The former is used to reconstruct the sparse signal
using a greedy algorithm, while the latter is to decide the stopping condition. The basic
idea behind this technique is to sacrifice a small amount of measurements in exchange of
prior knowledge. In a nutshell, this technique makes it possible for greedy algorithms to
reconstruct the signal without prior knowledge like sparsity or noise level.
1.1 Related Works
The idea of applying cross validation in compressive sensing is first proposed by Boufounos,
Duarte, and Baraniuk in [10], where the general framework of CS-CV modification is
founded. In a CS-CV modified algorithm, both the sensing matrix and the measurement
vector are separated into the reconstruction part and the cross validation part. When the
2
former part is utilized iteratively to construct the support set, the latter is adopted to
calculate the CV residual and to determine the stopping condition. As soon as the CV
residual is smaller than a given constant, its corresponding recovered signal will therefore
be outputted as the reconstructed signal. The above work is the first step that introduced
cross validation into the field of compressive sensing.
Another important work in CS literature related to cross validation is made by Ward
[16], who cleverly used the Johnson-Lindenstrauss (JL) Lemma to evaluate the recovery
status. In this work, the reconstruction matrix is used for recovering the sparse signal and
the cross validation matrix is used for estimating the reconstruction error. The dependence
of the desired estimation accuracy and the confidence level in the prediction on the number
of CV measurements is also studied. The above work offers us a tractable way for parameter
selection in sparse recovery algorithms using CV for recovery error estimation.
1.2 Our Contribution
The main contribution of this work is two-fold. We first develop some general cross val-
idation techniques for compressive sensing. Then the theoretical analysis on OMP-CV
algorithm is conducted comprehensively.
The general cross validation techniques we provide could basically answer the following
two questions, referred to as general CV problems in the reminder of this paper.
1. (Recovery error estimation) Given a reconstructed signal, with what accuracy and
what probability could its CV residual provide bounds on its recovery error?
2. (Recovery error comparison) Given a pair of reconstructed signals, with what probabil-
ity could the comparison between their CV residuals correctly evaluate their recovery
errors?
To solve these problems, we first calculate the probability distribution of CV residuals. Con-
sequently, by transforming the distribution into inequalities that hold with certain proba-
bility, we directly answer the above two questions.
Equipped with the general cross validation techniques, we then analyze the OMP-CV
algorithm. We refer to the algorithm output, which is the reconstructed signal with the
smallest CV residual, as the OMP-CV output. The reconstructed signal with the smallest
recovery error is referred to as the oracle output.
Our analysis result shows that the recovery error of the OMP-CV output is very close
to that of the oracle output with high probability, given that the oracle output recovers all
indices in the support set of the original signal. In order to achieve the above result, we first
analyze the internal structure of two recovered signals in different OMP iterations. We then
study how their CV residuals affect the recovery errors using the techniques developed for
the general CV problems. Finally we generalize the recovery error comparison between two
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recovered signals, which are generated in different OMP iterations, to that of all recovered
signals. Therefore we could estimate how close the OMP-CV output is to the oracle output.
The reminder of the paper is organized as follows. Section 2 contains the problem
formulation, OMP-CV description, and some mathematical tools required in the following
analysis. Section 3 analyzes the cross validation techniques for compressive sensing while
Section 4 provides a comprehensive discussion on OMP-CV algorithm. Numerical simula-
tions are given in Section 6 to verify the theoretical content. Concluding remarks are drawn
in Section 7, while proofs of some theorems are presented in the Appendix.
2 Preliminaries
2.1 Notations
We consider an unknown k-sparse signal x ∈ RN observed using M linear measurements
corrupted by additive noise. Let T be the support set of x and |T | = k to denote the
cardinality of T . The vector xT contains the elements of x indexed by T . To implement
the CV-based modification, we separate the original M by N sensing matrix to a recon-
struction matrix A ∈ Rm×N and a CV matrix Acv ∈ Rmcv×N . The measurement vector is
also separated accordingly, to a reconstruction measurement y ∈ Rm and a CV measure-
ment ycv ∈ Rmcv . In this paper we only consider Gaussian sensing matrices and additive
Gaussian noises. The reconstruction matrix A is properly normalized to have unit column
norm. Because the same data acquisition system is assumed to be used to obtain both the
reconstruction and CV measurements, the CV matrix Acv is normalized to have column
norm equal to
√
mcv/m and the CV noise has the same per measurement variance as the
measurement noise. In other words, the notations can be formulated as
y = Ax + n, n = σnan,
ycv = Acvx + ncv, ncv = σnacv,n,
where the entries of A, Acv, an, and acv,n are i.i.d normally distributed with mean zero and
variance 1/m.
To make the analysis more clear, we emphasize that in this paper, the input signal
is considered as deterministic while the sampling matrix and noise are random. Without
loss of clarity and for notational simplicity, the random variables and their realizations are
denoted by same notation.
2.2 Orthogonal Matching Pursuit with Cross Validation
The OMP-CV algorithm proposed in [10] is a noise- and sparsity-robust greedy recovery
algorithm that adopts CV in OMP. In this algorithm, every iteration can be viewed as two
separate parts: reconstructing the signal by OMP and evaluating the recovered signal by
cross validation techniques, which is utilized to properly terminate the iteration before the
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Table 1: OMP-CV Algorithm
Input: A,Acv,y,ycv, d;
Output: xˆ.
Initialization: Set p = 1, 0cv = ‖ycv‖22;
Repeat:
Compute xˆp using an OMP iteration;
Compute pcv = ‖Acvxˆp − ycv‖22;
Increment p by 1;
Until: p ≥ d
Compute ocv = argmin
p
pcv;
Return: xˆ = xˆocv .
recovery starts to overfit the noise. The OMP-CV algorithm that studied in this work is
slightly different from its original version. One may refer to Table 1, where the iteratively
reconstructed signal is chosen as output based on the criteria that its CV residual is the
smallest rather than less than a certain constant.
In Table 1, we use xˆp and T p to denote the recovered signal and its support, respectively,
in the p-th iteration. The difference between the recovered signal xˆp and the input signal
x is denoted using ∆xp. The recovery error and the CV residual corresponding to xˆp are
denoted by εpx and 
p
cv, respectively.
∆xp , x− xˆp, εpx , ‖∆xp‖22, pcv , ‖ycv −Acvxˆp‖22.
Here we are trying to present some intuition about how OMP-CV works. Please refer
to Figure 1, which demonstrates the evolution by iteration of residual, CV residual, and
recovery error. One may notice that the trend of residual in iteration behaves abruptly
different comparing to that of recovery error, as soon as the reconstructed signal starts to
overfit the noise. Therefore, residual fails to serve as an indicator for correctly terminating
the algorithm. However, the CV residual evolves similarly as that of the recovery error.
This is the reason that CV modification could improve the performance of OMP and other
related greedy algorithms.
We would like to emphasize that OMP-CV is a highly practical algorithm. OMP-CV
does not require prior information such as noise level or sparsity. Instead, only the maximum
number of iterations is required as input1. Furthermore, OMP-CV provides an estimate of
the recovery error in its CV residual. This is very helpful because it could be immediately
1One may notice that the number of maximum iteration cannot be greater than that of the measurements,
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Figure 1: The evolution of residual, CV residual, and recovery error of OMP-CV.
detected if the algorithm did not recover the signal well. Finally, it is worthwhile to mention
that by properly setting mcv, the recovery performance of OMP-CV competes with that
of OMP even when the accurate information of noise level is given for the latter. These
advantages will be supported both theoretically and empirically in following part of this
work.
2.3 Restricted Isometry Property
In compressive sensing literature, a large body of works focuses on the theoretical analysis
of sparse recovery algorithm performance. Among these theoretical analysis, the RIP [17]
becomes one of the most helpful and widely used tools. It quantifies the idea that the
geometry of sparse signals should be preserved under the mapping of sensing matrix. In
this paper, the RIP is frequently used to study the internal structure of reconstructed signals
acquired in different iterations of OMP.
Definition 1 [8] (RIP): A sensing matrix A ∈ Rm×N is said to satisfy the Restricted
Isometry Property with parameters (k, δ) for k ≤ m, 0 ≤ δ ≤ 1, if for all index sets
T ⊂ {1, · · · , N} such that |T | ≤ k and for all x ∈ RN , one has
(1− δ)‖xT ‖22 ≤ ‖ATxT ‖22 ≤ (1 + δ)‖xT ‖22. (1)
We define δk, the Restricted Isometry Constant (RIC), as the infimum of all parameters δ
for which the RIP holds.
Remark 1 [8] (RIP and eigenvalues):If a sensing matrix A ∈ Rm×N satisfies the RIP with
parameters (k, δk), then for all T ⊂ {1, · · · , N} such that |T | ≤ k, it holds that
1− δk ≤ λmin(A′TAT ) ≤ λmax(A′TAT ) ≤ 1 + δk, (2)
because regular OMP will produce zero residual after that and conclude.
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where (·)′, λmin(·), and λmax(·) denote the transpose, the minimal and maximal eigenvalues
of a matrix, respectively.
Most known families of matrices satisfying the RIP with optimal or near-optimal per-
formance guarantees are random. Specifically, in this paper we will deal with Gaussian
random matrix, which has the following property.
Remark 2 [9] (Matrices satisfying the RIP): If the entries of
√
mA are independent and
identically distributed standard normal variables and if
m ≥ Ck log(N/k)/τ2, (3)
where C is a constant, then, one has δk ≤ τ except with probability N−1.
If a sensing matrix satisfies the RIP, it has some other properties that are required in
our analysis. The first one is a simple translation of Definition 1.
Lemma 1 Suppose A has an RIP of δk and T is a set of k indices or fewer. For all
x ∈ RN , one has √
(1− δk)‖xT ‖2 ≤ ‖ATxT ‖2 ≤
√
(1 + δk)‖xT ‖2, (4)
(1− δk)‖xT ‖2 ≤ ‖A′TATxT ‖2 ≤ (1 + δk)‖xT ‖2, (5)
1
(1 + δk)
‖xT ‖2 ≤ ‖(A′TAT )−1xT ‖2 ≤
1
(1− δk)‖xT ‖2. (6)
A second consequence is that the disjoint sets of columns from the sensing matrix span
nearly orthogonal subspaces. To quantify this observation, we have the following results.
Lemma 2 [9] (Approximate orthogonality): Suppose A has a RIC of δ|S|+|T |, where S, T ⊂
{1, 2, · · · , N} are disjoint sets. One has
‖A′SAT ‖2 ≤ δ|S|+|T |. (7)
Lemma 3 [9] Let S, T ⊂ {1, 2, · · · , N} be two disjoint sets and suppose that δ|S|+|T | < 1.
For all x ∈ RN , one has
‖A′SATxT ‖2 ≤ δ|S|+|T |‖xT ‖2. (8)
Based on the Lemma 1 and Lemma 3, we derived the following lemma.
Lemma 4 Let S, T ⊂ {1, 2, · · · , N} be two disjoint sets and suppose that δ|S|+|T | < 1. For
all x ∈ RN , one has
‖A†SATxT ‖2 ≤
δ|S|+|T |
1− δ|S|
‖xT ‖2. (9)
Proof The proof of Lemma 4 is postponed to Appendix A.
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Before the statement of the last property, we make a definition of an orthogonal projec-
tion operator PT .
Definition 2 Let A ∈ Rm×N and T ⊂ {1, · · · , N}. Define an operator PT as
PT , I−ATA†T , (10)
where (·)† denotes the pseudo-inverse of a matrix.
Remark 3 PT is an orthogonal projection operator whose function is to remove the com-
ponent of a vector that is in the space spanned by AT .
Lemma 5 [18] Let S, T ⊂ {1, 2, · · · , N} be two disjoint sets and suppose that δ|S|+|T | < 1.
For all x ∈ RN , one has√
1−
(
δ|S|+|T |
1− δ|S|+|T |
)2
‖ATxT ‖2 ≤ ‖PSATxT ‖2 ≤ ‖ATxT ‖2. (11)
3 Cross Validation in Compressive Sensing
The results of general cross validation techniques in compressive sensing are presented in
this section. These techniques will be utilized in the later analysis of OMP-CV algorithm.
We would like to emphasize that besides the application of analyzing OMP-CV algorithm,
the content in this section is fundamentally general and can be used to understand other
CV-based sparse recovery algorithms as well.
3.1 Recovery Error Estimation
First, we start with calculating the probability distribution of cv, which is described by the
following lemma.
Lemma 6 Let xˆ be the recovered signal. Assuming there are enough measurements for
cross validation, one has
cv = ‖ycv −Acvxˆ‖22 ∼ N (µ, σ2), (12)
where µ = mcvm (εx + σ
2
n), σ
2 = 2mcv
m2
(εx + σ
2
n)
2, and εx = ‖x− xˆ‖22. ycv,Acv,m,mcv, and σ2n
are defined in section 2.1.
Proof The proof is postponed to Appendix B.
The condition “there are enough measurements for cross validation” is required in one
step of the proof of Lemma 6, which is the probability distribution approximation via
Central Limit Theorem (CLT). According to Central Limit Theorem, the real probability
distribution of cv converges absolutely to the above approximated result with the increase
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of mcv and the approximation error becomes negligible very fast. In fact, the approximation
is rather good when mcv is greater than tens. Considering that compressive sensing always
deals with large scale problems, such condition could be readily satisfied. This lemma will
be verified by simulation result in section 6.1.
One immediate consequence of Lemma 6 is that we can use cv to provide estimation
for εx in term of an inequality that holds with certain probability.
Theorem 1 (CV estimation): Assuming there are enough measurements for cross valida-
tion, the following inequality holds with probability erf(λ/
√
2)
h(λ,+)cv − σ2n ≤ εx ≤ h(λ,−)cv − σ2n, (13)
where
h(λ,±) , m
mcv
1
1± λ√2/mcv , (14)
λ is a parameter concerning the trade off between the probability and the estimation accuracy,
and erf(u) , 1√
pi
∫ u
−u e
−t2dt denotes the error function of standard Gaussian distribution.
Proof According to Lemma 6 and the properties of Gaussian distribution, the result can
by derived after some basic algebra.
Theorem 1 basically solves the first general CV problem that one can estimate the
interval of recovery error εx by the observed CV residual cv with probability erf(λ/
√
2).
One may notice that the width of the interval is
m
mcv
2λ
√
2√
mcv − 2λ2/√mcv cv, (15)
which means that the bounds become tighter with the increase of the number of measure-
ments used for cross validation. In particular, if mcv is far larger than 2λ
2, one could
accurately estimate εx by the estimator
m
mcv
cv − σ2n. For example, with λ = 3, m = 400,
and mcv = 80, it holds with probability 99.4% that
3.4cv − σ2n ≤ εx ≤ 9.5cv − σ2n. (16)
3.2 Recovery Error Comparison
In the second general CV problem, we try to compare two recovered signals, xˆp and xˆq.
According to Theorem 1, if εpx is larger than ε
q
x, the CV residuals should also have 
p
cv > 
q
cv
with high probability. Therefore, we could be able to compare the recovery errors by simply
comparing their CV residuals. This section presents the mathematical formulation of this
probability.
For simplicity, we have the following definition.
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Definition 3 (Generalized reconstrction matrix and input signal): Let Ag , [A,an] and
xg , [x′, σn]′, then
y = Ax + n = Agxg, (17)
where Ag is called the generalized reconstruction matrix, and xg is called the generalized
input signal.
The purpose of making this definition is to simplify our analysis. Compared to the original
input signal x, xg has an extra term which represents the noise and can never be recovered.
It can be understood as a generalized version of input signal with a part that reflects the
measurement noise. The generalized versions of ∆xp and εpx are ∆x
p
g and ε
p
g, respectively.
∆xpg , [(∆xp)′, σn]′, εpg , ‖∆xpg‖22.
We start with calculating the probability distribution of ∆cv = 
p
cv − qcv.
Lemma 7 Let xˆp and xˆq be two recovered signals. Assuming there are enough measure-
ments for cross validation, one has
∆cv = 
p
cv − qcv ∼ N (µ, σ2), (18)
where µ = mcvm (ε
p
g − εqg) and σ2 = 2mcvm2 [(εpg)2 + (εqg)2 − 2ρ2gεpgεqg], and
ρg ,
〈∆xpg,∆xqg〉
‖∆xpg‖2‖∆xqg‖2 (19)
denotes the correlation coefficient of the two generalized recovery error signals.
Proof The proof of Lemma 7 is deferred to Appendix C.
With Lemma 7, we are much closer to the answer to the key question, which is presented
in the following theorem.
Theorem 2 (CV comparison) Let xˆp and xˆq be two recovered signals and assume there are
enough measurements for cross validation. If εpx ≥ εqx, it holds with probability Φ(λ) that
pcv ≥ qcv, where λ is determined by
1
λ2
=
2
mcv
[
1 + 2(1− ρ2g)
εpgε
q
g
(εpg − εqg)2
]
, (20)
and Φ(u) , 1√
2pi
∫ u
−∞ e
−t2
2 dt is the cumulative distribution function of standard Gaussian
distribution.
Proof According to Lemma 7 and the properties of Gaussian distribution, the result can
by derived after some basic algebra.
10
Φ(λ) is called CV comparison success probability, because it is the probability that the
size order of CV residuals correctly evaluates that of the recovery errors. Next we discuss
the parameters that determines λ.
• Parameter mcv:
When mcv increases,
1
λ2
decreases, thus λ increases. Hence, a larger mcv is required
to obtain a larger λ. This corresponds to our intuition: mcv is the number of CV
measurements and the more CV measurements we have, the better CV performance,
which is shown as a higher CV comparison success probability, we should be able to
obtain.
• Parameter ρg:
The value of λ is in positive relation with ρ2g. We would like to note that ρg describes
the correlation of ∆xpg and ∆x
q
g. As an interpretation, CV comparison success prob-
ability is often higher if the two recovered signals need to be compared are highly
correlated. One possible explanation for this fact is that the similar part of the signal
yields similar part in CV measurements and the randomness of the comparison prob-
lem comes from the dissimilar part of the recovered signal. From this observation we
would like to emphasize that the CV comparison for two highly correlated signals is
often of a greater success probability.
• Parameter εpg and εqg:
The influence of εpg and ε
q
g is depicted by the following theorem:
Theorem 3 Let the CV measurement number mcv and the similarity level ρg be fixed and
assume there are enough measurements for cross validation, CV comparison success prob-
ability is equal to or higher than Φ(λ0) if and only if the ratio of generalized signal error
εpg/ε
q
g satisfies
εpg
εqg
≥ 2C0 + 1 + 2
√
C20 + C0, (21)
where C0 ,
λ20(1−ρ2g)
mcv−2λ20
is a constant related to mcv, λ0 and ρg.
This Theorem can be derived from Lemma 7 and Theorem 2.
Proof In this proof we just prove that if Φ(λ) ≥ Φ(λ0), it holds that
εpg
εqg
≥ 2C0 + 1 + 2
√
C20 + C0. (22)
The counterpart of the proof is extremely similar so we do not present it here. Since
the CV comparison success probability is higher than Φ(λ0) and the function Φ(u) is a
monotonically increasing function, it holds that λ > λ0. In addition, because λ and λ0 are
both positive, then
1
λ20
≥ 1
λ2
=
2
mcv
[
1 + 2(1− ρ2g)
εpgε
q
g
(εpg − εqg)2
]
. (23)
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Further
εpg
εqg
+
εqg
εpg
≥ 4λ
2
0
mcv − 2λ20
(1− ρ2g) + 2. (24)
Because εpg ≥ εqg, the left part of the above inequality monotonically increases with εpg/εqg.
Thus
εpg
εqg
≥ 2λ
2
0(1− ρ2g)
mcv − 2λ20
+ 1 +
√
4λ40(1− ρ2g)2
(mcv − 2λ20)2
+
4λ20(1− ρ2g)
mcv − 2λ20
. (25)
Using the notation of C0 we may complete the proof:
εpg
εqg
≥ 2C0 + 1 + 2
√
C20 + C0. (26)
where
C0 =
λ20(1− ρ2g)
mcv − 2λ20
. (27)
Remark 4 The reason that ρg should be discussed can be explained as follows. For two
recovered signals with a high correlation coefficient, their CV comparison success probability
is often high. Hence, if we know the lower bound of ρg in advance, a much better CV recovery
error comparison performance can be guaranteed. This is also the case of the OMP-CV
algorithm. In OMP algorithm, a new index is incorporated into the current support set in
each iteration and the recovered signal is determined by the current support set. Thus, the
recovered signals of neighboring iterations have an extremely high correlation coefficient. As
a result, the CV comparison success probability is very high when we compare the recovery
errors of these recovered signals.
The above analysis solves the recovery error estimation problem and the recovery error
comparison problem. These results provide powerful tools for CV-based compressive sensing
algorithms. Particularly, we studied the application of cross validation in OMP algorithm.
The results are presented in following section.
4 Sparsity and Noise Robust OMP
This section presents our theoretical analysis of the behavior of OMP-CV. First make the
definitions:
Definition 4 (Ratio of unrecovered signal and noise): The ratio αp ∈ R, defined as
αp ,
‖xT\T p‖2
σn
, (28)
measures to what extent the signal xˆ has not been recovered by xˆp.
Definition 5 (Oracle output and OMP-CV output): In OPM-CV, by oracle output we
mean the recovered signal that has the lowest recovery error. By OMP-CV output we mean
the recovered signal with the lowest CV residual.
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Intuitively, among recovered signals generated in different OMP iterations, the oracle
output is most likely to be the OMP-CV output, which does not held all the time due to
the randomness of the CV matrix. The following result describes relationship between the
OMP-CV output and the oracle output.
Theorem 4 In OMP-CV, assume that the oracle output is xˆo and T ⊂ T o. For any
recovered signal xˆp other than xˆo:
• if T\T p 6= ∅, then ocv < pcv with probability Φ(λ), where
λ ≥
√
mcv
2
√
1− g(αp); (29)
• if T\T p = ∅ and if xˆp is the OMP-CV output, then with probability greater than
{1− (d− k)[1− Φ(λ0)]} we have
εpg ≤ C1εog, (30)
where g(αp) is roughly proportional to 1/(αp)2, λ0 is a constant chosen to decide the prob-
ability with which (30) holds, and C1 is only related to λ0 and mcv.
Proof One may refer to Appendix D for the proof of Theorem 4.
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Figure 2: This figure plots [1− Φ(λ)], the upper bound of the probability that pcv < ocv,
with variation of αp and RIC δd. [1− Φ(λ)] decays sharply as αp increases.
Theorem 4 supports the recovery performance of OMP-CV. It divides recovered signals
into two categories. For xˆp with T\T p 6= ∅, the probability [1− Φ(λ)] decays sharply as
αp increases. Since this is the upper bound of the probability that pcv < ocv, it is nearly
impossible for such xˆp to be the OMP-CV output. If δd < 0.1, e.g., [1− Φ(λ)] would be
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less than 0.5% with αp = 1, and further drops to 0.0063% with αp = 2. The probability
[1− Φ(λ)] is shown in Figure 2 with mcv = 48 and variation of αp and δd. As a result,
the OMP-CV output recovers all indices of the support set with overwhelming probability.
Further, if the OMP-CV output recovers all indices of the support set, its recovery error
can be bounded by C1ε
o
g with high probability showing that the recovery error of OMP-CV
output is very close to that of the oracle output.
Remark 5 (The rationality of assuming the oracle output recovers all indices in the support
set, i.e. T ⊂ T o) Assume otherwise T\T o 6= ∅. Since in OMP-CV the support set of the
current iteration contains all indices of the support sets of its previous iterations,
• if there exists a recovered signal xˆp such that (T p\T o)∩ T 6= ∅, it is nearly impossible
that ocv < 
p
cv due to (29). Therefore xˆo is nearly impossible to be the oracle output,
which contradicts with statements of Theorem 4.
• if xˆo has the maximum number of indices of the support T among all recovered signals,
then other indices of T are not incorporated in d times of iteration. In this case,
AT\T o xˆT\T o acts as the same role as noise anσn. Therefore, they can be treated as
noise and similar analysis can be conducted by changing σ2n to (σ
2
n + ‖xˆT\T o‖22) and
properly modifying the footnote of the related RICs.
Remark 6 (Parameter details and setting) Parameter details of Theorem 4 are:
g(αp) =
β1(α
p)2 + β2
β1(αp)2 + β2 + max[(αp)2 − β3αp − β4, 0]2 ≈
β1
(αp)2 + β1
,
C1 =2C0 + 1 + 2
√
C20 + C0,
C0 ≤β5 λ
2
0
mcv − 2λ20
,
where betas are decided by RICs [4] of the sensing matrix. β1 is far larger than β2, β3, and
β4. E.g., if δd < 0.1, the values of betas are: β1 = 2.08, β2 = β3 = 0.03, β4 = 0.02, and
β5 = 0.0376.
For parameter setting, mcv does not need to be a very large number to attain a promising
performance. As C0 is proportional to 1/(mcv − 2λ20), the value of C0 becomes extremely
small when mcv becomes a little greater than 2λ
2
0; meanwhile, C0 does not decay much when
mcv largely exceeds 2λ
2
0. Therefore mcv should be properly chosen to be a little greater than
2λ20. As for λ0, the probability {1−(d−k)[1−Φ(λ0)]} increase significantly with the increase
of λ0. For example, it decays by approximately 100 times with λ0 increases by 1. For
example, when d−k = 100, by setting λ0 = 4, we attain the probability 1−(d−k)(1−Φ(λ0)) =
99.7%. When d − k increase to 10000, we can attain the similar probability of 99.4% by
merely increase λ0 by 1 to be 5.
If, e.g., (d−k) = 100, setting mcv = 48 and λ0 = 4, produces a numerical form of (30):
with probability 99.7% we have
εpg ≤ 1.47εog. (31)
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Apart from Theorem 4, we also note that the recovery error of OMP-CV output can be
estimated in its CV residual in practical cases. This is achieved via a direct application of
Theorem 1:
Remark 7 (OMP-CV output estimation) Let xˆp be the OMP-CV output with CV residual
pcv and assume there are enough measurements for cross validation. It holds with probability
erf( λ√
2
) that,
h(λ,+)pcv − σ2n ≤ εpx ≤ h(λ,−)pcv − σ2n, (32)
where h(λ,±) is defined in Theorem 1. In practical cases, since 1m‖y−Axˆ‖22 is an minimum
variance unbiased (MVU) estimator for σ2n and xˆ
p is our best result in estimating x, σ2n can
be approximated by σˆ2n =
1
m‖y−Axˆp‖22. Therefore, in practical cases, we could approximate
(32) using
h(λ,+)pcv − σˆ2n ≤ εpx ≤ h(λ,−)pcv − σˆ2n, (33)
where σˆ2n =
1
m‖y −Axˆp‖22.
In OMP-CV, therefore, the estimation of the recovery error of the OMP-CV output is
available to us in practical cases. If the recovery performance is not as good as expected,
some measures could be conducted to improve the recovery performance, e.g., adding more
measurements.
5 Besides Gaussian: Cross Validation in Other Sensing Ma-
trices
This section provides a brief discussion of CV performance in the scenario where a general
random sensing matrix is used instead of the Gaussian matrix. In the discussion, the matrix
setting is similar as previous sections; elements of both reconstruction matrix and CV matrix
obey a probability distribution with mean 0 and variance 1/m. However, substituting the
condition of Gaussian distribution, we now consider a more general one: for elements in
the reconstruction matrix Aij (as well as in the CV matrix), it is given that Var(A
2
ij) = γ.
Under such condition, imitating Lemma 6 and Lemma 7, the probability distribution of cv
and ∆cv could be given as
Lemma 8 Let xˆ be the recovered signal and ∆xj be the j-th term of ∆x = x−xˆ. Assuming
there are enough measurements for cross validation, one has
cv = ‖ycv −Φcvxˆ‖22 ∼ N(µ, σ2), (34)
where µ = mcvm (εx + σ
2
n) and σ
2 = 2mcv
m2
(εx + σ2n)2 + (m22 γ − 1) N∑
j=1
∆x4j
.
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Lemma 9 Let xˆp and xˆq be two recovered signals and ∆xpj be the j-th term of ∆x
p = x−xˆp.
Assuming there are enough measurements for cross validation, one has
∆lcv = 
p
cv − qcv ∼ N(µ, σ2), (35)
where µ = mcvm (ε
p
g − εqg), σ2 = 2mcvm2 [(εpg)2 + (εqg)2 − 2ρ2gεpgεqg + (m
2
2 γ − 1)
∑N
j=1((∆x
p
j )
2 −
(∆xqj)
2)2], and
ρg ,
〈∆xpg,∆xqg〉
‖∆xpg‖2‖∆xqg‖2 (36)
denotes the correlation coefficient of the two generalized recovery error signals.
Compared to their Gaussian version (Lemma 6 and Lemma 7), in Lemma 8 and Lemma
9 the mean of cv and ∆cv stay unchanged while there is an extra term in their variance,
which is the product of (m
2
2 γ − 1) and a non-negative term.
We would like to point out that, when the mean of cv and ∆cv stay unchanged, the
CV performance, including CV estimation, CV comparison, and definitely its use in OMP-
CV, will be better if the variance decrease. In the Gaussian case, the extra terms (both in
Lemma 8 and Lemma 9) equal to zero as γ = 2/m2. Therefore, for any other distribution, if
(m
2
2 γ−1) is negative, the CV performance will be no worse than that in the Gaussian case.
For example, the Rademacher sensing matrix, with γ = 0 and (m
2
2 γ − 1) = −1, obtains a
better CV performance than the Gaussian matrix.
6 Numerical Simulation
This section gives simulation results concerning our theoretical analyses. Subsection 6.1
validates Lemma 6 and Lemma 7 respectively, upon which our general CV techniques were
developed. Subsection 6.2 simulates the numerical example mentioned in Section 4, provid-
ing evidence supporting the rationality of Theorem 4. In Subsection 6.3, the behaviors of
OMP-CV algorithm are studied with variation of different parameters. Throughout this sec-
tion, Gaussian signals are used where non-zero entries are generated following the standard
Gaussian distribution.
6.1 Validation for Lemma 6 and Lemma 7
As previously noted, CLT is used to approximate the probability distribution of cv in
Lemma 6 and ∆cv in Lemma 7. The simulations in this section attempt to validate these
approximations. In both simulations, parameters are set as N = 512, m = 96, mcv = 48 and
k = 50. With recovered signals (xˆ for Lemma 6; xˆp and xˆq for Lemma 7) fixed, the random
CV matrix along with its noise is realized 1E5 times and the probability distributions of
random variables (cv for Lemma 6; ∆cv for Lemma 7) are calculated. The experiment
results, shown in Figure 3, indicate that the simulation results agree well with the theoretical
prediction. This validates our approximation and supports both lemmas.
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Figure 3: Validation for Lemma 6 and Lemma 7. Figure 3(a) validates Lemma 6 by plotting
the simulation result of probability distribution of cv, while Figure 3(b) validates Lemma 7
by plotting that of ∆cv (red curve). The simulation results agree well with the theoretical
results, which are plotted in black as reference. The Kullback-Leibler divergences of the
theoretical results from the simulation results are 0.0152 and 0.0093 for Fig. 3(a) and Fig.
3(b) respectively.
6.2 Validation for Theorem 4
This experiment simulates recovery performance of OMP-CV and compare it with Theorem
4. Parameters are set as N = 1000, m = 400, k = 50, d − k = 100, and mcv varies from
48 to 96 with step 16. For each parameter setting, the experiment repeated for 5000 times.
According to Theorem 4, it holds with probability {1− (d− k)[1− Φ(λ0)]} that
εpg ≤ C1εog, (37)
provided that oracle output and CV output recovered all indices in the support set. The
theoretical bound C1 is calculated using
C1 = 2C0 + 1 + 2
√
C20 + C0, (38)
C0 ≤ β5 λ
2
0
mcv − 2λ20
, (39)
where λ0 = 4 so that {1− (d− k)[1− Φ(λ0)]} = 99.7% and β5 = 0.0376 under the assump-
tion that δd < 0.1.
From the result we can see the simulation values decrease with the increase of mcv and do
not vary when noise level changes, which agree with the theoretical analysis. Furthermore,
we could see that with overwhelming probability the simulation error ratio εpg/εog is smaller
than the theoretical bound and in most cases it remains pretty low. 84.1% of the recovered
signal, e.g., have a error ratio lower than 0.4dB. More precisely, the percentage that the error
ratio does not exceeds the theoretical bound is roughly 99.5%, which is approximately the
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Figure 4: Theoretical results and experimental results of εpg/εog under different mcv and σn.
Parameters are N = 1000, m = 400, k = 50, d − k = 100, and mcv varies from 48 to 96
with step 16, where with high probability it holds that εpg ≤ C1εog according to Theorem
4. The theoretical value of C1 that holds with probability 99.7% is plotted in green line
(Theoretical result), while the empirical values of C1 that hold with 99.7%, 99.2%, 97.7%,
84.1% are plotted in blue, black, red, and magenta line respectively (Experimental result).
We could see that the experimental value decreases with the increase of mcv, does not vary
when noise level changes, and agrees well with the theoretical result.
theoretical probability in our theorem, 99.7%. The actual proportion is a little bit smaller
than the theoretical probability because the RIP assumption and the CLT approximation
may slightly vary with the practical situation.
6.3 Simulation for OMP-CV Algorithm
This subsection investigates the behaviors of OMP-CV with variation of different parame-
ters. The performance of OMP, referred to as OMP-residual, is also given accordingly as
reference. The stopping criteria of OMP-residual is based on its residual, i.e. terminating
the iteration as long as
‖y −Axˆ‖22 < σ2n. (40)
We would like to note that the prior knowledge of noise level is required in OMP-residual
but not in OMP-CV. For each parameter setting, algorithms are repeated 1000 times.
6.3.1 Number of CV Measurements
This experiment investigates the effect of additional cross validation measurements. Pa-
rameters are set as N = 1000, k = 50, and σ2n = 0.1. The number of reconstruction
measurement m is fixed to be 360 and the number of CV measurements mcv varies from
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10 to 80 with step 10. The experiment result is shown in Figure 5, from which we can see
with the increase of mcv improves the recovery performance significantly. We can also see
the improvement of the recovery performance becomes slow when mcv exceeds 60. Thus, it
is not necessary for mcv to be very large to obtain a satisfying recovery performance.
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Figure 5: The effect of additional CV measurements. Parameters are N = 1000, k = 50,
m = 360, and σ2n = 0.1. mcv varies from 10 to 80 with step 10. The experiment result
shows that the increase of mcv improves the recovery performance significantly and the
performance improvement becomes slow when mcv exceeds 60. Thus, it is not necessary for
mcv to be very large to obtain a satisfying recovery performance.
6.3.2 Trade Off between m and mcv
Given a fixed total number of measurements M , there is a tradeoff between m and mcv
[10]. On one hand, increasing m will reduce the reconstruction error. On the other hand,
increasing mcv will improve the CV estimation, and thus make the OMP-CV output closer
to the oracle output. This simulation empirically investigates the recovery performance of
OMP-CV as mcv varies.
In this experiment, we set N = 1000, k = 50, σ2n = 0.1, and M = 400. mcv varies
from 100 to 10 with step −10 and we have m = M −mcv. For OMP-CV, m measurements
are used for reconstruction, while mcv measurements are used for cross validation. For
OMP-residual, m measurements are used for reconstruction and the termination is based
on residual with the accurate noise level given. In addition, the recovery performance, where
all M measurements are used for reconstruction using OMP-residual, is given as reference.
We average 1000 repetitions for experiments of each parameter setting.
The experiment result, plotted in Figure 6, shows the best performance of OMP-CV lies
in the region where mcv is neither too small nor too large. OMP-CV outperforms OMP-
residual except when mcv is very small, indicating that CV-based termination is better
19
than residual-based termination, even if the latter uses an exact noise level. Additionally,
note that with the same number of measurements at hand (M measurements for both
OMP-CV and OMP-residual), OMP-CV can achieve recovery performance similar to OMP-
residual with parameters appropriately set, even though prior knowledge is required for
OMP-residual. In this sense, OMP-CV outperforms OMP-residual.
300 310 320 330 340 350 360 370 380 390
−16.5
−16
−15.5
−15
−14.5
−14
m
a
ve
ra
ge
 re
co
ve
ry
 e
rro
r /
 d
B
 
 
OMP−CV
OMP−residual
Recovery error with m=400
Figure 6: The trade Off between m and mcv. Parameters are fixed as N = 1000, k = 50,
σ2n = 0.1, and M = 400. mcv varies from 100 to 10 with step −10 while m = M −mcv.
OMP-CV outperforms OMP except when mcv is too small. In addition, using same number
of measurements, OMP-CV has recovery performance similar to OMP-residual (recovery
error with m = 400) with parameters appropriately set even though the prior knowledge is
required for OMP-residual.
6.3.3 The Performance of OMP-CV under Different Noise Level
This experiment investigates the recovery performance of OMP-CV under different noise
level. In addition to the reference performance of OMP-residual, the performance of OMP
that is conducted with no prior knowledge, referred to as OMP-without-prior-knowledge,
is given as baseline. For OMP-without-prior-knowledge, the stopping criteria [19] is to
terminate the iteration either when iteration times exceeds M or when
‖y −Axˆ‖2 < 10−5‖y‖2. (41)
The number of total measurements M is fixed to be 400. For OMP-CV, m = 352 mea-
surements are used for reconstruction while mcv = 48 measurements for cross validation.
For OMP-residual and OMP-without-prior-knowledge, all M measurements are used for
reconstruction. The noise level σ2n varies from 0.02 to 0.2 with step 0.02. Other parameters
are N = 1000, and k = 50. The experiment result is shown in Figure 7.
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From Figure 7 we can see that OMP-CV and OMP-residual have similar performance
under different noise level even when the prior knowledge is available for OMP-residual. We
also observe that the performance of OMP largely deteriorates when information of noise
level is not available (OMP-without-prior-knowledge). In this sense, OMP-CV outperforms
OMP-residual.
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Figure 7: The performance of OMP-CV, OMP-residual, and OMP-without-prior-knowledge
under different noise level. Parameters are N = 1000, k = 50, M = 500, and mcv = 48. σ
2
n
varies from 0.02 to 0.2 with step 0.02. OMP-CV and OMP-residual have similar performance
under different noise level even when the prior knowledge is available for OMP-residual. In
addition, the performance of OMP-without-prior-knowledge is very bad where no prior
knowledge is given to decide the stopping condition of OMP.
7 Conclusion
This paper presents a theoretical study of CV in compressive sensing, providing analysis of
general CV problems as well as analysis of the OMP-CV algorithm. As a highly practical
algorithm, OMP-CV could reconstruct the signal without prior knowledge such as sparsity
or noise level; its performance is supported in this paper both theoretically and empirically.
Additionally, our results on general CV problems could also be used to understand other
CS-based reconstruction algorithms.
CV sacrifices a small amount of measurements to estimate the reconstruction error. In
a nutshell, this technique makes it possible for greedy algorithms to reconstruct the signal
without prior knowledge like the sparsity or noise level. In future work, we would like
to extend our analysis on CV by studying the use of CV in other greedy sparse recovery
algorithms.
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Appendix
A proof of Lemma 4
Proof Lemma 1 shows that,
‖A†SATxT ‖2 = ‖(A′SAS)−1A′SATxT ‖2 ≤
1
1− δ|S|
‖A′SATxT ‖2. (42)
Furthermore, Lemma 3 implies that,
‖A′SATxT ‖2 ≤ δ|S|+|T |‖xT ‖2. (43)
Substitute (43) into (42) to complete the proof.
B proof of Lemma 6
Proof Write the CV residual as,
cv = ‖ycv −Acvxˆ‖22 = ‖Acv(x− xˆ) + ncv‖22 =
mcv∑
i=1
 N∑
j=1
acvij∆xj + ncvi
2 , (44)
where ∆xi is the i-th element of ∆x = x − xˆ and acvij is the element in the i-th row and
j-th column of Acv.
Define that ri =
∑N
j=1 acvij∆xj + ncvi , one has cv =
∑mcv
i=1 r
2
i . Calculate the mean and
variance of ri as,
E(ri) =
N∑
j=1
∆xjE(acvij ) + E(ncvi) = 0, (45)
and
Var(ri) =
N∑
j=1
∆x2jE(a
2
cvij ) + E(n
2
cvi) =
1
m
 N∑
j=1
∆x2j + σ
2
n
 . (46)
The first equation of (46) holds because acvij and ncvi are mutually independent. Recall
that εx =
∑N
j=1 ∆x
2
j , we further obtain Var(ri) = (εx + σ
2
n)/m.
Being linear combination of Gaussian variables, ri is Gaussian distributed and therefore,
r2i ∼
1
m
(εx + σ
2
n)χ
2
1, (47)
22
which has mean (εx +σ
2
n)/m and variance 2(εx +σ
2
n)
2/m2. Under the assumption that mcv
is large, the Central Limit Theorem implies that
cv =
mcv∑
i=1
r2i ∼ N
(
mcv
m
(εx + σ
2
n),
2mcv
m2
(εx + σ
2
n)
2
)
. (48)
C proof of Lemma 7
Proof Write ∆cv = 
p
cv − qcv as,
∆cv =
mcv∑
i=1
 N∑
j=1
acvij∆x
p
j + ncvi
2 −
 N∑
j=1
acvij∆x
q
j + ncvi
2
=
mcv∑
i=1
 N∑
j=1
acvij (∆x
p
j + ∆x
q
j)
( N∑
k=1
acvik(∆x
p
k −∆xqk)
)
+ 2ncvi
(
N∑
k=1
acvik(∆x
p
k −∆xqk)
) ,
(49)
where acvij is the element in the i-th row and j-th column of Acv. Define that
ri =
 N∑
j=1
acvij (∆x
p
j + ∆x
q
j)
( N∑
k=1
acvik(∆x
p
k −∆xqk)
)
+ 2ncvi
(
N∑
k=1
acvik(∆x
p
k −∆xqk)
) ,
one has ∆cv =
∑mcv
i=1 ri.
We next calculate the mean and variance of ri. ri is the linear combination of random
variables of three kinds: a2cvij , acvijacvik and ncviacvij , whose means and variances are,
E(a2cvij ) = 1/m Var(a
2
cvij ) = 2/m
2, (50)
E(acvijacvik) = 0 Var(acvijacvik) = 1/m
2, (51)
E(ncviacvij ) = 0 Var(ncviacvij ) = σ
2
n/m
2. (52)
Also, any two of these three types of random variables are mutually independent, therefore,
Cov(x, y) = 0 (53)
where (x, y) = (a2cvij , acvijacvik), (a
2
cvij , ncviacvij ), or (acvijacvik , ncviacvij ).
Calculate the mean of ri as,
E(ri) =
1
m
N∑
j=1
(∆xpj + ∆x
q
j)(∆x
p
j −∆xqj) =
1
m
(εpx − εqx) =
1
m
(εpg − εqg). (54)
Write the variance of ri as,
Var(ri) = Var
 N∑
j=1
acvij (∆x
p
j + ∆x
q
j)
N∑
k=1
acvik(∆x
p
k −∆xqk)
+ 4Var(ncvi N∑
k=1
acvik(∆x
p
k −∆xqk)
)
.
(55)
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Next calculate both terms of (55) respectively,
first term = Var
 N∑
j=1
acvij (∆x
p
j + ∆x
q
j)
N∑
k=1
acvik(∆x
p
k −∆xqk)

=
2
m2
N∑
j=1
(∆xpj + ∆x
q
j)
2(∆xpj −∆xqj)2
+
1
m2
N∑
j=1
N∑
k=j+1
(
(∆xpj + ∆x
q
j)(∆x
p
k −∆xqk) + (∆xpk + ∆xqk)(∆xpj −∆xqj)
)2
=
2
m2
N∑
j=1
(
(∆xpj )
2 − (∆xqj)2
)2
+
4
m2
N∑
j=1
N∑
k=j+1
(
∆xpj∆x
p
k −∆xqj∆xqk
)2
=
2
m2
 N∑
j=1
(∆xpj )
2
2 +
 N∑
j=1
(∆xqj)
2
2 − 2
 N∑
j=1
∆xpj∆x
q
j
2
=
2
m2
[
(εpx)
2 + (εqx)
2 − 2〈∆xp,∆xq〉2] ;
(56)
second term = 4Var
(
ncvi
N∑
k=1
Acvik(∆x
p
k −∆xqk)
)
=
4σ2n
m2
N∑
j=1
(∆xpj−∆xqj)2 =
4σ2n
m2
‖∆xp−∆xq‖22.
(57)
Therefore,
Var(Ri) =
2
m2
[
(εpx)
2 + (εqx)
2 − 2〈∆xp,∆xq〉2 + 2σ2n‖∆xp −∆xq‖22
]
=
2
m2
[
(εpg)
2 + (εqg)
2 − 2ρ2gεpgεqg
]
.
(58)
Furthermore, under the assumption that mcv is large, the Central Limit Theorem implies
that,
∆cv =
mcv∑
i=1
ri ∼ N (µ, σ2), (59)
where µ = mcvm (ε
p
g − εqg) and σ2 = 2mcvm2 [(εpg)2 + (εqg)2 − 2ρ2gεpgεqg].
D proof of Theorem 4
Proof The proof of Theorem 4 consists of three steps. Firstly, the relation between recov-
ered signals generated in two iterations of OMP-CV is studied. Next, general CV techniques
are used to calculate the CV comparison success probability of these two recovered signals.
Finally, we analyse this probability in both situations of Theorem 4 to complete the proof.
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D.1 Step1: Relation between Two Recovered Signals
Consider recovered signals generated in the p-th and q-th iteration, xˆp and xˆq, then xˆpT p =
A†T py and xˆ
q
T q = A
†
T qy. Assume next that p < q. The relation between xˆ
p and xˆq can be
described as the following lemma.
Lemma 10 Let xˆp and xˆq be recovered signals generated in the p-th and q-th iteration in
OMP-CV and p < q. It holds that,
xˆqT q = A
†
T qy =
[
A†T p(A(T q)cx(T q)c + n−AT q−pδT q−p)
δT q−p
]
+ xT q , (60)
where δT q−p = (A
′
T q−pPT pAT q−p)
−1A′T q−pPT p(A(T q)cx(T q)c + n) and T
q−p denotes the set
of indices T q\T p. 2
Proof The proof of Lemma 10 is in Appendix E.
Write ∆xp and ∆xq according to Lemma 10,
∆xp = xT − xˆpT =
 −A
†
T p(A(T q)cx(T q)c + n)
xT q−p
x(T q)c
 , (61)
∆xq = xT − xˆqT =
 −A
†
T p(A(T q)cx(T q)c + n−AT q−pδT q−p)
−δT q−p
x(T q)c
 , (62)
where (T q)c denotes the index set T\T q. Bounding ‖δT q−p‖22 using the following lemma.
Lemma 11
‖δT q−p‖22 ≤ η(‖x(T q)c‖22 + σ2n) (63)
where η is related to RICs of the sensing matrix A. With the hypothesis δd ≤ 0.1 we have
η ≤ 0.0127.
Proof The proof of Lemma 11 can be found in Appendix F.
D.2 Step2: Using General CV Techniques
According to Theorem 2,
1
λ2
=
2
mcv
[
1 + 2(1− ρ2g)
εqgε
p
g
(εqg − εpg)2
]
. (64)
To calculate the CV comparison success probability Φ(λ), we next calculate
(1− ρ2g)
εqgε
p
g
(εqg − εpg)2 =
εqgε
p
g − 〈∆xqg,∆xpg〉2
(εqg − εpg)2 . (65)
2For simplicity, the elements of xˆqTq is reordered. Similar operations are conducted to the analysis below.
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It follows from Lemma 10 that
εpg = σ
2
n + ‖x(T q)c‖22 + ‖xT q−p‖22 + ‖A†T p(A(T p)cx(T p)c + n)‖22, (66)
εqg = σ
2
n + ‖x(T q)c‖22 + ‖δT q−p‖22 + ‖A†T p [A(T p)cx(T p)c + n−AT q−p(xT q−p + δT q−p)]‖22.
(67)
Define,
a , A†T p(A(T p)cx(T p)c + n), (68)
b , A†T p [A(T p)cx(T p)c + n−AT q−p(xT q−p + δT q−p)], (69)
c , A†T p(AT q−p(xT q−p + δT q−p)), (70)
where we note that a = b + c. According to Lemma 4,
‖a‖22 ≤ (
δk+1
1− δp )
2(‖x(T p)c‖22 + σ2n), (71)
‖b‖22 ≤ (
δk+1
1− δp )
2(‖δT q−p‖22 + ‖x(T q)c‖22 + σ2n), (72)
‖c‖22 ≤ (
δq
1− δp )
2‖xT q−p + δT q−p‖22. (73)
Substituting (68) and (69) into (66) and (67), we obtain that,
εpg = σ
2
n + ‖x(T q)c‖22 + ‖xT q−p‖22 + ‖a‖22, (74)
εqg = σ
2
n + ‖x(T q)c‖22 + ‖δT q−p‖22 + ‖b‖22. (75)
Furthermore, by inequalities (71), (72), and (73), one has,
εpgε
q
g − 〈∆xpg,∆xqg〉2 =(‖xT q−p‖22 + ‖a‖22)(‖δT q−p‖22 + ‖b‖22)− (δT q−p · xT q−p − a · b)22
+ (‖xT q−p + δT q−p‖22 + ‖a− b‖22)(σ2n + ‖x(T q)c‖22)
≤ (‖xT q−p‖22 + ‖a‖22)(‖δT q−p‖22 + ‖b‖22)
+ (‖xT q−p + δT q−p‖22 + ‖a− b‖22)(σ2n + ‖x(T q)c‖22)
≤
[
‖xT q−p‖22 + (
δk+1
1− δp )
2(‖x(T p)c‖22 + σ2n)
]
[
‖δT q−p‖22 + (
δk+1
1− δp )
2(‖δT q−p‖22 + ‖x(T q)c‖22 + σ2n)
]
+ (1 + (
δq
1− δp )
2)‖xT q−p + δT q−p‖22(σ2n + ‖x(T q)c‖22).
(76)
Meanwhile, by combining (66) and (67),
εpg − εqg = ‖xT q−p‖22 − ‖δT q−p‖22 + ‖a‖22 − ‖b‖22. (77)
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D.3 Step3: Analysing Both Situations in Theorem 4
So far, we have represented λ using xˆp and xˆq. Next, we analyse the CV comparison success
probability in both situations of Theorem 4 respectively.
Let xˆo be the oracle output.
Situation 1: T ⊂ T o and T\T p 6= ∅
In this situation, p < o and ‖x(T o)c‖22 = 0. Consider recovered signals xˆp and xˆo. On
one hand, write q as o in Equation (76) we have,
εpgε
o
g − 〈∆xpg,∆xog〉2 ≤
(
1 +
(
δk+1
1− δp
)2)2
‖xT o−p‖22‖δT o−p‖22
+
(
1 +
(
δk+1
1− δp
)2)( δk+1
1− δp
)2
σ2n
(‖xT o−p‖22 + ‖δT o−p‖22)
+
(
δk+1
1− δp
)4
σ4n +
(
1 +
(
δo
1− δp
)2)
‖xT o−p + δT o−p‖22σ2n.
(78)
Then by Lemma 11,
εpgε
o
g − 〈∆xpg,∆xog〉2 ≤
(
1 +
(
δk+1
1− δp
)2)2
η‖xT o−p‖22σ2n
+
(
1 +
(
δk+1
1− δp
)2)( δk+1
1− δp
)2
σ2n
(‖xT o−p‖22 + ησ2n)
+
(
δk+1
1− δp
)4
σ4n +
(
1 +
(
δo
1− δp
)2)(‖xT o−p‖22 + ησ2n)σ2n.
(79)
Recall that,
αp =
‖xT\T p‖2
σn
=
‖xT o−p‖2
σn
, (80)
then,
εpgε
o
g − 〈∆xpg,∆xog〉2 ≤
β1
2
(αp)2σ4n +
β2
2
σ4n, (81)
where
β1 = 2
(1 + ( δk+1
1− δp
)2)2
η +
(
1 +
(
δk+1
1− δp
)2)( δk+1
1− δp
)2
+
(
1 +
(
δo
1− δp
)2) ,
β2 = 2
[(
1 +
(
δk+1
1− δp
)2)( δk+1
1− δp
)2
η +
(
δk+1
1− δp
)4
+
(
1 +
(
δo
1− δp
)2)
η
]
.
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On the other hand, write q as o in (77) we have,
εpg − εog = ‖xT o−p‖22 − ‖δT o−p‖22 + ‖a‖22 − ‖b‖22
= (‖xT o−p‖22 + ‖A†T pAT o−pxT o−p‖22)− (‖δT o−p‖22 + ‖A†T pAT o−pδT o−p‖22)
+ 2〈A†T pAT o−p(xT o−p + δT o−p),A†T pn〉
≥ ‖xT o−p‖22 − (1 + (
δo
1− δp )
2)‖δT o−p‖22 − 2
δoδp+1
(1− δp)2 ‖xT o−p + δT o−p‖2σn
≥ (αp)2σ2n − (1 + (
δo
1− δp )
2)ησ2n − 2
δoδp+1
(1− δp)2 ((α
p)2σn +
√
ησn)σn
≥ [(αp)2 − β3αp − β4]σ2n,
(82)
where β3 = 2
δoδp+1
(1−δp)2 and β4 = (1 + (
δo
1−δp )
2)η + 2
δoδp+1
(1−δp)2
√
η. Notice that εpg − εog > 0, then
we have,
εpg − εog ≥ max(
[
(αp)2 − β3αp − β4
]
σ2n, 0). (83)
Combining equations (81) and (83) we finally reach
εpgεog − 〈∆xpg,∆xog〉2
(εpg − εog)2
≤
β1
2 (α
p)2 + β22
max([(αp)2 − β3αp − β4] , 0)2 . (84)
Substituting (84) into (64),
1
λ2
≤ 2
mcv
[
1 +
β1(α
p)2 + β2
max([(αp)2 − β3αp − β4] , 0)2
]
. (85)
Furthermore,
λ2 ≥ mcv
2
[
1− β1(α
p)2 + β2
max([(αp)2 − β3αp − β4] , 0)2 + (β1(αp)2 + β2)
]
=
mcv
2
[1− g(αp)]
≈ mcv
2
[
1− β1
(αp)2 + β1
]
,
(86)
where g(αp) = [β1(α
p)2 + β2]/[β1(α
p)2 + β2 + max((α
p)2 − β3αp − β4, 0)2].
The last approximation holds because β1  β2, β3, β4. According to Theorem 2, Φ(λ) is
the probability that ocv < 
p
cv. Therefore, taking square root of both sides of (86) to prove
the first part of Theorem 4.
Situation 2: T ⊂ T o and T\T p = ∅
In this situation, please notice that ρg of xˆ
o and xˆp is extremely closed to 1. Therefore,
we would like to first calculate the lower bound of ρg and then complete the proof using
Theorem 3. As p may exceed o, we first assume p < o and then analyze the alternative
situation. Recall that
ρg =
〈∆xog,∆xpg〉
‖∆xog‖2‖∆xpg‖2
. (87)
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On one hand,
〈∆xog,∆xpg〉 = 〈A†T pn,A†T p(n−AT o−pδT o−p)〉+ σ2n
= ‖A†T pn‖22 − 〈A†T pn,A†T pAT o−pδT o−p〉+ σ2n
≥ ‖A†T pn‖22 − ‖A†T pn‖2‖A†T pAT o−pδT o−p‖2 + σ2n
≥ −‖A†T pn‖2‖A†T pAT o−pδT o−p‖2 + σ2n
≥ σ2n(1−
δp+1δo+1
(1− δp)2
√
η),
(88)
where the last inequality holds due to Lemma 4. On the other hand,
εpgε
o
g = (‖A†T pn‖22 + σ2n)(‖A†T p(n−AT o−pδT o−p)‖22 + ‖δT o−p‖22 + σ2n)
≤
((
δp+1
1− δp
)2
σ2n + σ
2
n
)((
δo+1
1− δp
)2
σ2n + ησ
2
n + σ
2
n
)
= σ4n
((
δp+1
1− δp
)2
+ 1
)((
δo+1
1− δp
)2
+ η + 1
)
.
(89)
Then,
ρg =
〈∆xog,∆xpg〉
‖∆xog‖2‖∆xpg‖2
≥ β5, (90)
where β5 =
(1− δp+1δo+1
(1−δp)2
√
η)√
((
δp+1
1−δp )
2+1)((
δo+1
1−δp )
2+η+1)
.
For the other situation, i.e. o < p, just switch the position of o and p to obtain the same
lower bound of ρg.
Furthermore, it follows from Theorem 3 that the CV comparison success probability of
xˆp and xˆo is equal or higher than Φ(λ0) if
εpg
εog
≥ 2C0 + 1 + 2
√
C20 + C0, (91)
where C0 = (1− ρ2g) λ
2
0
mcv−2λ20
≤ (1− β25) λ
2
0
mcv−2λ20
.
Let C1 = 2C0 + 1 + 2
√
C20 + C0, then (91) can be written as ε
p
g < C1ε
o
g. Assume that
among all recovered signals that recovered all indices in the support T , there are n signals
whose recovery error is larger than C1ε
o
g, i.e. satisfying (91). Let S denote the set containing
iteration indices of these n recovered signals, i.e.,
S = {i | εig ≥ C1εog}. (92)
The probability is smaller than n[1−Φ(λ0)] that among CV residuals of these n recovered
signals, there exists one that is smaller than ocv, i.e.
P(∃i ∈ S s.t. icv 6 ocv) < n[1− Φ(λ0)]. (93)
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Since this is the probability smaller than which it holds that a recovered signal with recovery
error larger C1ε
o
g is the OMP-CV output, i.e.
P({xˆi is the OMP-CV output}
⋂
{i ∈ S}) < P(∃i ∈ S s.t. icv 6 ocv), (94)
and since n does not exceed (d− k), it holds with probability larger than {1− (d− k)[1−
Φ(λ0)]} that OMP-CV output has recovery error smaller than C1εog. This proves the second
part of Theorem 4.
E proof of Lemma 10
Proof Make the notation Γi = (A
′
T i
AT i)
−1, i = p, q, and assume next p < q. Γq can be
written in Γp as,
Γq =
[
A′T pAT p A
′
T pAT q−p
A′T q−pAT p A
′
T q−pAT q−p
]−1
=
[
Γp + Γpαpθpα
′
pΓp −Γpαpθp
−θpα′pΓp θp
]
,
(95)
where αp = A
′
T pAT q−p , θp = (A
′
T q−pPT pAT q−p)
−1, and PT p = I −AT pA†T p . Next, write
A†T q in A
†
T p as,
A†T q = (A
′
T qAT q)
−1A′T q = ΓqA
′
T q
=
[
Γp + Γpαpθpα
′
pΓp −Γpαpθp
−θpα′pΓp θp
][
A′T p
A′T q−p
]
=
[
A†T p −A†T pAT q−pθpA′T q−pPT p
θpA
′
T q−pPT p
]
.
(96)
Finally, we reach that,
xˆqT q = A
†
T qy = A
†
T q(AT qxT q + A(T q)cx(T q)c + n)
=
[
A†T p −A†T pAT q−pθpA′T q−pPT p
θpA
′
T q−pPT p
]
(A(T q)cx(T q)c + n) + xT q
=
[
A†T p(A(T q)cx(T q)c + n−AT q−pδT q−p)
δT q−p
]
+ xT q ,
(97)
where δT q−p = (A
′
T q−pPT pAT q−p)
−1A′T q−pPT p(A(T q)cx(T q)c + n).
F proof of Lemma 11
Proof Let u ∈ Rq−p be an arbitrary vector. By Lemma 1,√
1− δq−p‖PT pAT q−pu‖2 ≤ ‖A′T q−pPT pAT q−pu‖2 ≤
√
1 + δq−p‖PT pAT q−pu‖2. (98)
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Furthermore, by Lemma 5,√
1−
(
δq
1− δq
)2
‖AT q−pu‖2 ≤ ‖PT pAT q−pu‖2 ≤ ‖AT q−pu‖2. (99)
By Lemma 1 once again,√
1− δq−p‖u‖2 ≤ ‖AT q−pu‖2 ≤
√
1 + δq−p‖u‖2. (100)
Combining inequalities (98), (99), and (100) we obtain that,
(1− δq−p)2
(
1−
(
δq
1− δq
)2)
‖u‖22 ≤ ‖A′T q−pPT pAT q−pu‖2 ≤ (1 + δq−p)2‖u‖22. (101)
The above inequality shows that the singular values of matrix A′T q−pPT pAT q−p lie be-
tween (1− δq−p)
√
(1− ( δq1−δq )2) and (1 + δq−p). Hence,
1
(1 + δq−p)2
‖u‖22 ≤ ‖(A′T q−pPT pAT q−p)−1u‖22 ≤
1
(1− δq−p)2(1− ( δq1−δq )2)
‖u‖22. (102)
Finally,
‖δT q−p‖22
=‖(A′T q−pPT pAT q−p)−1A′T q−pPT p(A(T q)cx(T q)c + n)‖22
≤ 1
(1− δq−p)2(1− ( δq1−δq )2)
‖A′T q−pPT p(A(T q)cx(T q)c + n)‖22
=
1
(1− δq−p)2(1− ( δq1−δq )2)
‖A′T q−p(A(T q)cx(T q)c + n)−A′T q−pAT pA†T p(A(T q)cx(T q)c + n)‖22
≤ 1
(1− δq−p)2(1− ( δq1−δq )2)
(
‖A′T q−p(A(T q)cx(T q)c + n)‖22 + ‖A′T q−pAT pA†T p(A(T q)cx(T q)c + n)‖22
)
≤ 1
(1− δq−p)2(1− ( δq1−δq )2)
(
δ2|(T q)c|+q−p+1 +
(
δqδ|(T q)c|+p+1
1− δp
)2)
(‖x(T q)c‖22 + σ2n)
=η(‖x(T q)c‖22 + σ2n),
(103)
where the second inequality holds due to Cauchy-Schwarz Inequality and
η =
1
(1− δq−p)2
(
1−
(
δq
1−δq
)2)
(
δ2|(T q)c|+q−p+1 +
(
δqδ|(T q)c|+p+1
1− δp
)2)
.
If, e.g., δd ≤ 0.1, since all footnotes of RICs in the above equation do not exceed d, one
has,
η ≤ 0.0127. (104)
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