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Abstract—Periodic gossip algorithms have generated a lot of
interest due to their ability to compute the global statistics
by using local pairwise communications among nodes. Simple
execution, robustness to topology changes, and distributed nature
make these algorithms quite suitable for wireless sensor networks
(WSN). However, these algorithms converge to the global statistics
after certain rounds of pair-wise communications. A significant
challenge for periodic gossip algorithms is difficult to predict
the convergence rate for large-scale networks. To facilitate the
convergence rate evaluation, we study a one-dimensional lattice
network model. In this scenario, to derive the explicit formula for
convergence rate, we have to obtain a closed form expression for
second largest eigenvalue of perturbed pentadiagonal matrices. In
our approach, we derive the explicit expressions of eigenvalues by
exploiting the theory of recurrent sequences. Unlike the existing
methods in the literature, this is a direct method which avoids
the theory of orthogonal polynomials [18]. Finally, we derive
the explicit expressions for convergence rate of the average
periodic gossip algorithm in one-dimensional WSNs. We analyze
the convergence rate by considering the linear weight updating
approach and investigate the impact of gossip weights on the
convergence rates for the different number of nodes. Further, we
also study the effect of link failures on the convergence rate for
average periodic gossip algorithms.
Index Terms—Wireless Sensor Networks, Pentadiagonal Ma-
trices, Eigenvalues, Lattice Networks, Convergence Rate, Gossip
Algorithms, Distributed Algorithms, Periodic Gossip Algorithms,
Perturbed Pentadiagonal Matrices
I. INTRODUCTION
GOSSIP is a distributed operation which enables thesensor nodes to asymptotically to determine the average
of their initial gossip variables. Gossip algorithms ([1], [2],
[3], [4], [5], [6], [7], [8]) have generated a lot of attention
in the last decade due to their ability to achieve the global
average using pairwise communications between nodes. In
contrast to Centralized algorithms, the underlying distributed
philosophy of these algorithms avoids the need for a fusion
center for information gathering. Especially, they are quite
suitable for data delivery in WSNs([4], [5], [6]) as they can be
utilized when the global network topology is highly dynamic,
and network consists of power constrained nodes. As the
gossip algorithms are iterative in nature, the convergence rate
of the algorithms greatly influences the performance of the
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WSNs. Although there have been several studies on gossip
algorithms, analytic tools to control the convergence rate have
not been much explored in the literature.
In a gossip algorithm, each node communicates information
with one of the neighbors to obtain the global average at
every node. Gossip algorithms have been shown to have
faster convergence rates with the use of periodic gossip
sequences, and such algorithms are termed as periodic gossip
algorithms ([7], [8]). Convergence rate of a periodic gossip
algorithm is characterized by the magnitude of the second
largest eigenvalue of a gossip matrix [4]. However, computing
the second largest eigenvalue requires huge computational
resources for large-scale networks. In our work, we estimate
the convergence rate of the periodic gossip algorithms for
one-dimensional Lattice network. Lattice networks represent
the notion of geographical proximity in the practical WSNs,
and they have been extensively used in the WSN applications
for measuring and monitoring purposes [15]. Lattice networks
([9], [10], [11], [12], [13], [14]) are amenable to closed-form
solutions which can be generalized to higher dimensions.
These structures also play a fundamental role to analyze the
connectivity, scalability, network size, and node failures in
WSNs.
In this paper, we model the WSN as a one-dimensional
lattice network and obtain the explicit formulas of convergence
rate for periodic gossip algorithms by considering both even
and odd number of nodes. To obtain the convergence rate,
we need to derive the explicit expressions of second largest
eigenvalue for the perturbed pentadiagonal stochastic matrix.
For properties of these matrices, we refer to ([18], [19]). In
[20], the author considered a constant-diagonals matrix and
gave many examples of the determinant and inverse of the
matrix for some special cases. To the best of our knowledge,
explicit expressions of eigenvalues for pentadiagonal matrices
are not yet available in the literature. In our work, we derive
the explicit expressions of eigenvalues for perturbed pentadi-
agonal matrices. Closed-form expressions of eigenvalues are
extremely helpful as pentadiagonal have been widely used
in the applications of time series analysis, signal processing,
boundary value problems of partial differential equations,
high order harmonic filtering theory, and differential equations
([16], [17]). To determine the eigenvalues, we obtain the
recurrent relations followed by the application of the theory
of recurrent sequences. Unlike the existing approaches in
the literature, our approach avoids the theory of orthogonal
polynomials. Furthermore, we use the explicit eigenvalue
expressions of perturbed pentadiagonal matrices to derive the
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2convergence rate expressions of periodic gossip algorithm
in one-dimensional WSNs. Specifically, our work avoids the
usage of computationally expensive algorithms for studying
the large-scale networks. Our results are more precise and they
can be applied to most of the practical WSNs.
A. Our Main Contributions
(1)Firstly, we model the WSN as a one-dimensional lattice
network and compute the gossip matrices of average periodic
gossip algorithm for both even and odd number of nodes.
(2)To obtain the convergence rate of average periodic gossip
algorithm, we need to determine the second largest eigenvalue
of perturbed pentadiagonal matrices. By exploiting the theory
of recurrent sequences, we derive the explicit expressions of
eigenvalues for perturbed pentadiagonal matrices.
(3)We extend our results to periodic gossip algorithms with
linear weight updating approach to obtain the generalized
expression for convergence rate.
(4)We consider the case of link failures and obtain the explicit
expressions of convergence rate for average periodic gossip
algorithms.
(5)Finally, we present the numerical results and study the
effect of number of nodes and gossip weight on convergence
rate.
B. Organization
In summary, the paper is organized as follows. In Section
II, we give the brief review of the periodic gossip algorithm.
In Section III, we evaluate the primitive gossip matrices of
periodic gossip algorithm for lattice networks. In Section
IV, we derive the explicit eigenvalues of several perturbed
pentadiagonal matrices using recurrent sequences. We derive
the analytic expressions for convergence rate of periodic gossip
algorithm for both even and odd number of nodes in Section
V. Finally, in Section VI, we present the numerical results and
study the effect of gossip weight and the number of nodes on
the convergence rate.
II. BRIEF REVIEW OF PERIODIC GOSSIP ALGORITHM
Gossiping is a form of consensus to evaluate the global
average of the initial values of the gossip variables. The
gossiping process can be modeled as a discrete time linear
system [2] as
x(t+1) = M(t)x(t), t = 1, 2, .. (1)
where x is a vector of node variables, and M(t) denotes a
doubly stochastic matrix. If nodes i and j gossip at time t,
then the values of nodes at time (t+ 1) will be updated as
xi(t+ 1) = xj(t+ 1) =
xi(t) + xj(t)
2
(2)
M(t) is expressed as M(t)=Pi,j , where Pij=[Plm]n×n for
each step (i, j) with entries defined as
plm =

1
2 , (l,m) ∈ (i, i), (i, j), (j, i), (j, j)
1, l = m, l 6= i, l 6= j;
0, otherwise.
(3)
Fig. 1. One-Dimensional Lattice Network
A gossip sequence is defined as an ordered sequence of edges
for a given graph in which each pair appears once. For a
gossip sequence (i1, j1), (i2, j2), .............(ik, jk), the gossip
matrix is expressed as Pikjk .......Pi2j2Pi1j1 . For a periodic
gossip sequence with period T , if it, jt denotes tth gossip
pair, then iT+k = ik for k = 1, 2, ....
Here, we can write variable x at (k + 1) as
x((k+1)T) = Wx(kT), k = 0, 1, 2...n, (4)
where W is a doubly stochastic matrix. T also denotes the
number of steps needed to implement it’s one period sub-
sequence E.
When a subset of edges are such that no two edges are adjacent
to the same node and the gossips on these edges can be
performed simultaneously in one time step is defined as multi-
gossip. Minimum value of T is related to an edge coloring
problem. The minimum number of colors needed in an edge
coloring problem is called as chromatic index. The value of the
chromatic index is either dmax or dmax+1, where dmax is the
maximum degree of a graph. When multi-gossip is allowed,
a periodic gossip sequence E,E,E with T=chromatic index
is called an optimal periodic gossip sequence. Convergence
rate [2],[4] of the periodic gossip algorithm is characterized
by the second largest eigenvalue (λ2(W )). Convergence rate
(R) at which gossip variable converges to a rank one matrix
is determined by the spectral gap (1− λ2(W )) [1],[8].
III. PERIODIC GOSSIP ALGORITHM FOR A
ONE-DIMENSIONAL LATTICE NETWORK
We model the WSN as a one-dimensional Lattice network
as shown in the Figure 1. We obtain the optimal periodic sub-
sequence and evaluate the primitive gossip matrix.
A. Average Gossip Algorithm
In this algorithm, each pair of nodes at each iteration
participate in the gossip process to update with the average
of their previous state values to obtain the global average. In
this section, we study the average gossip algorithm for one-
dimensional lattice network for both even and odd number of
nodes.
1) For n=even: The possible pairs of one-dimensional
lattice network can be expressed as
{(1, 2)(2, 3)(3, 4)...........(n− 2, n− 1), (n− 1, n)}
In this case, the chromatic index is either 2 or 3. Hence,
optimal periodic sub-sequence (E) can be written as
E = E1E2,
where, E1 = {(2, 3)(4, 5).....(n− 2, n− 1)} and
E2 = {(1, 2)(3, 4)(5, 6)..........(n− 1, n)} are two disjoint
3sets.
Primitive gossip matrix (W) is expressed as
W = S1S2 or W = S2S1, where
S1 = P2,3P4,5......P(n−2),(n−1)
S2 = P1,2P3,4P5,6....P(n−1),n
Hence, gossip matrix (W) for n=even can be computed as
W =

1
2
1
4
1
4 0 · · · 0
1
2
1
4
. . . 0 · · · ...
0 14
1
4
. . . 1
4
...
... 14
. . . 1
4
1
4 0
... · · · 0 . . . 14 12
0 · · · 0 14 14 12

2) For n=odd: In this case, optimal periodic sub-sequence
(E) is expressed as
E = E1E2, (5)
where, E1={(2, 3)(4, 5).....(n− 2, n− 1)} and
E2={(1, 2)(3, 4)(5, 6)..........(n− 1, n)} are two disjoint sets.
primitive gossip matrix (W) for n=odd is defined as
W = S1S2 or W = S2S1, where
S1 = P1,2P3,4......P(n−2),(n−1)
S2 = P2,3P4,5P6,7....P(n−1),n
Hence, primitive gossip matrix (W) for n=odd can be
computed as
W =

1
2
1
4
1
4 0 · · · 0
1
2
1
4
. . . 0 · · · ...
0 14
1
4
. . . 1
4
...
... 14
. . . 1
4
1
4 0
... · · · 0 . . . 14 14
0 · · · 0 0 12 12

B. Linear Weight Updating Approach
In the previous section, we obtain the primitive gossip
matrices for gossip weight w= 12 . To investigate the effect of
gossip weight on convergence rate, we consider the special
case by considering the weights associated with the edges.
If we assume that at iteration k, nodes i and j communicate,
then node i and node j performs the linear update with gossip
weight w as [3], [21].
xi(k) = (1− w)xi(k − 1) + wxj(k − 1) (6)
and
xj(k) = wxi(k − 1) + (1− w)xj(k − 1) (7)
, where w is the gossip weight associated with edge (i, j). We
follow the similar steps as in the previous section to compute
the primitive gossip matrix.
For n=even, primitive gossip matrix W is expressed
as
W =

1− w −w2 + w w2 0 · · · 0
w (w − 1)2
. . . 0 · · ·
...
0 −w2 + w (w − 1)2
. . . w2
...
... w2
. . . (w − 1)2 −w2 + w 0
... · · · 0
. . . (w − 1)2 w
0 · · · 0 w2 −w2 + w 1− w

.
(8)
Similarly, for n=odd, primitive gossip matrix (W) can be
computed as
W =

1− w −w(w − 1) w2 0 · · · 0
w (w − 1)2
. . . 0 · · ·
...
0 −w(w − 1) (w − 1)2
. . . w2
...
... w2
. . . (w − 1)2 −w2 + w 0
... · · · 0
. . . (w − 1)2 −w(w − 1)
0 · · · 0 0 w (1− w)

(9)
C. Effect of Link Failures on Convergence Rate
Wireless sensor networks are prone to link failures due to
noise, interference, and environmental changes. In this section,
we study the effect of link failures on convergence rate for
average periodic gossip algorithms. Let us consider the one-
dimensional lattice network, where each link fails with the
probability p.
Primitive gossip matrix for even number of nodes is expressed
as
Peven =

p+1
2
1−p2
4
(1−p)2
4 0 . . . . . . . . . 0
1−p
2
(p+1)2
4
1−p2
2 0 . . . . . . . . .
...
0 1−p
2
4
(p+1)2
4
1−p2
4
. . . 0 . . .
...
... (1−p)
2
4
1−p2
4
(p+1)2
4
1−p2
4
. . . . . .
...
... . . .
. . . 1−p
2
4
(p+1)2
4
1−p2
4
(1−p)2
4
...
... . . . 0
. . . 1−p
2
4
(p+1)2
4
1−p2
4 0
... . . . . . . . . . 0 1−p
2
4
(p+1)2
4
1−p
2
0 . . . . . . . . . 0 (p−1)
2
4
1−p2
4
p+1
2

.
(10)
Similarly, primitive gossip matrix for odd number of nodes is
expressed as
Podd =

1+p
2
1−p2
4
(p−1)2
4 0 . . . . . . . . . 0 0
1−p
2
(p+1)2
4
1−p2
4 0 . . . . . . . . .
...
...
0 1−p
2
4
(p+1)2
4
1−p2
4
. . . 0 . . .
...
...
... (p−1)
2
4
1−p2
4
(p+1)2
4
1−p2
4
. . . . . .
...
...
... . . .
. . . 1−p
2
4
(p+1)2
4
1−p2
4
(p−1)2
4
...
...
... . . . 0
. . . 1−p
2
4
(p+1)2
4
(1−p2)
4 0 0
... . . . . . . . . . 0 1−p
2
4
(p+1)2
4
1−p2
4
(p−1)2
4
0 . . . . . . . . . 0 (p−1)
2
4
1−p2
4
(p+1)2
4
1−p2
4
0 . . . . . . . . . . . . . . . 0 1−p2
1+p
2

.
(11)
4IV. EXPLICIT EIGENVALUES OF PERTURBED
PENTADIAGONAL MATRICES USING RECURRENT
SEQUENCES
In this section, we derive the eigenvalues of the following
non-symmetric perturbed pentadiagonal matrices
A2m+1 (α, β, e, bd, c, bd) =

e− α b c 0 . . . . . . . . . 0 0
d e b 0 . . . . . . . . .
...
...
0 b e b
. . . 0 . . .
...
...
... c b e b
. . . . . .
...
...
... . . .
. . . b e b c
...
...
... . . . 0
. . . b e b 0 0
... . . . . . . . . . 0 b e b c
0 . . . . . . . . . 0 c b e b
0 . . . . . . . . . . . . . . . 0 d e− β

.
(12)
and
A2m (α, β, e, bd, c, bd) =

e− α b c 0 . . . . . . . . . 0
d e b 0 . . . . . . . . .
...
0 b e b
. . . 0 . . .
...
... c b e b
. . . . . .
...
... . . .
. . . b e b c
...
... . . . 0
. . . b e b 0
... . . . . . . . . . 0 b e d
0 . . . . . . . . . 0 c b e− β

.
(13)
We apply the well known Gaussian elimination method
to obtain the characteristic polynomials of the matrices (12,
13) as orthogonal polynomials of second kind solutions of
recurrent sequence relations.
Remark 1: We observe that the presence of ‘e’ on the main
diagonal is redundant. In fact, it can be considered as 0.
A. Caseα=β = 0
1) Step 1: In this step, we study the case when d = b. If we
denote by ∆n the characteristic polynomial of the matrix An,
then the Laplace expansion by minors along the last column
provides
∆2m+2 = Y∆2m+1 − b∆+2m+1, (14)
where Y = e− λ.
Here, ∆2m+1 is the determinant of the matrix obtained
from A2m+2 − λI2m+2 by deleting its last row and column
and ∆+2m+1 is the determinant of the matrix obtained from
A2m+1 − λI2m+1 by replacing the elements c and b with b
and Y respectively in the last row.
The Laplace expansion by minors of ∆2m+1 and ∆+2m+1 each
one along the last row provides
∆2m+1 = Y∆2m − b∆−2m (15)
and
∆+2m+1 = b∆2m − c∆−2m (16)
where ∆2m is the determinant of the matrix obtained from
A2m+1−λI2m+1 by deleting its last row and last column. ∆−2m
is the determinant of the matrix obtained from A2m − λI2m
by replacing its last column b and Y by c and b respectively.
Concerning the determinant ∆−2m, the Laplace expansion by
minors along the last column provides
∆−2m = b∆2m−1 − c∆+2m−1. (17)
Combining the above formulas, we obtain
∆n+2−
(
Y 2 + c2 − 2b2)∆n+(cY − b2)2 ∆n−2 = 0, n = 3, ...
For convenience, we assume that ∆(1)m = ∆2m+1 and
∆
(2)
m = ∆2m. Consequently, we have the following two
recurrent sequences
∆
(j)
m+1 −
(
Y 2 + c2 − 2b2)∆(j)m + (cY − b2)2 ∆(j)m−1 = 0,
j = 1, 2, ...,m = 2, ...,.
Here, characteristic polynomial is given by
α2 − (Y 2 + c2 − 2b2)α+ (cY − b2)2 = 0.
Substituting
(
Y 2 + c2 − 2b2)2 − 4 (cY − b2)2 = −4 (cY − b2)2 sin2 θ,
which is equivalent to the following algebraic equation
Y 2 − 2cY cos θ + c2 − 2b2 (1− cos θ) = 0, (18)
with roots
α =
(
cY − b2) e±iθ.
Here, we denote z as
z =
(
cY − b2)
Finally, we can write the general solution of the above
recurrent sequences as
∆(j)m = z
m
(
C1e
−imθ + C2eimθ
)
, j = 1, 2 and m = 1, ...,
with the initial conditions
∆
(j)
1 = Y, ∆
(j)
2 = Y
3 − 2Y b2 + cb2,
when j = 1 and
∆
(j)
1 = Y
2 − b2, ∆(j)2 = Y 4 − 3Y 2b2 + 2Y b2c+ b4 − b2c2,
when j = 2 and where C1 and C2 are real constants to be
calculated. Our main result in this section is as follows
Theorem 1: The characteristic polynomial ∆(j)m is
∆(1)m = z
mY sin (m+ 1) θ − c sinmθ
sin θ
, (19)
and
∆(2)m = z
m−1 z sin (m+ 1) θ +
(
b2 − c2) sinmθ
sin θ
. (20)
5Proof 1: When j = 1, using initial conditions and calculat-
ing the constants C1 and C2, we obtain
∆
(1)
m
zm−1
=
−zY sin (m− 1) θ + (Y 3 − 2Y b2 + cb2) sinmθ
sin θ
=
E
sin θ
,
where
E = Y
[(
Y 2 − b2) sinmθ − z sin (m− 1) θ]−b2 (Y − c) sinmθ.
From (18), we have
Y 2 − b2 = 2z cos θ + b2 − c2,
We use the following trigonometric identity
2 cos θ sinmθ − sin (m− 1) θ = sin (m+ 1) θ, (21)
Hence from (21), we get
E = Y z sin (m+ 1) θ +
[(
b2 − c2)Y − b2 (Y − c)] sinmθ
= z [Y sin (m+ 1) θ − c sinmθ] .
Finally, we get (19).
For the j = 2 case, we follow the similar steps as in the
first case and obtain
∆
(2)
m
zm−2
=
−z∆2 sin (m− 2) θ + ∆4 sin (m− 1) θ
sin θ
=
F
sin θ
,
where
F =
(
Y 2 − b2) [(Y 2 − b2) sin (m− 1) θ − z sin (m− 2) θ]
−b2 (Y − c)2 sin (m− 1) θ.
Using (18) and (21), we obtain
F =
(
Y 2 − b2) z sinmθ
+
[(
b2 − c2) (Y 2 − b2)− b2 (Y − c)2] sin (m− 1) θ
=
(
Y 2 − b2) z sinmθ − z2 sin (m− 1) θ
= z
[(
Y 2 − b2) sinmθ − z sin (m− 1) θ] .
Using (18), we have
F = z
[(
2z cos θ + b2 − c2) sinmθ − z sin (m− 1) θ]
The trigonometric identity (21), gives
F = z2 sin (m+ 1) θ +
(
b2 − c2) z sinmθ
= z
[
z sin (m+ 1) θ +
(
b2 − c2) sinmθ] .
Finally, we get (20).
2) Step 2: In this step, we derive the characteristic polyno-
mial of the matrix obtained from An by taking in the upper
corner d = b which is denoted as ∆(j)n (bb, bd) , j = 1, 2.
Here, the calculations differ only from the first step. We start
developing the characteristic polynomial of An along the last
column. The relationships that follow are the same as the
previous step. Finally, we get
b (Y − c) ∆(j)m+1 (bb, bd) = R∆(j)m (bb, bb)− S∆(j)m−1 (bb, bb) ,
(22)
where R = z (bY − cd) + (Y − c)
2
(bY − cd) + d (Y − c) z,
S = z2 (bY − cd) .
(23)
Using (18), we have{
R = z [2 (bY − cd) cos θ + (d−b)Y ] ,
S = z2 (bY − cd) . (24)
The trigonometric identity (21), gives
∆
(j)
m+1 (bb, bd) = K∆
(j)
m+1 + Lz∆
(j)
m , (25)
where
K =
bY − cd
b (Y − c) , L =
(d−b)Y
b (Y − c) . (26)
Theorem 2: The characteristic polynomial of the matrices
A2m+1 (bb, bd) and A2m (bb, bd) are
∆
(1)
m+1 (bb, bd) =
zm
sin θ {Y z sin (m+ 2) θ − [cz + (d−b) b (Y − c)] sin (m+ 1) θ} .
(27)
and
∆
(2)
m+1 (bb, bd) =
zm
sin θ
{
z sin (m+ 2) θ − [(d−2b) b+ c2] sin (m+ 1) θ
+ (d−b) b sinmθ
}
,
(28)
respectively.
Proof 2: Substituting the (20) and (25) in (19) results in
∆
(1)
m+1 (bb, bd) = z
m+1B
(1)
m+2 sin(m+2)θ+B
(1)
m+1 sin(m+1)θ+B
(1)
m sinmθ
b(Y−c) sin θ ,
and
∆
(2)
m+1 (bb, bd) = z
mB
(2)
m+2 sin(m+2)θ+B
(2)
m+1 sin(m+1)θ+B
(2)
m sinmθ
b(Y−c) sin θ ,
where
B
(1)
m+2 = (bY − cd)Y, B(1)m = − (d−b) cY
B
(1)
m+1 = − (bY − cd) c+ (d−b)Y 2,
and
B
(2)
m+2 = (bY − cd) z, B(2)m = (d−b)Y
(
b2 − c2)
B
(2)
m+1 = (bY − cd)
(
b2 − c2)+ (d−b)Y z.
Using
sinmθ + sin (m+ 2) θ = 2 cos θ sin (m+ 1) θ,
6the coefficients of ∆(1)m+1 (bb, bd) become
B
(1)
m+2 = b (Y − c)Y, B(1)m = 0
B
(1)
m+1 = − (bY − cd) c+ (d−b)Y 2 − 2 (d−b) cY cos θ
Applying (18) to the coefficient B(1)m+1 becomes
B
(1)
m+1 = b (Y − c) c− 2 (d−b) (cos θ − 1) b2.
Using (18), we get
B
(1)
m+1 = b (Y − c) c− (d−b) b2
(Y − c)2
z
.
Substituting in the expression of ∆(1)m+1 (bb, bd) and simplify-
ing the term b (Y − c), we get (27).
We use (18) for B(2)m+1, results in
B
(2)
m+1 = (bY − cd)
(
b2 − c2)+ (d−b) cY 2 − (d−b)Y b2
= −b (Y − c) [(d−2b) b+ c2]+ 2 (d−b) cz cos θ.
Using (21), we get
B
(2)
m+2 = b (Y − c) z, B(2)m = (d−b) b2 (Y − c) ,
B
(2)
m+1 = −b (Y − c)
[
(d−2b) b+ c2] ,
Finally, we can simplify as (28).
Remark 2: In the subsequent sections, we use the following
expression instead of (27 )
∆
(1)
m+1 (bb, bd) =
zm−1
b sin θ
z
{
[b (Y + c)− cd] sin (m+ 2) θ
+ [(d−b) (Y + c)− bc] sin (m+ 1) θ − c (d−b) sinmθ
}
− (d−b) c2 (Y − c) sin (m+ 1) θ,
(29)
which gives (27) by eliminating the term −c (d−b) sinmθ
using trigonometric formulas.
3) Step 3: In this step, we are interested in the calculus of
the characteristic polynomial of the matrices when b 6= d in the
two corners, which will be denoted by ∆(j)n (bd, bd) , j = 1, 2.
Applying the same reasoning as previous steps, we obtain
∆
(j)
m+1 (bd, bd) = K.∆
(j)
m+1 (bb, bd)+L.z∆
(j)
m (bb, bd) , j = 1, 2,
(30)
where K and L are given by (26).
Proof 3: When n is odd, we substitute the ∆(1)m (bb, bd) and
∆
(1)
m−1 (bb, bd) in (30) to obtain
∆
(1)
m+1 (bd, bd) = z
m+1D
(1)
m+2 sin(m+2)θ+D
(1)
m+1 sin(m+1)θ+D
(1)
m sinmθ
b(Y−c) sin θ ,
where
D
(1)
m+2 = (bY − cd)Y z,
D
(1)
m+1 = −
[
c (bY − cd) z + (d−b) b (bY − cd) (Y − c)− (d−b)Y 2z] ,
D
(1)
m = − (d−b)Y [cz + (d−b) b (Y − c)] .
Assume d− b = c, then
D
(1)
m+2−D(1)m = b (Y − c)Y
[
z + c2
]
= b (Y − c)Y [z + c2] .
Using trigonometric formulas, we obtain
D(1)m [sin (m+ 2) θ + sinmθ] = 2D
(1)
m sin (m+ 1) θ cos θ,
then
∆
(1)
m+1 (bd, bd) = z
m+1

[
D
(1)
m+2 −D(1)m
]
sin (m+ 2) θ
+
[
D
(1)
m+1 + 2D
(1)
m cos θ
]
sin(m+ 1)θ

b(Y−c) sin θ ,
We have
D
(1)
m+1 + 2D
(1)
m cos θ =

[
b (Y − c)− c2 − Y 2 + 2cY cos θ] cz
+bc (Y − c) [b (Y − c)− c2 + 2cY cos θ]

b(Y−c) .
Using (18)
D
(1)
m+1 + 2D
(1)
m cos θ =

[
b (Y − c) + 2b2 (cos θ − 1)] cz
+bc (Y − c) [b (Y − c)− c2 + 2cY cos θ]

b(Y−c). .
Using again (18)
D
(1)
m+1 + 2D
(1)
m cos θ = c
{
z + 2b (Y − c)− c2 + 2cY cos θ} .
This gives (31).
For n even, we substitute in (30) the quantities ∆(2)m (bb, bd)
and ∆(2)m−1 (bb, bd) by theirs expressions given by (28), we get
∆
(2)
m+1 (bd, bd) = z
m
 D
(2)
m+2 sin (m+ 2) θ +D
(2)
m+1 sin(m+ 1)θ
+D
(2)
m sinmθ +D
(2)
m−1 sin (m− 1) θ

b(Y−c) sin θ .
In order to simplify the above expression, we use
Ψ(2) (Y ) = b (Y − c) sin θ∆
(2)
m+1(bd,bd)
zm+1
= D
(2)
m+2 sin (m+ 2) θ +D
(2)
m+1 sin(m+ 1)θ
+D
(2)
m sinmθ +D
(2)
m−1 sin (m− 1) θ.
We use (22) to simplify
Ψ(2) (Y ) =

R
sin θ z
m
{
z sin (m+ 1) θ − [(d−2b) b+ c2] sinmθ
+ (d−b) b sin (m− 1) θ
}
− Ssin θ zm−1
{
z sinmθ − [(d−2b) b+ c2] sin (m− 1) θ
+ (d−b) b sin (m− 2) θ
}
.
Using the expressions of R and S given by (23) and applying
the trigonometric identity (21), we get
Ψ(2) (Y ) = (bY − cd){z sin (m+ 2) θ − [(d−2b) b+ c2] sin (m+ 1) θ + (d−b) b sinmθ}
+ (d−b)Y {z sin (m+ 1) θ − [(d−2b) b+ c2] sinmθ + (d−b) b sin (m− 1) θ} .
Applying (21), we get
Ψ(2) (c) = 2 (cos θ − 1) (d−b) c{(b2 − c2) sin (m+ 1) θ + (d−b) b sinmθ} .
But from (18), we have
2 (cos θ − 1) = (Y − c)
2
z
,
then
Ψ(2) (Y ) =: Ψ(2) (Y )−Ψ(2) (c) + Ψ(2) (c)
= (Y − c)

[
bc (Y + c)− b3 − c2d] sin (m+ 2) θ
− [(d−2b) b+ c2] b sin (m+ 1) θ
+ (d−b) b2 sinmθ

+ (d−b) (Y − c)

[
c (Y + c)− b2] sin (m+ 1) θ
− [(d−2b) b+ c2] sinmθ
+ (d−b) b sin (m− 1) θ

+ (d−b) c
{ (
b2 − c2) sin (m+ 1) θ
+ (d−b) b sinmθ
}
(Y−c)2
z .
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∆
(1)
m+1(bd, bd) = z
m
{
Y (z + c2) sin(m+ 2)θ − c [z + 2b(Y − c)− c2 + 2cY cos θ] sin(m+ 1)θ}
sinθ
(31)
and
sin θ
∆
(2)
m+1 (bd, bd)
zm−1
= z
{
z sin (m+ 2) θ +
(
3b2 − 2bd− c2) sin (m+ 1) θ
− (d−b) (d−3b) sinmθ + (d−b)2 sin (m− 1) θ
}
(32)
+ (d−b)2 c (Y − c) sinmθ.
That is
b sin θ
∆
(2)
m+1(bd,bd)
zm+1
=

[
bz − (d−b) c2] sin (m+ 2) θ
− [(d−2b) b+ c2] b sin (m+ 1) θ
+ (d−b) b2 sinmθ

+ (d−b)

[
z + c2
]
sin (m+ 1) θ
− [(d−2b) b+ c2] sinmθ
+ (d−b) b sin (m− 1) θ

+ (d−b) c
{ (
b2 − c2) sin (m+ 2) θ+
(d−b) b sin (m+ 1) θ
}
(Y−c)
z .
This ends the proof of the Theorem 3.
B. General case
The calculus when α and β are nondescriptive become
very complicated and the expressions of the characteristic
polynomials are very long. In this section, we deal the case
of α = β = −b.
Theorem 4: The eigenvalues of the matrices are the couples
λi,k = e− Yi,k, i = 1, 2 and k = 0, 1, ...,m− 1, where{
Y1,0 = − (2b+ c) ,
Y 2i,k − 2
(
cYi,k − b2
)
cos (2k+1)pi2m+1 −
(
2b2 − c2) = 0,
(33)
k = 0, 1, 2, ...,m− 1, when n is odd and{
Y1,0 = c, Y2,0 = − (2b+ c) ,
Y 2i,k − 2
(
cYi,k − b2
)
cos
(
kpi
m
)− (2b2 − c2) = 0 (34)
, k = 1, 2, ...,m− 1, when n is even.
Proof 4: When n is odd, α 6= 0 and β 6= 0, then expanding
the determinant of the matrix A2m+1 (α, β, Y, bd, c, bd) −
λI2m+1 in terms of the first and last columns and using the
linear property of the determinants with regard to its columns
results in
∆
(1)
m+1 (α, β, bd, bd) = ∆
(1)
m+1 (bd, bd)− α∆(2)m+1 (bb, bd)
−β∆(2)m+1 (bd, bb) + αβ∆(1)m (bb, bb) .
Taking α = β = −b and substituting the expressions of
∆
(1)
m+1 (bd, bd), ∆
(2)
m+1 (bb, bd) and ∆
(2)
m−1 (bb, bb) given by
(31), (28) and (20) respectively, we get
∆
(1)
m+1 (α, β, bd, bd) = z
mE
(1)
m+2 sin(m+2)θ+E
(1)
m+1 sin(m+1)θ+E
(1)
m sinmθ
sin θ ,
where
E
(1)
m+2 = Y
(
z + c2
)
+ 2bz,
E
(1)
m+1 = −
[
cz + 2bc (Y − c)− c3 + 2c2Y cos θ
+2b
(
bc+ c2 − b2)− b2Y
]
,
E
(1)
m = b2c.
Using
b2c [sinmθ + sin (m+ 2) θ] = 2b2c sin (m+ 1) θ cos θ,
then
∆
(1)
m+1 (α, β, bd, bd) = P sin (m+ 2) θ −Q sin (m+ 1) θ,
Simplifying the above expression further results in
P = Q = cY 2 +
(
c2 + 2bc− b2)Y − b2 (2b+ c)
=
(
cY − b2) (Y + 2b+ c) = z (Y + 2b+ c)
Trigonometric formulas give
sin (m+ 2) θ − sin (m+ 1) θ = 2 sin ( θ2) cos (2m+ 3) θ2 .
Finally, we obtain
∆
(1)
m+1 (α, β, bd, bd) =
2 (Y + 2b+ c) zm+1
sin( θ2 ) cos(2m+3)
θ
2
sin θ ,
which can be written
∆(1)m (α, β, bd, bd) = (Y + 2b+ c) z
m cos(2m+1)
θ
2
cos θ2
.
This gives (33).
For n even, we obtain
∆
(2)
m+2 (α, β, bd, bd) = ∆
(2)
m+2 (bd, bd)− α∆(1)m+1 (bb, bd)
−β∆(1)m+1 (bd, bb) + αβ∆(2)m+1 (bb, bb) ,
where ∆(2)m+2 (bd, bd) , ∆
(1)
m+1 (bb, bd) =: ∆
(1)
m+1 (bd, bb) and
∆
(2)
m+1 (bb, bb) are given by (32), (29) and (20) respectively.
Replacing in the above formula, yields
b sin θ∆
(2)
m+2(α,β,bd,bd)
zm = bz
2 sin (m+ 3) θ + Cm+2 sin (m+ 2)
+
(
C
(1)
m+1 + C
(2)
m+1 + C
(3)
m+1
)
sin (m+ 1) θ + Cm sinmθ,
8where
Cm+2 = z
{
b
(
3b2 − 2bd− c2)
− (α+ β) [b (Y + c)− cd] + αβb
}
,
C1m+1 = −bz (d− b) (d− 3b) + (d− b)2 bc (Y − c) ,
C2m+1 = − (α+ β) z [(d− b) (Y + c)− bc] ,
C3m+1 = + (α+ β) (d−b) c2 (Y − c) + αβb
(
b2 − c2) ,
Cm = z (d−b) {b (d−b) + c (α+ β)}
Using formula (18), we get
C
(2)
m+1 = − (α+ β)
 (d−b)
[
2cz cos θ
+
(
c2 − b2)Y + c (b2 − c2)
]
−bcz

Applying the trigonometric identity (21), the constants become
Cm+2 = bz
{(
3b2 − 2bd− c2)− (α+ β)Y + αβ} ,
C
(1)
m+1 = −bz (d− b) (d− 3b) + (d− b)2 bc (Y − c) ,
C
(2)
m+1 + C
(3)
m+1 = b
{
(α+ β) (d−b) (Y − c) + αβ (b2 − c2)} ,
Cm = zb (d−b)2 .
Applying (18) to coefficient of sin (m+ 2) θ and using the
trigonometric identity
2 cos θ sin (m+ 2) θ − sin (m+ 1) θ = sin (m+ 3) θ,
we get
Cm+3 = bz
2 − (α+ β) bcz
Cm+2 =
{ (
3b2 − 2bd− c2 + αβ) z
− (α+ β) c (2b2 − c2)+ (α+ β) b2Y
}
,
C
(1)
m+1 = −bz (d− b) (d− 3b) + (d− b)2 bc (Y − c) ,
C
(2)
m+1 + C
(3)
m+1 = (α+ β) (d− b) b2 (Y − c)
+ (α+ β) bcz + αβb
(
b2 − c2) ,
Cm = bz (d− b)2 .
We eliminate the term Cm by applying the trigonometric
identity (21), to get
Cm+3 = bz
2 − (α+ β) bcz
Cm+2 = b
{ (
3b2 − 2bd− c2 − (d−b)2 + αβ
)
z
− (α+ β) c (2b2 − c2)+ (α+ β) b3Y
}
,
C
(1)
m+1 = −bz [(d−b) (d−3b− 2 (d−b) cos θ)]
+ (d− b)2 bc (Y − c) ,
C
(2)
m+1 + C
(3)
m+1 = (α+ β) (d−b) b2 (Y − c)
+ (α+ β) bcz + αβb
(
b2 − c2) ,
Cm = 0.
Applying (18) to the term C(1)m+1 results
C
(1)
m+1 = −bz (d−b) (d−3b) + (d−b)2 bY 2
− (d−b)2 b (2b2 − c2)+ (d− b)2 bc (Y − c) .
Now the question is: under what conditions the coefficients of
sin (m+ 3) θ and sin (m+ 1) θ are equal.
Indeed, we obtain this, if we suppose that
d−b = c and α = β = −b,
which coincides with our matrix
e = (w − 1)2 , d = w, b = −w(w − 1), c = w2.
In this case, we have
sin θ∆
(2)
m+2(α,β,bd,bd)
zm = D1 sin (m+ 3) θ +D2 sin (m+ 2) θ +D1 sin (m+ 1) θ,
where{
D1 = z
2 + 2bcz,
D2 =
(
2b2 − 2bc− 2c2) z + 2bc (2b2 − c2)− 2b3Y.
The application of the trigonometric identity
sin(m+ 1)θ + sin (m+ 3) θ = 2 cos θ sin (m+ 2) θ,
and the formula (18) together, give the more simpli-
fied for the characteristic polynomial of the matrices
A2m (α, β, e, bd, c, bd)
∆(2)m (α, β, bd, bd) = z
m−1
(
(Y + b)
2 − (b+ c)2
) sinmθ
sin θ
,
This gives (34) and ends the proof of the Theorem.
V. EXPLICIT FORMULAS FOR CONVERGENCE RATE
In this section, we compute the explicit expressions of
convergence rate for one-dimensional lattice networks. We
study the one-dimensional lattice networks for n = odd and
n = even cases.
A. For n=odd
Comparing the expressions of (8) and (13), we observe c =
w2, d = w, b = −w2 + w, e − α = e − β = 1 − w →
e = (w − 1)2 ,
α = β = (w − 1)2− 1 +w = w2−w = −b, d− b = w2 = c,
Since e = (w − 1)2 and Y = e− λ, then
λ1,0 = 1.
The other eigenvalues are the roots of the algebraic equation
λ2 − 2
[
(w − 1)2 − w2 cos (2k+1)pi2n
]
λ+ (2w − 1)2 = 0,
k = 0, 1, 2, ..., n−32 , which can be written
λ2 − 2
[
−2w + 1 + 2w2 sin2 (2k+1)pi2n
]
λ+ (2w − 1)2 = 0,
k = 0, 1, 2, ..., n−32 . The characteristic of the above equation
is
∆′ = 4w2 sin2 (2k+1)pi2n
[
w2 sin2 (2k+1)pi2n − 2w + 1
]
.
This gives the expressions of the eigenvalues
λk = −2w + 1 + 2w2 sin2 (2k+1)pi2n
±2w
∣∣∣sin (2k+1)pi2n ∣∣∣√w2 sin2 (2k+1)pi2n − 2w + 1.
The largest eigenvalue is obtained when sin2 (2k+1)pi2n = 1
which means k = n−12 , i.e. λ1,0 = 1. Consequently, the second
largest eigenvalue is obtained for k = n−32 . That is
λ+n−3
2
= −2w + 1 + 2w2 sin2 (n−2)pi2n
+2w
∣∣∣sin (n−2)pi2n ∣∣∣√w2 sin2 (n−2)pi2n − 2w + 1.
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λ+n−3
2
= −2w + 2w2 sin2 (n−2)pi2n
+2w
∣∣∣sin (n−2)pi2n ∣∣∣√w2 sin2 (n−2)pi2n − 2w + 1.
Convergence rate of average periodic gossip algorithm (w =
1
2 ) is expressed as R = 1− sin2 (n−2)pi2n .
B. For n=even
By comparing the (9) and (12), we observe
c = w2, α = β = w2−w, d = w, e = (w−1)2, b = −w2+w.
When b = −w2 + w and c = w2, we get
Y1,0 = w
2, Y2,0 = w
2 − 2w,
and
Y 2i,k−2w2Yi,k cos 2kpin −2
(−w2 + w)2 (1− cos 2kpin )+w4 = 0,
k = 1, 2, ...,m−1. Since e = (w − 1)2 and Y = e−λ, then
λ1,0 = (w − 1)2 − w2 = −2w + 1,
λ2,0 = (w − 1)2 −
(
w2 − 2w) = 1,
and the other eigenvalues are the roots of the algebraic
equation
λ2 − 2
[
(w − 1)2 − w2 cos 2kpin
]
λ+ (2w − 1)2 = 0,
k = 1, 2, ..., n−22 , which can be written
λ2 − 2 [−2w + 1 + 2w2 sin2 kpin ]λ+ (2w − 1)2 = 0.
The characteristic of the above equation is
∆′ = 4w2 sin2 kpin
[
w2 sin2 kpin − 2w + 1
]
.
This gives the expressions of the eigenvalues
λk = −2w + 1 + 2w2 sin2 kpin
±2w ∣∣sin kpin ∣∣√w2 sin2 kpin − 2w + 1,
k = 1, 2, ..., n−22 . The largest eigenvalue is obtained when
sin2 kpin = 1 which means k =
n
2 , i.e. λ2,0 = 1. Consequently,
we obtain the second largest eigenvalue for k = n−22 . That is
λ+n−2
2
= −2w + 1 + 2w2 sin2 (n−2)pi2n
+2w
∣∣∣sin (n−2)pi2n ∣∣∣√w2 sin2 (n−2)pi2n − 2w + 1.
Therefore, convergence rate for n=even is expressed as
R = −2w + 2w2 sin2 (n−2)pi2n
+2w
∣∣∣sin (n−2)pi2n ∣∣∣√w2 sin2 (n−2)pi2n − 2w + 1.
Convergence rate of average periodic gossip algorithms
(w = 12 ) is expressed as λ
+
n−2
2
= 1− sin2 (n−2)pi2n .
VI. EFFECT OF LINK FAILURES ON CONVERGENCE RATE
A. For n=even
Comparing the expressions of (10) and (13), we observe
c = (p−1)
2
4 , d =
1−p
2 , b =
1−p2
4 , e =
(p+1)2
4 , α = β =
p2−1
4 and Y = e− λ, then
λ1,0 = 1.
The other eigenvalues are the roots of the algebraic equation
λ2 + λ
(
−2e+ 2c cos (2k+1)pi2m+1
)
+ e2 − 2ce cos (2k+1)pi2m+1 + 2b2 cos (2k+1)pi2m+1 − 2b2 + c2 = 0
(35)
Substituting the values of c, b, and e results in
λ2 + λ
(
− (p+1)22 + (p−1)
2
2 − (p− 1)2 sin2 (2k+1)pi4m+2
)
+ p2 = 0
(36)
Then, λk is expressed as
λk = p+
(p−1)2
2 sin
2 (2k+1)pi
4m+2 +
√
(p−1)4
4 sin
4 (2k+1)pi
4m+2 + p(p− 1)2 sin2 (2k+1)pi4m+2
(37)
Second largest eigenvalue is expressed as
λ+n−2
2
= p+ (p−1)
2
2 sin
2 (n−2)pi
2n +
√
(p−1)4
4 sin
4 (n−2)pi
2n + p(p− 1)2 sin2 (n−2)pi2n
(38)
Therefore, convergence rate of the average periodic gossip
algorithms when communication links fail with the probability
p for even number of nodes is expressed as
R = 1− p− (p−1)22 sin2 (n−2)pi2n −
√
(p−1)4
4 sin
4 (n−2)pi
2n − p(p− 1)2 sin2 (n−2)pi2n
(39)
B. For n=odd
Comparing the expressions of (11) and (12), we observe
c = (p−1)
2
4 , d =
1−p
2 , b =
1−p2
4 , e =
(p+1)2
4 , α = β =
p2−1
4 and Y = e− λ, then
λ1,0 = 1.
The other eigenvalues are the roots of the algebraic equation
λ2 + λ
(−2e+ 2c cos kpim )+ e2 − 2ce cos kpim + 2b2 cos kpim − 2b2 cos kpim − 2b2 + c2 = 0
(40)
Substituting the values of c, b, and e results in
λ2 + λ
(
− (p+1)22 + (p−1)
2
2 − (p− 1)2 sin2 kpin
)
+ p2 = 0
(41)
Then, λk is expressed as
λk = p+
(p−1)2
2 sin
2 kpi
n +
√
(p−1)4
4 sin
4 kpi
n + p(p− 1)2 sin2 kpin
(42)
Second largest eigenvalue is expressed as
λ+n−3
2
= p+ (p−1)
2
2 sin
2 (n−2)pi
2n +
√
(p−1)4
4 sin
4 (n−2)pi
2n + p(p− 1)2 sin2 (n−2)pi2n
(43)
Therefore, convergence rate of the average periodic gossip
algorithms when communication links fail with the probability
p for odd number of nodes is expressed as
R = 1− p− (p−1)22 sin2 (n−2)pi2n −
√
(p−1)4
4 sin
4 (n−2)pi
2n − p(p− 1)2 sin2 (n−2)pi2n
(44)
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TABLE I
CONVERGENCE RATE OF SMALL SCALE WSNS
Number of Nodes Convergence Rate Optimal Gossip Weight
4 0.8 0.6
5 0.6 0.7
6 0.6 0.7
7 0.6 0.7
8 0.4 0.8
9 0.4 0.8
10 0.4 0.8
11 0.4 0.8
12 0.4 0.8
13 0.3034 0.8
14 0.2412 0.8
15 0.2015 0.8
16 0.2 0.9
17 0.2 0.9
18 0.2 0.9
19 0.2 0.9
20 0.2 0.9
TABLE II
CONVERGENCE RATE OF LARGE SCALE WSNS
Number of Nodes Convergence Rate Optimal Gossip Weight
100 0.009 0.9
200 0.0022 0.9
300 0.001 0.9
400 0.0006 0.9
500 0.1 0.9
600 0.002 0.9
700 0.002 0.9
800 0.001 0.9
900 0.001 0.9
1000 0.0001 0.9
VII. NUMERICAL RESULTS
In this section, we present the numerical results. Fig.
2 shows the convergence rate versus number of nodes in
one-dimensional lattice networks for average periodic gossip
algorithms(w =0.5). We have observed that convergence rate
reduces exponentially with the increase in number of nodes.
In every time step, nodes share information with their direct
neighbors to achieve the global average. Thus, for larger
number of nodes, more time steps will be required, thereby
leading to slower convergence rates. As shown in Table. I,
optimal gossip weights are varying with the number of nodes
until n=16 and it’s value becomes 0.9 from n ≥ 16. Fig. 3
shows the convergence rate versus gossip weights for large-
scale networks. We have observed that for large-scale lattice
networks, the optimal gossip weight turns out to be 0.9 (see Ta-
ble. 2). Hence, we can conclude that for any reasonable sized
network (n ≥ 16), gossip weight should be 0.9 for achieving
faster convergence rates in one dimensional lattice networks.
We measure the efficiency of periodic gossip algorithms at
w=0.9 over average periodic gossip algorithms(w=0.5) by
using relative error RE = R0.9−R0.5R0.9 . R0.9 and R0.5 denote
the convergence rate for w=0.9 and w=0.5 respectively. Fig.
5 shows the relative error versus the number of nodes for
small-scale networks. Here, we observed that relative error is
increasing with the number of nodes. Fig. 6 shows the relative
error versus the number of nodes for large-scale networks.
In this case, we observed that relative error is approximately
constant (0.89), with any further increase in number of nodes.
Fig. 2. Convergence Rate versus Number of nodes for Average Gossip
Algorithm (w=0.5).
Fig. 3. Convergence Rate versus Gossip Weight for Small Scale WSNs.
To study the effect of communication link failures, we plot the
Fig. 7. We have observed that, convergence rate is decreasing
with the probability of link failures.
VIII. CONCLUSIONS
Estimating the convergence rate of a periodic gossip algo-
rithm is computationally challenging in large-scale networks.
This paper derived the explicit formulas of convergence rate
for one-dimensional lattice networks. Our work drastically
reduces the computational complexity to estimate the conver-
gence rate for large-scale WSNs. We also derived the explicit
Fig. 4. Convergence Rate versus Gossip Weight for Large Scale WSNs.
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Fig. 5. Relative Error versus Number of Nodes for Small Scale WSNs.
Fig. 6. Relative Error versus Number of Nodes for Large Scale WSNs.
expressions for convergence rate in terms of gossip weight
and number of nodes using linear weight updating approach.
Based on our findings, we have observed that there exists
an optimum gossip weight which significantly improves the
convergence rate for periodic gossip algorithms in small-scale
WSNs (n < 16). Our numerical results demonstrate that
periodic gossip algorithms achieve faster convergence rate
for large-scale networks (n ≥ 16) at w=0.9 over average
periodic gossip algorithms. In this work, we also considered
the communication link failures and derived the closed-form
expression of convergence rate for average periodic gossip
algorithms. Furthermore, our formulation also helped to obtain
Fig. 7. Effect of Link Failures on Convergence Rate.
the eigenvalues of perturbed pentadiagonal matrices. To the
best of our knowledge, this is the first paper to derive the
explicit formulas of eigenvalues for pentadiagonal matrices.
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