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Abstract—This paper presents a new array response control
scheme named complex-coefficient weight vector orthogonal de-
composition (C2-WORD) and its application to pattern synthesis.
The proposed C2-WORD algorithm is a modified version of
the existing WORD approach. We extend WORD by allowing
a complex-valued combining coefficient in C2-WORD, and find
the optimal combining coefficient by maximizing white noise
gain (WNG). Our algorithm offers a closed-from expression to
precisely control the array response level of a given point starting
from an arbitrarily-specified weight vector. In addition, it results
less pattern variations on the uncontrolled angles. Elaborate
analysis shows that the proposed C2-WORD scheme performs at
least as good as the state-of-the-art A2RC or WORD approach.
By applying C2-WORD successively, we present a flexible and
effective approach to pattern synthesis. Numerical examples
are provided to demonstrate the flexibility and effectiveness of
C2-WORD in array response control as well as pattern synthesis.
Index Terms—Array pattern synthesis, array response control,
white noise gain, array signal processing.
I. INTRODUCTION
ARRAY antenna has found numerous applications to radar,navigation and wireless communication. Determining the
complex weights for array elements to achieve a desired
beampattern, i.e., array pattern synthesis, is a fundamental
problem [1]–[5]. For instance, in radar systems, it is desirable
to mitigate returns from interfering signals by designing a
pattern with several nulls at specified directions. In some
communication systems, it is often required to shape multiple-
beam patterns for multi-user reception. Additionally, synthe-
sizing a pattern with broad mainlobe can extend monitoring
areas in satellite remote sensing.
With regard to the problem of pattern synthesis, it is
expected to control the sidelobe of array response to achieve
a pencil beam pattern or to realize a shaped beam pattern
complying to a given mask. Quite a number of approaches to
pattern synthesis have been reported during the past several
decades. For example, given the mainlobe width, Dolph pro-
vided an analytical solution to obtain a pattern with minimum
uniform sidelobe level [6]. However, this method is only
suitable for arrays with particular geometries. For arbitrary
arrays, the global search approaches, such as genetic algo-
rithm (GA) [7], particle swarm optimization (PSO) [8] and
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simulated annealing (SA) [9], are adopted to find the qualified
weights yielding satisfactory beampatterns. Nevertheless, the
prohibitive amount of computation time limits their practical
use. Adaptive array theory [10] has been utilized in [11]–
[13] to synthesize desirable patterns. For this kind of method,
the array response levels are adjusted by assigning virtual
interferences. Note that the interference-to-noise ratios (INRs)
of virtual interferences are selected in an ad hoc manner, and
how to determine their parameters needs further investigation.
In the past few years, the convex optimization theory [14]
has been successfully exploited in pattern synthesis [15]–
[17]. For example, authors of [18] have shown how convex
optimization can be utilized to design the optimal pattern for
arbitrary antenna arrays. Semidefinite programming (SDP) is
employed in [19] and [20] to design nonuniform arrays with
desired magnitude responses. Although most of the pattern
synthesis problems have non-convex constraints, the convex
programming is also useful. By iteratively linearizing the non-
convex power pattern constraints, a series of convex subprob-
lems are obtained in [21] and further solved using second-
order cone programming (SOCP). Authors of [22] make
the non-convex lower bound constraints on the beampattern
convexified, by exploiting the symmetric geometries of lin-
ear/planar arrays and adopting a conjugate symmetric weight
vector. In [23], the semidefinite relaxation (SDR) technique
[24] is employed to approximate the non-convex constraints
in the pattern synthesis problem as convex. Apart from the
aforementioned methods, there also exist a few approaches
attempting to synthesize patterns by utilizing the least-squares
method [25], employing the Fast Fourier Transformation (FFT)
[26] or excitation matching approach [27].
More recently, we devised several flexible pattern synthesis
approaches with array response control scheme. Starting from
an arbitrarily-specified weight vector, the accurate array re-
sponse control (A2RC) algorithm [28] synthesizes a desirable
beampattern by iteratively controlling the response of a single
angle. However, as reported in [29], the parameter determi-
nation of A2RC is imperfect and the resulting beampatterns
may be distorted. To overcome the drawback of A2RC, the
weight vector orthogonal decomposition (WORD) algorithm is
proposed in [29]. The WORD based pattern synthesis approach
shares the same idea as that of A2RC. Nevertheless, different
from A2RC, the weight in WORD is orthogonally decomposed
as two parts. By selecting the combining coefficient of the
resulting two orthogonal vectors in WORD, the response level
at a single direction can be precisely adjusted, and a satisfac-
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2tory pattern can be synthesized. In WORD algorithm, there
are two real-valued candidates for the combining coefficient,
and the one that leads to a less pattern variation is selected.
In fact, as shall be presented later, one can realize the given
response control task by adopting a complex-valued combining
coefficient in WORD scheme. Since the candidate set of
combining coefficients is incomplete in the existing WORD
algorithm, it may lead to performance loss on the ultimate
beampattern.
The drawbacks of WORD motivate us to consider a
complex-coefficient weight vector orthogonal decomposition
(C2-WORD) algorithm in this paper, where the combining co-
efficient is allowed to be complex-valued but not limited to be
real-valued. Since the candidate set of weighting coefficients
is extended, we can obtain a better performance than WORD
in [29]. Moreover, we optimize the parameter of C2-WORD
by maximizing the white noise gain (WNG) [30]–[32] and
obtain a closed-form solution of the ultimate coefficient and
weight vector. In addition, we present a detailed analysis on the
connection between the proposed C2-WORD and the existing
A2RC. It is shown that C2-WORD may degrade into A2RC,
but outperforms it under general circumstances. By applying
C2-WORD iteratively, a flexible and effective array pattern
synthesis approach is developed and its good performance
is validated under various situations. Furthermore, by taking
the steering vector uncertainty into consideration, we will
utilize C2-WORD scheme to realize robust sidelobe control
and synthesis, which has not been studied in neither A2RC
nor WORD.
It should be mentioned that this paper focuses on the
main concepts and fundamentals of C2-WORD scheme, its
application to robust sidelobe control and synthesis will be
carried out in the companion paper [33]. This paper is or-
ganized as follows. In Section II, the problem formulation of
array response control, A2RC algorithm and WORD algorithm
are briefly introduced. The C2-WORD scheme is devised in
Section III and its connection with A2RC is discussed in
Section IV. The application of C2-WORD to pattern synthesis
is presented in Section V. In Section VI, we present numerical
examples to demonstrate the performance of the proposed
method. Conclusions are drawn in Section VII.
Notations: We use bold upper-case and lower-case letters
to represent matrices and vectors, respectively. In particular,
we use I to denote the identity matrix. j ,
√−1. (·)T,
(·)∗ and (·)H stand for the transpose, complex conjugate and
Hermitian transpose, respectively. | · | denotes the absolute
value and ‖ · ‖2 denotes the l2 norm. v(i) represents the ith
entry of vector v. We use B(i, l) to stand for the element at
the ith row and lth column of matrix B. Diag(·) represents
the diagonal matrix with the components of the input vector
as the diagonal elements. <(·) and =(·) denote the real and
imaginary parts, respectively. det(·) is the determinant of a
matrix. ∝ means direct proportion. R and C denote the sets of
all real and all complex numbers, respectively.R(·) returns the
column space of the input matrix, and R⊥(·) is the orthogonal
complementary space of R(·). PZ and P⊥Z represent the
projection matrices onto R(Z) and R⊥(Z), respectively. ∠(·)
returns the argument of a complex number. ⊕ stands for the
direct sum operator.
II. PRELIMINARIES
A. Response Control Formulation
Without loss of generality and for the sake of clarity, we
focus on herein the problem of one-dimensional response
control. The extension to more complicated configurations
is straight-forward. First of all, the array power response is
expressed as
L(θ, θ0) = |wHa(θ)|2/|wHa(θ0)|2 (1)
where (·)H denotes the conjugate transpose, w is the weight
vector, θ0 is the main beam axis, a(θ) stands for the steering
vector in direction θ. More exactly, we have
a(θ) = [g1(θ)e
−jωτ1(θ), · · · , gN (θ)e−jωτN (θ)]T (2)
where (·)T denotes the transpose operator, j = √−1 is
the imaginary unit, ω denotes the operating frequency, gn(θ)
denotes the pattern of the nth element, τn(θ) represents the
time-delay between the nth element and the reference point,
n = 1, · · · , N . Notice that the array response in (1) is
normalized by the power response at θ0 as commonly applied
in practice. The problem of array response control can thus
be stated as: finding an appropriate weight vector which
makes the normalized power response L(θ, θ0) meet specific
requirements.
B. A2RC Algorithm
Recently, an accurate array response control (A2RC) al-
gorithm has been developed in [28] to precisely control the
response level at one given point. For a given previous weight
vector wk−1 and an angle θk to be controlled, the weight
vector of A2RC is updated as
wk = wk−1 + µka(θk) (3)
where k represents the index of step, µk is the only parameter
that can be determined by the desired level ρk at θk. More
specifically, to realize the array response control task at θk,
i.e., Lk(θk, θ0) = ρk, where
Lk(θ, θ0) = |wHk a(θ)|2
/|wHk a(θ0)|2 (4)
it has been shown in [28] that µk locates in a circle:
Cµk =
{
µk
∣∣∣∥∥[<(µk),=(µk)]T − cµk∥∥2 = Rµk} (5)
with center cµ = [−< (Qk(1, 2)) ,= (Qk(1, 2))]T/Qk(2, 2)
and radius Rµ =
√−det(Qk)/|Qk(2, 2)|, where Qk =
[wk−1,a(θk)]H(a(θk)aH(θk)−ρka(θ0)aH(θ0))[wk−1,a(θk)].
In addition, to generate a less pattern distortion, the optimal
µk,? is experimentally selected in [28] as
µk,? = µk,s , arg min
µk∈Cµk
|µk|. (6)
However, a satisfactory performance may not be always
guaranteed for A2RC, mainly due to its imperfect parameter
determination scheme.
3C. WORD Algorithm
To alleviate the drawback of A2RC, a novel weight vector
orthogonal decomposition (WORD) algorithm was presented
in [29] on the foundation of adaptive array theory. More
specifically, for a given weight vector wk−1, an angle θk to be
controlled and its desired level ρk, WORD algorithm updates
its weight vector as
wk =
[
wk−1,⊥ wk−1,‖
] [
1 βk
]T
, βk ∈ R (7)
where wk−1,⊥ and wk−1,‖ are defined as
wk−1,⊥ , P⊥[a(θk)]wk−1, wk−1,‖ , P[a(θk)]wk−1 (8)
with k denoting the step index. In (7), the real-valued βk
can be selected to be either βa or βb, both of which can be
determined by the desired level ρk at θk. In [29], it has been
derived that
βa =
−<(Bk(1, 2)) + d
Bk(2, 2)
, βb =
−<(Bk(1, 2))− d
Bk(2, 2)
(9)
where Bk and d satisfy
Bk=
[
wH⊥a(θk)
wH‖ a(θk)
][
wH⊥a(θk)
wH‖ a(θk)
]H
−ρk
[
wH⊥a(θ0)
wH‖ a(θ0)
][
wH⊥a(θ0)
wH‖ a(θ0)
]H
(10)
d =
√
<2(Bk(1, 2))−Bk(1, 1)Bk(2, 2). (11)
In (10), w⊥ and w‖ are the short notations of wk−1,⊥ and
wk−1,‖, respectively, and will be used in our later discussions.
To obtain the ultimate expression of wk that adjusts the
response level of θk to ρk, the one (either βa or βb) that
minimizes F (β) = ‖P⊥wk−1wk/‖wk‖2‖22 is selected.
III. ARRAY RESPONSE CONTROL VIA C2-WORD
In this section, we present a new complex-coefficient weight
vector orthogonal decomposition (C2-WORD) algorithm by
modifying the WORD algorithm in [29].
A. C2-WORD Algorithm
Before presenting the proposed C2-WORD algorithm, we
first provide the following Lemma.
Lemma 1: For ∀βk ∈ R and the corresponding wk in (7),
there exists β˜k ∈ C and a corresponding w˜k satisfying
w˜k =
[
w⊥ w‖
] [
1 β˜k
]T
(12)
such that
Lk(θk, θ0)
∣∣
w=w˜k
= Lk(θk, θ0)
∣∣
w=wk
. (13)
Moreover, β˜k is non-trivially complex-valued (i.e., β˜k /∈ R) in
most cases.
Proof: See Appendix A.
Lemma 1 implies that there exists complex-valued β˜k lead-
ing to the same response level at θk as that of the prescribed
real-valued βk. Therefore, it is more reasonable to assign a
complex-valued βk in the WORD scheme. This leads to the
complex-coefficient weight vector orthogonal decomposition
(C2-WORD) algorithm as presented next.
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Fig. 1. Geometrical distribution of βk .
More specifically, given the previous weight vector wk−1,
in order to adjust the array response level of θk to its desired
level ρk, we propose to update the weight vector as
wk =
[
w⊥ w‖
] [
1 βk
]T
, βk ∈ C. (14)
Different from the weight vector update of WORD in Eqn. (7),
the parameter βk in (14) is complex-valued but not limited
to be real-valued, although we have designated an identical
notation (i.e., βk). We will present the benefits later.
To realize the array response control task at θk, i.e.,
Lk(θk, θ0) = ρk (15)
we first find the trajectory of all possible βk’s in (14). To
do so, we substitute (14) into (15) and obtain zHk Bkzk = 0,
where zk , [1 βk]T, Bk is a 2 × 2 Hermitian matrix given
in (10). After some calculation, we can obtain the following
proposition that describes the geometrical distribution of βk.
Proposition 1: Suppose that βk is a solution of (14) and
(15), it can be derived that the trajectory set of βk is a circle
Cβk :
Cβk =
{
βk
∣∣∣∥∥[<(βk),=(βk)]T − cβk∥∥2 = Rβk} (16)
with center
cβk =
1
Bk(2, 2)
[−< (Bk(1, 2))
= (Bk(1, 2))
]
(17)
and radius
Rβk =
√
−det(Bk)
/|Bk(2, 2)|. (18)
Proof: See Appendix B.
Fig. 1 presents a geometric interpretation of Proposition 1.
It can be readily known that the existing WORD algorithm
selects the parameter βk from the real-valued elements of
Cβk . For our C
2-WORD algorithm, we have extended the
feasible set to complex domain. By doing so, the resulting
performance may be improved, since it’s possible to select a
more appropriate βk that may not be real-valued.
Remark 1: Proposition 1 is valid only if Bk(2, 2) 6= 0,
which is equivalent to ρk|wH‖ a(θ0)|2 6= |wH‖ a(θk)|2 or simply
4ρk|aH(θk)a(θ0)|2 6= |aH(θk)a(θk)|2. As a matter of fact, if
ρk|aH(θk)a(θ0)|2 = |aH(θk)a(θk)|2, one obtains
ρk = |aH(θk)a(θk)|2/|aH(θk)a(θ0)|2 , ρ˜k. (19)
Clearly, ρ˜k denotes the array response level at θk when
taking the weight vector as a(θk). Note that the response
is normalized by the output at θ0, but its beam axis steers
to θk 6= θ0. Therefore, we have ρ˜k > 1 under normal
circumstances. For this reason, in the following discussions
we reasonably assume that ρk ∈ [0, 1], which makes ρk 6= ρ˜k
or Bk(2, 2) 6= 0 easily satisfied.
B. Selection of βk
Proposition 1 indicates that there exist infinitely many
solutions of (complex-valued) βk adjusting the array response
level of θk to its desired value ρk. Then, an optimal one,
denoted as βk,?, should be selected to further finish the array
response control task (15).
In this paper, we optimize the parameter βk by maximizing
the white noise gain (WNG) [30]–[32], which is denoted as
G and satisfies
G =
|wHa(θ0)|2
‖w‖22
. (20)
The WNG measures the signal-to-noise ratio (SNR) improve-
ment, i.e., the ratio of the SNR at the output to the SNR
at the input, in the white noise scenario. Combining (14)
and Proposition 1, the following constrained problem can be
formulated to determine the ultimate βk,?:
max
βk
Gk =
|wHk a(θ0)|2
‖wk‖22
(21a)
subject to wk =
[
w⊥ w‖
] [
1 βk
]T (21b)
βk ∈ Cβk (21c)
where Cβk is given in (16). Although problem (21) is non-
convex, its optimal solution can be analytically expressed as
the following proposition described.
Proposition 2: The optimal solution βk,? of problem (21)
is given by
βk,? = βk,l , arg max
βk∈Cβk
|βk| = (|cβk |+Rβk)ej∠g(cβk ) (22)
where g(·) is a function satisfying g(c) = c(1) + jc(2) for a
two-dimensional input vector.
Proof: See Appendix C.
From Proposition 2, we learn that the optimal βk,? has
maximum modulo among all βk’s in Cβk , refer to g−1(βk,l)
in Fig. 1 for its location. Once the optimal βk,? is determined,
we can express the ultimate weight vector of C2-WORD as
wk =
[
w⊥ w‖
] [
1 βk,?
]T
. (23)
In addition, we can derive the following interesting result
about the obtained wk in (23).
Algorithm 1 C2-WORD Algorithm
1: prescribe beam axis θ0 and index k, give the previous
weight vector wk−1, direction θk and the corresponding
desired level ρk
2: determine the optimal βk,? in (22)
3: output the new weight vector wk in (23)
Proposition 3: Taking wk−1 = a(θ0) and assuming that
aH(θk)a(θ0) 6= 0, then the resulting wk in (23) is the global
optimal solution of the following problem, i.e.,
max
w∈CN
|wHa(θ0)|2
‖w‖22
(24a)
subject to |wHa(θk)|2/|wHa(θ0)|2 = ρk. (24b)
Proof: See Appendix D.
According to Proposition 3, the resulting weight vector of
C2-WORD is optimal in maximizing WNG with the response
level constraint (24b), provided that a(θ0) is taken as the
previous weight and a(θk) is non-orthogonal to a(θ0). It
should be noted that the constraint of orthogonal decompo-
sition (i.e., (21b)) is not assigned in problem (24). Since βk,?
may be complex-valued, the above result may not be true for
the traditional WORD algorithm. Finally, we summarize the
proposed C2-WORD algorithm in Algorithm 1.
IV. CONNECTION BETWEEN C2-WORD AND A2RC
In the preceding section, we extend WORD algorithm [29]
by allowing the complex-valued coefficient in C2-WORD.
Since C2-WORD optimizes its parameter in a larger range,
a more satisfactory performance can be obtained comparing
to WORD. To have a better understanding, we next present
the connection between C2-WORD and the existing A2RC
in [28]. It is shown that A2RC, WORD and C2-WORD may
obtain identical results under specific circumstances.
To begin with, we re-express the weight vector update of
C2-WORD, i.e., Eqn. (14), as
wk =
[
w⊥ w‖
] [
1 βk
]T
= P⊥[a(θk)]wk−1 + βkP[a(θk)]wk−1
=
(
I− a(θk)a
H(θk)
aH(θk)a(θk)
)
wk−1 +
βka(θk)aH(θk)
aH(θk)a(θk)
wk−1
= wk−1 + T (βk) · a(θk) (25)
where the transformation T (βk) is defined as
T (βk) ,
(βk − 1)aH(θk)wk−1
aH(θk)a(θk)
. (26)
Comparing (25) with (3), one can see that the weight vectors
of C2-WORD and A2RC are updated in the same forms,
while the difference relies on the parameter selections, see
(22) and (6), respectively. In addition, we notice that the
component in R⊥(a(θk)) has no contribution to the array
response level at θk, but may affect the responses of the
uncontrolled points. From (25), we know that no redundant
component has been added into the previous weight wk−1 for
5C2-WORD algorithm. The resulting benefit may be the less
pattern variations at the uncontrolled region.
In fact, the one-one mapping T (·) can transform βk of
C2-WORD into µk of A2RC, and vice versa. Moreover, it’s
not hard to find that{
T (βk)
∣∣L(θk, θ0) = ρk} = {T (βk)∣∣βk ∈ Cβk} = Cµk .
In addition, C2-WORD obtains the same result as A2RC under
certain circumstances. To see this, we first define
µk,l , arg max
µk∈Cµk
|µk|. (27)
Then, the following proposition can be established.
Proposition 4: For the given wk−1, θk and ρk, we have
T (βk,?) = µk,s = µk,? if and only if
cβk(2) = 0 and cβk(1) ∈ [0, 1] (28)
where cβk is given in (17). Meanwhile, T (βk,?) = µk,l if and
only if
cβk(2) = 0 and cβk(1) ∈ (−∞, 0) ∪ (1,+∞). (29)
Additionally, if T (βk,?) ∈ {µk,s, µk,l}, we have βk,? ∈ R.
Proof: See Appendix E.
According to Proposition 4, we know that C2-WORD results
an identical result as A2RC, provided that (28) is satisfied.
Otherwise, it can be predicted that C2-WORD outperforms
A2RC (in the sense of WNG). Moreover, note that the pa-
rameter µk,l, which is defined in (27) and is never selected in
A2RC, may correspond to the optimal βk,? of C2-WORD.
In addition, it can be readily find from Proposition 4 that
C2-WORD may obtain the same result as that of WORD,
provided that cβk(2) = 0.
Proposition 4 summarizes the condition when C2-WORD
and A2RC becomes equivalent. However, it is still unclear in
which concrete cases these two algorithms result an identical
weight vector. Before answering this question, we define
ρk ,
|aH(θk)a(θk)|2
|aH(θ0)a(θ0)|2 =
‖a(θk)‖42
‖a(θ0)‖42
(30a)
ρ˘k ,
|wHk−1a(θk)aH(θk)a(θk)|
|wHk−1a(θ0)aH(θ0)a(θk)|
. (30b)
Then, the following two corollaries of Proposition 4 can be
obtained.
Corollary 1: If the previous weight vector is set as a(θ0),
i.e., wk−1 = a(θ0), then for θk 6= θ0 and ρk satisfying
0 ≤ ρk ≤ min {ρ˜k, ρk} , ρk 6= ρ˜k (31)
we have T (βk,?) = µk,s = µk,?. In other words, C2-WORD
obtains the same weight vector wk as A2RC in the above case.
Proof: See Appendix F.
Corollary 1 shows that C2-WORD becomes equivalent to
A2RC if wk−1 = a(θ0) taken and the desired level ρk satisfies
specific condition, i.e., (31). Note that the Corollary 1 has no
limitation on the array configurations. In addition, recalling
Remark 1, we find that (31) can be easily guaranteed.
In addition, another corollary of Proposition 4, which relates
to centro-symmetric arrays [35]–[37], can be established. In
Algorithm 2 C2-WORD based Pattern Synthesis Algorithm
1: give θ0, the desired pattern Ld(θ), the initial weight vector
w0 and its corresponding pattern L0(θ, θ0), set k = 1
2: while 1 do
3: select an angle θk by comparing Lk−1(θ, θ0) with
Ld(θ)
4: apply C2-WORD to realize Lk(θk, θ0) = Ld(θk),
obtain wk in (23) and the corresponding Lk(θ, θ0)
5: if Lk(θ, θ0) is not satisfactory then
6: set k = k + 1
7: else
8: break
9: end if
10: end while
11: output wk and Lk(θ, θ0)
brief, a sensor array is called centro-symmetric if its element
locations are symmetric with respect to the centroid and the
complex characteristics of paired elements are the same. To
proceed, we first define the conjugate centro-symmetric vector
set V as
V ,
{
v ∈ CN×1
∣∣∣v(i) = v∗(N − i+ 1), ∀i = 1, · · · , N} .
It can be readily found that the steering vectors of a centro-
symmetric array locate in V, provided that the symmetric
center is taken as reference. Based on this observation, we
can obtain the second corollary of Proposition 4.
Corollary 2: For a centro-symmetric array and the pre-
scribed θk and ρk, if w0 ∈ V and
0 ≤ ρk ≤ min {ρ˜k, ρ˘k} , ρk 6= ρ˜k (32)
wH⊥a(θ0)a
H(θ0)w‖ ≥ 0 (33)
hold true for k = 1, 2, · · · . Then C2-WORD method will
obtain the same weight vector as that of A2RC in every step
of weight updating. In other words, these two approaches are
completely equivalent in this scenario.
Proof: See Appendix G.
The above Corollary 2 provides a case when A2RC becomes
equivalent to C2-WORD. In this specific scenario, the param-
eter selection of A2RC is optimal in the sense of WNG. For
more general cases, the parameter determination of A2RC may
not be the optimal one. Therefore, the proposed C2-WORD
algorithm always performs at least as good as A2RC.
Remark 2: Similar to Remark 1, in general we have
aH(θk)a(θk) > |aH(θk)a(θ0)|. Based on this observation,
the condition 0 ≤ ρk < ρ˜k can be guaranteed as long
as 0 ≤ ρk ≤ 1. Furthermore, to make 0 ≤ ρk ≤ ρ˘k
satisfied, we can simply restrict the desired response level
ρk to be lower than its previous level at θk, i.e., 0 ≤
ρk ≤ |wHk−1a(θk)|/|wHk−1a(θ0)| = Lk−1(θk, θ0). Normally,
Lk−1(θk, θ0) is not greater than 1. Therefore, (32) can be
easily satisfied as long as 0 ≤ ρk ≤ Lk−1(θk, θ0).
V. PATTERN SYNTHESIS VIA C2-WORD
In this section, the application of C2-WORD to pattern
synthesis is briefly introduced. Generally speaking, the strat-
egy herein shares a similar concept of pattern synthesis using
6A2RC [28] or WORD [29]. We synthesize a desirable beam-
pattern by successively adjusting the response levels at the
directions where the specifications do not meet.
More precisely, let Ld(θ) be the desired pattern. An initial
pattern L0(θ, θ0) is firstly obtained by setting the weight vector
as w0, and an angle θ1, at which the response level requires
adjustment, is selected by comparing the initial pattern with
the desired one. Next, the C2-WORD scheme is applied to
modify the weight vector w0 to w1, by setting the desired
response level at θ1 as Ld(θ1). Similarly, by comparing
L1(θ, θ0) with Ld(θ), a second angle θ2, at which the response
is needed to be adjusted, is selected. An updated weight vector
w2 can thus be achieved via C2-WORD. The above procedure
is carried out successively once a satisfactory array pattern
has been obtained. As for how to select the angle to be
controlled in every step, we follow the strategy in [28] and
[29]. More specifically, for sidelobe synthesis, we select a peak
angle where the response difference (from the desired level)
is relatively large. For mainlobe synthesis, an angle where
the response deviates large from the desired one is chosen.
Finally, we summarize the C2-WORD based pattern synthesis
algorithm in Algorithm 2.
VI. NUMERICAL RESULTS
In this section, simulations are presented to demonstrate
C2-WORD on array response control and array pattern syn-
thesis. For comparison purpose, the A2RC algorithm in [28],
WORD algorithm in [29], convex programming (CP) method
in [18] and the semidefinite relaxation (SDR) method in [23]
will also be tested if applicable. Unless otherwise specified,
we take a(θ0) as the initial weight for A2RC, WORD and the
proposed C2-WORD.
A. Response Control of a Nonisotropic Linear Random Array
In this example, we illustrate the performance of C2-WORD
on array response control and show its advantage over A2RC
and WORD. More specifically, a 21-element nonisotropic
linear random array (see e.g., [5], [11], [28]) is considered.
The pattern of the nth element is given by
gn(θ) = [cos (pilnsin(θ + ζn))− cos(piln)] /cos(θ + ζn) (34)
where ζn and ln represent the orientation and length of the
element, respectively. More details of the array can be found
in Table I, where the element positions (in wavelength) are
also specified. To illustrate the effectiveness of the proposed
method, we set the beam axis as θ0 = 20◦ and pre-assign
the corresponding desired levels, see Table II for details. The
resulting WNGs of A2RC, WORD and C2-WORD are denoted
by Gk,B, Gk,× and Gk,?, respectively.
Fig. 2 depicts the obtained patterns at different steps.
Accordingly, Fig. 3 presents the trajectories of β and µ. It can
be observed from Fig. 2 that the responses can be adjusted
as expected by the three approaches. Table II summarizes the
resulting parameters and WNGs. One can see that the resulting
WNG of C2-WORD algorithm is not less than those of A2RC
and WORD for each response control step. It is interesting to
point out that T (β1,?) = T (β1,×) = µ1,?, which indicates that
TABLE I
PARAMETERS OF THE NONISOTROPIC RANDOM ARRAY
n xn(λ) ln(λ) ζn(deg) n xn(λ) ln(λ) ζn(deg)
1 0.00 0.30 0.0 12 5.50 0.20 5.0
2 0.45 0.25 -4.0 13 6.01 0.29 4.0
3 0.95 0.24 5.0 14 6.53 0.20 5.0
4 1.50 0.20 -32 15 7.07 0.26 -9.0
5 2.04 0.26 -3.2 16 7.52 0.21 7.0
6 2.64 0.27 10 17 8.00 0.25 10
7 3.09 0.23 1.0 18 8.47 0.21 6.0
8 3.55 0.24 -10 19 8.98 0.20 -8.0
9 4.05 0.25 0.0 20 9.53 0.26 0.0
10 4.55 0.21 7.0 21 10.01 0.25 5.0
11 5.06 0.20 5.0
TABLE II
EXPERIMENT SETTINGS OF RESPONSE CONTROL AND OBTAINED
PARAMETERS AND WNGS OF DIFFERENT METHODS
k = 1 k = 2 k = 3
θk 5
◦ −25◦ 22◦
ρk −10 dB −30 dB 0 dB
µk,? 0.2270-j0.1034 -0.0101-j0.0030 0.7577+j0.5199
Gk,B 12.9284 dB 12.9336 dB 12.1491 dB
βk,× 9.5716 0.7606 2.2132
Gk,× 12.9284 dB 12.9336 dB 12.6085 dB
T (βk,×) 0.2270-j0.1034 -0.0101-j0.0030 0.6499-j0.7894
βk,? 9.5716 -0.5649+j0.5114 2.2097-j0.2627
Gk,? 12.9284 dB 12.9488 dB 12.6184 dB
T (βk,?) 0.2270-j0.1034 -0.0725+j0.0016 0.4703-j0.9336
the three approaches obtain the same weight vectors in the first
step of response control. An intuitive explanation of this result
is presented in Fig. 3(a), where we can see that the resulting
β1,? is real and T (β1,?) coincides exactly with µ1,?. This result
is actually coincident with the conclusion of Corollary 1. In the
2nd and 3rd steps, C2-WORD obtains different beampatterns
from those of A2RC and WORD, see Fig. 2(b) and Fig. 2(c)
for details. The corresponding distributions of β and µ are
depicted in Fig. 3(b) and Fig. 3(c), from which we find that
the resulting βk,?’s are complex-valued and T (βk,?) are not
coincident with µk,?, k = 2, 3.
B. Pattern Synthesis Using C2-WORD
In this section, representative simulations are presented to
illustrate the application of C2-WORD to pattern synthesis.
1) Nonuniform Sidelobe Synthesis for a ULA: In the first
example, a 16-element uniformly spaced linear array (ULA) is
considered. We steer the beam axis to θ0 = −30◦. The desired
beampattern has nonuniform sidelobe levels. More specifically,
the upper level is −45dB in the region [25◦, 45◦] and −30dB
in the rest of the sidelobe region. To lower the complexity, we
take the initial weight of C2-WORD as the Chebyshev weight
with a −30dB sidelobe attenuation. Note that the initial weight
is a conjugate centro-symmetric vector, i.e., w0 ∈ V.
Fig. 4 presents several intermediate results when synthe-
sizing pattern by C2-WORD. At each response control step,
we select one sidelobe peak and then adjust the response to
its desired level. From Fig. 4, one can see that the resulting
response envelope is similar to the desired one after conducting
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Fig. 2. Illustration of response control for a nonisotropic random array. (a) The synthesized beampatterns at the 1st step. (b) The synthesized beampatterns
at the 2nd step. (c) The synthesized beampatterns at the 3rd step.
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Fig. 3. Geometrical distributions of β and µ at different steps. (a) Geometrical distributions of β and µ at the 1st step. (b) Geometrical distributions of β
and µ at the 2nd step. (c) Geometrical distributions of β and µ at the 3rd step.
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Fig. 4. Synthesis procedure of nonuniform-sidelobe pattern using a ULA (starting from Chebyshev weight). (a) Synthesized pattern at the first step. (b)
Synthesized pattern at the second step. (c) Synthesized pattern at the 9-th step.
9 response control steps. To explore the convergence of the
proposed approach, we define Dk as the maximum response
deviation within the set of the sidelobe peak angles at the kth
step (denoted as Ωks ), i.e.,
Dk , max
θ∈Ωks
(Lk(θ, θ0)− Ld(θ)) . (35)
The curve of Dk versus the iterative number k is depicted
in Fig. 5, which clearly shows that Dk decreases with the
increase of iteration. After carrying out 40 response control
steps, the resulting Dk equals approximately to zero and we
terminate the synthesis process.
The ultimate pattern of the proposed approach is presented
in Fig. 6, where the results of CP, A2RC and WORD are
also displayed. For both A2RC and WORD, we carry out the
same iteration steps as that of C2-WORD, and the resulting
beampatterns of these three approaches are identical in this
case. This result is consistent with the prediction of Corollary
2. In addition, we can see that the resulting mainlobe width
of CP method is wider, although a qualified sidelobe level is
obtained.
To further examine the performance of the proposed ap-
proach. We take the mutual coupling into consideration with
other settings unchanged. The channel isolation [38] between
different elements is −20dB. The resulting beampatterns of
different approaches are presented in Fig. 7. In this case,
the proposed C2-WORD algorithm obtains a different pattern
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Fig. 5. Maximum response deviation Dk versus the iteration number.
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Fig. 7. Synthesized patterns with non-uniform sidelobe for a ULA with mutual
coupling.
from those of A2RC and WORD. The resulting WNG of our
algorithm is 11.30dB, which is higher than the corresponding
11.01dB of A2RC and WORD. In addition, the resulting WNG
of CP method is 10.78dB and the synthesized beampattern is
not aligned with the desired one.
2) Synthesizing Flat-Top Pattern for Linear Random Array:
In this example, we consider a linear random array, with its
TABLE III
ELEMENT LOCATIONS OF LINEAR RANDOM ARRAY AND WEIGHTS
OBTAINED BY THE PROPOSED METHOD
n xn(λ) wn n xn(λ) wn
1 0.00 0.2523e+j0.0468 9 3.99 0.8648e−j2.8313
2 0.47 0.0239e+j0.6417 10 4.48 0.0802e+j1.0755
3 1.01 0.1932e−j2.3044 11 4.96 0.9415e+j0.2068
4 1.47 0.3330e+j3.0465 12 5.43 1.0000e+j0.0084
5 1.97 0.2863e+j0.3971 13 5.94 0.7295e+j0.0597
6 2.54 0.6463e+j0.2904 14 6.49 0.7338e+j0.0040
7 3.06 0.1202e+j0.0574 15 6.98 0.6187e+j0.1650
8 3.53 0.7930e−j2.8431 16 7.46 0.3340e−j0.2297
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Fig. 8. Synthesized patterns with flat-top mainlobe and broad-notch sidelobe
for a random linear array with mutual coupling.
element location specifying in Table III. In this case, the
desired pattern has both sidelobe and mainlobe constraints.
More specifically, the upper level is −35dB in the region
[60◦, 75◦] and −25dB in the rest of the sidelobe region. For
mainlobe response, its desired level is 0dB in the pre-assigned
region [−25◦, 25◦]. In addition, we consider mutual coupling
with a −25db channel isolation between different elements.
After carrying out 300 response control steps, the proposed
C2-WORD approach synthesizes a desirable beampattern and
the resulting weightings are listed in Table III.
Fig. 8 presents the resulting patterns of C2-WORD, A2RC,
WORD (all with the same iteration steps) and SDR. We can
see that the C2-WORD approach obtains satisfactory responses
at both sidelobe and mainlobe region. The ripple of the
mainlobe response is about 0.3dB, which is less than those
of the other three methods. Note that both A2RC and WORD
lead to some pattern distortions at the mainlobe region. For
the SDR approach, the resulting mainlobe ripple is large and
the synthesized sidelobe is not qualified. The reason probably
is that the ultimate weight of SDR method may not satisfy the
pre-defined constraints, due to the relaxation operator to the
original problem.
3) Pattern Synthesis for Conformal Array: To further show
the effectiveness of the proposed C2-WORD algorithm, we
follow the array configuration in [39] and consider a circular
arc array that conforms to a cylindrical surface as shown in
Fig. 9. The element number is 16 and the distance between
adjacent elements is half a wavelength. The θc in Fig. 9 is set
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Fig. 9. Illustration of a circular arc array.
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Fig. 10. Synthesized patterns for a circular arc array.
as 60◦. In addition, we take the element polarized pattern and
mutual coupling effect into consideration. More specifically,
the element pattern follows the lowest order circular patch
model [40]–[42], and the beam pattern can be analytically
expressed as described in [43]. As for mutual coupling, the
corresponding channel isolation between different elements is
−25db. In this case, we steer the beam axis to θ0 = −20◦.
The desired pattern has −45dB upper level in the region
[25◦, 45◦] and is expected to be lower than −32dB in the
rest of the sidelobe region. For simplicity, we only consider
the pattern that is coplanar to the array plane, although the
extensions are straightforward. Fig. 10 depicts the resulting
patterns of different approaches. One can see that our approach
synthesizes a more satisfactory pattern than those of CP, A2RC
and WORD.
VII. CONCLUSIONS
In this paper, we have presented a new scheme named
complex-coefficient weight vector orthogonal decomposition
(C2-WORD). The C2-WORD algorithm is modified from
the existing WORD method. We have extended the WORD
algorithm by allowing a complex-valued combining coefficient
in the devised C2-WORD algorithm. Moreover, parameter
selection has been carried out to maximize the white noise gain
(WNG), and a closed-form solution of weight vector updating
has been obtained. In addition, we have presented the benefits
of C2-WORD (comparing to WORD), and have discussed
the connection between C2-WORD and the existing A2RC
algorithm. It has been shown that C2-WORD may degrade
into A2RC under specific circumstances, and alway performs
at least as good as A2RC and WORD in the sense of WNG.
The application of C2-WORD to array pattern synthesis has
been studied and validated with various examples. Based on
the fundamentals developed in this paper, a further application
of C2-WORD to robust sidelobe control and synthesis will
be considered in [33], by taking the array steering vector
uncertainties into consideration.
APPENDIX A
PROOF OF LEMMA 1
For simplicity, we omit the subscript k of β and β˜ in sequel.
To proof Lemma 1, we can find a specific β˜ ∈ C and the
corresponding w˜k in (12) making (13) satisfied. To this end,
for any given β ∈ R, we set β˜ as
β˜ = β + jζ (36)
where ζ is defined as
ζ , 2β2ηi
/
(|ξ⊥|2 + 2βηr) ∈ R (37)
with ηr = <(ξ‖ξ∗⊥), ηi = =(ξ‖ξ∗⊥), ξ‖ = wH‖ a(θ0), ξ⊥ =
wH⊥a(θ0). Since both β and ζ are real-valued, we have
<((β − jζ)ξ‖ξ∗⊥) = βηr + ζηi. (38)
On the other hand, one can readily obtain from (37) that
2β2ηi = ζ(|ξ⊥|2+2βηr). On this basis, it can be easily derived
that 2β2ζηi + 2β3ηr = ζ2(|ξ⊥|2 + 2βηr) + 2β3ηr, which can
be equivalently re-expressed as
2β2(βηr + ζηi) = ζ
2|ξ⊥|2 + 2(β2 + ζ2)βηr. (39)
Combining (38) and (39), one can obtain that
β2
(|ξ⊥|2 + (β2 + ζ2)|ξ‖|2 + 2<((β − jζ)ξ‖ξ∗⊥))︸ ︷︷ ︸
|ξ⊥+(β−jζ)ξ‖|2
= (β2 + ζ2)
(|ξ⊥|2 + β2|ξ‖|2 + 2βηr)︸ ︷︷ ︸
|ξ⊥+βξ‖|2
(40)
and then
(β2 + ζ2)
|ξ⊥ + (β − jζ)ξ‖|2 =
β2
|ξ⊥ + βξ‖|2 . (41)
Substituting w˜k = w⊥+ β˜w‖ into Lk(θk, θ0) and combining
(41), we have
Lk(θk, θ0)
∣∣
w=w˜k
=
(β2 + ζ2)|wH‖ a(θk)|2
|ξ⊥ + (β − jζ)ξ‖|2
=
β2|wH‖ a(θk)|2
|ξ⊥ + βξ‖|2
= Lk(θk, θ0)
∣∣
w=wk
(42)
which indicates that (13) holds true. Moreover, we know from
(36) that β˜ /∈ R if only β 6= 0 and ηi 6= 0. This completes the
proof of Lemma 1.
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APPENDIX B
PROOF OF PROPOSITION 1
For the sake of clarity, we may omit the subscript k in
sequel. To solve zHBz = 0, we take eigenvalue decomposition
of B, i.e., B = UΛUH, where U is an unitary matrix,
Λ = Diag([λ1, λ2]) with λ1 and λ2 denoting eigenvalues of
B. Define y , UHz. Then zHBz = 0 can be equivalently
expressed as yHΛy = 0, and further
λ1|y(1)|2 + λ2|y(2)|2 = 0. (43)
Since λ1λ2 = det(B) = −ρk|wH⊥a(θ0)|2|wH‖ a(θk)|2 ≤ 0, we
learn that (43) can be solved. Let us first denote that
U =
[
u11 u12
u21 u22
]
. (44)
Since y = UHz, we have y(1) = u∗11 + u
∗
21β and y(2) =
u∗12 + u
∗
22β. Then, one can obtain that
λ1|y(1)|2 + λ2|y(2)|2
= λ1|u∗11 + u∗21β|2 + λ2|u∗12 + u∗22β|2
= λ1|u11|2 + λ2|u12|2︸ ︷︷ ︸
B(1,1)
+ (λ1u
∗
21u11 + λ2u
∗
22u12)︸ ︷︷ ︸
B(1,2)
β+
(λ1u
∗
11u21 + λ2u
∗
12u22)︸ ︷︷ ︸
B(2,1)
β∗ + (λ1|u21|2 + λ2|u22|2)︸ ︷︷ ︸
B(2,2)
|β|2
= B(1, 1) + 2< (B(1, 2) · β) + B(2, 2)|β|2
= B(1, 1) + 2< (B(1, 2)) · <(β)− 2= (B(1, 2)) · =(β)
+ B(2, 2)
(<2(β) + =2(β))
= 0 (45)
where we have utilized the identities that
B(1, 1) = λ1|u11|2 + λ2|u12|2 (46a)
B(1, 2) = λ1u
∗
21u11 + λ2u
∗
22u12 (46b)
B(2, 1) = λ1u
∗
11u21 + λ2u
∗
12u22 (46c)
B(2, 2) = λ1|u21|2 + λ2|u22|2. (46d)
Eqn. (45) can be rewritten as(
<(β) + < (B(1, 2))
B(2, 2)
)2
+
(
=(β)− = (B(1, 2))
B(2, 2)
)2
= −B(1, 1)
B(2, 2)
+
|B(1, 2)|2
B2(2, 2)
= − det(B)
B2(2, 2)
(47)
which implies that [<(β) =(β)]T locates in a circle with cen-
ter cβ =
[−< (B(1, 2)) = (B(1, 2))]T /B(2, 2) and radius
Rβ =
√−det(B)/|B(2, 2)|. This completes the proof.
APPENDIX C
PROOF OF PROPOSITION 2
Substituting (21b) into (21a) and recalling the constraint
(15), we have
Gk ∝ J(βk) ,
|βk|2|wH‖ a(θk)|2
‖w⊥‖22 + |βk|2‖w‖‖22
. (48)
Moreover, it is not hard to derive that
∂J(βk)
∂|βk|2 =
|wH‖ a(θk)|2‖w⊥‖22(‖w⊥‖22 + |β|2‖w‖‖22)2 ≥ 0 (49)
which implies that the optimization function J(βk) is mono-
tonically non-decreasing with the increase of |βk|. According
to this observation, one can readily obtain that
βk,? = arg max
βk∈Cβk
|βk|. (50)
Recalling Proposition 1 and Fig. 1, we know that the βk
with maximum modulo among Cβk is the intersection point
of circle Cβk with the line that passes O and cβk , see g−1(βk,l)
in Fig. 1. Mathematically, it can be readily obtained that
βk,? = (|cβk |+Rβk)ej∠g(cβk ). (51)
This completes the proof.
APPENDIX D
PROOF OF PROPOSITION 3
We divide the proof details of Proposition 3 into the
following 3 steps.
Step 1: In the first step, we will show that the optimal
solution (denoted as w.) of problem (24) satisfies
w. ∈ R([a(θ0),a(θk)]). (52)
To this end, it should be noted that the space CN satisfies
CN = R([a(θ0),a(θk)])⊕R⊥([a(θ0),a(θk)]). (53)
In other words, we can split ∀w ∈ CN as
w = s1 + s2 (54)
where s1 ∈ R([a(θ0),a(θk)]), s2 ∈ R⊥([a(θ0),a(θk)]) and
sH1 s2 = 0. Notice that
wHa(θk) = sH1 a(θk), ‖w‖22 = ‖s1‖22 + ‖s2‖22. (55)
Clearly, to maximize the utility function in (24a), one shall set
s2 as zero. This completes the proof of (52).
Step 2: In the second step, we will show that
R([a(θ0),a(θk)]) = R([w⊥,w‖]). (56)
To see this, we recall the expressions of w⊥ and w‖ in (8)
and obtain that
[w⊥,w‖] = [a(θ0),a(θk)]T (57)
where T is given by
T =
 1 0−aH(θk)a(θ0)‖a(θk)‖22 a
H(θk)a(θ0)
‖a(θk)‖22
 . (58)
If aH(θk)a(θ0) 6= 0, one can see that T is invertible. Thus,
Eqn. (57) indicates that [w⊥,w‖] spans the same column space
as that of [a(θ0),a(θk)]. This completes the proof of (56).
Step 3: In the third step, we will complete the proof of
Proposition 3 by showing that
w. = c
[
w⊥ w‖
] [
1 βk,?
]T
, c 6= 0. (59)
11
Toward this end, we recall (52) and reformulate problem (24)
as
max
c1,c2∈C
|wHa(θ0)|2
‖w‖22
(60a)
subject to |wHa(θk)|2/|wHa(θ0)|2 = ρk (60b)
w = c1a(θ0) + c2a(θk). (60c)
It should be pointed out that c1 6= 0, otherwise,
we can obtain ρk = |wH. a(θk)|2/|wH. a(θ0)|2 =
|aH(θk)a(θk)|2/|aH(θk)a(θ0)|2 = ρ˜k > 1, which is
in contraction with the setting of ρk ≤ 1, see Remark 1.
According to (57), w = c1a(θ0)+c2a(θk) can be equivalently
expressed as
w = [w⊥,w‖]T−1[c1, c2]T = c1[w⊥,w‖][1, γ]T (61)
where γ is a specific parameter determined by c1, c2, a(θ0) and
a(θk). Then, instead of solving problem (60) or the original
problem (24), we can formulate the following problem:
max
γ∈C
|wHa(θ0)|2
‖w‖22
(62a)
subject to |wHa(θk)|2/|wHa(θ0)|2 = ρk (62b)
w = [w⊥,w‖][1, γ]T (62c)
which is equivalent to problem (21). Combining the result of
Proposition 2, we know that the resulting wk in (23) is the
optimal solution of problem (24) under specific prerequisites.
This completes the proof of Proposition 3.
APPENDIX E
PROOF OF PROPOSITION 4
To begin with, we first proof:
T (βk,?) = µk,s ⇔ cβk(2) = 0 and cβk(1) ∈ [0, 1]. (63)
Toward this end, we define β̂k , T−1(µk,s). Then, it’s not
hard to obtain that
µk,s = arg min
µk∈Cµk
|µk| ⇔ (64a)
T (β̂k) = arg min
T (βk)∈Cµk
|T (βk)| ⇔ (64b)
β̂k = arg min
βk∈Cβk
|T (βk)| ⇔ (64c)
β̂k = arg min
βk∈Cβk
|βk − 1|. (64d)
Recalling Proposition 2, βk,? satisfies
βk,? = arg max
βk∈Cβk
|βk|. (65)
Combining (64) and (65), one learns that µk,s = T (βk,?) or
equivalently β̂k = βk,? if and only if
arg min
βk∈Cβk
|βk − 1| = arg max
βk∈Cβk
|βk|. (66)
Recalling Proposition 1 and Fig. 1, we know that (66) is true
if and only the following two conditions are satisfied.
The first condition is that
cβk(2) = 0. (67)
This is because that the optimal value of the right side of
(66) locates in the intersection of the circle Cβk and the line
that passes cβk and O. And the optimal solution of the left
side of (66) locates in the intersection of Cβk and the line
that passes cβk and the point [1, 0]T. To obtain an unique
βk that simultaneously optimizes the both sides of (66), the
three points, i.e., O, cβk and [1, 0]T must be colinear, i.e.,
cβk(2) = 0, otherwise, (66) cannot be true.
On the basis of the above condition (i.e., (67)), the second
condition that makes (66) satisfied is
cβk(1) ∈ [0, 1]. (68)
One can readily verify that (66) holds true only if both (67)
and (68) are true.
On the contrary, it can be similarly validated that (66) is
satisfied, provided that (67) and (68) are true. To summarize,
we learn that T (βk,?) = µk,s = µk,? if and only if (67) and
(68) are satisfied. The derivation of T (βk,?) = µk,l is similar,
we omit it for the sake of space limitation.
In addition, if cβk(2) = 0, ∠g(cβk) would equal to 0 or
pi. Combining the expression of βk,? in (22), one can readily
obtain that βk,? ∈ R, provided that T (βk,?) ∈ {µk,s, µk,l}.
This completes the proof of Proposition 4.
APPENDIX F
PROOF OF COROLLARY 1
We divide the proof derivation into three steps.
Step 1: In the first step, we will proof that
Bk(1, 2) ∈ R and Bk(1, 2) ≤ 0 (69)
provided that wk−1 = a(θ0). To do so, we substitute wk−1
into Bk(1, 2) and obtain that
Bk(1, 2)
−ρk = w
H
⊥a(θ0)a
H(θ0)w‖
= (wk−1 −w‖)Ha(θ0)aH(θ0)w‖
=
‖a(θ0)‖22 · |aH(θ0)a(θk)|2
‖a(θk)‖22
− |a
H(θ0)a(θk)|4
‖a(θk)‖42
(70)
which indicates that Bk(1, 2) ∈ R. Moreover, from (70), one
can see that Bk(1, 2) ≤ 0 is equivalent to
‖a(θ0)‖22 · |aH(θ0)a(θk)|2
‖a(θk)‖22
≥ |a
H(θ0)a(θk)|4
‖a(θk)‖42
(71)
or simply
‖a(θ0)‖22 · ‖a(θk)‖22 ≥ |aH(θ0)a(θk)|2. (72)
Since (72) is a direct result of Cauchy-Schwarz inequality,
we know Bk(1, 2) ≤ 0 is true. Thus, the proof of (69) is
completed.
Step 2: In this step, we will show that if ρk < ρ˜k, then
Bk(2, 2) > 0. (73)
To do so, we recall the expression of Bk(2, 2) and convert
(73) as
|wH‖ a(θk)|2 > ρk|wH‖ a(θ0)|2. (74)
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Since
w‖ =
a(θk)aH(θk)wk−1
aH(θk)a(θk)
(75)
one can further rewrite Eqn. (74) as
ρk <
|wH‖ a(θk)|2
|wH‖ a(θ0)|2
=
∣∣∣wHk−1a(θk)aH(θk)aH(θk)a(θk) a(θk)∣∣∣2∣∣∣wHk−1a(θk)aH(θk)aH(θk)a(θk) a(θ0)∣∣∣2 = ρ˜k. (76)
Clearly, if ρk < ρ˜k, it is readily known that (73) holds true.
Now recalling the expression of cβk in (17), and combining
the conclusions of Step 1 and Step 2, one obtains that
cβk(2) = 0 and cβk(1) ≥ 0 (77)
provided that wk−1 = a(θ0) and 0 ≤ ρk < ρ˜k.
Step 3: In the third step, we will show that
cβk(1) ≤ 1 (78)
provided that wk−1 = a(θ0), 0 ≤ ρk ≤ min {ρ˜k, ρk} and
ρk 6= ρ˜k.
To do so, we first note that ρk < ρ˜k indicates Bk(2, 2) > 0.
Then, cβk(1) ≤ 1 can be rewritten as
−<(Bk(1, 2)) = −Bk(1, 2) ≤ Bk(2, 2) (79)
where Bk(1, 2) ∈ R has been utilized. Recalling (70) and the
expression of Bk(2, 2), one can reshape (79) as
ρkwHk−1a(θ0)a
H(θ0)w‖ ≤ |wH‖ a(θk)|2 (80)
and further
ρk‖a(θ0)‖22 · |aH(θ0)a(θk)|2
‖a(θk)‖22
≤ |aH(θ0)a(θk)|2. (81)
In fact, (81) can be reformulated as ρk ≤ ρk. As a conse-
quence, we learn that cβk(1) ≤ 1, provided that wk−1 =
a(θ0), 0 ≤ ρk ≤ min {ρ˜k, ρk} and ρk 6= ρ˜k.
Recalling (77), it can be summarized that cβk(2) = 0 and
cβk(1) ∈ [0, 1], provided that wk−1 = a(θ0), 0 ≤ ρk ≤
min {ρ˜k, ρk} and ρk 6= ρ˜k. According to Proposition 4, we
have T (βk,?) = µk,s = µk,?, which implies that C2-WORD
obtains the same weight vector wk as A2RC. This completes
the proof.
APPENDIX G
PROOF OF COROLLARY 2
Before the proof, we give the following property P about
set V, which is useful in the later derivations.
P : For ∀v1,v2 ∈ V,∀c1, c2 ∈ R,we have c1v1 + c2v2 ∈ V.
The above property P can be readily proofed from the defini-
tion of set V, we omit the details for space limitation.
Then, it requires three steps to complete the proof of
Corollary 2.
Step 1: In the first step, we will proof that
=(vH1 v2) = 0, ∀v1,v2 ∈ V. (82)
Without loss of generality, we assume that N is even, the
case that N is odd is similar. Then for ∀v ∈ V, we denote an
associated vector d by
d ,
[
v(1) v(2) · · · v(N/2)]T . (83)
Recalling the definition of set V, we know that[<(v)
=(v)
]
= G1
[<(d)
=(d)
]
,
[ =(v)
−<(v)
]
= G2
[<(d)
=(d)
]
(84)
where G1 and G2 are defined as
G1 ,

I 0
J 0
0 I
0 −J
 , G2 ,

0 I
0 −J
−I 0
−J 0
 (85)
with I standing for the N/2-dimensional identity matrix, J
denoting the N/2-dimensional exchange matrix with ones on
its anti-diagonal and zeros elsewhere. It can be validated that
GT1 G2 = 0. Then for ∀v1,v2 ∈ V, we have
=(vH1 v2) =
[<(dT1 ) =(dT1 )]GT1 G2 [<(d2)=(d2)
]
= 0 (86)
where d1 and d2 stand for the associated vectors of v1 and
v2, respectively. This completes the proof of (82).
Step 2: In this step, it is necessary to show that if 0 ≤
ρk < ρ˜k, then Bk(2, 2) > 0. See Step 2 in the derivation of
Corollary 1 for details.
Step 3: In this step, we first assume that wk−1 ∈ V. Then
considering the centro-symmetric arrays (both a(θ0) and a(θk)
are in set V), we have aH(θk)wk−1 ∈ R. Recalling the
property P, one obtains w‖ = a(θk)aH(θk)wk−1/‖a(θk)‖22 ∈
V and w⊥ = wk−1 − w‖ ∈ V. Therefore, we have
=(wH⊥a(θ0)aH(θ0)w‖) = 0 and
cβk(2) = =(Bk(1, 2))/Bk(2, 2)
= −ρk=(wH⊥a(θ0)aH(θ0)w‖)/Bk(2, 2) = 0. (87)
Combining the result of Step 2 (more exactly, inequity (73)),
we have
cβk(1) = −<(Bk(1, 2))/Bk(2, 2)
= ρkwH⊥a(θ0)a
H(θ0)w‖/Bk(2, 2) ≥ 0 (88)
provided that wH⊥a(θ0)aH(θ0)w‖ ≥ 0 and 0 ≤ ρk ≤ ρ˜k.
Also, it can be observed from wH⊥a(θ0)aH(θ0)w‖ ≥ 0 that
wHk−1a(θ0)aH(θ0)w‖ ≥ wH‖ a(θ0)aH(θ0)w‖, and further
wHk−1a(θ0)aH(θ0)a(θk)aH(θk)wk−1
aH(θk)a(θk)
= wHk−1a(θ0)a
H(θ0)w‖ ≥ wH‖ a(θ0)aH(θ0)w‖ ≥ 0. (89)
On this basis, if wH⊥a(θ0)aH(θ0)w‖ ≥ 0, we have
wHk−1a(θk)aH(θk)a(θk)aH(θk)wk−1
wHk−1a(θ0)aH(θ0)a(θk)aH(θk)wk−1
= ρ˘k (90)
where ρ˘k has been defined in (30b). If ρk ≤ ρ˘k is satisfied,
then from (89), (90) and the expression of w‖ in (75), we
obtain
ρkwHa(θ0)aH(θ0)w‖ ≤ wH‖ a(θk)aH(θk)w‖ (91)
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which can be reformulated as 0 ≤ ρkwH⊥a(θ0)aH(θ0)w‖ ≤
|wH‖ a(θk)|2 − ρk|wH‖ a(θ0)|2, or simply 0 ≤ −<(Bk(1, 2)) ≤
Bk(2, 2). As a result, one gets
cβk(1) = −<(Bk(1, 2))/Bk(2, 2) ≤ 1. (92)
Then we can summarize that for a centro-symmetric array,
if wk−1 ∈ V, 0 ≤ ρk ≤ min {ρ˜k, ρ˘k}, ρk 6= ρ˜k and
wH⊥a(θ0)aH(θ0)w‖ ≥ 0, then cβk(2) = 0 and cβk(1) ∈ [0, 1].
Recalling Proposition 4, we have T (βk,?) = µk,? and βk,? ∈
R. Thus, an identical weight vector wk will be resulted by
C2-WORD and A2RC in the kth response control step. More
importantly, we have wk = w⊥+βk,?w‖ ∈ V. Consequently,
it can be recursive out wk ∈ V and T (βk+1,?) = µk+1,?,
provided that wk−1 ∈ V, and both (19) and (30b) are
satisfied. Then obviously, if w0 ∈ V, we can infer that
T (βk,?) = µk,? (i.e., C2-WORD becomes equivalent to A2RC)
for k = 1, 2 · · · , as long as (19) and (30b) hold true for every
subscript k. This completes the proof.
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