Homologies of cubic Artin–Schelter regular algebras  by Marconnet, Nicolas
Journal of Algebra 278 (2004) 638–665
www.elsevier.com/locate/jalgebra
Homologies of cubic Artin–Schelter regular algebras
Nicolas Marconnet
LARAL, Faculté des Sciences et Techniques, 23, Rue P. Michelon, 42023 Saint-Etienne cedex, France
Received 4 September 2003
Available online 12 February 2004
Communicated by Michel van den Bergh
Abstract
The Hochschild homology of cubic Artin–Schelter regular algebras of type A with generic
coefficients is computed. We follow the method used by van den Bergh [K-Theory 8 (1994) 213–
230] in the quadratic case and consider these algebras as deformations of a polynomial algebra
with remarkable Poisson brackets. A new morphism of resolutions is introduced. The de Rham
cohomology, cyclic and periodic cyclic homologies, and the Hochschild cohomology are also
computed.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Regular algebras introduced by Artin and Schelter [1] have been classified in the case of
global dimension 3 in the same article. In what follows, we are interested in Artin–Schelter
regular (AS-regular) algebras of global dimension 3. These algebras have quadratic or
cubic relations, and are classified into different types. They have been studied in [2,3] and
in numerous subsequent articles. In particular, Artin, Tate and van den Bergh showed that
AS-regular algebras of global dimension 3 are noetherian domains.
In [15], Michel van den Bergh computed the Hochschild homology of AS-regular
algebras of type A with quadratic relations and generic coefficients, and also the de Rham
cohomology, cyclic and periodic cyclic homologies of these algebras. Here we compute
the same homologies in the case of AS-regular algebras of type A with cubic relations and
generic coefficients. We also compute the Hochschild cohomology of these algebras, and
we obtain a Poincaré duality like van den Bergh did in the quadratic case [16].
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type A, with cubic relations is a graded algebra A of the form [1,2]:
A = k〈x, y〉/(f1, f2)
with
f1 = axy2 + byxy + ay2x + cx3,
f2 = ayx2 + bxyx + ax2y + cy3
where (a : b : c) ∈ P2k \ S, with S = {(a : b : c) ∈ P2k; a2 = b2 = c2} ∪ {(0 : 0 : 1),
(0 : 1 : 0)}, and x and y have degree 1. Moreover, A has a central element of degree 4:
C = b(c2 − a2)yxyx + a(a2 − b2)yx2y − a(c2 − a2)x2y2 − c(a2 − b2)x4.
Remark. It is also known [1] that the Poincaré series of A is 1/((1 − t2)(1 − t)2), i.e., the
Poincaré series of a polynomial algebra k[x, y, z] where x and y have degree 1 and z has
degree 2.
In order to compute the Hochschild homology of a cubic algebra A, we give another
form for the relations of A by introducing a new variable. Then we show that A is the
deformation of a polynomial algebra endowed with a Poisson bracket and then we can
proceed as in [15]: we compute the Poisson homology and conclude by showing that the
associated Brylinski spectral sequence [8] degenerates.
In this computation we use the fact that A is generalized Koszul in the sense defined by
Roland Berger [4] and studied by Berger, Dubois-Violette and Wambst [5]. An interesting
fact in our proof is the existence of an explicit morphism from the Koszul resolution of
A as an A-A-bimodule to the bar resolution of A. This morphism still works for every
cubic generalized Koszul algebra of global dimension 3, e.g., for the Yang–Mills algebra
recently studied by Connes and Dubois-Violette [9].
Using this morphism we can also give an explicit quasi-isomorphism from the
Hochschild cochain complex to the Hochschild chain complex. As a result we determine
the center of A.
Throughout this article, we use the notations of [10,15] for these homologies and their
associated complexes. For example HH∗(A) denotes the Hochschild homology of A.
2. A presentation of A adjusted to the computation
Let k be a field of characteristic zero. Let A be an AS-regular algebra of global
dimension 3, of type A, with cubic relations: A = k〈x, y〉/(f1, f2) with
f1 = axy2 + byxy + ay2x + cx3,
f2 = ayx2 + bxyx + ax2y + cy3
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In what follows we assume that a = b. Then we can suppose that b − a = 3. Let p ∈ k,
q ∈ k be such that a = −p− 1, b = −p+ 2 and c = −q . In all this article, we suppose that
p and q are algebraically independant over Q. In this case we say that the algebra A has
generic coefficients. The generators of the space of relations of A can be written as
f1 =
[
y, [x, y]]− p(xy2 + yxy + y2x)− qx3,
f2 =
[[x, y], x]− p(yx2 + xyx + x2y)− qy3
where [x, y] = xy − yx denotes the commutator of x and y . So we can work over the field
Q(p, q), and use the natural isomorphism
HH∗(A)  k ⊗Q(p,q) HH∗
(
Q(p, q)〈x, y〉/(f1, f2)
)
.
Proposition 2.1. There exists an extension k0((h)) of the field Q(p, q) such that in this
extension
p = p1h2, q = q1h2
with p1, q1 ∈ k0 algebraically independant over Q. Here k0((h)) denotes the field of formal
Laurent series over a field k0 of characteristic zero.
Proof. Let k0 = Q(X,Y ) where X and Y are indeterminates. Since p and q are alge-
braically independant over Q, and Xh2, Yh2 ∈ k0((h)) are also algebraically independant
over Q, the morphism
Q(p, q) → k0((h)), p 
→ Xh2, q 
→ Yh2
is well defined and is an injection from Q(p, q) to k0((h)). We conclude by setting p1 = X
and q1 = Y . 
Since there is a natural isomorphism
HH∗(A)  k ⊗Q(p,q)
[
Q(p, q)⊗k0((h)) HH∗
(
k0((h))〈x, y〉/(f1, f2)
)]
,
we just have to compute the Hochschild homology of k0((h))〈x, y〉/(f1, f2). From now
on, we assume that k = k0((h)).
Besides let A˜ be the graded algebra A˜ = k〈x, y, z〉/(g,f1, f2) with
g = [x, y] − hz, (2.1)
f1 = [y, z] − p1h
(
xy2 + yxy + y2x)− q1hx3, (2.2)
f2 = [z, x] − p1h
(
yx2 + xyx + x2y)− q1hy3. (2.3)
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A and A˜ are isomorphic as graded algebras. In order to simplify the notations, we write in
the following A for the algebra A˜.
To summarize, A is the associative k0((h))-algebra defined by three generators x , y and
z of degrees 1, 1 and 2, respectively, and relations
[x, y] = hz,
[y, z] = p1h
(
xy2 + yxy + y2x)+ q1hx3,
[z, x] = p1h
(
yx2 + xyx + x2y)+ q1hy3.
3. A filtration of A
The aim of this section is to introduce a filtration by the powers of h in A. First we will
introduce a subalgebra of A and then we will show that each element of A can be written
uniquely as (the class of) a formal Laurent series in h.
3.1. A subalgebra A of A
It follows from (2.1), (2.2) and (2.3) that g, f1 and f2 belong to k0[[h]]〈x, y, z〉.
Therefore we can define the graded k0[[h]]-algebra
A= k0[[h]]〈x, y, z〉/(g,f1, f2)
where x , y are still of degree 1 and z is still of degree 2. The following lemma is easy.
Lemma 3.1. k0((h))⊗k0[[h]] A A as a k0((h))-graded algebra.
We now give a classical result of commutative algebra (see [7]) which is useful to prove
Proposition 3.3.
Lemma 3.2. Let A be a local domain, m its maximal ideal, K the field of fractions of A,
and M a finitely generated A-module. If [(A/m)⊗A M : (A/m)] = [K ⊗A M : K] then M
is free.
Proposition 3.3. A is a flat k0[[h]]-module.
Proof. Let R = k0[x, y, z]  k0 ⊗k0[[h]] A. It follows from the remark given in the
introduction that the Poincaré series of the k0-graded vector space R is equal to the
Poincaré series of the k0((h))-graded vector space A. In particular we have for all n ∈ N:
[k0 ⊗k0[[h]] An : k0] =
[
k0((h)) ⊗k0[[h]] An : k0((h))
]
. (3.4)
k0[[h]] is a local domain with maximal ideal (h) and field of fractions k0((h)). We have
k0[[h]]/(h)  k0. Furthermore, for all n ∈ N, An is a finitely generated k0[[h]]-module. It
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A=⊕n0An is also a free k0[[h]]-module. Particularly this is a flat k0[[h]]-module. 
Corollary 3.4. The morphism of k0[[h]]-algebras:
A→ k0((h)) ⊗k0[[h]] A A, (3.5)
a → 1 ⊗ a
is injective. In particular, h is not a zero divisor in A.
Proof. SinceA is flat, tensorising the canonical injection i : k0[[h]] ↪→ k0((h)) byA leads
to the injection (3.5). 
Thus we can consider A as a k0[[h]]-subalgebra of A.
3.2. Ordered decomposition of the elements of A
Denote by k0〈x, y, z〉i the homogeneous component of degree i of the k0-graded algebra
k0〈x, y, z〉 (i is the total degree). It is worth noticing that k0[[h]]〈x, y, z〉 is the subalgebra
of k0〈x, y, z〉[[h]] consisting of all power series∑n∈N Qnhn for which there exists N ∈ N
such that Qn ∈⊕Ni=0 k0〈x, y, z〉i for all n ∈ N. In the same way, k0((h))〈x, y, z〉 is the
subalgebra of k0〈x, y, z〉((h)) consisting of all formal Laurent series ∑n∈Z Qnhn for
which there exists N ∈ N such that Qn ∈⊕Ni=0 k0〈x, y, z〉i for all n ∈ Z.
Then the following natural commutative diagram of k0[[h]]-algebras is easily defined:
A= k0((h))〈x, y, z〉/(f1, f2, g) i2 k0〈x, y, z〉((h))/(f1, f2, g)
A= k0[[h]]〈x, y, z〉/(f1, f2, g)
i1
i3
k0〈x, y, z〉[[h]]/(f1, f2, g)
i4
According to Corollary 3.4, the map i1 is injective. The proof of the following is rather
technical, but not very complicated.
Proposition 3.5. The morphisms i2, i3, i4 are injective.
As i3 is injective, every element a ∈ A can be written as the class a =∑i0 Qihi
of a certain power series where the Qi belong to k0〈x, y, z〉. Note that if (Qi)i0
is a family of elements of k0〈x, y, z〉, then the power series ∑i0 Qihi converges in
k0〈x, y, z〉[[h]]/(f1, f2, g) endowed with the h-adic topology, and its sum coincides with
the class of the formal power series
∑
i0 Qih
i
. Similarly, as i2 is injective, every a ∈ A
can be written as the class of a certain formal Laurent series a = ∑i∈ZPihi where{Pi}i∈Z is a bounded below set of elements of k0〈x, y, z〉. Finally, since i4 is injective,
k0〈x, y, z〉[[h]]/(f1, f2, g) can be seen as a subalgebra of k0〈x, y, z〉((h))/(f1, f2, g).
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y, z〉((h))/(f1, f2, g). Recapitulating we remark that all the maps in the following
commutative diagram are injective:
A Aˆ
A Aˆ
Denote by P (respectively Pn) the k0-subspace of k0〈x, y, z〉 generated by ordered
monomials xiyj zk , i  0, j  0, k  0 (respectively, and i + j + 2k = n).
Lemma 3.6. For all a ∈ Aˆ, there exists a unique P0 ∈P such that a − P0 ∈ hAˆ.
Proof. The existence of P0 follows clearly from the relations of A. The unicity of P0
follows from the fact that the natural composition map
k0〈x, y, z〉 →A→A/hA k0〈x, y, z〉[[h]]/(f1, f2, g,h)
restricted to P is an injection. 
This lemma implies
Proposition 3.7. For all a ∈ Aˆ there exists a unique family {Pi}i0 of elements of P such
that a =∑i0 Pihi .
Proposition 3.8 (Ordered decomposition of the elements of Aˆ). For all a ∈ Aˆ there exists
a unique bounded below family {Pi}i∈Z of elements of P such that a =∑i∈Z Pihi .
Proof. For each element a ∈ Aˆ there exists p ∈ Z such that a = hpa′ with a′ ∈ Aˆ. Then
the result follows from Proposition 3.7. 
Corollary 3.9 (Ordered decomposition of the elements of A). For all a ∈ A there exists a
unique bounded below family {Pi}i∈Z of elements of P such that a =∑i∈Z Pihi .
Remark. If a belongs to the homogeneous component An of A, then all the Pi in the
ordered decomposition of a belong to Pn.
3.3. A filtration of A
For all p ∈ Z, let Fp(Aˆ) be the k0-subspace of Aˆ defined by
Fp
(
Aˆ
)= {a ∈ Aˆ; a =∑Pihi, Pi ∈P}.ip
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of Aˆ induces an application Fp(Aˆ) × Fq(Aˆ) → Fp+q(Aˆ). Thus F is a filtration of the
algebra Aˆ. By Proposition 3.8,
⋃
p∈ZFp(Aˆ) = Aˆ therefore the filtration F is exhaustive,
and
⋂
p∈ZFp(Aˆ) = 0 so the filtration F is separated. By Corollary 3.9, the restriction
of F to the subalgebra A is still an exhaustive and separated filtration of the algebra A.
Note that the restriction of F to A corresponds to the h-adic filtration of A. That is of
course not the case for A since h is invertible in A. Notice also that F0(A) = A. Since
Fp(A)∩An = {∑ip Pihi;Pi ∈Pn}, the filtration and the gradation of A are compatible,
i.e., Fp(A) =⊕n∈N Fp(A)∩An.
Proposition 3.10. The algebra Aˆ (respectively Aˆ) is the completion of A (respectively A)
for the topology induced by the filtration F . The filtered algebra A is not complete.
However, each homogeneous component An of A ( for the algebra gradation of A) is
complete. One could say that the algebra A, endowed with the filtration F , is complete
in the category of k-graded vector spaces.
Proof. Clearly Aˆ is the completion of A and Aˆ is the completion of A.
Let n ∈ N. To show that An is complete, it is enough to show that it is a closed subset
of Aˆ. Let (ap)p∈N be a sequence of elements of An which converges to a ∈ Aˆ. Then for all
q0 ∈ N, there exist p0 ∈ N and a family {Pi}iq0 of elements of P such that for all p > p0,
the ordered decomposition of ap can be written as ap =∑iq0(Pihi)+ hq0+1(· · ·). All
the Pi belong to Pn. Thus a =∑i∈ZPihi belongs to An, and hence An is complete. 
Now we determine the associated graded ring grF (A). For all p ∈ Z we have
grp(A)= Fp(A)/Fp+1(A)
{
hpP ; P ∈P} hpP .
On the ordered bases of grp(A) and grq(A) the product from grp(A)×grq (A) to grp+q(A)
can be written as:(
hp
(
xi1yj1zk1
)
, hq
(
xi2yj2zk2
)) 
→ hp+q(xi1+i2yj1+j2zk1+k2)
since xy = yx , yz = zy and zx = xz modulo hA. IdentifyingP with k0[x, y, z], we get an
isomorphism of k0-graded algebras from grF (A) to k0[x, y, z][h,h−1].
4. A spectral sequence
4.1. A weakly convergent spectral sequence
F induces a filtration (still denoted by F ) on the Hochschild chain complex (C(A), b)
(see, e.g., [10,15] for the definition of this complex): for all n ∈ N∗, for all p ∈ Z, let
Fp
(
A⊗n
)= ⊕ Fp1(A)⊗ · · · ⊗ Fpn(A).
p1+···+pn=p
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grF (C(A), b) is a graded complex. From the natural isomorphism grF (A⊗n)  grF (A)⊗n
(for all n 1), we deduce that H∗(grF (C(A), b)) and HH∗(grF (A)) are isomorphic.
Consider the spectral sequence E associated with the filtration F of the com-
plex (C(A), b). We briefly recall how such a spectral sequence is defined. Here we adapt
Weibel’s notations [17] to the case of a decreasing filtration on a chain complex.
Let (C,d) be a chain complex and F be a decreasing filtration on C, compatible with d
(i.e., d(FpC) ⊂ FpC). Let p, q ∈ Z. Set E0p,q = Fp(C−p−q )/Fp+1(C−p−q). Introducing
the canonical surjection
ηp,q :FpC−p−q → FpC−p−q/Fp+1C−p−q = E0p,q
we can successively define for each r ∈ N
Arp,q =
{
c ∈ FpC−p−q ; d(c) ∈ Fp+rC−p−q−1
}
,
Zrp,q = ηp,q
(
Arp,q
)
,
Brp,q = ηp,q
(
d
(
Ar−1p−r+1,q+r−2
))
.
Set Erp,q = Zrp,q/Brp,q , in particular E1p,q = H−p−q(FpC/Fp+1C). Let
Z∞p,q =
∞⋂
r=1
Zrp,q, B
∞
p,q =
∞⋃
r=1
Brp,q, E
∞
p,q = Z∞p,q/B∞p,q .
We have the following inclusions:
0 = B0p,q ⊂ · · · ⊂ Brp,q ⊂ · · · ⊂ B∞p,q ⊂ Z∞p,q ⊂ · · · ⊂ Zrp,q ⊂ · · · ⊂ Z0p,q = E0p,q .
Using d , we have an application drp,q :Erp,q → Erp+r,q−r+1 such that ker(drp,q)/
im(drp−r,q+r−1) is isomorphic to Er+1p,q . So for all r  1, the endomorphism dr of Er is
such that H(Er)  Er+1. The spectral sequence E is then the sequence of the Er endowed
with the differentials dr .
Now we consider the spectral sequence associated with the filtration F of C(A). We
are going to show that this spectral sequence weakly converges to HH∗(A) (in the sense of
[17]), using the following result [17, p. 139]:
Theorem 4.1. Let (C,d) be a chain complex endowed with a complete and exhaustive
Z-filtration. Suppose that the associated spectral sequence is regular. Then this spectral
sequence weakly converges to H∗(C).
For all n ∈ N, we denote by C(A)n the subcomplex of C(A) of the homogeneous
components of degree n (for the initial gradation of A). As b is homogeneous of degree 0,
we have C(A) =⊕n∈N C(A)n. The complex C(A)n is composed of finite dimensional
k-vector spaces. The filtration F is complete (Proposition 3.10) and exhaustive on this
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there is an isomorphism of k0[h,h−1]-modules grF (C(A)n)  C(k0[x, y, z])n[h,h−1].
For each n ∈ N, we restrict the spectral sequence E of the filtered complex (C(A), b) to
the filtered complex (C(A)n, b). Let p and q be two integers. Then
E0p,q
(
C(A)n
)= Fp(C−p−q(A)n)/Fp+1(C−p−q (A)n) hpC−p−q(k0[x, y, z])n,
and we see that E0p,q(C(A)n) is a finite dimensional k0-vector space. We consider the
following inclusions:
· · · ⊂ Zrp,q ⊂ · · · ⊂ Z2p,q ⊂ Z1p,q ⊂ Z0p,q = E0p,q
(
C(A)n
)
.
Since E0p,q(C(A)n) is a finite dimensional k0-vector space and the Zip,q are k0-subspaces
of E0p,q(C(A)n), there exists r0 ∈ N such that Zrp,q = Zr0p,q for all r  r0, and then the
spectral sequence is regular. By Theorem 4.1, the spectral sequence associated with the
filtration F on the complex C(A)n weakly converges to H∗(C(A)n), i.e.,
E∞p,q
(
C(A)n
) FpH−p−q(C(A)n)/Fp+1H−p−q(C(A)n).
Since C(A) is the direct sum of the subcomplexes C(A)n and since the filtration and
gradation of C(A) are compatible, we have
E∞p,q
(
C(A)
)⊕
n∈N
FpH−p−q
(
C(A)n
)
/Fp+1H−p−q
(
C(A)n
)
 FpH−p−q
(
C(A)
)
/Fp+1H−p−q
(
C(A)
)
 FpHH−p−q(A)/Fp+1HH−p−q (A)
and therefore the spectral sequence associated with the filtration F on the complex C(A)
weakly converges to HH∗(A).
We will use this spectral sequence to compute HH∗(A). Here
E1p,q = H−p−q
(
Fp
(
C(A)
)
/Fp+1
(
C(A)
))
and
E∞p,q  FpHH−p−q(A)/Fp+1HH−p−q (A).
There is another way to describe the term E1, which we present in Section 4.3. This enables
us to compute the term E2. Then we will show that the spectral sequence degenerates at
the order 2, so that for all p,q ∈ Z, E∞p,q = E2p,q . Thus we will obtain HH∗(A) since the
spectral sequence weakly converges.
N. Marconnet / Journal of Algebra 278 (2004) 638–665 6474.2. The algebra A seen as a deformation
Let R= k0[x, y, z] with x , y still of degree 1 and z still of degree 2. We are going to
show that the commutator [·, ·] of A is the deformation of a Poisson bracket onR modulo
the projection p :A→A/F1AR.
On the one hand, the commutator [·, ·] is determined by the values [x, y], [y, z], and
[z, x]. These terms can be written as formal power series in h with coefficients in A, with
no constant term. Then we can consider the application 1
h
[·, ·] :A×A→A which clearly
is a biderivation.
On the other hand, we define an antisymmetric biderivation (obviously unique)
{·, ·} :R×R→R on the generators of the algebraR, by setting
{x, y} = z, (4.6)
{y, z} = 3p1xy2 + q1x3, (4.7)
{z, x} = 3p1x2y + q1y3. (4.8)
Proposition 4.2. The following diagram commutes:
A×A
1
h
[·,·]
p×p
A
p
R×R {·,·} R
The algebraR, endowed with the bracket {·, ·}, is a Poisson algebra.
Proof. Using the relations of A, we see that p( 1
h
[x, y])= z, p( 1
h
[y, z])= 3p1xy2 + q1x3
and p( 1
h
[z, x]) = 3p1yx2 + q1y3, and so the diagram commutes. The Jacobi identity is
verified by {·, ·}, since it is the projection of the commutator [·, ·] of A. The biderivation
{·, ·} is then a Poisson bracket overR. 
Observe that the Poisson bracket {·, ·} is homogeneous of degree 0, i.e., {Ri ,Rj } ⊂
Ri+j .
Using the ordered decomposition in Aˆ (Proposition 3.8), one can define the following
isomorphism of graded k0((h))-vector spaces:
Θ : Aˆ→R((h)),∑
i∈Z
Pihi 
→
∑
i∈Z
Pih
i.
On the left-hand side, {Pi}i∈Z is a bounded below family of elements of P . On the right-
hand side, Pi denotes the natural image of Pi in R= k0[x, y, z]. R((h)) is endowed with
the natural filtration F by the powers of h and with the topology arising from this filtration.
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Aˆ to R((h)). Let ∗ be the unique application such that the following diagram commutes:
Aˆ× Aˆ · Aˆ
R((h)) ×R((h)) ∗ R((h))
So Aˆ is isomorphic to R((h)) endowed with ∗. Let a, b ∈R, then
a ∗ b = F0(a, b)+ hF1(a, b)+ h2F2(a, b)+ · · · .
For all i  0, Fi(a, b) ∈R. This defines k0-bilinear maps Fi :R×R→R. Moreover, it
follows from the relations of Aˆ that if a ∈ P  R, b ∈ P R, then a.b = ab + h(· · ·),
where ab is the product inRP and so F0 is the usual product ofR. Then the algebra Aˆ
is a deformation (in the sense of Gerstenhaber) of the polynomial algebraR= k0[x, y, z].
The bracket 1
h
[·, ·] of Aˆ is transfered to 1
h
[·, ·]∗ on R((h)). Furthermore, the Poisson
bracket associated with the deformation ∗, i.e., (a, b) 
→ F1(a, b) − F1(b, a), coincides
with the Poisson bracket {·, ·} defined by (4.6), (4.7), (4.8).
Observe that the subalgebras of Aˆ appearing in the commutative diagram
A Aˆ
A Aˆ
can be identified (via the ordered decomposition) with the subalgebras of (R((h)),∗) that
appear in the commutative diagram
k0((h))[x, y, z] k0[x, y, z]((h))
k0[[h]][x, y, z] k0[x, y, z][[h]]
Thus A can be identified with (k0((h))[x, y, z],∗), so that A is a subalgebra of a
deformation of R.
4.3. Another formulation of the spectral sequence E
The associated graded ring grF (A) = R[h,h−1]  R ⊗k0 k0[h,h−1] is a polynomial
algebra with coefficients in the ring k0[h,h−1]. By the Hochschild–Kostant–Rosenberg
theorem (see, e.g., [11]), we have for all n ∈ N the following isomorphism of k0[h,h−1]-
modules:
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(
grF (A)
) ∼−→ ΩngrF (A)|k0[h,h−1] ,
r0 ⊗ r1 ⊗ · · · ⊗ rn 
→ 1
n! r0dr1 ∧ · · · ∧ drn. (4.9)
Here ΩngrF (A)|k0[h,h−1]
denotes the k0[h,h−1]-module of the differential forms of degree n
of grF (A) with coefficients in k0[h,h−1]. We denote by Ω•grF (A)|k0[h,h−1] the direct sum of
the modules ΩngrF (A)|k0[h,h−1]
. There is a canonical isomorphism
Ω•R[h,h−1]|
k0[h,h−1]
 Ω•R|k0 ⊗k0 k0
[
h,h−1
]
of k0[h,h−1]-modules.
Using results due to Brylinski [8], the following diagram commutes:
E1−n = HHn
(
grF (A)
) ∼
d1
ΩnR⊗k0 k0
[
h,h−1
]
∂⊗k0 ·h
E1−n+1 = HHn−1
(
grF (A)
) ∼
Ωn−1R ⊗k0 k0
[
h,h−1
]
Here, d1 is the differential which computes the second term E2 of the spectral sequence,
·h denotes the multiplication by h and ∂ :ΩnR→ Ωn−1R is defined by
∂(r0dr1 ∧ · · · ∧ drn)
=
n∑
i=1
(−1)i+1{r0, ri}dr1 ∧ · · · ∧ ˆdri ∧ · · · ∧ drn
+
∑
1i<jn
(−1)i+j r0d{ri, rj } ∧ dr1 ∧ · · · ∧ ˆdri ∧ · · · ∧ ˆdrj ∧ · · · ∧ drn.
The isomorphism from HHn(grF (A)) to ΩnR⊗k0 k0[h,h−1] comes from the Hochschild–
Kostant–Rosenberg isomorphism (4.9) and the natural identification
ΩnR[h,h−1]|
k0[h,h−1]
 ΩnR|k0 ⊗k0 k0
[
h,h−1
]
.
Then our spectral sequence E1 = HH∗(grF (A)) → HH∗(A) can be rewritten as
E1 = Ω• ⊗k0 k0
[
h,h−1
]→ HH∗(A).R
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explicitly the first term of this spectral sequence:
...
...
...
...
· · · Ω1R ⊗ h−2 ∂⊗·h−−−→ R⊗ h−1 −−−→ 0 −−−→ 0 · · · q = 1
· · · Ω2R ⊗ h−2 ∂⊗·h−−−→ Ω1R ⊗ h−1 ∂⊗·h−−−→ R⊗ 1 −−−→ 0 · · · q = 0
· · · Ω3R ⊗ h−2 ∂⊗·h−−−→ Ω2R ⊗ h−1 ∂⊗·h−−−→ ΩR ⊗ 1 ∂⊗·h−−−→ R⊗ h · · · q = −1
· · · 0 −−−→ Ω3R ⊗ h−1 ∂⊗·h−−−→ Ω2R ⊗ 1 ∂⊗·h−−−→ Ω1R ⊗ h · · · q = −2
...
...
...
...
p = −2 p = −1 p = 0 p = 1
The second term E2 consists of the homology of each row for the differential ∂ ⊗ ·h.
Actually multiplication by h is an automorphism of k0[h,h−1], so we just have to compute
the homology of the complex
0 → Ω3R ∂3−→ Ω2R ∂2−→ Ω1R ∂1−→R→ 0.
This homology is called the Poisson homology of the Poisson algebra k0[x, y, z].
If we denote by B Connes’ boundary C(A) → C(A), the filtration F is respected by B ,
and grF (B) can be identified with Connes’ boundary from C(grF (A)) to C(grF (A)),
so that it defines an application from HH∗(grF (A)) to HH∗(grF (A)). We know from
Brylinski’s article [8] that this application is equal (up to identifications) to the usual
differential d on differential forms d :Ω•grF (A) → Ω
•+1
grF (A)
. So the image of B in the
associated graded ring, seen in homology, is identified with the differential d .
5. Poisson homology
We now give the Poisson homology of (R, {·, ·}), so as to obtain the second term E2 of
the Brylinski spectral sequence. First we show that the Poisson bracket {·, ·} derives from
a Casimir element φ. We have
{y, z} = ∂φ
∂x
, {z, x} = ∂φ
∂y
, {x, y} = ∂φ
∂z
, (5.10)
where φ ∈R is the following homogeneous polynomial of degree 4:
φ = 1
2
z2 + q1
4
x4 + q1
4
y4 + 3
2
p1x
2y2.
We consider the central element C ∈ A, as given in the introduction:
C = b(c2 − a2)yxyx + a(a2 − b2)yx2y − a(c2 − a2)x2y2 − c(a2 − b2)x4.
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of the ordered decomposition of C is:
C = h2(−2z2 − 6p1x2y2 − q1x4 − q1y4)+ h3(· · ·).
Therefore φ is the image in gr0(A) of Φ = − 14h2 C which is a central element of A. Thus
φ is a Casimir element of the bracket {·, ·}. Now we are able to compute the Poisson
homology of (R, {·, ·}) with the techniques introduced by van den Bergh [15].
Note that the ΩiR are graded k0-vector spaces, and that ∂ is homogeneous of degree zero(remember that {·, ·} is of degree zero). Thus the Hi(Ω•R, ∂) are k0-graded vector spaces.
Let δ = dx ∧ dy ∧ dz ∈ Ω3R and π = xdy ∧ dz+ ydz∧ dx + 2zdx ∧ dy ∈ Ω2R. These
two elements are homogeneous of degree 4. It may be noted that d(π) = 4δ.
Theorem 5.1. The Hi(Ω•R, ∂) are free k0[φ]-modules of ranks 9, 9, 1, 1 for i = 0, 1, 2, 3,
respectively. Moreover, H2(Ω•R, ∂) is generated by π and H3(Ω
•
R, ∂) is generated by δ.
These graded k0-vector spaces have the following Poincaré series:
P
(
H0
(
Ω•R, ∂
)
, t
)= t4 + 2t3 + 3t2 + 2t + 1
1 − t4 ,
P
(
H1
(
Ω•R, ∂
)
, t
)= 2t4 + 2t3 + 3t2 + 2t
1 − t4 ,
P
(
H2
(
Ω•R, ∂
)
, t
)= P (H3(Ω•R, ∂), t)= t41 − t4 .
At last d defines a surjection H0(Ω•R, ∂) → H1(Ω•R, ∂) and an isomorphism H2(Ω•R, ∂) →
H3(Ω•R, ∂).
Proof. The proof follows from van den Bergh’s techniques (inspired from those of P. Nuss
[14]). Let us just give the main differences with the quadratic case. Here the central element
C is of degree 4 and not of degree 3. The element z is of degree 2, so that here we cannot
use the classical Euler relation. The latter is replaced by the following: if Q ∈ k0[x, y, z]
is an homogeneous polynomial (here x and y are of degree 1 and z is of degree 2), then
2 ∂Q
∂z
z + ∂Q
∂x
x + ∂Q
∂y
y = deg(Q)Q. For the details, see [12]. 
6. Two Hochschild cycles
6.1. A new morphism of resolutions
In this subsection, we go back to the initial definition of A: A = k〈x, y〉/(f1, f2). We
adopt here the notations of [4]: let V = A1 be the vector space generated by x and y , R be
the linear subspace of V⊗3 generated by f1 and f2, and J4 = (R ⊗ V )∩ (V ⊗R) ⊂ V ⊗4.
We denote by
∑
i v
(i)
1 ⊗ v(i)2 ⊗ v(i)3 any element of R, and by
∑
i v
(i)
1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4
any element of J4.
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Roland Berger. In particular, a free resolution of A as an A-A-bimodule is given by
0 → A⊗ J4 ⊗A d
′
3−→ A⊗R ⊗A d
′
2−→ A⊗ V ⊗A d
′
1−→ A⊗A µ−→ A → 0 (6.11)
where µ denotes the product of A, and d ′1, d ′2 and d ′3 are given by
d ′1(a ⊗ v ⊗ b)= av ⊗ b − a ⊗ vb,
d ′2
(∑
i
a ⊗ (v(i)1 ⊗ v(i)2 ⊗ v(i)3 )⊗ b
)
=
∑
i
av
(i)
1 v
(i)
2 ⊗ v(i)3 ⊗ b + av(i)1 ⊗ v(i)2 ⊗ v(i)3 b
+ a ⊗ v(i)1 ⊗ v(i)2 v(i)3 b,
d ′3
(∑
i
a ⊗ (v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 )⊗ b
)
=
∑
i
av
(i)
1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b
− a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 b.
We denote this resolution by (KL−R(A), d ′).
On the other hand, the bar resolution of A is another resolution of A as an A-A-
bimodule. Classically, it is given by:
· · · → A⊗6 b
′
4−→ A⊗5 b
′
3−→ A⊗4 b
′
2−→ A⊗3 b
′
1−→ A⊗2 µ−→ A → 0
where µ still denotes the product of A, and
b′(a0 ⊗ · · · ⊗ an) =
n−1∑
i=0
(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an.
We denote this resolution by (C′(A), b′).
We are going to give a morphism of resolutions from (KL−R(A), d ′) to (C′(A), b′) in
the case of the cubic algebra A. van den Bergh showed in [15] that there is a morphism
from the Koszul resolution (bimodule version) of a quadratic algebra to the bar resolution
(C′(A), b′) of this algebra, which is just the inclusion of KL−R(A)n to C′n(A). Here the
case of a cubic algebra is new.
The following diagram commutes:
A⊗3
b′
A⊗2 0
A⊗ V ⊗A d
′
inj
A⊗2
Id
0
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canonical inclusion from A ⊗ V ⊗ A to A⊗3. But here, we have A ⊗ R ⊗ A ⊂ A⊗5 so
that A ⊗ R ⊗ A cannot be canonically included in A⊗4. Similarly A ⊗ J4 ⊗ A ⊂ A⊗6
cannot be canonically included in A⊗5. Therefore we have to find two morphisms ϕ′ and
ψ ′ such that the following diagram commutes:
A⊗6
b′
A⊗5
b′
A⊗4
b′
A⊗3
b′
A⊗2 0
0 A⊗ J4 ⊗A d
′
ψ ′
A⊗R ⊗A d
′
ϕ′
A⊗ V ⊗A d
′
inj
A⊗A
Id
0
We define ϕ′ :A⊗R ⊗A → A⊗4 in the following way:
ϕ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ b
)
= 1
2
∑
i
[
av
(i)
1 ⊗ v(i)2 ⊗ v(i)3 ⊗ b + a ⊗ v(i)1 v(i)2 ⊗ v(i)3 ⊗ b + a ⊗ v(i)1 ⊗ v(i)2 v(i)3 ⊗ b
+ a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 b
]
.
Then we have
b′
(
ϕ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ b
))
=
∑
i
av
(i)
1 v
(i)
2 ⊗ v(i)3 ⊗ b + av(i)1 ⊗ v(i)2 ⊗ v(i)3 b + a ⊗ v(i)1 ⊗ v(i)2 v(i)3 b
− a ⊗ v(i)1 v(i)2 v(i)3 ⊗ b
= d ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ b
)
since
∑
i v
(i)
1 ⊗v(i)2 ⊗v(i)3 ∈ R, and so
∑
i v
(i)
1 v
(i)
2 v
(i)
3 = 0 in A. Thus ϕ′ is an A-A-bimodule
morphism A⊗R ⊗A → A⊗4 such that b′ ◦ ϕ′ = d ′.
Before defining ψ ′, we compute ϕ′ ◦ d ′.
ϕ′
(
d ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b
))
= 1
2
∑
i
[
av
(i)
1 v
(i)
2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b + av(i)1 ⊗ v(i)2 v(i)3 ⊗ v(i)4 ⊗ b
+ av(i) ⊗ v(i) ⊗ v(i)v(i) ⊗ b − a ⊗ v(i)v(i) ⊗ v(i) ⊗ v(i)b1 2 3 4 1 2 3 4
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]
.
Now let ψ ′ :A⊗ J4 ⊗A → A⊗5 be defined by
ψ ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b
)
= 1
2
∑
i
[
a ⊗ v(i)1 v(i)2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b + a ⊗ v(i)1 ⊗ v(i)2 v(i)3 ⊗ v(i)4 ⊗ b
+ a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 v(i)4 ⊗ b
]
.
Then
b′
(
ψ ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b
))
= 1
2
∑
i
[
av
(i)
1 v
(i)
2 ⊗ v(i)3 ⊗ v(i)4 ⊗ b + av(i)1 ⊗ v(i)2 v(i)3 ⊗ v(i)4 ⊗ b
+ av(i)1 ⊗ v(i)2 ⊗ v(i)3 v(i)4 ⊗ b − a ⊗ v(i)1 v(i)2 ⊗ v(i)3 ⊗ v(i)4 b
− a ⊗ v(i)1 ⊗ v(i)2 v(i)3 ⊗ v(i)4 b − a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 v(i)4 b
+ 2(−a ⊗ v(i)1 v(i)2 v(i)3 ⊗ v(i)4 ⊗ b + a ⊗ v(i)1 ⊗ v(i)2 v(i)3 v(i)4 ⊗ b)]
= ϕ′
(
d ′
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ b
))
,
since
∑
i v
(i)
1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 ∈ (R ⊗ V ) ∩ (V ⊗ R), and so
∑
i v
(i)
1 ⊗ v(i)2 v(i)3 v(i)4 = 0
in V ⊗A and∑i v(i)1 v(i)2 v(i)3 ⊗ v(i)4 = 0 in A⊗V . Thus ψ ′ is an A-A-bimodule morphism
A⊗ J4 ⊗A → A⊗5 such that b′ ◦ψ ′ = ϕ′ ◦ d ′.
Note that ϕ′ and ψ ′ are homogeneous of degree 0 (R is of degree 3 and J4 is of
degree 4). This morphism of resolutions is injective since it starts from a minimal projective
resolution (see, e.g., [6]).
Remark. This morphism of resolutions still works for every cubic generalized Koszul
algebra of global dimension 3, e.g., for the Yang–Mills algebra recently studied by Connes
and Dubois-Violette [9].
6.2. A new quasi-isomorphism
Denote by q ′ the morphism of resolutions we have just obtained in Section 6.1. If the
functor A ⊗Ae − is applied to the complex KL−R(A), we get a complex (K(A), d) =
(A ⊗Ae KL−R(A), d) which computes the Hochschild homology. If the same functor is
N. Marconnet / Journal of Algebra 278 (2004) 638–665 655applied to the complex C′(A), we get the classical Hochschild chain complex (C(A), b).
The following result is elementary (see [17, Lemma 2.4.1]):
Proposition 6.1. q = 1A ⊗Ae q ′ is a quasi-isomorphism from K(A) to C(A).
Let ψ = 1A ⊗Ae ψ ′ and ϕ = 1A ⊗Ae ϕ′. Thus we have a quasi-isomorphism
· · · A⊗5 A⊗4
b3
A⊗3
b2
A⊗2
b1
A 0
· · · 0 A⊗ J4
d3
ψ
A⊗R d2
ϕ
A⊗ V d1
inj
A
Id
0
Explicitly, ϕ and ψ are given by
ϕ :A⊗R → A⊗3,∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 
→
1
2
∑
i
[
av
(i)
1 ⊗ v(i)2 ⊗ v(i)3 + a ⊗ v(i)1 v(i)2 ⊗ v(i)3
+ a ⊗ v(i)1 ⊗ v(i)2 v(i)3 + v(i)3 a ⊗ v(i)1 ⊗ v(i)2
]
,
ψ :A⊗ J4 → A⊗4,
∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 
→
1
2
∑
i
[
a ⊗ v(i)1 v(i)2 ⊗ v(i)3 ⊗ v(i)4 + a ⊗ v(i)1 ⊗ v(i)2 v(i)3
⊗ v(i)4 + a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 v(i)4
]
.
Note that ϕ and ψ are homogeneous of degree 0. Recall also that, see [4],
d1(a ⊗ v) = av − va,
d2
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3
)
=
∑
i
av
(i)
1 v
(i)
2 ⊗ v(i)3 + v(i)3 av(i)1 ⊗ v(i)2 + v(i)2 v(i)3 a ⊗ v(i)1 ,
d3
(∑
i
a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4
)
=
∑
i
av
(i)
1 ⊗ v(i)2 ⊗ v(i)3 ⊗ v(i)4 − v(i)4 a ⊗ v(i)1 ⊗ v(i)2 ⊗ v(i)3 .
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We consider the element w = xf1 + yf2 of J4 ⊂ A⊗4. This element is invariant under
circular permutations of the four factors of A⊗4 (this fact is linked to the classification by
Artin and Schelter [1]). Then one can see that:
d2(x ⊗ f1 + y ⊗ f2) = 3(f1 ⊗ x + f2 ⊗ y) = 0,
d3(1 ⊗ (xf1 + yf2)) = x ⊗ f1 + y ⊗ f2 − x ⊗ f1 − y ⊗ f2 = 0.
Then x ⊗ f1 + y ⊗ f2 ∈ A ⊗ R and 1 ⊗ w ∈ A ⊗ J4 are cycles of K(A). So ϕ(x ⊗ f1 +
y ⊗ f2) ∈ A⊗3 and ψ(1 ⊗w) ∈ A⊗4 are two Hochschild cycles.
We come back to the algebra A = k0((h))〈x, y, z〉/(f1, f2, g) endowed with the
filtration F by the powers of h. One computes
ϕ(x ⊗ f1 + y ⊗ f2) = 12
[−2x2 ⊗ y ⊗ y − 2y2 ⊗ x ⊗ x − x ⊗ y2 ⊗ x
− y ⊗ x2 ⊗ y − x ⊗ x ⊗ y2 − y ⊗ y ⊗ x2
+ 2yx ⊗ x ⊗ y + 2xy ⊗ y ⊗ x
+ y ⊗ yx ⊗ x + x ⊗ xy ⊗ y
+ x ⊗ y ⊗ yx + y ⊗ x ⊗ xy]
+ h
2
[
4z⊗ x ⊗ y − 4z ⊗ y ⊗ x + 2y ⊗ z ⊗ x
− 2x ⊗ z ⊗ y + 2x ⊗ y ⊗ z − 2y ⊗ x ⊗ z]+O(h2)
= [∗] + h[∗∗] +O(h2).
By
[∗] = 1
2
b
(
x ⊗ y ⊗ y ⊗ x + y ⊗ x ⊗ x ⊗ y − x ⊗ x ⊗ y ⊗ y − y ⊗ y ⊗ x ⊗ x),
we see that the term [∗] is a boundary of A⊗3. Then ϕ(x⊗f1+y⊗f2)−[∗] is a Hochschild
cycle, whose image in gr1(A⊗3) is equal to the image of h[∗∗]. Using the Hochschild–
Kostant–Rosenberg morphism, it is sent in hΩ2R to h(2zdx∧dy+ydz∧dx+xdy∧dz) =
hπ . Thus we get
Proposition 6.2.
Π = 1
h
[
ϕ(xf1 + yf2)− 12b(x ⊗ y ⊗ y ⊗ x + y ⊗ x ⊗ x ⊗ y − x ⊗ x ⊗ y ⊗ y
− y ⊗ y ⊗ x ⊗ x)
]
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H2(Ω•R, ∂) (see Theorem 5.1).
Since ϕ and b are homogeneous of degree 0, Π is homogeneous of degree 4.
One computes
ψ
(
1 ⊗ (xf1 + yf2)
)= 1
2
1 ⊗ [−x2 ⊗ y ⊗ y − y2 ⊗ x ⊗ x − y ⊗ x2 ⊗ y
− x ⊗ y2 ⊗ x − y ⊗ y ⊗ x2 − x ⊗ x ⊗ y2
+ yx ⊗ x ⊗ y + xy ⊗ y ⊗ x + y ⊗ yx ⊗ x
+ x ⊗ xy ⊗ y + x ⊗ y ⊗ yx + y ⊗ x ⊗ xy]
+ h1 ⊗ [z ⊗ x ⊗ y − z ⊗ y ⊗ x + y ⊗ z⊗ x
− x ⊗ z ⊗ y + x ⊗ y ⊗ z− y ⊗ x ⊗ z] +O(h2)
= [∗] + h[∗∗] +O(h2).
As previously, the term [∗] is a boundary because we have
[∗] = 1
2
b
(
1 ⊗ x ⊗ x ⊗ y ⊗ y + 1 ⊗ y ⊗ y ⊗ x ⊗ x − 1 ⊗ x ⊗ y ⊗ y ⊗ x
− 1 ⊗ y ⊗ x ⊗ x ⊗ y).
Then ψ(1 ⊗ (xf1 + yf2)) − [∗] is a Hochschild cycle, whose image in gr1(A⊗4) is equal
to the image of h[∗∗]. Using the Hochschild–Kostant–Rosenberg morphism, it is sent in
hΩ3R to the element h(dx ∧ dy ∧ dz) = hδ. Thus
Proposition 6.3.
∆ = 1
h
[
ψ(xf1 + yf2)− 12b(1 ⊗ x ⊗ x ⊗ y ⊗ y + 1 ⊗ y ⊗ y ⊗ x ⊗ x
− 1 ⊗ x ⊗ y ⊗ y ⊗ x − 1 ⊗ y ⊗ x ⊗ x ⊗ y)
]
is a Hochschild cycle in A⊗4 whose image in grF (A⊗4) is sent to the generator δ of
H3(Ω•R) (see Theorem 5.1).
Since ψ and b are homogeneous of degree 0, ∆ is homogeneous of degree 4.
Thus we have found two elements Π and ∆ in HH2(A) and HH3(A) which lift π and δ.
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Now our strategy is to show that the Brylinski spectral sequence degenerates at the
order two, so that the result concerning the Poisson homology of the associated graded
ring grF (A) (Theorem 5.1) will be lifted to a result on the Hochschild homology of A.
7.1. Theorem
Theorem 7.1. Let A be an Artin–Schelter regular algebra of type A, with cubic relations
and generic coefficients. Then the HHi (A) are free k[C]-modules of ranks 9, 9, 1, 1 for
i = 0, 1, 2, 3, respectively. HH2(A) is generated by Π and HH3(A) is generated by ∆.
These graded k-vector spaces have the following Poincaré series:
P
(
HH0(A), t
)= t4 + 2t3 + 3t2 + 2t + 1
1 − t4 ,
P
(
HH1(A), t
)= 2t4 + 2t3 + 3t2 + 2t
1 − t4 ,
P
(
HH2(A), t
)= P (HH3(A), t)= t41 − t4 .
Connes’ operator B defines a homogeneous surjection of degree 0 from HH0(A) to
HH1(A) and a homogeneous isomorphism of degree 0 from HH2(A) to HH3(A).
Corollary 7.2. De Rham, cyclic and periodic cyclic homologies are given by:
(1) H 0DR(A) = k, HiDR(A) = 0 if i = 0,
(2) HC0(A)  HH0(A), HC2(A)  k ⊕ HH2(A), HCi (A) = 0 if i is odd, HCi (A)  k if i
is even and i  4 (these are graded isomorphisms of degree 0),
(3) HCperi (A)  k if i is even, HCperi (A) = 0 if i is odd.
The proof of the corollary is the same as in [15].
Remark. The element 1 − 2 ⊗ 1 ⊗ 1 ∈ A⊕A⊗3, which is homogeneous of degree 0, is a
generator of HC2i (A) for i  2. This is also a generator of the subspace k of HC2(A).
7.2. Proof
Let us give a criterion for the degeneration of a spectral sequence associated with a
filtration. The notations are the same as in Section 4.1.
Let A∞p,q = ker{d :FpC−p−q → FpC−p−q−1}. Let Φrp,q be the composition map
A∞p,q → Arp,q → Zrp,q → Erp,q.
We have the following criterion [15]:
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sequence degenerates at Er .
Now we consider the Brylinski spectral sequence associated with A (see Section 4.3),
so that k = k0((h)). The term E2 of this spectral sequence is given by
.
..
.
..
.
..
.
..
H1(Ω•R, ∂) ⊗ h−2 H0(Ω•R, ∂) ⊗ h−1 0 0 · · · q = 1
H2(Ω
•
R, ∂) ⊗ h−2 H1(Ω•R, ∂) ⊗ h−1 H0(Ω•R, ∂) ⊗ 1 0 · · · q = 0
H3(Ω•R, ∂) ⊗ h−2 H2(Ω•R, ∂) ⊗ h−1 H1(Ω•R, ∂) ⊗ 1 H0(Ω•R, ∂) ⊗ h · · · q = −1
0 H3(Ω•R, ∂) ⊗ h−1 H2(Ω•R, ∂) ⊗ 1 H1(Ω•R, ∂) ⊗ h · · · q = −2
..
.
..
.
..
.
..
.
p = −2 p = −1 p = 0 p = 1
where R= k0[x, y, z]. By Proposition 7.3, this spectral sequence degenerates at the order
2 if every element of E2p,q can be lifted by Φ2p,q to an element of {c ∈ FpC−p−q (A);
d(c) = 0}. Actually the columns of E2 are the same up to the multiplication by a power
of h. So we just have to show that every element of E20,∗ can be lifted to an element of
ker(d :F0C(A) → F0C(A)).
Recall that E1 = HH∗(grF (A))  Ω•R⊗k0 k0[h,h−1]. Then we have the following four
facts:
• E20,0 = H0(Ω•R, ∂) is a quotient of R. Let u¯ ∈ H0(Ω•R, ∂) and u ∈R be such that u¯ is
the image of u. Let U ∈ F0(A) be an element which lifts u (recall thatR= F0A/F1A).
Hence Φ20,0(U) = u¯, and all the elements of E20,0 are images of elements of F0(A).
• E20,−1 = H1(Ω•R, ∂). Each element of H1(Ω•R, ∂) can be written as dψ with ψ ∈R
(it comes from the proof of Theorem 5.1, see [15]). Let Ψ ∈ F0(A) be an element
which lifts ψ . Then B(Ψ ) ∈ F0A⊗2 is such that b ◦ B(Ψ ) = −B ◦ b(Ψ ) = 0. As
Φ20,−1(B(Ψ )) = dψ , the elements of E20,−1 are images of Hochschild cycles in F0A⊗2.
• E20,−2 = H2(Ω•R, ∂). Let u ∈ H2(Ω•R, ∂). We saw that u is the class of f (φ)π where
f ∈ k0[φ], φ is a certain element of R and π is a distinguished element of Ω2R.
Recall that φ is the image in R = gr0(A) of the central element Φ ∈ A. We found
in Proposition 6.2 a Hochschild cycle Π ∈ F0A⊗3 which lifts π . So U = f (Φ)Π lifts
u, and each element of E20,−2 is the image of a Hochschild cycle in F0A⊗3.
• E20,−3 = H3(Ω•R, ∂). Let u ∈ H3(Ω•R, ∂). We saw that u is the class of f (φ)δ where
f ∈ k0[φ] and δ is a distinguished element of Ω3R. We found in Proposition 6.3 a
Hochschild cycle ∆ ∈ F0A⊗4 which lifts δ. Thus U = f (Φ)∆ lifts u, and each element
of E2 is the image of a Hochschild cycle in F0A⊗4.0,−3
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weakly converges to HH∗(A) (see Section 4.1), we have for all p, q
FpHH−p−q(A)/Fp+1HH−p−q(A)  H−p−q
(
Ω•R, ∂
)⊗k0 (k0hp).
This isomorphism of degree 0 is deduced from the application Φ2p,q and the identification
between E2 and H∗(Ω•R, ∂) ⊗k0 k0[h,h−1]. Thus we have the following homogeneous
isomorphism of degree 0:
grF
(
HHi (A)
) Hi(Ω•R, ∂)⊗k0 k0[h,h−1]. (7.12)
Now we have to lift this result on grF (HHi (A)) to a result on HHi (A). To do this,
we need a general result about filtered modules, which is a graded version of a classical
result [13]. The proof is left to the reader.
Let R be a k-algebra endowed with a decreasing filtration F , and let L, M , N be
three filtered R-modules. We still denote these filtrations by F . Assume R is a graded
k-algebra, R =⊕n∈N Rn, and L, M , N are three graded modules. Furthermore we assume
that the filtration and the gradation of R (respectively L, M , N ) are compatible, i.e.,
Fp(R) =⊕n∈N Fp(R) ∩Rn (respectively Fp(L) =⊕n∈N Fp(L) ∩Ln, etc. . .).
Proposition 7.4. Let
L
f−→ M g−→ N (7.13)
be a complex of filtered and graded R-modules as above, where f and g are two morphisms
of R-modules which preserve the filtration and are homogeneous of degree 0. Let us
consider
grF (L)
grF (f )−−−−→ grF (M) grF (g)−−−−→ grF (N) (7.14)
which is a complex of grF (R)-graded modules. Assume FM exhaustive and separated,
FL complete in the graded category (i.e., F(Ln) complete for all n ∈ N), and (7.14) exact.
Then (7.13) is exact.
Note that the grF (R)-modules grF (L), grF (M), grF (N) are endowed with two different
gradations.
In our case, R = k0((h))[Φ] (endowed with the filtration F induced by the filtration
of A), grF (R) = k0[h,h−1][φ], M = HHi (A) (endowed with the filtration F induced by
the filtration of C(A)) and grF (M) = grF (HHi (A)). Recall that there is an isomorphism
of degree 0: grF (HHi (A))  Hi(Ω•R, ∂) ⊗k0 k0[h,h−1] (see (7.12)). Then we have the
following facts:
• grF (HH3(A)) is the free k0[h,h−1][φ]-module of rank 1 generated by the class ∆
of ∆ ∈ F0HH3(A) which is homogeneous of degree 4. Furthermore FHH3(A) and
FR are exhaustive and separated and FR is complete in the graded category. By
Proposition 7.4, HH3(A) is the free k0((h))[Φ]-module of rank 1 generated by ∆.
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• grF (HH1(A)) is a free k0[h,h−1][φ]-module of rank 9 generated by classes of
homogeneous elements of HH1(A) of degrees 1, 1, 2, 2, 2, 3, 3, 4, 4, respectively.
Then by Proposition 7.4, HH1(A) is a free k0((h))[Φ]-module of rank 9 generated by
some homogeneous elements of degrees 1, 1, 2, 2, 2, 3, 3, 4, 4, respectively.
• In the same way, HH0(A) is a free k0((h))[Φ]-module of rank 9 generated by
homogeneous elements of degrees 0, 1, 1, 2, 2, 2, 3, 3, 4, respectively.
In particular, the Poincaré series of the Hochschild homology groups are those given in
the theorem.
It remains to prove that B is a surjection from HH0(A) to HH1(A) and an isomorphism
from HH2(A) to HH3(A). By Theorem 5.1, the sequence
grF HH0(A)
grF B−−−→ grF HH1(A)→ 0
is exact. The FHHi (A) are exhaustive, separated and complete in the graded category (see
Proposition 3.10). By Proposition 7.4, the sequence
HH0(A) B−→ HH1(A) → 0
is exact and hence B : HH0 → HH1 is surjective.
As grF HH2(A)
grF B−−−→ grF HH3(A) is an isomorphism, by Proposition 7.4, B is an
isomorphism from HH2(A) to HH3(A).
Thus Theorem 7.1 is proved.
8. Hochschild cohomology
8.1. A small complex computing the Hochschild cohomology
Recall that an injective morphism q ′ from the Koszul resolution of A (as an A-A-
bimodule) to the bar-resolution of A was given in Section 6.1:
A⊗5
b′
A⊗4
b′
A⊗3
b′
A⊗2
A⊗ J4 ⊗A d
′
ψ ′
A⊗R ⊗A d
′
ϕ′
A⊗ V ⊗A d
′
inj
A⊗A
Id
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morphism of complexes of left k[C]-modules:
HomAe (A⊗5,A)
ψ˜
HomAe (A⊗4,A)
b3
ϕ˜
HomAe (A⊗3,A)
b2
surj
HomAe (A⊗2,A)
b1
Id
HomAe (A⊗ J4 ⊗A,A) HomAe (A⊗R ⊗A,A) HomAe (A⊗ V ⊗A,A) HomAe (A⊗ A,A)
where the two first arrows are the identity map on HomAe(A⊗2,A) and the canonical
surjection from HomAe (A⊗3,A) to HomAe(A ⊗ V ⊗ A,A). Note that the complex
(HomAe(A⊗∗,A), b∗) is the Hochschild cochain complex. Denote by q˜ this morphism
of complexes. The following result is analogous to Proposition 6.1.
Proposition 8.1. q˜ is a quasi-isomorphism.
Using the canonical isomorphism HomAe(A ⊗ E ⊗ A,A)  Homk(E,A) of k[C]-
modules, which holds for every k-vector space E (and is of degree 0 if E is graded and
finite dimensional), this quasi-isomorphism can be written as
Homk
(
A⊗3,A
)
ψ˜
Homk
(
A⊗2,A
)b3
ϕ˜
Homk(A,A)
b2
surj
A
b1
Id
Homk(J4,A) Homk(R,A) Homk(V ,A) A
Using the isomorphism Homk(E,A) → A⊗E∗, obtained for every finite dimensional
k-vector space E by taking a basis (this isomorphism is of degree 0 if E is graded), we
obtain a new small complex K˜(A), together with a quasi-isomorphism from the Hochschild
cochain complex to K˜(A):
Homk
(
A⊗3,A
)
ψ˜
Homk
(
A⊗2,A
)b3
ϕ˜
Homk(A,A)
b2
surj
A
b1
Id
A⊗ J ∗4 A⊗R∗
δ3
A⊗ V ∗δ
2
A
δ1
Let (x∗, y∗) be the dual basis to (x, y), (f ∗1 , f ∗2 ) be the dual basis to (f1, f2) and (w∗) be
the dual basis to the basis (w) of J4. Then
δ1(η) = (xη − ηx)⊗ x∗ + (yη − ηy)⊗ y∗.
Further
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[
axyα2 + byxα2 + ay2α1 + cx2α1 + axα2y + byα1y
+ ayα2x + cxα1x + aα1y2 + bα2xy + aα2yx + cα1x2
]⊗ f ∗1
+ [ayxα1 + bxyα1 + ax2α2 + cy2α2 + ayα1x + bxα2x
+ axα1y + cyα2y + aα2x2 + bα1yx + aα1xy + cα2y2
]⊗ f ∗2
and
δ3
(
α1 ⊗ f ∗1 + α2 ⊗ f ∗2
)= [xα1 + yα2 − α1x − α2y] ⊗w∗.
The maps δ1, δ2, δ3 are homogeneous morphisms of graded k[C]-modules (V ∗, R∗, J ∗4
are concentrated in degree −1, −3, −4, respectively).
8.2. An isomorphism between two small complexes
Recall that K(A) is the Koszul complex which computes the Hochschild homology:
0 A A⊗ Vd1 A⊗Rd2 A⊗ J4
d3
0.
One computes that
d3(η ⊗w) = (ηx − xη)⊗ f1 + (ηy − yη)⊗ f2,
d2(η ⊗ f1) =
[
aηy2 + cηx2 + byηy + cxηx + ay2η + cx2η]⊗ x
+ [aηxy + bηyx + ayηx + axηy + bxyη+ ayxη] ⊗ y,
d2(η ⊗ f2) = [aηyx + bηxy + axηy + ayηx + byxη + ayxη] ⊗ x
+ [aηx2 + cηy2 + bxηx + cyηy + ax2η + cy2η]⊗ y,
d1(η ⊗ x) = ηx − xη,
d1(η ⊗ y) = ηy − yη.
Comparing d1, d2 and d3 with δ3, δ2 and δ1, one sees that there is an isomorphism of
degree 4 between complexes of graded k[C]-modules:
0 A⊗ J ∗4
θ4
A⊗R∗δ
3
θ3
A⊗ V ∗δ
2
θ2
A
δ1
θ1
0
0 A A⊗ Vd1 A⊗Rd2 A⊗ J4
d3
0
where θ1, θ2, θ3 and θ4 are homogeneous isomorphisms of degree 4 of graded A-mo-
dules defined by θ1(a ⊗ 1) = −a ⊗ w, θ2(a ⊗ x∗) = a ⊗ f1, θ2(a ⊗ y∗) = a ⊗ f2,
θ3(a ⊗ f ∗) = a ⊗ x , θ3(a ⊗ f ∗) = a ⊗ y , θ4(a ⊗w∗) = −a ⊗ 1.1 2
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To summarize, the following diagram of k[C]-modules commutes:
· · · Homk(A⊗3,A)
ψ˜
Homk(A⊗2,A)
b3
ϕ˜
Homk(A,A)
b2
surj
A
b1
Id
0
0 A⊗ J∗4

A ⊗R∗δ
3

A⊗ V ∗δ
2

A
δ1

0
0 A
Id
A ⊗ V
d1
inj
A ⊗R
d2
ϕ
A⊗ J4
d3
ψ
0
0 A A⊗2
b1
A⊗3
b2
A⊗4
b3 · · ·
Vertical arrows are quasi-isomorphisms of complexes of k[C]-modules. Thus
Theorem 8.2. There exist isomorphisms of k[C]-modules HHi (A)  HH3−i (A) for i =
0,1,2,3. In other words, the algebra A verifies a Poincaré duality.
We can give more precise results, because we know these quasi-isomorphisms
explicitly. According to Theorem 7.1, HH3(A) is the free k[C]-module generated by
ψ(1 ⊗ w) and as ψ is a quasi-isomorphism, ker(d3) is the free k[C]-module generated
by 1 ⊗ w. So ker(δ1) is the free k[C]-module generated by 1. Finally, ker(b1) is the free
k[C]-module generated by 1. Thus HH0(A) = Z(A) = k[C] and we obtain the following
result.
Theorem 8.3. The center of a cubic AS-regular algebra of type A with generic coefficients
is k[C].
In the same way, HH2(A) is the free k[C]-module generated by ϕ(x ⊗ f1 + y ⊗ f2).
As ϕ is a quasi-isomorphism, H2(K(A), d) is the free k[C]-module generated by x ⊗f1 +
y ⊗ f2. Then H 2(K˜(A), δ) is the free k[C]-module generated by x ⊗ x∗ + y ⊗ y∗. This
element corresponds in Homk(V ,A) to the canonical injection from V to A. There exists
a unique derivation D of A which coincides with this map on V . This derivation is defined
on each homogeneous component An of A by D|An = nIdAn . Thus we get
Theorem 8.4. HH1(A) = Der(A)/{inner derivations} is the free k[C]-module of rank 1
generated by the derivation D.
Finally we have
Theorem 8.5. HH2(A) and HH3(A) are free k[C]-modules of rank 9.
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