We study a family of continued fraction expansion of reals from the unit interval. The Perron-Frobenius operator of the transformation which generates this expansion under the invariant measure of this transformation is given. Using the ergodic behavior of homogeneous random system with complete connections associated with this expansion we solve a variant of Gauss-Kuzmin problem for this continued fraction expansion.
Introduction
In this section we describe a family of continued fraction expansions different from the regular continued fraction expansion for a number x in the unit interval I = [0, 1] which has been actually considered in [3] . We give metric properties of this continued fraction expansion and we show formulae of probability about incomplete quotients.
Thus, Chan shows that any x ∈ I := [0, 1) can be written in the form where m ∈ N, m ≥ 2 and a n (x) are natural numbers, for any n ∈ N + , where N := {0, 1, 2, . . .} and N + := {1, 2, . . .}. * e-mail: lascudan@gmail.com.
The naturals a n are called the incomplete quotients of x and they are given by the relations a 1 (x) = log x −1 log m , x = 0, a 1 (0) = ∞, (1.2) a n (x) = a 1 T n−1 m (x) , n ∈ N + , n ≥ 2.
(1.3)
Let Ω be the set of all irrational numbers from I. In the case when x ∈ I \ Ω, we have a n (x) = ∞, ∀n ≥ k(x) ≥ m, and a n (x) ∈ N, ∀n < k(x).
(1.4)
Therefore, in the rational case, the continued fraction expansion (1.1) is finite, unlike the irrational case, when we have an infinite number of natural incomplete quotients.
Next, for any m ∈ N with m ≥ 2, we define on I the shift transformation T m as follows: and for x = 0, T m (0) = 0. From (1.1) and (1.5), for x = 0 and m ≥ 2, we have
Consequently, using (1.6) we can write the transformation T m of I as
where ⌊·⌋ denotes the floor (entire) function. It follows from the definitions of T m and a n that for any ω ∈ Ω we have
If we set 11) then (1.9) can be written as
. . , a n−1 , a n + log(1
is called the n-th convergent of ω. The integer valued functions sequences (p n ) n∈N and (q n ) n∈N can be recursively defined by the formulae:
with p 0 (ω) = 0, q 0 (ω) = 1, p 1 (ω) = 1 and a 0 (ω) = 0, q −1 (ω) = 0. By induction, it is easy to prove that, for any n ∈ N + , we have (1.16) and that
with t ≥ 0. Now, (1.12) and (1.17) imply that
Using (1.16) we obtain
At this moment, we are able to assert that this continued fraction expansion is convergent, i.e.
We will say that
is the fundamental interval of rank n. We make the convention that I i (0) = Ω. For example, for any i ∈ N we have
We will write I(a 1 , . . . , a n ) = I a (n) , n ∈ N + . If n ≥ 2 and i n ∈ N, then we have I(a 1 (ω), . . . , a n (ω)) = I i (n) . Also, we have
By (1.18) we have
where λ denotes the Lebesgue measure. Now, we define the random variables (s n ) n∈N+ recursively by
Next, (1.15) implies that
The probabilistic structure of the sequence (a n ) n∈N+ under λ is described by the equations
where
These relations result as consequences of a Brodén-Borel-Lévy formula type, namely
where s n is defined by (1.29). Remark 1.4 The sequence (s n ) n∈N+ with s 1 = 0 is an I-valued Markov chain [8] on (I, B I , λ) with the following transition mechanism: from state s ∈ I \ Ω the possible transitions are to any state m −i /(1 + (m − 1)s) with corresponding transition probability P i (s), i ∈ N.
Measure preserving transformation
Let B I denote the σ-algebra of Borel subsets of I. The metric point of view in studying the sequences (a n ) n∈N+ is to consider that the a n , n ∈ N + , are non-negative integer-valued random variables which are defined almost surely on (I, B I ) with respect to any probability measure on B I that assign probability 0 to the set I \ Ω of rationals in I. Such a measure is Lebesgue measure λ. Another measure on B I more important than Lebesgue measure, that assign probability 0 to the set of rationals in I, is the invariant probability measure γ m of the shift transformation T m defined by: 
This is a one-to-one transformation of Ω 2 (the irrationals from I 2 ) with the inverse
It is easy to check that for n ≥ 2 we have 
4) and
A simple computation yields
that is, (2.8) holds. Next, we consider the case a = m Thus,
Hence,
A straightforward calculation shows us that
that is, (2.8) holds. Since any arbitrary interval (a, b) can be written as a reunion of fundamental intervals the proof is complete.
The Perron-Frobenius operator
In this section we derive the Perron-Frobenius operator of T m under γ m . Also we restrict this operator to the space of functions of bounded variation.
Let µ be a probability measure on B I such that µ T −1 m (A) = 0 whenever µ(A) = 0, A ∈ B I , where the transformation T m is defined in (1.7) . In particular, this condition is satisfied if T m is µ-preserving, that is, µT
It is known from [9] that the Perron-Frobenius operator P µ of T m under µ is defined as the bounded linear operator on L
In particular, the Perron-Frobenius operator P λ of T m under the Lebesgue measure λ is
f dλ a.e. in I. 
where P i is defined in (1.33) and u i (x) is given by the equation
Proof. Let T m,i : I i → I denote the restriction of T m to the interval
For any f ∈ L 1 γm and any A ∈ B I , we have
For any i ∈ N, by the change of variable
we successively obtain
Now, (3.3) follows from (3.6) and (3.8). Proposition 3.2 Let µ be a probability measure on B I . Assume that µ is absolutely continuous with respect to λ (and denote µ << λ, i.e. if µ(A) = 0 for every set A for which λ(A) = 0) and let h = dµ/dλ. Then
for any n ∈ N and A ∈ B I , where
Proof. We will use mathematical induction. For n = 0, the equation (3.9) is reduced to
which is obviously true. Assume that (3.9) holds for some n ∈ N. Then
By the very definition of the Perron-Frobenius operator U m = P γm we have
which ends the proof.
In the sequel we shall restrict the Perron-Frobenius operator U to BV (I) the linear space of all complex-valued functions of bounded variation. Let B(I) denote the Banach space of bounded measurable complex-valued functions f on I under the supremum norm
(3.10)
The variation var A f over A ⊂ I of a function f ∈ B(I) is defined as
the supremum being taken over all points t 1 < . . . < t k in A, for k ≥ 2. We write simply varf for var I f , and if varf < ∞, then f is called a function of bounded variation. Note that under the norm f V = |f | + varf , f ∈ BV (I), the linear space BV (I) is a commutative Banach algebra with unit. 
Note that the function P 0 is increasing, while the functions P i , i ∈ N + , are all decreasing. Let x < y, with x, y ∈ I. It follows from the above equation that
For f defined by f (x) = 0, 0 ≤ x ≤ 1 m , and f (x) = 1,
(2m−1)(m 2 +m−1) and var f = 1, it follows that the constant K m cannot be lowered.
4 The ergodic behaviour of the RSCC Proposition 4.1 The function P (x, i) = P i (x) from (1.33) defines a transition probability function from (I, B I ) to (N, P(N)) . Proof. We have to verify that i∈N P (x, i) = 1, for all x ∈ I. (4.1)
then it is an easy task to show that i≥0 P (x, i) = 1. Proposition 4.1 allows us to consider the random system with complete connections (RSCC) [8] 
where P is P i defined in (1.33), while u : I × N → I is u i given by
We denote by U m the associated Markov operator of the RSCC (4.2) with the transition probability function Q m . In this section we study the ergodic behaviour of RSCC (4.2). The ergodic behaviour of the RSCC (4.2) allows us to find the limiting distribution function F = F ∞ and the invariant measure induced by F . To study the ergodicity of the RSCC (4.2), we consider the norm · L defined on L(I) (-the space of Lipshitz real-functions defined on I) by 
The Gauss-Kuzmin type theorem
Our aim is to prove a Gauss-Kuzmin type theorem for this new expansion. The ergodic behaviour of the RSCC introduced in §4 allows us to obtain a convergence rate result. The Gauss-Kuzmin type theorem shows the limiting distribution function 
