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1. Introduction and main results
Given a smooth planar autonomous vector ﬁeld having a continuum of periodic orbits we can pa-
rameterize them by a real number h, through a global transversal smooth section, and then introduce
the period function, T (h), as the smooth positive function which assigns to each orbit its minimal
period. The isolated zeros of the derivative of this function are called critical periods. It is not diﬃcult
to prove that for a given continuum of periodic orbits, the number of critical periods depends neither
on the transversal section, nor on its parametrization. It is well known that this function plays an
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A. Gasull et al. / J. Differential Equations 249 (2010) 684–692 685important role in the study of many differential equations. For instance, in mathematical models in
physics or ecology, see [9,11,18,20] and the references therein; in the study of the bifurcations of iso-
lated periodic orbits from continua of them, see [5, pp. 369–370]; in the description of the dynamics
of some integrable discrete dynamical systems, see [6]; or in the control of the number of solutions
of some boundary value problems, see [1,2].
We also like the following point of view: when studying the celebrated Hilbert’s 16th problem
a primer approach in order to know what we can expect for the number of limit cycles of planar
polynomial vector ﬁelds of degree n is the construction of examples having as many limit cycles as
possible, or in other words to study lower bounds for the so-called Hilbert’s numbers. As far as we
know, if one only considers limit cycles surrounding one single critical point, then the best lower
bounds for the number of limit cycles are O (n2), see for instance [13,17] and the references therein,
while the best results concerning any conﬁguration of limit cycles provide O (n2 logn) lower bounds,
see [4] and also [15,16]. It is worth to notice that most of the examples are obtained perturbing
continua of periodic orbits.
On the other hand, to the best of our knowledge, the higher lower bound known for the number
of critical periods of planar polynomial vector of degree n grows linearly with n, see [7,10]. Our main
result is:
Theorem A. There exist polynomial vector ﬁelds of degree n whose number of critical periods grows at least
quadratically with n.
Our proof gives the explicit expression n2/4 + 3n/2 − 4 when n is even and a similar one when
n is odd, see Theorem 7. As we will see it uses the strategy of perturbing a planar system having
a continuum of periodic orbits (in fact a global isochronous center). Note that in our situation we
have to consider the perturbation in such a way that the center structure remains. We have chosen to
use reversible isochronous centers with reversible perturbations. Notice that as a consequence of our
approach, all the critical periods that we obtain correspond to periodic orbits which only surround a
critical point.
From our results it seems natural to state the following questions:
Question 1. Are there planar polynomial vector ﬁelds of degree n having O (n2 logn) (or more) critical
periods? Probably it will be necessary to consider continua of periodic orbits forming several nests.
Question 2. Is there some uniform bound (only depending on n) for the number of critical periods of
polynomial vector ﬁelds of degree n?
It is clear that this second problem is a version of the second part of Hilbert’s 16th problem,
changing the number of limit cycles by the number of critical periods. It seems to us a very diﬃcult
one. A related result concerning the ﬁniteness of critical periods for a given system was studied some
years ago in [3].
2. Preliminary results
We start by recalling three well-known results of Lebesgue’s theory adapted to our notation and
interests. The reader interested in their proofs can consult any classical textbook on the subject, like
for instance [14,19].
In all these results { fm(θ)}m∈N denote a sequence of real valued measurable functions deﬁned on
a ﬁnite or inﬁnite interval I ⊂R.
Theorem 1 (Lebesque’s Monotonous Convergence Theorem). If for all m ∈ N, fm(θ) 0 and { fm(θ)}m∈N is a
monotonous increasing sequence, i.e.
0 f1(θ) f2(θ) · · · fm(θ) fm+1(θ) · · · ,
686 A. Gasull et al. / J. Differential Equations 249 (2010) 684–692then
lim
m→∞
∫
I
fm(θ)dθ =
∫
I
lim
m→∞ fm(θ)dθ,
even when some of these expressions is inﬁnity.
Theorem 2 (Lebesque’s Dominated Convergence Theorem). If for all m ∈ N, | fm(θ)| g(θ) and g is integrable
on I , then
lim
m→∞
∫
I
fm(θ)dθ =
∫
I
lim
m→∞ fm(θ)dθ.
Theorem 3 (Lesbesgue–Fubini’s Integration Theorem, integrals and series version). If
either
∫
I
∞∑
m=1
∣∣ fm(θ)∣∣dθ < ∞ or ∞∑
m=1
∫
I
∣∣ fm(θ)∣∣dθ < ∞,
then ∫
I
∞∑
m=1
fm(θ)dθ =
∞∑
m=1
∫
I
fm(θ)dθ.
Next two results study some properties of the family of functions,
J (h) := Jα,p,q(h) =
2π∫
0
(h − cos θ)α sin2p θ cosq θ dθ, (1)
keeping h  1, α < 0 real and p and q non-negative integers. They will play a crucial role when
studying the period function of the family of perturbed rigid centers considered in the next section.
Proposition 4. Let α < 0 and p and q be non-negative integers. Consider the function J (h) deﬁned in (1).
Then:
(i) It is analytic for h ∈ (1,∞) and
J (r)(h) = r!
(
α
r
) 2π∫
0
(h − cos θ)α−r sin2p θ cosq θ dθ,
where J (r)(h) is the r-th order of derivative of J(h).
(ii) J (1) < ∞ if and only if 2α + 2p > −1.
(iii) It holds that
lim
h↓1+
J (h) = J (1), (2)
also meaning that the limit is inﬁnity when 2α + 2p −1.
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Notice that the convergence condition stated in (ii) holds because
(1− cos θ)α sin2p θ cosq θ ∼ 2−αθ2α+2p at θ = 0.
To prove item (iii) we write J (h) = J1(h) + J2(h) where
J1(h) =
π/2∫
−π/2
j(h, θ)dθ and J2(h) =
3π/2∫
π/2
j(h, θ)dθ,
where j(h, θ) := (h − cos θ)α sin2p θ cosq θ .
Concerning J1(h), note that for θ ∈ (−π/2,π/2), the family of positive functions { j(h, θ)}h>1 is
increasing when h ↓ 1+ because α < 0 and sin2p θ cosq θ  0. Hence we can apply Theorem 1 obtain-
ing
lim
h↓1+
J1(h) = lim
h↓1+
π/2∫
−π/2
j(h, θ)dθ =
π/2∫
−π/2
lim
h↓1+
j(h, θ)dθ = J1(1),
and the equality is valid even when J1(1) is divergent.
When θ ∈ (π/2,3π/2), it holds that |h − cos θ |α  1 and hence∣∣ j(h, θ)∣∣= ∣∣(h − cos θ)α sin2p θ cosq θ ∣∣ sin2p θ ∣∣cosq θ ∣∣,
which is integrable on this interval. So, by Theorem 2,
lim
h↓1+
J2(h) = J2(1) < ∞.
As a consequence the equality (2) holds, as we wanted to prove. 
Proposition 5. Let α < 0 and p and q be non-negative integers. Consider the function J (h) deﬁned in (1).
Then for h ∈ (1,∞):
J (h) = hα
∞∑
r=0
βrh
−r,
where
βr = βr(α, p,q) := (−1)r
(
α
r
) 2π∫
0
sin2p θ cosp+r θ dθ.
Notice that βr = 0 if and only if p + r is odd.
Proof. For h > 1,
(h − cos θ)α = hα
(
1− cos θ
h
)α
= hα
∞∑(α
r
)(− cos θ
h
)r
.r=0
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J (h) = hα
2π∫
0
∞∑
r=0
(
α
r
)(− cos θ
h
)r
sin2p θ cosq θ dθ
= hα
2π∫
0
∞∑
r=0
(
α
r
)
(−1)rh−r sin2p θ cosq+r θ dθ = hα
∞∑
r=0
βrh
−r,
where to justify the last equality we need to prove that the integration and the summation can be
interchanged. This can be done by using Theorem 3, because for h > 1,
2π∫
0
∞∑
r=0
∣∣∣∣(αr
)
(−1)rh−r sin2p θ cosq+r θ
∣∣∣∣dθ

2π∫
0
∞∑
r=0
(
α
r
)
(−1)rh−r dθ = 2π
(
1− 1
h
)α
< ∞. 
We ﬁnally state a technical result.
Lemma 6. Let U ⊂ R an open interval and let f :U → R be an analytic map having  different zeros in U
(not taking into account their multiplicities). Let g :U → R be an analytic map with constant sign. Then there
exists α ∈ R such that f + αg has at least  simple zeros in U .
We only present an idea of the proof. More details are given in Lemma 4.5 of [8]. If |α| is small
enough, the number of zeros of odd multiplicity never decreases and all of them become simple.
The zeros of even multiplicity are divided between local maxima and local minima of f . Assume for
instance that there are more or equal local maxima than local minima. By choosing adequately the
sign of αg, and taking again |α| small enough, near each maximum there appear two simple zeros of
f +αg and no zeros near the minima. In any case f +αg has at least  simple zeros. Intuitively, the
fact that g does not vanish allows to think on it like a constant.
3. Proof of Theorem A
We ﬁrst prove the following result:
Theorem 7. For each n even there is a polynomial system of degree n having a center such that the period
function associated to its period annulus has at least n2/4+ 3n/2− 4 critical periods.
Proof. Consider the following system
{
x˙ = −y − xy(x2 + y2)n/2−1 + εP (x, y),
y˙ = x− y2(x2 + y2)n/2−1 + εQ (x, y), (3)
where P and Q are polynomials of degree n satisfying that P (x,−y) = −P (x, y) and Q (x,−y) =
Q (x, y) and vanishing at the origin and ε a small parameter. Clearly (3) is a reversible system (invari-
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coordinates, x = r cos θ, y = r sin θ , it writes as{
r˙ = −rn sin θ + εU (r, θ),
θ˙ = 1+ εV (r, θ), (4)
where
U (r, θ) = P (r cos θ, r sin θ) cos θ + Q (r cos θ, r sin θ) sin θ,
V (r, θ) = Q (r cos θ, r sin θ) cos θ − P (r cos θ, r sin θ) sin θ
r
.
It is clear that when ε = 0 it has a global rigid isochronous center at the origin. Moreover, also when
ε = 0, it is easy to see that
r = R(r0, θ) :=
(
r1−n0 + (n − 1)(1− cos θ)
) 1
1−n
is the solution of the differential equation satisfying R(r0,0) = r0.
Let T (r0, ε) be the period of the orbit of (4) starting at (x, y) = (r0,0). By using the results of [12]
we have that
T (r0, ε) = 2π + I˜(r0)ε + O
(
ε2
)
, (5)
where
I˜(r0) = −
2π∫
0
V (r, θ)|r=R(r0,θ) dθ
=
2π∫
0
P (r cos θ, r sin θ) sin θ − Q (r cos θ, r sin θ) cos θ
r
∣∣∣∣
r=R(r0,θ)
dθ,
and the remainder term in (5) and its derivative with respect to r0, divided by ε2, are bounded when
r0 takes values on a compact set and |ε| is small enough. Hence we have that
∂T (r0, ε)
∂r0
= I˜ ′(r0)ε + O
(
ε2
)
. (6)
We claim that there exist P and Q as above such that I˜ ′(r0) has at least n2/4 + 3n/2 − 4 simple
zeros. By using this claim and the Implicit Function Theorem, it is clear from (6) that our theorem
follows. Let us prove the claim.
By introducing the new parameter h = Φ(r0) := r
1−n
0
n−1 + 1 it follows that r = R(r0, θ) can be written
as
r = (n − 1) 11−n (h − cos θ) 11−n . (7)
Notice that the origin corresponds to h equals to inﬁnity and the inﬁnity goes to h = 1.
For simplicity, instead of studying I˜(r0) and its derivative we will consider the same question for
I(h) := I˜(Φ−1(h)). After some computations we get that
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2π∫
0
n−1∑
k=1
rk
(
bk,0 cos
k+2 θ + bk,1 sin2 θ cosk θ + · · · + bk,lk sin2lk θ cosk+2−2lk θ
)
dθ,
with r given in (7) and lk = [ k+22 ]. Notice that the constants {bk,m}, varying k and m among the values
given above, can be taken arbitrarily by choosing suitable P and Q . Introduce the family of functions
Ik,m(h) =
2π∫
0
(h − cos θ) k1−n sin2m θ cosk+2−2m θ dθ,
for k = 1, . . . ,n − 1; m = 0, . . . , lk. Then
I(h) =
n−1∑
k=1
lk∑
m=0
ak,mIk,m(h),
where the {ak,m}k,m can also be considered as free parameters. Note that this set is formed by
n−1∑
k=1
([
k + 2
2
]
+ 1
)
= 2+ 2
(
3+ 4+ · · · +
(
n
2
+ 1
))
= n
2
4
+ 3n
2
− 2
functions. We shall show that all of them are linear independent. In other words, if I(h) ≡ 0, then
ak,m = 0 for all k and m.
The linear independence holds by proving the following two assertions.
First assertion: If I(h) ≡ 0 then
Ik(h) := ak,0 Ik,0(h) + ak,1 Ik,1(h) + · · · + ak,lk Ik,lk (h) ≡ 0,
for each k = 1, . . . ,n − 1.
Second assertion: Given k, if Ik(h) ≡ 0 then
ak,0 = ak,1 = · · · = ak,lk = 0.
To prove the ﬁrst assertion notice that by Proposition 5, for h > 1, each
Ik,m(h) = h k1−n
∞∑
r=0
βrh
−r, (8)
for some βr = βr(k,m) depending on k and m. So each Ik(h) has the form
Ik(h) = h k1−n
∞∑
r=0
γrh
−r,
where γr depends on n,k and ak,0,ak,1, . . . ,ak,lk .
Clearly for every different k1,k2 ∈ {1,2, . . . ,n − 1}, k11−n − k21−n = k1−k21−n can never be an integer.
Therefore the relation that I(h) ≡ 0 implies that Ik(h) ≡ 0, for any k = 1, . . . ,n − 1, as we wanted to
show.
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taking into account the values βr = βr(k,m) given in (8), but it is much easier to study the values of
Ik,m(h) near h = 1. This will be done by using Proposition 4.
We consider two cases: (a) 2k > n − 1, and (b) 2k < n − 1.
Case (a): 2k > n − 1. In this case, by Proposition 4, the ﬁrst term, i.e. Ik,0(h) is divergent at h = 1
because −2 2k1−n < −1. All the other Ik,m(h), m > 0, are convergent because 2k1−n +2m 0. Therefore
ak,0 = 0.
Now we drop the ﬁrst term and show the vanishing of the second one. To prove this, we consider
its ﬁrst order derivative, I ′k(h). Also by Proposition 4, for each m,
I ′k,m(h) =
k
1− n
π∫
0
(h − cos θ) k1−n−1 sin2m θ cosk+2−2m θ dθ.
Again by Proposition 4, when h tends to 1+ the new leading term is divergent and all the others
are convergent. Therefore the second term ak,1 of Ik(h) also vanishes.
We go on this process by considering successive derivatives of Ik,m , obtaining that in each step we
can make the leading term divergent and the others convergent. Thus ﬁnally we have proved that all
the coeﬃcients are zero, as we wanted to see.
Case (b): 2k < n − 1. In this case, notice that by Proposition 4 all the terms are convergent because
for all m, 2k1−n + 2m > −1. To study this situation we follow again the above procedure but starting
with I ′k(h) instead of Ik(h). Thus the second assertion follows.
So I(h) is an arbitrary linear combination of n2/4+3n/2−2 linearly independent functions deﬁned
on (1,∞). It is easy to prove that given any n2/4+ 3n/2− 3 values on (1,∞) we can choose suitable
values ak,m such that I(h) vanishes at these points and it is not identically zero. By Rolle’s Theorem
we know that I ′(h) has at least n2/4+ 3n/2− 4 zeros in the same interval. Finally notice that
I ′(h) =
n−1∑
k=1
lk∑
m=0
ak,mI
′
k,m(h) (9)
and that it is easy to see that there always exist some k˜, m˜ such that I ′
k˜,m˜
(h) > 0 on this interval.
Therefore by using Lemma 6 with f = I ′ and g = I ′
k˜,m˜
we can modify (9) in such a way that it has at
least n2/4+ 3n/2− 4 simple zeros in (1,∞). Hence the claim follows, and the proof is ﬁnished. 
Remark 8. Since the coeﬃcients ak,m in (9) are free, the n2/4 + 3n/2 − 4 zeros of I ′(h) obtained in
Theorem A can be placed in any given compact in (1,∞). As a consequence the periodic orbits of
(3) giving rise to the critical periods can be located on any given annular region of the plane, which
surrounds the origin.
Proof of Theorem A. When n is even the proof is clearly a consequence of Theorem 7. When n is odd,
we can consider the same unperturbed reversible isochronous system of degree n − 1 given in (3)
when ε = 0, but with the perturbation of degree n. The result will be similar and of course quadratic
in n with the same dominant term n2/4. 
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