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Abstract. Disordered voices are frequently assessed by speech patholo-
gists using acoustic perceptual evaluations. This might lead to problems 
due to the subjective nature of the process and due to the influence of ex-
ternal factors which compromise the quality of the assessment. In order 
to increase the reliability of the evaluations the design of new indicator 
parameters obtained from voice signal processing is desirable. With that 
in mind, this paper presents an automatic evaluation system which emu-
lates perceptual assessments of the roughness level in human voice. Two 
parameterization methods are used: complexity, which has already been 
used successfully in previous works, and modulation spectra. For the lat-
ter, a new group of parameters has been proposed as Low Modulation 
Ratio (LMR), Contrast (MSW) and Homogeneity (MSH). The tested 
methodology also employs PCA and LDA to reduce the dimensionality 
of the feature space, and GMM classifiers for evaluating the ability of 
the proposed features on distinguishing the different roughness levels. 
An efficiency of 82% and a Cohen's Kappa Index of 0.73 is obtained us-
ing the modulation spectra parameters, while the complexity parameters 
performed 73% and 0.58 respectively. The obtained results indicate the 
usefulness of the proposed modulation spectra features for the automatic 
evaluation of voice roughness which can derive in new parameters to be 
useful for clinicians. 
Keywords : GRBAS, Complexity, Modulation Spectra, Kappa Index, GMM, 
voice pathology, Roughness. 
1 Introduction 
Voice pathology assessment aims at diagnosing and evaluating the condition 
of patients with vocal pathologies, in order to find an appropriate t reatment 
for their disorders. On this context, speech pathologist often employ perceptual 
analysis of pat ient 's phonation to indicate the perceived level of per turbat ion of 
the voice. In these cases, specialists listen to the voice of the patient producing 
a sustained vowel or reading a particular passage and rate it conforming to a 
specific procedure. Most of the times, a numeric value is assigned according 
to the dysfunction level, where one of the most used rating scale is GRBAS 
[1]. This scale is divided into five traits which evaluate different speech quality 
characteristics: Grade (G), Roughness (R), Breathiness (B), Aesthenia (A) and 
Strain (S). 
Each characteristic ranges from 0 to 3, where 0 indicates no affection, 1 
slightly affected, 2 moderately affected and 3 severe affected voice regarding to 
the corresponding trait. 
The main issue affecting the perceptual analysis of voice quality is the in-
herent subjectivity of the process, where external factors might compromise the 
quality of the assessment, such as the assessor's mood, its background training, 
fatigue, stress or cultural issues, among many others [2,3]. 
With this in mind, acoustic analysis of voice signal techniques might be 
considered for reducing the uncertainty of perceptual evaluations. The acoustic 
analysis is widely used as a tool for monitoring the patient's evolution after the 
application of a treatment, mainly due to the simplicity of the process, as well 
as its low cost and non-invasiveness. Therefore its use in quality assessment of 
voice might be beneficial to clinicians, giving them tools to perform evaluations 
in a more objective and reproducible manner. 
By using classification systems which emulate a perceptual evaluation it 
might be possible to identify new acoustic features or parameterizations which 
could be used by clinicians as a basis to perform a more objective assessment. 
The present paper describes an automatic Roughness(R) evaluation system, 
based in complexity and Modulation Spectra (MS) features. 
Complexity measurements have been used in several studies to determine 
the presence of a pathology related to the phonatory system [4-6] whereas in [7] 
GRBAS traits are classified using complexity among other parameterizations. 
Besides, MS has been used in [8,9] to detect pathological voices. In [10,11] it 
was utilized in pathology automatic classification and in [8] to obtain objective 
parameters to quantify voice quality. In these studies MS is revealed as a source 
of parameters to characterize pathological voices. On the other hand, works as 
[12] use acoustic parameters for automatic classification of Breathiness, obtaining 
a 77% of efficiency whereas [13] uses MFCC in a GRBAS classification system 
obtaining 65% efficiency. On [14-16], Linear Frequency Spectrum Coefficients 
(LFSC) are used to classify different traits in order to test the influence of 
frequency range in GRBAS perceptual and automatic assessments. 
In this paper new MS features are proposed. Moreover, dimensionality reduc-
tion techniques and Gaussian mixture models (GMM) are employed for taking 
decisions on the level (0 — 3) of R trait using the proposed parameters as input. 
The paper is organized as follows: Section 2 presents the theoretical back-
ground of complexity and modulation spectra features. Section 3 presents the 
experimental setup and describes the database used in this study. Section 4 
presents the obtained results. Finally, section 5 presents the discussion, conclu-
sions and future work. 
2 Theoretical Background 
2.1 Complexity measures 
For extracting complexity measures, it is first necessary to represent the time 
series in a m-dimensional space, called phase or state space. In this manner, the 
dynamical evolution of the system, all its states and its evolution are described. 
The procedure usually employed is called embedding. Through embedding it is 
possible to calculate an attractor which is used to obtain the complexity mea-
surements [17]. 
Some popular features are the Correlation Dimension (CD), the Largest Lya-
punov Exponent (LLE) and also some Regularity measurements such as the 
Approximate Entropy (ApEn), the Sample Entropy (SampEn) and the Fuzzy 
Entropy (FuzzyEn). 
Correlation dimension CD is the autosimilarity of an embedded time series. 
It is estimated as presented in [17]. 
Largest Lyapunov Exponent LLE is a measure of the divergence of nearby 
orbits in phase space, thus measuring the sensitivity to initial conditions of 
embedded systems. It is estimated as in [17]. 
Regularity measurements ApEn was proposed in [18], and tries to measure 
the regularity of a system. Since ApEn is biased due to a phenomena called 
self-matching, the Sample Entropy is proposed in [19]. The Fuzzy entropy is a 
further improvement which changes the measurement function used in ApEn and 
SampEn by a Fuzzy membership function [20]. All ApEn, SampEn and FuzzyEn 
rely on the choosing of the tolerance parameter r, which is usually calculated as 
r = astd(-), where a is varied from within a delimited range and std(-) is the 
standard deviation of the time series. 
2.2 Modulation Spectra 
On this study new MS parameters are proposed to characterize the voice signal. 
MS provides information about the energy of modulation frequencies that can 
be found in the carriers of a signal. It is a bidimensional representation where 
abscissa usually represents modulation frequency and ordinate axis, acoustic 
frequency. This kind of representation allows observing different voice features 
simultaneously such as the harmonic nature of the signal and the frequency mod-
ulation of fundamental frequency and harmonics. To obtain MS, signal passes 
through a short-Time Fourier Transform (sTFT) filter bank whose output is used 
to detect amplitude and envelope. This output is finally analyzed using FFT [21]. 
To calculate MS, Modulation Toolbox library ver 2.1 has been employed [22]. 
After obtaining MS it is needed to extract some parameters representative 
enough to be used in the classification stage. The MS is parameterized using cen-
troids [23] (MSC) and a set of 5 new features: Low Modulation Ratio (LMR) in 
modulus and Contrast (MSW) and Homogeneity (MSH) in modulus and phase. 
Centroids MSC are obtained along the modulation frequency bands. MS is 
reduced to an entire number of bands usually ranging from 6 to 26. Once the 
reduced MS is computed, centroids are calculated and normalized taking into 
account the energy at the voice pitch in acoustic frequency. 
Low Modulation Ratio LMR is the ratio between the energy in the first 
modulation band at pitch frequency, EQ, and global energy in all modulation 
bands covering at least from 0 to 25 Hz at pitch frequency (acoustic band), E25, 
as it is shown in equation 1 
LMR= 10 - l o g ( ^ ) (1) 
Contrast and Homogeneity Representing MS as two dimensional images it 
is observed that pathological voices usually seem to have more complex distri-
butions. Images related to normal voices are frequently more homogenous and 
have less contrast, as can be seen in Fig. 1 
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Fig. 1. MS modulus of a normal voice (a) and pathological voice of a patient with 
gastric reflux, edema of larynx and hyperfunction (b). 
Homogeneity is computed using the Bhanu method described by equation 2 
as stated in [24]. 
¡m ¡a 
being MSH the MS Homogeneity value, f(Im,Ia) the modulation spectra 
(modulus or phase) at point (Im, Ia), and f(Im, la) the average value in a 3 x 3 
window centeredred at the same point, representing Im the frequency modulation 
bands and Ia the acoustic frequency bands. 
Contrast is computed using a variation of the Weber-Fechner contrast rela-
tion method described by equation 3 as stated in [24]. 
MSW(Im,Ia) = Y.Y.Cl'^iL (3) 
i'm i'a 
where 




 \f(Im,Ia)+f(IL,IL)\ [> 
being f(Im,Ia) MS value (modulus or phase) at point (Im,Ia) a n d {I'm->I'a) 
vertical and horizontal adjacent points to (Im, Ia). The global MSW is considered 
as the sum of all points in MSW(Im,Ia). 
Regarding MSH and MSW, modulus and phase parameters are used on this 
study. 
3 Experimental Setup 
3.1 Database 
The original database used for this study contained 226 recordings of maintained 
vowel /a: / and the 'Rainbow passage' from the Massachusetts Eye & Ear Infir-
mary (MEEI) Voice Disorders Database, distributed by Kay Elemetrics [25]. 
Sample frequency has been adjusted to 25 kHz and quantization to 16 bits when 
necessary. Duration of the files used for parameterization (only sustained vowel) 
ranges from 1 to 3 seconds. Level of R trait has been estimated three times by 
two voice therapists. One of them evaluated the whole database once and the 
other performed the assessment in two different sessions. Only the 85 files with 
total agreement among the three assessments were chosen with the aim of us-
ing a database with highly consistent labels. This reduced set includes 34 male 
voices with age ranging from 26 to 58 years with an average of 38 and 51 female 
with age ranging from 22 to 52 years with an average of 35. Class distribution 
is shown in figure 2. 
3.2 Methodology 
The methodology employed in this paper is shown in Fig. 3, while each one of its 
stages is explained next. Firstly, each signal is framed and windowed using Ham-
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Fig. 2. Class histogram for trait 'R' 
40-200 ms in 20 ms steps. Then, in the characterization stage, MS and complex-
ity features are employed. The feature vector extracted from the MS amplitude 
is composed of the following: MSC, LMR, MSW and MSH. Additionaly, MSW 
and MSH are computed from the phase. The number of centroids for the MSC 
feature is varied in the range of [6, 26] with a step size of 2. The complexity set 
of features is composed by CD, LLE, ApEn, SampEn, and FuzzyEn. The a pa-
rameters used for ApEn, SampEn, and FuzzyEn is varied in the following range: 
[0.10,0.35] with a step size of 0.05. Following the characterization, a 6-fold cross-
validation [26] was used for evaluating results, were two experiments are defined: 
one without a dimensionality reduction technique, which then feeds the classifi-
cation stage, and another one using various dimensionality reduction techniques 
previous classification. In the dimensionality reduction stage PCA [27] and LDA 
[28] techniques are used, varying the amount of desired features reduction from 
25 to 54 %. Regarding PCA and LDA techniques, only the training data set is 
used to obtain the models which are employed to reshape all the data: training 
and test data sets. This process is repeated in every iteration of GMM training-
test process carried out for validation. The reduction of dimensions is applied for 
both MS and complexity features separately. Finally in the classification stage, 
a GMM whose parameters were varied 8 to 128. The assessment of the classifier 
was performed by means of efficiency and Cohen's Kappa Index [29]. 
4 Results 
Best results can be observed in Table 1. All tests were performed using the 
described reduced database with and without PCA and LDA techniques. The 
training set (5 folds from a total of 6) was used to train the GMM models which 


















Fig. 3 . Outline of the 'R' automatic detector presented in the paper 
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Best results were obtained using MS in 180 ms frames, 8 centroids, 54 % da ta 
reduction through LDA and 14 GMM. Regarding Complexity parameters, best 
results are obtained with a = 0.25, 25 % LDA dimensionality reduction and 16 
GMM. All results are expressed in terms of efficiency and Cohen's Kappa Index, 
the latter expressing the grade of agreement between the labels assigned by the 
GMM classifier and the perceptual assessment done by therapists. 
On Tables 2 and 3 confusion matrices are shown respectively for MS and com-
plexity features. These matrices are the sum of the confusion matrices obtained 
in each of the six test folds. 
Table 2. MS Parameters Confusion Matrix. TR are targets and PR predictions 
TRO 
TR 1 
T R 2 
T R 3 













5 Discussion and Conclusions 
On this s tudy an analysis of two different parameterizations applied to human 
voice to characterize the level of Roughness(R) has been performed. Dimension-
Table 3. Complexity Parameters Confusion Matrix. TR are targets and PR predictions 
TRO 
TR 1 
T R 2 
T R 3 













ality reduction methods as LDA and PCA and GMM classification techniques 
have been used to analyze the capability of both types of parameterizations to 
characterize voice roughness. Best results are obtained with the proposed new 
MS parameters and LDA, producing 82 % of efficiency and 0.72 Cohen's Kappa 
Index. As it can be inferred from Altman interpretation of Cohen's index [30], 
shown in Table 4, agreement is considered as good. Moreover, most of errors are 
placed in adjacent classes as it can be deduced from confusion matrices in Tables 
2 and 3. 
Table 4. Altman interpretation of Cohen's index 
Kappa Index 
< 0.20 
0.21 - 0.40 
0.41 - 0.60 
0.61 - 0.80 







As a starting point, most of the previously exposed tests were performed 
with the extended database (226 files) using the three available label groups 
separatedly: one of them generated by one therapist and the other two created 
by the other therapist in two different sessions. In these cases, on spite of hav-
ing a higher number of files and a more class-balanced database, results rarely 
outranged 62 % of efficiency. The details of these tests have not been included 
in this work for the sake of simplicity and conciseness. This demonstrates that 
consistency of the database labeling is a key point for future work. New studies 
should utilize only consistent labels obtained with several therapists in different 
sessions. 
It is difficult to compare these results with other studies such as [12-16] due 
to, as it is stated in [31], there is not a standard database and in this particular 
case labeling is different for each work, although results in most of them are 
under 80% efficiency. The definition of a standard database with a consistent 
and known labeling would lead to comparable results. 
As a conclusion, it might be said that results suggests that the proposed 
MS parameters could be used as an objective basis to help clinicians to assess 
Roughness according the GRBAS scale reducing uncertainty. The use of MS 
seems to provide bet ter results than complexity. It would be advisable to s tudy 
the creation of a new parameter from the combination of the proposed ones, 
being suitable for therapists and physicians. But to obtain highly relevant and 
representative results, new tests with a larger database should be performed 
which will allow the use of a a slightly different and more consistent methodology. 
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