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Joscha Diehl∗, Terry Lyons†‡, Rosa Preiß§, Jeremy Reizenstein¶
February 7, 2020
We consider the anti-symmetrization of the half-shuffle on words, which we call
the ‘area’ operator, since it corresponds to taking the signed area of elements of the
iterated-integral signature. The tensor algebra is a so-called Tortkara algebra under
this operator. We show that the iterated application of the area operator is sufficient
to recover the iterated-integral signature of a path. Just as the “information” the
second level adds to the first one is known to be equivalent to the area between
components of the path, this means that all the information added by subsequent
levels is equivalent to iterated areas. On the way to this main result, we characterize
(homogeneous) generating sets of the shuffle algebra. We finally discuss compatibility
between the area operator and discrete integration and stochastic integration, and
conclude with some results on the linear span of the areas of areas.
1. Introduction
We give a concise introduction here and spell out the notation more fully in the next section. The
shuffle algebra T (Rd) over d letters is the vector space spanned by words in the letters 1, . . . ,d
with the commutative shuffle product. This is a free commutative algebra over the Lyndon
words. Put differently, it can be viewed a polynomial algebra in new commuting variables xw,
where w ranges over all Lyndon words. That is, as commutative algebras,
R[xw : w is Lyndon] ∼= T (R
d).
The isomorphism is given by xw 7→ w ∈ T (R
d). There are many more (free) generators known:
any basis for the Lie algebra, coordinates of the first kind, . . . (compare Corollary 5.4).
The relevance for iterated integrals is as follows. Let X : [0, T ] → Rd be a (piecewise smooth)
curve and let fi ∈ T (R
d), i ∈ I, be a generating set of the shuffle algebra. Then: any term in
the iterated-integrals signature S(X)0,T ([Che1954], [Lyo2007, Chapter 2]) is a polynomial in the
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real numbers 〈
fi, S(X)0,T
〉
, i ∈ I.
Indeed, by assumption, any word w can be written as
w = P

(fi : i ∈ I),
where P

is some shuffle polynomial in finitely many of the fi. By the shuffle identity we then
get 〈
w,S(X)0,T
〉
=
〈
P

(fi : i ∈ I), S(X)0,T
〉
= P
(〈
fi, S(X)0,T
〉
: i ∈ I
)
,
where P is the corresponding polynomial expression in the real numbers 〈fi, S(X)0,T 〉, i ∈ I.
The latter numbers then contain all the information of the iterated-integrals signature, since
every iterated integral is a polynomial expression in them.
We are interested in whether there is a shuffle generating set in terms of “areas of areas”. Define
the following bilinear operation on T (Rd)
area(x, y) := x≻ y − y ≻ x,
where ≻ denotes the half-shuffle. For v,w ∈ T (Rd), let
Vt =
〈
v, S(X)0,t
〉
and Wt =
〈
w,S(X)0,t
〉
,
and define
Area(V,W )t :=
∫ t
0
∫ s
0
dVrdWs −
∫ t
0
∫ s
0
dWrdVs.
We then have
Area(V,W )t =
〈
area(v,w), S(X)0,t
〉
.
Our naming of area and Area stems from the fact that Area(V,W ) is (two times) the signed area
enclosed by the two-dimensional curve (V,W ), [LP2006].
The following question is inspired by a remark made by T.L. during a talk in 2011:
Is repeated application of the Area operator enough to get the whole signature of a path X?
For d = 2 and the first two levels, this is quickly verified. We start with the increments themselves,
which we assume to be given (we think of them as “0-th order” areas), which are
∫
dX1 and∫
dX2. Then we can write, using the integration-by-parts,∫∫
dX1dX1 =
1
2
∫
dX1 ·
∫
dX1∫∫
dX2dX2 =
1
2
∫
dX2 ·
∫
dX2∫∫
dX1dX2 =
1
2
(∫∫
dX1dX2 −
∫∫
dX2dX1 +
∫
dX1 ·
∫
dX2
)
∫∫
dX2dX1 =
1
2
(
−
(∫∫
dX1dX2 −
∫∫
dX2dX1
)
+
∫
dX1 ·
∫
dX2
)
.
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and hence get all iterated integrals up to order 2.
Products of integrals become, on the algebra side, -products. This reads as
11 =
1
2
1 1 22 =
1
2
2 2
12 =
1
2
(area(1,2) + 1 2) 21 =
1
2
(−area(1,2) + 1 2)
In general, however, the expansion is non-unique, as the following example illustrates:
123 = 13area(1, area(2,3)) +
1
6area(area(1,3),2)
+ 131 area(2,3)−
1
62 area(1,3) +
1
23 area(1,2)
+ 161 2 3
= 112area(1, area(2,3))−
1
12area(area(1,3),2) +
1
4area(area(1,2),3)
+ 1121 area(2,3) +
1
122 area(1,3) +
1
43 area(1,2)
+ 161 2 3
To formulate the problem algebraically, let A ⊂ T (Rd) be the smallest linear space containing the
letters 1, . . . ,d that is closed under the (bilinear, non-associative) operation area. The question
then becomes:
Is A a generating set for the shuffle algebra T (Rd)?
The affirmative answer to this question is given in this paper.
What we really have in mind here is a two-stage numerically-stable procedure for calculating the
signature of a physical path. In the first stage one calculates areas, areas of areas and so forth,
possibly using an analog physical apparatus.1 The second stage uses these measurements, say on
a digital computer, and computes polynomial expressions in these.
The rest of the paper is structured as follows. In the next section we fix notation. In Section
3 we revisit results by Rocha [Roc2003] in purely algebraic terms. The outcome of this is a
formula for the Dynkin operator applied to the signature. This make the areas operator appear
naturally. Together with Section 5 this will prove the generating property of areas-of-areas.
For completeness, we show in Section 4 how to express coordinates of the first kind using only
areas-of-areas. Again, this is basically a purely algebraic revisiting of results by Rocha, in which
we also correct some of the expressions he gives.
In Section 5 we state a general condition for a set of polynomials to be (free) generators of
the shuffle algebra T (Rd). This condition is implicitly known in the literature, but seems to
never been explicitly stated. We then show how a couple of well-known generators fall into
this formulation and, how using Section 3 (or 4), the generating property of areas-of-areas is
established.
Apart from its geometric interpretation, the area operation possesses some interesting properties.
Some of them we present in Section 6.1, where it is shown that it is nicely compatible with discrete
1One physical device that has historically been used to measure area is a planimeter [FS2007]. In general, this is
related to nonholonomic control, see for example [BD2015].
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integration as well as stochastic integration. In Section 7 we collect some results on the linear
span generated by the area operator, as it is of interest in its own right.
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2. Notation
Denote by T ((Rd)) the space of formal infinite linear combinations of words in the letters 1, ..,d.
Equip it with the concatenation product · (often we write b · b′ = bb′).
Denote by T (Rd) its dual, the space of finite linear combinations of words. Equip it with the
shuffle product . It decomposes as
a a′ = a≻ a′ + a′ ≻ a,
where ≻ is the half-shuffle. The half-shuffle is defined on words a = a1 . . . am, b = b1 . . . bn,
where b is not the empty word, as
a≻ b = (a b1 . . . bn−1) · bn.
The dual pairing is written for a ∈ T (Rd), b ∈ T ((Rd)) as〈
a, b
〉
.
Denote the grouplike elements of T ((Rd)) by G. Denote the primitive elements, or Lie elements,
of T ((Rd)), i.e. the free Lie algebra, by g.
Denote by projn,proj≥n, etc, the projection on T ((R
d)) to level n, to levels larger equal to n,
. . .We write Tn((R
d)) = projn T ((R
d)), T≥n((R
d)) = proj≥n T ((R
d)), etc.
Denote the empty word by e.
Denote by R〈1, . . . ,d〉 the (closure of the) free tensor algebra over d generators with coefficients
in R, where R = (T (Rd),). We can identify this algebra with
W := T (Rd)⊗ˆT ((Rd)), (1)
where we use the shuffle product on the left and the concatenation product on the right. We
denote the product on both of these (isomorphic) spaces by .
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We use the usual grading on R〈1, . . . ,d〉, that is in the representation (1), for a, b words, |a⊗b| :=
|b|. Then, the projection projn makes also sense on W.
Fixing x ∈ T ((Rd)), define for words a, b
evalx(a⊗ b) :=
〈
a, x
〉
b,
and extend linearly to W.
We refer to [Reu1993] for more details on all of this, except for the half-shuffle, for which a nice
entry point to the literature is for example [FP2013]
3. The Dynkin operator
We recall the linear maps r,D : T ((Rd)) → T ((Rd)) from [Reu1993, Section 1, p.20]. The
right-bracketing map or Dynkin operator r is given on a word w = w1 . . . wn as
r(w1 . . . wn) := [w1, [w2, ...[wn−1, wn]]]. (2)
The map D (for derivation) is given on a word w as
D(w) := |w|w,
where |w| is the length of the word. On T≥1((R
d)), D is invertible with inverse D−1(w) = 1|w|w.
Remark 3.1. 1. The seemingly simple Dynkin operator r has found several applications. It
for example characterizes Lie elements of T ((Rd)) [Reu1993, Theorem 3.1 (vi)]: x ∈ T ((Rd))
is a Lie series if and only if 〈e, x〉 = 0 and r(x) = D(x). See also [PR2002], [Gar1990] and
references therein. In the backward error analysis of numerical schemes it is used for example in
[LMK2013].
2. Truncated at a fixed level, the grouplike elements / signatures of tree-reduced paths, form a
Lie group. The Dynkin operator r is a logarithmic derivative, i.e. the derivative pulled-back to
the tangent space at the identity, of an endomorphism of this group in the following sense (see
[MP2013] for more on this). Let δǫ be the dilation operator, i.e. the operation on tensors which
multiplies each level m by ǫm, which corresponds to dilating or scaling a path by the factor ǫ. For
g ∈ G, let gǫ := δǫg. Then( d
dǫ
gǫ
)
· (gǫ)−1 =
( d
dǫ
gǫ
)
· α[gǫ]
=
(
1
ǫD[g
ǫ]
)
· α[gǫ]
= 1ǫ
(
conc ◦(D ⊗ α)
)
[gǫ ⊗ gǫ]
= 1ǫ
(
conc ◦(D ⊗ α) ◦∆

)
[gǫ] as gǫ ∈ G, [Reu1993, Theorem 3.2]
= 1ǫ r[g
ǫ], see [Reu1993, p32 or Lemma 1.5]
where α is the antipode on T ((Rd)) (which is the inverse in the Lie group, and corresponds to
reversing a path), ⊗ is the external tensor product, conc is the linear map taking a⊗ b to a · b,
and ∆

is the unshuffle coproduct, which [Reu1993] calls δ.
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Let r, D, D−1 act on W by letting r,D,D−1 act on the right side of the tensor, i.e.
r(a⊗ b) := a⊗ r(b)
D(a⊗ b) := a⊗D(b)
D−1(a⊗ b) := a⊗D−1(b).
Define2
S :=
∑
w
w ⊗ w
R := r(S) =
∑
w
w ⊗ r(w) =
∑
v
ρ(v)⊗ v. (3)
Both are elements of W. The last equality implicitly defines ρ. There also exists a recursive
definition, see [Reu1993, p.32]. We note that r(e) = ρ(e) = 0, so the sum in (3) is actually only
over words of strictly positive length.
We record the following for future use ([Reu1993, Theorem 1.12]). For any word w3
Dw =
∑
uv=w
ρ(u) v =
∑
uv=w,|u|≥1
ρ(u) v. (4)
Lemma 3.2. The map r : G → g is invertible. To be specific, define for x ∈ T≥1((R
d)) the
linear map
Ax : T ((R
d))→ T ((Rd))
z 7→ D−1(xz).
Then for x ∈ g
r−1[x] =
∑
ℓ≥0
Aℓxe (5)
= e+D−1(x) +D−1(xD−1(x)) +D−1(xD−1(xD−1(x))) + ..
Equivalently, with ARz := D
−1[R  z],
S =
∑
ℓ≥0
(AR)
ℓ(e⊗ e) (6)
= e⊗ e+D−1[R] +D−1[R D−1[R]] +D−1[R D[R D−1[R]]] + ...,
Remark 3.3. Compare [EGP2007, Theorem 4.1] for a statement in a more general setting.
Proof of Lemma 3.2. The claimed equivalence is shown as follows. For t ∈ W, with zero coeffi-
cient for e⊗ e,
evalg(D
−1(t)) = D−1(evalg(t)).
2From now on, if we sum over a variable with no given index set, we sum over all words in the alphabet 1, ..,d,
including the empty word e.
3If |w| = 0 then both sides are equal to zero.
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Hence
g = e+D−1(r(g)) +D−1(r(g)D−1(r(g))) + .. ∀g ∈ G
⇔
evalg(S) = evalg(e) +D
−1(evalg(R)) +D
−1(evalg(R)D
−1(evalg(R))) + .. ∀g ∈ G
= evalg(e) + evalg(D
−1(R)) + evalg(D
−1(R D−1(R))) + ..
⇔
S = e+D−1(R) +D−1(R D−1(R)) + ..,
where we used the homomorphism property of evalg and the fact that grouplike elements linearly
span T ((Rd)).
We now show (5). Write x := r[g] = D[g] · g−1 (compare Remark 3.1.2). Then
g = 1 +D−1[x · g],
i.e.
g = 1 +Axg.
Hence
g =
∑
ℓ≥0
Aℓxe.
This shows that (5) gives a left-inverse.
It is also a right inverse. Indeed, first note that for x ∈ g and n ≥ 2 we have r[Anxe] = 0. For
n = 2, using Lemma 4.3, this follows from
r[A2xe] = r[D
−1(xD−1(x))]
= D−1(r[xD−1(x)])
= D−1(r[r[D−1x]D−1(x)])
= D−1([r[D−1x], r[D−1(x)]])
= 0.
Assume it is true for An−1x , then
r[Anxe] = r[D
−1(xAn−1x e)]
= D−1(r[xAn−1x e])
= D−1(r[r[D−1x]An−1x e])
= D−1([r[D−1x], r[An−1x e]])
= 0.
Hence
r[e+D−1(x) +D−1(xD−1(x)) + ..] = x,
so that the Lemma indeed provides a right inverse.
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Definition 3.4. Define the following product on W,
(p⊗ q)⊲ (p′ ⊗ q′) := (p≻ p′)⊗ [q, q′],
where [., .] is the Lie bracket in T ((Rd)) and ≻ is the half-shuffle in T (Rd).
Remark 3.5. This product is pre-Lie, although we will not use this fact. It comes from the
dendriform structure
(p ⊗ q)  (p′ ⊗ q′) := (p ≻ p′)⊗ qq′
(p ⊗ q)  (p′ ⊗ q′) := (p ≺ p′)⊗ qq′,
i.e. x ⊲ y = x  y − y  x. For more background on pre-Lie products and this relation to
dendriform algebras see for example [KM2009] and references therein.
The object R satisfies a quadratic fix-point equation.
Lemma 3.6.
(D − id)R = R⊲R. (7)
Remark 3.7. We sketch the connection to the ODE approach of [Roc2003]. Let Sǫt := δǫS(X)t
be the signature at time t, dilated by a factor ǫ > 0. Define
Zǫt :=
d
dǫ
Sǫt · (S
ǫ
t )
−1,
which, as we have seen in Remark 3.1.2, is equal to ǫ−1r[Sǫt ]. One can show (see [AGS1989,
(1.8)]), that Zǫt satisfies
∂ǫZ
ǫ
t =
∫ t
0
[
Zǫr, Z˙
ǫ
r
]
dr,
where [., .] is the Lie bracket in g. Now
∂ǫZ
ǫ
t = ∂ǫ
(
ǫ−1r[Sǫt ]
)
= −ǫ−2r[Sǫt ] + ǫ
−1r[∂ǫS
ǫ
t ]
= −ǫ−2r[Sǫt ] + ǫ
−2r[DSǫt ]
= ǫ−2r[(D − id)Sǫt ],
which relates to the left-hand side of (7). On the other hand, for p⊗ q, p′ ⊗ q′ ∈ W,∫ t
0
[〈
Ss, p
〉
q,
〈
S˙s, p
′
〉
q′
]
ds =
∫ t
0
〈
Ss, p
〉
d
〈
Ss, p
′
〉 [
q, q′
]
=
〈
St, p≻ p
′
〉 [
q, q′
]
= evalSt
[
(p ⊗ q)⊲ (p′ ⊗ q′)
]
.
This relates to the right-hand side of (7).
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Proof. Let |w| ≥ 1. Starting from (4) and concatenating a letter a from the right on both sides,
we get ∑
uv=w,|u|≥1
(ρ(u) v)a = (Dw)a = (D − id)(wa).
Hence ∑
uv=w,|u|≥1
ρ(u)≻ va = (D − id)(wa),
which means, for |w¯| ≥ 2, ∑
uv=w¯,|u|≥1,|v|≥1
ρ(u)≻ v = (D − id)w¯. (8)
Recall
adv w = [v,w]
Adv w = [v1, [v2, .., [vn, w]..]].
By [Reu1993, Theorem 1.4], for a Lie polynomial P one has
adP = AdP . (9)
For a word w define the linear map Iw as
Iwx := w ≻ x,
and extend linearly to the whole tensor algebra. The map
I• ⊗ ad• :W → HomR
(
W,W
)
,
is defined as
(Ix ⊗ ady)a⊗ b = (Ixa)⊗ (ady b).
Now
(I• ⊗ ad•)R = (I• ⊗ ad•)
∑
w ⊗ r(w)
= (I• ⊗Ad•)
∑
w ⊗ r(w)
= (I• ⊗Ad•)
∑
ρ(v)⊗ v
=
∑
|v|≥1
Iρ(v) ⊗Adv,
9
where we used (9) and then (3). Then
R⊲R = ((I• ⊗ ad•)R)R
=
∑
|v|≥1
Iρ(v) ⊗Adv
 ∑
|w|≥1
w ⊗ r(w)
=
∑
|v|,|w|≥1
(ρ(v) ≻ w)⊗ r(vw)
=
∑
|x|≥2
∑
vw=x,|v|,|w|≥1
(ρ(v) ≻ w)⊗ r(vw)
=
∑
|x|≥2
(|x| − 1)x⊗ r(x)
=
∑
|x|≥2
x⊗
(
(|x| − 1)r(x)
)
=
∑
|x|≥2
x⊗ r[(D − id)x]
= (D − id)R.
By symmetrizing in the previous statement, we make the area-operator appear.
Corollary 3.8. Define
(p⊗ q)⊲Sym (p
′ ⊗ q′) := (p⊗ q)⊲ (p′ ⊗ q′) + (p′ ⊗ q′)⊲ (p⊗ q)
= area(p, p′)⊗ [q, q′].
Then
(D − id)R =
1
2
R⊲Sym R.
Let Rn := projnR =
∑
|w|=nw ⊗ r[w] be the n-th level of R. Then for n ≥ 2 this spells out as
(n− 1)Rn =
1
2
n∑
ℓ=1
Rℓ ⊲Sym Rn−ℓ
=
{∑(n−1)/2
ℓ=1 Rℓ ⊲Sym Rn−ℓ n odd∑n/2
ℓ=1Rℓ ⊲Sym Rn−ℓ +
1
2Rn/2 ⊲Sym Rn/2 n even
Proof. This follows immediately from Lemma 3.6.
Remark 3.9. Note that [Roc2003b, Proposition 6.8] has a slightly more complicated recursion.
This stems from the facts that the Zn there relates to our Rnn! here.
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Example 3.10. Let Rn := projnR be the n-th level of R. Then Lemma 3.6 and Corollary 3.8
give
R2 = R1 ⊲R1
=
1
2
R1 ⊲Sym R1
2R3 = R1 ⊲R2 +R2 ⊲R1
=
1
2
R1 ⊲Sym R2 +
1
2
R2 ⊲R1
= R1 ⊲Sym R2
3R4 = R1 ⊲R3 +R2 ⊲R2 +R3 ⊲R1
=
1
2
R1 ⊲Sym R3 +
1
2
R2 ⊲Sym R2 +
1
2
R3 ⊲Sym R1
= R1 ⊲Sym R3 +
1
2
R2 ⊲Sym R2
For d = 2 this becomes
R1 = 1⊗ 1+ 2⊗ 2
R2 =
1
2
(area(1,2)⊗ [1,2] + area(2,1)⊗ [2,1])
R3 =
1
4
(
area(1, area(1,2))⊗ [1, [1,2]] + area(1, area(2,1))⊗ [1, [2,1]]
+ area(2, area(1,2))⊗ [2, [1,2]] + area(2, area(2,1))⊗ [2, [2,1]]
)
R4 =
1
12
(
area(1, area(1, area(1,2))) ⊗ [1, [1, [1,2]]] + area(1, area(1, area(2,1)))⊗ [1, [1, [2,1]]]
+ area(1, area(2, area(1,2)))⊗ [1, [2, [1,2]]] + area(1, area(2, area(2,1))) ⊗ [1, [2, [2,1]]]
+ area(2, area(1, area(1,2)))⊗ [2, [1, [1,2]]] + area(2, area(1, area(2,1))) ⊗ [2, [1, [2,1]]]
+ area(2, area(2, area(1,2)))⊗ [2, [2, [1,2]]] + area(2, area(2, area(2,1))) ⊗ [2, [2, [2,1]]]
)
In general this looks as follows.
Definition 3.11. Denote by BinaryPlanarTreesn the set of (complete, rooted) binary planar trees
with n leaves. Given τ ∈ BinaryPlanarTreesn and a word w of length n we define areaτ (w) (resp.
lieτ (w)) by attaching the letters of w to the leaves of τ from left to right and then bracketing
out using area (resp. [., .]). For example
area (123) = area(1, area(2,3))
lie (1234) = [[1,2], [3,4]].
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Define recursively
c( ) = 1
c(τ1 τ2 ) =
c(τ1)c(τ2)
2(|τ1|L + |τ2|L − 1)
,
where |τ |L denotes the number of leaves of the tree τ . For example
c( ) = 1
c( ) =
1 · 1
2(2 − 1)
=
1
2
c( ) =
1 · 12
2(3 − 1)
=
1
8
Lemma 3.12.
Rn =
∑
τ∈BinaryPlanarTreesn,|w|=n
c(τ) areaτ (w)⊗ lieτ (w).
Remark 3.13. We note that [Roc2003, Lemma 1] has a slightly more complicated expression
for Rn, since he factors out some of the redundant terms, owing to antisymmetry. We do not
pursue this here since his end result still contains redundant terms, which we do not know how
to explicitly get rid off.
Proof of 3.12. For the purpose of this proof, let Rn be defined as in Corollary 3.8 and
R′n :=
∑
τ∈BinaryPlanarTreesn,|w|=n
c(τ) areaτ (w) ⊗ lieτ (w).
We proceed by induction over n. We have
R1 =
∑
|w|=1
w ⊗ r(w) =
∑
|w|=1
w ⊗w =
∑
|w|=1
c( )area (w) ⊗ lie (w) = R′1.
Assuming Rn = R
′
n holds for some n ∈ N, we get
Rn+1 =
1
2n
n+1∑
l=1
Rl ⊲Sym Rn−l
=
1
2n
n+1∑
l=1
∑
τ1∈BinaryPlanarTreesl,
τ2∈BinaryPlanarTreesn+1−l
∑
|w1|=l,
|w2|=n+1−l
c(τ1)c(τ2)area(areaτ1(w1), areaτ2(w2))⊗ [lieτ1(w1), lieτ2(w2)]
=
n+1∑
l=1
∑
τ1∈BinaryPlanarTreesl,
τ2∈BinaryPlanarTreesn+1−l
∑
|w1|=l,
|w2|=n+1−l
c(τ1τ2)areaτ1τ2(w1w2)⊗ lieτ1τ2(w1w2)
=
∑
τ∈BinaryPlanarTreesn+1,|w|=n+1
c(τ) areaτ (w)⊗ lieτ (w)
= R′n+1.
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4. Coordinates of the first kind
Let (Ph)h∈H be a basis for the free Lie algebra g. For the index set H we have a Hall set in mind
([Reu1993, Section 4]), but this is not necessary at this stage.
Any grouplike element g ∈ G can be written as the exponential of a Lie series,
g = exp
(∑
h∈H
ch(g)Ph
)
, (10)
for some uniquely determined ch(g) ∈ R. In fact, there exist unique ζh ∈ T (R
d), h ∈ H such
that ch(g) =
〈
ζh, g
〉
. The ζh are called the coordinates of the first kind (corresponding to
(Ph)h∈H), see for example [Kaw2009].
We now formulate this in a way, where we do not have to test against g ∈ G. Recall the product
 on W: shuffle product on the left and concatenation product on the right.
For words a, b
evalg(a⊗ b) · evalg(a
′ ⊗ b′) =
〈
a, g
〉 〈
a′, g
〉
bb′
=
〈
a a′, g
〉
bb′
= evalg
(
(a a′)⊗ (b · b′)
)
= evalg
(
(a⊗ b)  (a′ ⊗ b′)
)
.
Both expressions are bilinear, so this is true for general elements inW. Hence evalg is an algebra
homomorphism from (W, ) to (T ((Rd)), ·). Then on one hand, using first (10) and then the
homomorphism property
g = exp
(∑
h∈H
chPh
)
= exp
(∑
h∈H
〈ζh, g〉Ph
)
= exp
(
evalg
(∑
h∈H
ζh ⊗ Ph
))
= evalg
(
exp

(∑
h∈H
ζh ⊗ Ph
))
.
Here, of course, for x ∈ W,
exp

(x) :=
∑
n≥0
xn
n!
:=
∑
n≥0
n times︷ ︸︸ ︷
x  · · ·  x
n!
.
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On the other hand, trivially
g =
∑
w
〈w, g〉 w = evalg
(∑
w
w ⊗ w
)
.
Since grouplike elements linearly span4 all of T ((Rd)) we get that for all x ∈ T ((Rd))
evalx
(
exp

(∑
h∈H
ζh ⊗ Ph
))
= evalx
(∑
w
w ⊗ w
)
,
which is equivalent to
∑
w
w ⊗ w = exp

(∑
h∈H
ζh ⊗ Ph
)
, (11)
respectively
log

∑
w
w ⊗ w =
∑
h∈H
ζh ⊗ Ph.
We have arrived at a definition of coordinates of the first kind which does not rely on testing
against grouplike elements.
Remark 4.1. Considering S as an element of R〈1, . . . ,d〉, it is grouplike. Indeed, for a, b ∈
T (Rd),
〈a⊗ b,∆

S〉 = 〈a⊗ b,∆

∑
w
ww〉
=
∑
w
w 〈a⊗ b,∆

w〉
=
∑
w
w〈a b, w¯〉
= a b
= 〈a⊗ b,
∑
w,v
w v w ⊗ v〉
= 〈a⊗ b,
∑
w
ww ⊗
∑
v
vv〉
= 〈a⊗ b, S ⊗ S〉.
Here for a word w ∈ T (Rd) we write w as its realization in R〈1, . . . ,d〉. Then
Λ := log

S,
is primitive. The search for coordinates of the first kind then amounts to finding a “simple”
expression for this primitive element.
4This is true level by level, i.e. projectively. See for example [DR2018, Lemma 8].
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One can construct the coordinates ζh as follows. Pick any Sh ∈ T (R
d), h ∈ H, such that
〈Sh, Ph′〉 = δh,h′.
Using [Reu1993, Theorem 5.3], if Ph is a Hall basis, one can actually pick the Sh in such a
way that they extend to the dual of the corresponding PBW basis of T ((Rd)), but this is not
necessary here. Then
〈
Sh, log
(
exp
(∑
h′∈H
ch′Ph′
))〉
=
〈
Sh,
∑
h′∈H
ch′Ph′
〉
= ch.
We want “to put the logarithm on the other side”. This is indeed possible, since the logarithm
on grouplike elements extends to a linear map π1 on all of T ((R
d)) (see [Reu1993, Section 3.2]),
given as
π1(u) :=
∑
n≥1
(−1)n+1
n
∑
v1,..,vn non-empty
〈v1  .. vn, u〉v1 · .. · vn. (12)
Denote its dual map by π⊤1 .
5 It is given as
π⊤1 (v) =
∑
n≥1
(−1)n+1
n
∑
u1,..,un non-empty
〈v, u1 · .. · un〉u1  .. un.
Then for all h ∈ H 〈
π⊤1 Sh, exp
(∑
h′∈H
ch′Ph′
)〉
= ch,
that is, the coordinate of first kind are given by (compare [GK2008, Theorem 1])
ζh = π
⊤
1 Sh h ∈ H. (13)
We note that ζh must of course be independent of the choice of the Sh and this is indeed the
case, since ker π⊤1 = (imπ1)
⊥ = g⊥n .
Example 4.2. Let (Ph)h∈H be the Lyndon basis (which is a Hall basis, [Reu1993, Section 5]).
In the case d = 2, we give the first few elements for Ph, Sh and π
⊤
1 Sh, where we take Sh as in
[Reu1993, Theorem 5.3].
5[Reu1993, Section 6.2] uses the notation pi∗1 .
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Lyndon word h Ph Sh π
⊤
1 Sh
1 1 1 1
2 2 2 2
12 [1,2] 12 +1212−
1
221
112 [1, [1,2]] 112 +16112−
1
3121+
1
6211
122 [[1,2],2] 122 +16122−
1
3212+
1
6221
1112 [1, [1, [1,2]]] 1112 −161121+
1
61211
1122 [1, [[1,2],2]] 1122 +161122−
1
61212+
1
62121−
1
62211
1222 [[[1,2],2],2] 1222 −162122+
1
62212
11112 [1, [1, [1, [1,2]]]] 11112 − 1
30
11112− 1
30
11121 + 2
15
11211− 1
30
12111− 1
30
21111
11122 [1, [1, [[1,2],2]]] 11122 +
1
15
11122− 1
10
11212− 1
10
11221 + 1
15
12112 + 1
15
12121
− 1
10
12211 + 1
15
21112 + 1
15
21121− 1
10
21211 + 1
15
22111
11222 [1, [[[1,2],2],2]] 11222 +
1
15
11222− 1
10
12122 + 1
15
12212 + 1
15
12221− 1
10
21122
+ 1
15
21212 + 1
15
21221− 1
10
22112− 1
10
22121 + 1
15
22211
12122 [[1,2], [[1,2],2]] 12122 + 3 11222 −
1
15
12122− 1
15
21122 + 1
10
21212− 1
15
21221 + 1
10
11222
− 1
15
12212 + 1
10
12221− 1
15
22121− 1
15
22112 + 1
10
22211
11212 [[1, [1,2]], [1,2]] 11212 + 2 11122 +
1
30
11212− 2
15
12112 + 1
30
12121 + 1
30
21112− 2
15
21121
+ 1
30
21211 + 1
30
11122 + 1
30
11221 + 1
30
12211 + 1
30
22111
12222 [[[[1,2],2],2],2] 12222 − 1
30
12222− 1
30
21222 + 2
15
22122− 1
30
22212− 1
30
22221
The expressions given by (13) can become quite unwieldy. This motivated Rocha to look for
more tractable expressions in [Roc2003]. We will now reproduce his results using purely algebraic
arguments.
4.1. Coordinates of first kind in terms of areas-of-areas
As in Remark 4.1 we consider S ∈ R〈1, . . . ,d〉. The goal is to find a “simple expression” for
Λ := logS.
Following Rocha, we sneak in r−1 ◦ r and obtain
Λ = log

(r−1(r[S]))
= log

(r−1(R)).
so
(r ◦ exp

)[Λ] = R.
The last step consists now in inverting r ◦ exp

here. We shall need the following version of
Baker’s identity [Reu1993, (1.6.5)].
Lemma 4.3. Let L,Q ∈ R〈1, . . . ,d〉 with Q having no coefficient in the empty word and L
primitive. Then
r(LQ) = [L, r(Q)].
Proof. For L Lie, by [Reu1993, Theorem 1.4], adL = AdL. Hence for L Lie, Q any polynomial
having no coefficient in the empty word,
r[LQ] = adL r[Q] = AdL r[Q] = [L, r[Q]].
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We denote by [., .] the Lie bracket on W coming from the product . Note that
[p⊗ p′, q ⊗ q′] = (p q)⊗ [p
′, q′].
Remark 4.4. This is the Lie structure for the pre-Lie structure ⊲, i.e. [x, y] = x⊲ y − y ⊲ x.
For x ∈ W denote by ad;x the corresponding adjunction operator, i.e. ad;x y := [x, y].
Let Λ ∈ R〈1, . . . ,d〉 be primitive. Then, using Lemma 4.3,
r (Λn) = [Λ, r
(
Λn−1
)
].
Iterating this, we get
r(Λn) = (ad;Λ)
n−1DΛ.
Hence
R = r[exp

(Λ)]
= r
∑
n≥0
Λn
n!

=
∑
n≥1
(ad;Λ)
n−1
n!
DΛ. (14)
This can now be used, to recursively construct Λ from R.
Example 4.5. Let us spell out the first few summands of (14),
R = DΛ+
1
2!
[Λ,DΛ]

+
1
3!
[Λ, [Λ,DΛ]

]

+
1
4!
[
Λ, [Λ, [Λ,DΛ]

]

]

+ ..
Level by level (remember that Λ0 = 0), we see
Λ1 = R1
2Λ2 +
1
2!
[Λ1,Λ1] = R2
3Λ3 +
1
2!
(
[Λ1, 2Λ2] + [Λ2,Λ1]
)
+
1
3!
[Λ1, [Λ1,Λ1]] = R3
4Λ4 +
1
2!
(
[Λ1, 3Λ3] + [Λ2, 2Λ2] + [Λ3,Λ1]
)
+
1
3!
(
[Λ1, [Λ1, 2Λ2]] + [Λ1, [Λ2,Λ1]] + [Λ2, [Λ1,Λ1]]
)
+
1
4!
[Λ1, [Λ1, [Λ1,Λ1]]] = R4
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Plugging in the expressions from Example 3.10 in for R, we get for d = 2
Λ1 = R1 = 1⊗ 1+ 2⊗ 2
Λ2 =
1
2
R2
=
1
4
(
area(1,2)⊗ [1,2] + area(2,1)⊗ [2,1]
)
=
1
2
area(1,2)⊗ [1,2]
Λ3 =
1
3
(
R3 −
1
2
[Λ1, 2Λ2] −
1
2
[Λ2,Λ1] −
1
3
[Λ1, [Λ1,Λ1]]
)
=
1
3
(
R3 −
1
2
[Λ1,Λ2]
)
=
1
6
area(1, area(1,2))⊗ [1, [1,2]] +
1
6
area(2, area(1,2))⊗ [2, [1,2]]
−
1
12
(1 area(1,2))⊗ [1, [1,2]]−
1
12
(2 area(1,2))⊗ [2, [1,2]]
Λ4 =
1
4
(
R4 −
1
2!
(
[Λ1, 3Λ3] + [Λ2, 2Λ2] + [Λ3,Λ1]
)
−
1
3!
(
[Λ1, [Λ1, 2Λ2]] + [Λ1, [Λ2,Λ1]] + [Λ2, [Λ1,Λ1]]
)
−
1
4!
[Λ1, [Λ1, [Λ1,Λ1]]]
)
=
1
4
(
R4 − [Λ1,Λ3] −
1
3!
[Λ1, [Λ1,Λ2]]
)
=
1
24
(
area(1, area(1, area(1,2))) ⊗ [1, [1, [1,2]]] + area(1, area(2, area(1,2)))⊗ [1, [2, [1,2]]]
+ area(2, area(1, area(1,2))) ⊗ [2, [1, [1,2]]] + area(2, area(2, area(1,2)))⊗ [2, [2, [1,2]]]
− (1 area(1, area(1,2)))⊗ [1, [1, [1,2]]]− (2 area(1, area(1,2)))⊗ [2, [1, [1,2]]]
− (1 area(2, area(1,2)))⊗ [1, [2, [1,2]]]− (2 area(2, area(1,2)))⊗ [2, [2, [1,2]]]
)
Remark 4.6. Comparing with [Roc2003, p.322] we note that we correct some of the coefficients
appearing in Λ3 and Λ4 there.
Definition 4.7. Let ˜BinaryPlanarTreesn be binary planar trees, with two types of inner nodes, •
and , and such that the subset of all nodes  is either empty or forms a subtree with the same
root as the tree itself.
Define e : ˜BinaryPlanarTreesn → R as follows. If the root of τ is •, then
e(τ) :=
1
n
c(τ),
where c was defined in Lemma 3.12. Otherwise, we can write τ uniquely as
τ = (τ1 → (τ2 → (· · · → (τℓ−1 → τℓ)))),
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for some ℓ ≥ 2, τ1, . . . , τℓ−1 ∈ ˜BinaryPlanarTrees and τℓ ∈ BinaryPlanarTrees. Here σ → ρ is the
grafting, to a new root of type , with σ on the left and ρ on the right. Then
e(τ) := −
ℓ∑
j=2
1
j!
(
j−1∏
i=1
e(τi)
)
|τ≥j|Le(τ≥j),
where
τ≥j := (τj → (τj+1 → (· · · → (τℓ−1 → τℓ))))
τ≥ℓ := τℓ.
Finally for a tree τ ∈ ˜BinaryPlanarTrees and a word w of length n, define a˜reaτ (w) as first
attaching the letters of w from left to right to the leaves of τ and then bracketing out using area
if a node of type • is encountered and multiplying using  when a node  is encountered.
Example 4.8. The following are all the trees in ˜BinaryPlanarTrees2
, .
The following are all the trees in ˜BinaryPlanarTrees3
, , , , , .
We have
e( ) = c( ) = 1
e ( ) = −
1
2
e( )| |Le( ) = −
1
2
e
( )
= −
1
3
(
1
2!
e( )| |Le( ) +
1
3!
e( )e( )| |Le( )
)
= −
1
3
(
−
1
4
+
1
6
)
=
1
36
.
And
a˜rea (123) = 1 area(2,3).
Theorem 4.9.
Λ =
∑
τ∈ ˜BinaryPlanarTreesn,|w|=n
e(τ) a˜reaτ (w)⊗ lieτ (w).
Since the expansion in this theorem is not in terms of a basis of the Lie algebra, these are not
yet coordinates of the first kind. But, by a straightforward projection procedure we get
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Corollary 4.10.
S = exp

(Λ) ,
with
Λ =
∑
h
ζh ⊗ Ph,
where h runs over Hall words, Ph are the corresponding Lie Hall basis elements, and the ζh are
expressed as linear combinations of shuffles of areas-of-areas.
Remark 4.11. Again, this result is, owing to the non-explicit form of the ζh, not satisfying. We
mention it only for completeness.
Proof of Corollary 4.10. Let Ph be Lie basis and P
∗
h its dual basis. Then
Λ =
∑
h
∑
τ∈ ˜BinaryPlanarTreesn,|w|=n
e(τ) a˜reaτ (w)〈P
∗
h , lieτ (w)〉 ⊗ Ph
=:
∑
h
ζh ⊗ Ph.
5. Shuffle generators
For a countable index set I consider the free commutative algebra R[xi : i ∈ I] over the indeter-
minates xi, i ∈ I ([Row1988, Definition 1.2.12]). If V is a vector space with a countable basis,
we also write R[V ] for R[xi : i ∈ I] where xi is some basis of V . A commutative algebra A is
generated by some elements zi ∈ A, i ∈ I, if the commutative algebra morphism
R[xi : i ∈ I]→ A,
extended from xi 7→ zi, is surjective. If it is also injective, the algebra is freely generated
by the elements zi. The goal of this section is to find a simple condition on a countable family
zi ∈ T (R
d), i ∈ I to be (freely) generating.
Lemma 5.1. For each n ≥ 1 let Xn ⊂ Tn(R
d) be a subset of the shuffle algebra at level n. Let
X :=
⋃
n≥1Xn. Then:
For all n ≥ 1, for all nonzero L ∈ gn there is an x ∈ Xn such that 〈x,L〉 6= 0
if and only if
X generates the shuffle algebra T (Rd).
If moreover |Xn| = dim gn, n ≥ 1, then X is freely generating.
Remark 5.2. This lemma can also be seen as a consequence of (the proof of) the Milnor-Moore
theorem, see for example [Car2007, p.48]. Let us sketch this. Let T (Rd)∗ gr be the graded dual of
T (Rd), the subspace of T ((Rd)) consisting of only finite linear combinations of words. Endowed
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with the unshuffle coproduct, the dual of the shuffle product, this is a cocommutative, conilpotent
coalgebra. Then, by (the proof of) [Car2007, Theorem 3.8.1], there exists an isomorphism of
cocommutative coalgebras
eT (Rd)∗ gr : Γ[g]→ T (R
d)∗ gr.
Here Γ[g] ⊂ T (g) are the symmetric tensors over g, generated, as a vector space, by the elements
v ⊗ · · · ⊗ v︸ ︷︷ ︸
n times
, v ∈ g, n ≥ 0, and endowed with the deconcatenation coproduct. The map eT (Rd)∗ gr
acts on these elements as
eT (Rd)∗ gr
v ⊗ · · · ⊗ v︸ ︷︷ ︸
n times
 = vn
n!
,
where the n-th power on the right hand side is taken with respect to the concatenation product
(under which T (Rd)∗ gr is closed). The grading on T (Rd)∗ gr induces a grading on Γ[g] via the
isomorphism eT (Rd)∗ gr . The graded dual (with respect to this induced grading) of Γ[g] is then
given by R[g∗ gr], i.e. the symmetric algebra over g∗ gr, where g∗ gr is the graded dual of g. Since
eT (Rd)∗ gr is an isomorphism of cocommutative coalgebras, the dual map
e
∗ gr
T (Rd)∗ gr
: T (Rd)→ R[g∗ gr],
is an isomorphism of commutative algebras. X (freely) generating T (Rd) is then equivalent to
e
∗ gr
T (Rd)∗ gr
(X) (freely) generating R[g∗ gr], which is equivalent to our condition, using Lemma A.1.
Proof. We show for every level N :
∀n ≤ N ∀ 0 6= L ∈ gn there is x ∈ Xn with 〈x,L〉 6= 0
if and only if⋃
1≤n≤NXn shuffle generates T≤N (R
d).
It is clearly true for N = 1. Let it be true for some N . We show it for N + 1.
Let shuffN+1 ⊂ TN+1(R
d) denote the linear space of shuffles of everything “from below”, i.e.
shuffN+1 :=
N⋃
n=1
{
Tn(R
d) TN−n(R
d)
}
.
By [Reu1993, Theorem 3.1 (iv)] 〈
shuffN+1, L
〉
= 0,
for all L ∈ gN+1. In other words, shuffN+1 is contained in the annihilator of gN+1. By [Reu1993,
Theorem 6.1], the shuffle algebra is freely generated by the Lyndon words in 1, . . . ,d, which have
dimension dim gn on level n. Hence
dim shuffN+1 = dimTN+1(R
d)− dim gN+1.
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By dimension counting we hence have that shuffN+1 must actually be equal to the annihilator
of gN+1. Then, a fortiori, gN+1 is the annihilator of shuffN+1.
By Lemma 5.3,
TN+1(R
d) = shuffN+1 + spanRXN+1
if and only if
∀ 0 6= L ∈ gN+1 there is x ∈ spanRXN+1 with 〈x,L〉 6= 0.
But this is the case if and only if ∀ 0 6= L ∈ gN+1 there is x ∈ XN+1 with 〈x,L〉 6= 0. This
finishes the proof regarding the generating property.
Regarding freeness: denote ι : R[xv : v ∈ X] → T (R
d) the extension, as a commutative algebra
morphism, of the map xv 7→ v. Denote ιLyndon : R[yw : w ∈ L] → T (R
d) the extension,
as a commutative algebra morphism, of the map yw 7→ w, where L are the Lyndon words. By
[Reu1993, Theorem 6.1], ιLyndon is an isomorphism. By what we have shown so far, ι is surjective.
Since X consists of homogeneous elements, we can grade R[xv : v ∈ X] induced from the grading
of T (Rd) and analogously for R[yw : w ∈ L]. By assumption, the graded dimensions match.
Hence, there is an isomorphism of graded, commutative algebras
Φ : R[xv : v ∈ X]→ R[yw : w ∈ L].
Since ιLyndon is an isomorphism of graded, commutative algebras and ι is epimorphism of graded,
commutative algebras (where each homogeneous subspace is finite dimensional!) we must have
that ι is in fact an isomorphism.
We used the following simple lemma.
Lemma 5.3. Let V be a finite dimensional vector space with dual W := V ∗. We denote the
pairing by 〈w, v〉, for w ∈W,v ∈ V . Let W1,W2 be subspaces of W and let
W⊥1 := {v ∈ V : 〈w1, v〉 = 0 ∀w1 ∈W1},
be the annihilator of W1. Then:
∀ 0 6= v1 ∈W
⊥
1 there is w2 ∈W2 with 〈w2, v1〉 6= 0
if and only if
W1 +W2 =W .
Proof. Recall the well-known identity ([Hal2017, Exercise 17.8.c)])
(W1 +W2)
⊥ =W⊥1 ∩W
⊥
2 .
Then
W1 +W2 =W ⇔W
⊥
1 ∩W
⊥
2 = {0},
which is the claim.
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Corollary 5.4. Any homogeneous basis for the image of π⊤, where π is any graded projection
π : T ((Rd))→ g ⊂ T ((Rd))6, freely shuffle generates T (Rd). Examples include:
1. π := π1, the Eulerian idempotent (12)
 Coordinates of the first kind.
2. π := r, the Dynkin map (2)
 A basis for the image of ρ, which by Corollary 3.8 can be expressed as areas-of-areas.
3. π the orthogonal projection (with respect to the inner product in the ambient space T ((Rd)))
onto g (the Garsia idempotent, [Duc1991])
 Any (homogeneous) basis for the Lie algebra g ⊂ T ((Rd)), identified as elements of
T (Rd).
4. Any realization of a basis dual to a homogeneous basis of the Lie algebra.
Remark 5.5. 1. Point 3. is shown in [Reu1993, Section 6.5.1], We include it here, as it falls
nicely into the setting of Lemma 5.1.
2. Coordinates of the first kind must - by definition - contain all the information of the signature,
so it is reasonable that they shuffle generate T (Rd). For the other sets this is not immediately
evident. The basis for a the Lie algebra is one such example and it does not even live in the
correct space (formally, it is an element of the concatenation algebra T ((Rd)) not of the shuffle
algebra T (Rd)).
Proof. π is graded so it makes sense to speak of its component πn : Tn((R
d))→ Tn((R
d)). Then
π⊤n : Tn(R
d)→ Tn(R
d) and
im
(
π⊤n
)⊥
= ker (πn) .
Since πn itself is also a projection, we have that
Tn(R
d) = ker(πn)⊕ im(πn).
Hence, for every L ∈ im(π) there is x ∈ im
(
π⊤
)
with 〈x,L〉 6= 0. Then Lemma 5.1 applies.
We Remark only on point 4: Let Ph ∈ T ((R
d)), h ∈ H, be some homogeneous basis for the Lie
algebra. Let Dh ∈ T (R
d), h ∈ H be a realization of a dual basis. That is〈
Dh, Ph′
〉
= δh,h′.
Then choose π such that kerπ = (spanR{Dh : h ∈ H})
⊤.
Point 3.2 in Corollary 5.4 proves, using Corollary 3.8, what we set out to prove: areas-of-areas
do shuffle generate T (Rd).
Corollary 5.6. The set A of the Introduction is a generating set for T (Rd). A free generating
set is given by any basis for the image of ρ.
6Identifying g as a subset of T ((Rd)).
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Remark 5.7. Corollary 5.6 is an a priori stronger statement than the following easy-to-prove
statement, with which it is occasionally confused.
(A) Any word is a linear combination of shuffles of letters and areas of arbitrary words.
An illustration of (A) is as follows.
123 = (1≻ 2)≻ 3 = 12{1 2+ area(1,2)} ≻ 3
= 14
[
{1 2+ area(1,2)} 3+ area({1 2+ area(1,2)},3)
]
= 14
[
1 2 3+ area(1,2) 3+ area(1 2,3) + area(area(1,2),3)
]
Corollary 5.6 implies that this can be done with all the shuffles outside all the areas, namely
(B) Any word is a linear combination of shuffles of letters and iterated areas of letters.
For example
123 = 13area(1, area(2,3)) +
1
6area(area(1,3),2)
+ 131 area(2,3)−
1
62 area(1,3) +
1
23 area(1,2)
+ 161 2 3.
6. Applications
The antisymmetrizing feature of the area operation leads to pleasant properties for piecewise
linear paths and semimartingales.
6.1. Piecewise linear paths: computational aspects
For two time series a0, . . . , an, b0, . . . , bn ∈ R define the new time series
DiscreteArea(a, b)ℓ := Corr1(a, b)ℓ − Corr1(b, a)ℓ
:=
ℓ−1∑
i=0
ai+1bi −
ℓ−1∑
i=0
bi+1ai, ℓ = 0, . . . , n,
set to be 0 for ℓ = 0. It is known ([DR2018, Section 3.2]), that for a piecewise linear curve X
through the points 0, x1, . . . , xn ∈ R
2, one has〈
area(1,2), S(X)0,n
〉
= DiscreteArea
(
x1, x2
)
n
. (15)
We will show that this iterates nicely.
Lemma 6.1. If X,Y are piecewise linear then Area(X,Y ) is piecewise linear.
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Proof.
d
dt
Area(X,Y )t =
∫ t
0
dXr Y˙t −
∫ t
0
dYr X˙t(
d
dt
)2
Area(X,Y )t =
∫ t
0
dXr Y¨t + X˙tY˙t −
∫ t
0
dYr X¨t − Y˙tX˙t
=
∫ t
0
dXr Y¨t −
∫ t
0
dYr X¨t
= 0,
since X,Y are piecewise linear. Hence, Area(X,Y ) is indeed piecewise linear.
In particular, for φ ∈ A (defined in the Introduction) and X piecewise linear
t 7→
〈
φ, S(X)0,t
〉
,
is piecewise linear. Note that by Lemma 7.1, φ can be written as linear combination of elements
of the form w(ij − ji). One can also see directly that such elements yield something piecewise
linear: (
d
dt
)2 〈
w(ij − ji), S(X)0,t
〉
=
(
d
dt
)2{∫ t
0
∫ s
0
〈
w,S(X)0,r
〉
dX(i)r dX
(j)
s −
∫ t
0
∫ s
0
〈
w,S(X)0,r
〉
dX(j)r dX
(i)
s
}
=
∫ t
0
〈
w,S(X)0,r
〉
dX(i)r X¨
(j)
t +
〈
w,S(X)0,t
〉
X˙
(i)
t X˙
(j)
t
−
∫ t
0
〈
w,S(X)0,r
〉
dX(j)r X¨
(i)
t −
〈
w,S(X)0,t
〉
X˙
(i)
t X˙
(j)
t
= 0.
Remark 6.2. This calculation makes it evident that elements φ ∈ A should be the only elements
that, for all piecewise linear X, pick out something piecewise linear from S(X)0,t, although we
do not have a formal proof of this.
The fact that “being linear” is preserved under the Area-operation immediately leads to the
following theorem.
Theorem 6.3. Let X in Rd be a piecewise linear curve through the points 0, x1, . . . , xn ∈ R
d.
Then: for every tree τ and every word w,〈
areaτ (w) , S(X)0,n
〉
= DiscreteAreaτ (w, x)n .
Here, areaτ is defined in Lemma 3.12 and DiscreteAreaτ is defined similarly, as iterated bracketing
using the DiscreteArea-operator.
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Example 6.4. For τ = , w = 123 the statement reads as〈
area (123) , S(X)0,n
〉
:=
〈
area (area (1,2) ,3) , S(X)0,n
〉
=
DiscreteArea (123, x)n := DiscreteArea
(
DiscreteArea
(
x(1), x(2)
)
, x(3)
)
n
,
which one can verify by a direct, but tedious, calculation.
Remark 6.5. This is not obvious at all. Indeed, if we just look at the discrete integration
operator (still assuming x0 = 0)
〈
12, S(X)0,n
〉
=
n−1∑
i=0
1
2
(
x1i + x
1
i+1
) (
x2i+1 − x
2
i
)
=: DiscreteIntegral
(
x1, x2
)
n
,
this does not iterate. Indeed,
〈
123, S(X)0,n
〉
=
n−1∑
i=0
 i−1∑
j=0
1
2
(
x1j + x
1
j+1
)
x2j,j+1 +
(
1
2
x1i +
1
3!
x1i,i+1
)
x2i,i+1
x3i,i+1
6= DiscreteIntegral
(
DiscreteIntegral
(
x1, x2
)
, x3
)
n
.
Proof. If Y,Z are piecewise linear between the points 0, y1, .. and 0, z1, . . . , then Area(Y,Z) is
piecewise linear between the points
0,DiscreteArea(y, z)1, ..,DiscreteArea(y, z)n.
We can hence iterate (15).
6.2. Semimartingale paths: Ito¯ vs Stratonovich
Another pleasant property of the area-operation presents itself when working with a continuous
semimartingale M . One has (see [IW1988, Chapter III])∫ T
0
M i0,rdStratM
j
r =
∫ T
0
M i0,rdItoM
j
r +
1
2
[M i,M j ]T . (16)
where dStrat denotes Stratonovich integration, dIto denotes Ito¯ integration and [., .] denotes the
quadratic covariation.
Lemma 6.6. Let M be a continuous semimartingale. If φ ∈ A (defined in the Introduction)
then 〈
φ, SStrat(M)0,T
〉
=
〈
φ, SIto(M)0,T
〉
.
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Proof. It is trivially true for letters. Let it be true for some φ,ψ ∈ A. Then,〈
area(φ,ψ), SStrat(M)0,T
〉
=
∫ t
0
〈φ, SIto(M)0,T 〉dStrat〈ψ, SIto(M)0,T 〉 −
∫ t
0
〈ψ, SIto(M)0,T 〉dStrat〈φ, SIto(M)0,T 〉
=
∫ t
0
〈φ, SIto(M)0,T 〉dIto〈ψ, SIto(M)0,T 〉 −
∫ t
0
〈ψ, SIto(M)0,T 〉dIto〈φ, SIto(M)0,T 〉
=
〈
area(φ,ψ), SIto(M)0,T
〉
,
where for the second to last equality we used (16) and the fact that the quadratic covariation is
symmetric in its two arguments. Hence it is true for area(φ,ψ), and then for all of A.
In particular for M a martingale with all iterated integrals being in L1(Ω), we have, by Lemma
3.6,
E [r (SStrat(M)0,T )] = 0.
And, more interestingly, for any smooth deterministic path X
E [r (SStrat(X +M)0,T )] = E [r (SIto(X +M)0,T )] = r (S(X)0,T ) ,
since all terms involving M contain at least one Ito¯ integral, and hence have vanishing expec-
tation. This has applications to independent identically-distributed observations of X +M and
will be explored in future work.
7. Linear span of area expressions
In [Dzh2007] the antisymmetric, non-associative operation area was studied in detail. It was
shown that
• area does not satisfy any new identity of degree 3; in particular it does not satisfy the
Jacobi identity.
• On degree 4 there is exactly one new identity, the tortkara identity. Over a field of charac-
teristic different from 2, it reads as
area(area(a, b), area(c, d)) + area(area(a, d), area(c, b)) = area(J(a, b, c), d) + area(J(a, d, c), b),
where J(x, y, z) := area(area(x, y), z) + area(area(y, z), x) + area(area(z, x), y). Over a field
of characteristic 0, we equivalently have
2 · area(area(a, b), area(c, d))
= area(J(a, b, c), d) + area(J(a, d, c), b) + area(J(b, a, d), c) + area(J(b, c, d), a)
In [DIM2018, Section 6] it is shown that in d = 2, (A, area) is the free tortkara algebra.7
7 Recall the definition of A from the introduction: the smallest linear space containing the letters 1, ..d and being
closed under the area operation.
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This linear space has a surprisingly simple description. The following is [DIM2018, Theorem 2.1]
(see also [Rei2018, Section 3.2, Theorem 31] for another proof in d = 2).
Lemma 7.1.
A = spanR{i : i a letter } ⊕ spanR{w(ij − ji) : w a word, i, j letters}. (17)
We note the following conjecture, which was shown to hold true in the case d = 2 in [DIM2018,
Section 6] as well as in [Rei2018, Section 3.2, Theorem 31]. The case d ≥ 3 is still open.
Conjecture 7.2. A is linearly generated by strict left-bracketings of the area operation. In
particular, a linear basis for A (without the single letters) is given by
area(area(area(i1, i2), i3), .., in), n ≥ 2, i1, . . . , in ∈ {1, . . . ,d}, i1 < i2.
While trying to find a proof for Conjecture 7.2 for d ≥ 3, we investigated in detail the operator
←−−area given by the following definition.
Definition 7.3. If w = l1 . . . ln is a word, we define
←−−area(w) to be the left-bracketing expression
area(. . . area(area(area(l1, l2), l3), l4), . . . , ln).
This is expanded linearly to an operation on the tensor algebra with ←−−area(e) = 0 and ←−−area(l) = l
for any letter l.
We came across some interesting properties.
First, we show that there is an expansion formula for ←−−area(w) in terms of permutations of the
letters in the word w. To this end, define the right action of a permutation σ ∈ Sn on words of
length n as
wσ := wσ(1)..wσ(n).
Note that this is indeed a group action, since
(στ)(i) = σ(τ(i)),
i.e. compatibility with group multiplication in Sn.
Proposition 7.4. We have
←−−area(l1 · · · ln) = l1 · · · ln θn,
where
θn :=
∑
σ∈Sn
fn(σ)σ
and fn : Sn → {−1, 1} is given as
fn(σ) =
n∏
i=1
gi(σ)
with
gi(σ) =
{
+1, if σ−1(j) < σ−1(i) for all j ∈ N with j < i,
−1, else.
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Proof. For n = 1, there is only the identity permutation and f1(id) = g1(id) = 1, thus the
statement is obviously true. For n = 2, we have S2 = {id, (12)}, f2(id) = −f2((12)) = 1 and
area(l1l2) = l1l2 − l2l1 = f2(id)l1l2 + f2((12))l2l1.
Assume the statement holds for some n ∈ N \ {1}. Then,
←−−area(l1 · · · ln+1) = area(
←−−area(l1 · · · ln), ln+1)
=
∑
σ∈Sn
fn(σ) lσ(1) · · · lσ(n)ln+1 −
∑
σ∈Sn
fn(σ) ln+1 ≻ (lσ(1) · · · lσ(n))
=
∑
σ˜∈Sn+1:
gn+1(σ˜)=1
fn+1(σ˜) lσ˜(1) · · · lσ˜(n+1) −
∑
σ∈Sn
fn(σ)
(
ln+1 (lσ(1) · · · lσ(n−1))
)
lσ(n)
=
∑
σ˜∈Sn+1:
gn+1(σ˜)=1
fn+1(σ˜) lσ˜(1) · · · lσ˜(n+1) +
∑
σ˜∈Sn+1:
gn+1(σ˜)=−1
fn+1(σ˜) lσ˜(1) · · · lσ˜(n+1)
=
∑
σ˜∈Sn+1
fn+1(σ˜) lσ˜(1) · · · lσ˜(n).
We furthermore have the following surprising identity.
Proposition 7.5. For all integers n > 2, we have
←−−area(1 l(2 · · ·n)) = 1←−−area(l(2 · · ·n)), (18)
where l is the left Lie bracketing. This implies (by freeness of the half-shuffle algebra)
←−−area(v l(w)) =←−−area(v)←−−area(l(w))
for words v,w such that |w| ≥ 2.
Remark 7.6. Note that due to the well known fact that strict left Lie bracketings linearly generate
the free Lie algebra, more generally formulated, it holds that
←−−area(vx) =←−−area(v)←−−area(x)
for any v ∈ T (Rd) and any Lie polynomial x (with 〈x, i〉 = 0, for all letters i).
Remark 7.7. In particular, we have
←−−area(l1 · · · lnln+1)−
←−−area(l1 · · · ln+1ln) = 2
←−−area(l1 · · · ln−1)(lnln+1 − ln+1ln)
for any letters l1, . . . , ln+1.
Proof. For the base case, we compute
←−−area(123 − 132) = 2(123 − 132) = 1←−−area(23− 32).
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Assume (18) holds for some integer n > 2 and let w be a word of length n − 1. Then, for any
letter i,
←−−area(1 l(wi)) =←−−area(1l(w)i − 1il(w)) =←−−area(1l(w)i)−←−−area(1i)←−−area(l(w))
=←−−area(1l(w))i − i≻←−−area(1l(w)) −←−−area(1i)←−−area(l(w))
=1←−−area(l(w))i − i≻ (1←−−area(l(w))) − 1i←−−area(l(w)) + i1←−−area(l(w))
=1←−−area(l(w))i − 1(i≻←−−area(l(w))) − 1i←−−area(l(w))
=1←−−area(l(w)i)− 1i←−−area(l(w))
=1←−−area(l(w)i)− 1←−−area(il(w))
=1←−−area(l(wi)),
where we used that i≻ (1←−−area(l(w))) = i1←−−area(l(w))+1(i≻←−−area(l(w))) due to the combinatorial
expansion formula for the half-shuffle.
A. Appendix
Lemma A.1. Let V =
⊕
n≥1 Vn be a graded vector space, each Vn finite dimensional, and denote
the grading |.|V .
Consider R[V ], the symmetric algebra over V (see Section 5), with two different gradings, defined
on monomials as follows
• |xm|deg := m (denote the corresponding projection onto degree 1 by proj
deg
1 ).
• |xm|weight := m · |x|V .
Let Y ⊂ R[V ], countable, be such that every y ∈ Y is homogeneous with respect to |.|weight. Then:
Y generates R[V ] (as commutative algebra)
if and only if
spanR proj
deg
1 Y = V
If moreover projdeg1 y, y ∈ Y , are linearly independent, then Y freely generates R[V ] (as commu-
tative algebra).
Proof. We show the first statement.
⇒: Assume v ∈ V ⊂ R[V ] is not in the span of projdeg1 Y . Then it is clearly not in the algebra
generated by Y . Hence Y does not generate R[V ]. This proves the contrapositive.
⇐: Denote, local to this proof, by 〈M〉 the subalgebra generated by M ⊂ R[V ].
Claim: 〈V1〉 ⊂ 〈Y 〉. Indeed, v ∈ V1 can, by assumption be written as linear combination of some
projdeg1 yi,
where yi ∈ Y . Since the yi are homogeneous they must be of weight 1. Hence proj
deg
1 yi = yi,
hence V1 ⊂ 〈Y 〉, hence 〈V1〉 ⊂ 〈Y 〉, which proves the claim.
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Now let 〈V1 ⊕ · · · ⊕ Vn〉 ⊂ 〈Y 〉. Claim: Vn+1 ⊂ 〈Y 〉. Indeed, v ∈ Vn+1 can be written as linear
combination of some
projdeg1 yi,
where yi ∈ Y , of weight n+ 1. Then
yi = proj
deg
1 yi + ri,
with ri monomials (of order 2 an higher) in terms from V1⊕· · ·⊕Vn, i.e. ri ∈ 〈V1⊕· · ·⊕Vn〉 ⊂ 〈Y 〉.
Hence v ∈ 〈Y 〉.
Hence 〈V1 ⊕ · · · ⊕ Vn ⊕ Vn+1〉 ⊂ 〈Y 〉. Iterating, we see that R[V ] = 〈V 〉 ⊂ 〈Y 〉, which proves the
first claim.
31
Symbol index
, 4〈
·,
〉
, 4
⊲Sym, 10
≻, 4
⊲, 8
[., .], 17
A, 3
adv and Adv, 9
ad;x, 17
Area, 2
area, 2
←−−area(), 28
areaτ , 11
a˜reaτ , 19
BinaryPlanarTrees, 11
˜BinaryPlanarTreesn, 18
lieτ , 11
D, 5
D, 6
D−1, 5
D−1, 6
e, 4
evalx, 5
G, 4
g, 4
Iw, 9
Ph, 13
π1 and π
⊤
1 , 15
projn and proj≥n, 4
R, 6
r, 5
ρ, 6
r, 6
Rn, 10
S, 6
Sh, 15
, 4
shuff, 21
Tn((R
d)) and T≥n((R
d)), 4
T ((Rd)), 4
T (Rd), 4
W, 4
ζh, 13
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