Wiebe's criterion, which recognizes complete intersections of dimension zero among the class of noetherian local rings, is revisited and exploited in order to provide information on what we call C.I.0-ideals (those such that the corresponding quotient is a complete intersection of dimension zero) and also on chains of C
Introduction
A noetherian local ring is called a complete intersection if its completion with respect to its maximal-adic topology is the quotient of a regular local ring by an ideal generated by a regular sequence. Complete intersections are Gorenstein and complete intersections of dimension zero are recognised by Wiebe's criterion.
Here we are interested in the proper ideals of a noetherian local ring A such that the corresponding quotient is a complete intersection of dimension zero and call them zero-dimensional complete intersections ideals (C.I.0-ideals). How can we produce them, how can we produce the elements of A, the annihilator of which is a C.I.0-ideal, and what can we say about chains of C.I.0-ideals ? It turns out that Wiebe's criterion, together with the arguments of its proof, also produces some answers to these questions.
This criterion states that a noetherian local ring A with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal is a complete intersection of dimension zero if and only if there is a matrix ψ ∈ A n×n such that the row-matrix x · ψ is null while det(ψ) is nonnull. When this is the case, det(ψ) generates the socle of A. We call such a matrix ψ an x-Wiebe matrix for A. With Wiebe's criterion we can see that an x-Wiebe matrix for a ring encodes the structure of the ring. And it turns out that the factorizations of the x-Wiebe matrices of A correspond to the chains of C.I.0-ideals in A, just like the factorizations of an element generating the socle of a Gorenstein local ring of dimension zero correspond to the chains of Gorenstein ideals in that ring.
The first section introduces notations, describes linkage of completely sequent sequences in an arbitrary commutative ring with unit and contains some more facts on regular sequences in a Gorenstein local ring.
In the second section, we present a slight extension of Wiebe's criterion in the form we need. We include a somewhat simplified proof which also allows us to keep, for later use, the information given by the arguments. Doing so we show that these C.I.0-ideals are stemming from what we call x-nice matrices. By an x-nice matrix of a noetherian local ring A with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal, we mean a matrix ϕ ∈ A n×n such that its determinant does not belong to the ideal generated by the entries of the row-matrix x · ϕ. On the way, and in analogy with Wiebe's criterion, we also provide criteria to recognize when the annihilator of an element is a C.I.0-ideal. We provide many examples and small applications.
In the intermediary third section we collect some facts about chains of Gorenstein ideals in a zero-dimensional Gorenstein local ring. They correspond to factorizations of an element generating the socle 0 : M of the ring so that their lengths are bounded by max{i | M i = 0}. The fourth section is concerned with chains of C.I.0-ideals. They are treated in analogy with the Gorenstein case.
To an inclusion I 0 ⊂ I 1 of C.I.0-ideals in any ring corresponds a factorization of an x-nice matrix belonging to I 0 , the first factor corresponding to I 1 while the determinant of the second factor generates, modulo I 0 , the annihilator of I 1 /I 0 .
Consequently, when the ring A itself is a complete intersection of dimension zero, we can produce every C.I.0-ideal and the principal ideal of which this is the annihilator by factoring the x-nice matrices belonging to the null ideal (i.e. the x-Wiebe matrices). Moreover, and in analogy with the Gorenstein case, we have a correspondence between chains of C.I.0-ideals and factorizations of x-Wiebe matrices.
At the end of the section we raise some problems concerning the length of the chains of C.I.0-ideals in a zero-dimensional complete intersection A. We know that these lengths are bounded and we have an example of such an A with strict saturated chains of C.I.0-ideals of different length. But when do we have a strict chain of C.I.0-ideals of the maximal length? We show that the existence of such a chain is related to questions concerning the minimal generators of the maximal ideal: when is their annihilator not only Gorenstein but also C.I.0 ?
The fifth section contains partial answers to the questions raised before. In a zero-dimensional complete intersection A we first investigate those minimal generators y of the maximal ideal, the annihilator of which is C.I.0. It turns out that, if y is a minimal generator of the maximal ideal M of A, then the ideals yA and 0 : yA are C.I.0-ideals simultaneously, and that it is the case exactly when the ideal 0 : yA is also principal. Moreover, the existence of such a y has some implications for the realizations of A.
In the sixth section we provide a tentative classification of C.I.0-ideals and a description of the set of x-nice matrices belonging to a given C.I.0-ideal.
The last section contains another sufficient condition under which the ideal generated by a minimal generator of the maximal ideal of a complete intersection of dimension zero is itself a C.I.0-ideal.
The second author would like to thank Larry Smith, Gttingen. During a workshop there, we became aware that, from different perspectives, we had come across similar problems. Larry pointed out [11] and other references, and made a preliminary version of [4] available. In fact, proposition 1.2 is our attempt to understand proposition VI.3.1 in this Tract.
Linkage of completely sequent sequences and applications
Preliminaries and notations 1.1. Let a = (a 1 , · · · , a n ) be a sequence of elements of a commutative ring A with unit. The ideal generated by this sequence will be denoted by J(a) (or simply by (a 1 , · · · , a n ) in the examples where such a matrix notation is harmless). We alternatively view a as a sequence or as a row matrix. Sometimes we also identify a map A m → A n with its matrix γ in the canonical bases, doing so, we view A n as a set of column matrices (A n ≡ A n×1 ), so γ ∈ A n×m . Now let ϕ ∈ A n×n be a square matrix of size n, so that J(a · ϕ) ⊆ J(a). We denote by det(ϕ) the determinant of ϕ, by ϕ t the transpose of ϕ and by ϕ c the transpose of the cofactor matrix of ϕ. Thus ϕ c is the adjoint matrix of ϕ with ϕ · ϕ c = ϕ c · ϕ = diag(det(ϕ)). From a · ϕ · ϕ c = det(ϕ) · a, we deduce that det(ϕ) ∈ J(a · ϕ) : J(a).
Much more can be said when the sequence a · ϕ = (b 1 , · · · , b n ) = b is completely sequent, which means that the Koszul homology H i (b, A) = 0 for i ≥ 1, equivalently that the Koszul cohomology H i (b, A) = 0 for i < n. In this case, we note that the sequence a is also completely sequent. Indeed, for any A-module W , let h − (a, W ) = inf{i | H i (a, W ) = 0}, h − (a, W ) is a natural number or ∞; as J(b) ⊆ J(a), we have n ≤ h − (b, W ) ≤ h − (a, W ), see [9] or use ( [10] , 5.3.11 and 6.1.6).
The following is probably well-known, part of it can be found in ( [11] , Satz 2) with a somewhat different argument, in a slightly more restricted situation it can also be found in ( [4] , VI.3.1). Then the sequence a is also completely sequent and
Both maps ζ • ∧ϕ and multiplication by z are liftings of f • p, they are thus homotopic and we have a map g :
The other inclusion being already known, we have the first equality.
On the other hand, we have
Now we split off the resolution of A/J(b) given by the Koszul complexK.(b, A), this give short exact sequences
where M i denotes the i th sysygy of A/J(b). We apply the long exact sequence of the H i (a, ·) to these short exact sequences. As h − (a, A) ≥ n and H n (a, A) = A/J(a), we obtain isomorphisms
and a commutative diagram with exact rows
With identity (i) in the proposition, we obtain
which gives
This proposition can be viewed as a result in linkage theory, as it describes a particular case of linkage of perfect ideals. → W → 0 is a presentation of W (i.e. an exact sequence), then the initial Fitting ideal δ A 0 (W ) of W is I n (θ), the ideal generated by the n × n-minors of a matrix θ representing f . Equivalently, δ A 0 (W ) is generated by the elements of the shape det(g), where g : A n −→ A n is a map with p • g = 0. This initial Fitting ideal of W is an invariant of W , and we have Ann(W ) n ⊆ δ A 0 (W ) ⊆ Ann(W ), see [5] . Moreover, when W is anĀ-module for some homomorphic imageĀ of A, the initial Fitting ideal of W , viewed as anĀ-module, is the image of δ A 0 (W ) inĀ. With these remarks we obtain the following. Proof. We just saw that our initial Fitting ideal δĀ 0 (J(a)/J(b)) is generated by the elements det(ϕ 1 ), where ϕ 1 ∈ A n×n runs among the matrices such that a · ϕ 1 = 0, equivalently such that J(a · ϕ 1 ) ⊆ J(b). For such a matrix ϕ 1 , we saw in 1.1 that det(ϕ 1 ) ∈ J(b) : J(a) and the latter is J(b) + det(ϕ)A by the proposition. The conclusion follows. Corollary 1.5. Let (S, M , K) be a regular local ring with its maximal ideal and residue field, and let x = (x 1 , · · · , x n ) be a sequence generating M minimally. Let a = (a 1 , · · · , a n ) be a maximal regular sequence in S and let ϕ be any matrix with a = x · ϕ . Let A = S/J(a ), so that A is a complete intersection of dimension zero, let M = M /J(a ) and let ϕ be the image of ϕ in A. Then
Terminology 1.6. Note that an artinian local ring has two natural invariants, its embedding dimension, namely the minimal number of generators of its maximal ideal M , and its exponent, which is min{r ∈ N 0 | M r = 0}. Proof. We can write A = S/J(a ), where S and a are as in corollary 1.5 of which we preserve the notations, thus dim(S) = n. Since the embedding dimension of A is the dimension n of S, J(a ) ⊂ M 2 and the matrix ϕ has its entries in M , thus det(ϕ) ∈ M n , but det(ϕ) = 0.
Let us go back to proposition 1.2, searching for some partial converse. More precisely, in the situation of this proposition 1.2, we retain that, if J(a) = A and if the sequence b = a·ϕ is regular, then so is the sequence a and det(ϕ) / ∈ J(a·ϕ), and we wonder about a converse to this?
We shall see that it holds under some rather restrictive though very interesting hypothesis, see the important proposition 2.1.
We note that it fails in general, see the following.
and det(ϕ) = X belongs to the primary components of minimal height of the ideal J(a · ϕ). Now we present a partial converse to proposition 1.2. First we recall some elementary facts about linkage in a Gorenstein local ring. Definition 1.9. An ideal I of a noetherian local ring is called purely unmixed or of pure height if its primary components have all the same height.
In general, the purely unmixed ideal I u associated to I is the larger ideal which is the intersection of all the primary components of I of minimal height (these are uniquely determined).
The following is well-known. Proof. Recall that grade and height coincide for an ideal in a Gorenstein local ring. Recall also that the ideal J(y) : I is always purely unmixed and that I = J(y) : (J(y) : I) in the case I itself is purely unmixed, these facts are well known and can be found in many papers, see for example [6] or [8] .
If the ideal I is not purely unmixed, let
We then have z · I u ⊂ I, this implies ∀t ∈ J(y) : I, t · z · I u ⊂ J(y) and also t · I u ⊂ J(y) since the sequence y is regular. Thus J(y) : I ⊂ J(y) : I u ; the other inclusion being obvious we have the wanted equality. Proposition 1.11. Let A be a Gorenstein local ring and let a = (a 1 , · · · , a n ) and
Since J(a) contains an element z regular on A/J(y) because grade(J(b)) < grade(J(a)), we also have 
Wiebe's criterion
Here is another converse to proposition 1.2. It is also a key argument in Wiebe's criterion ( [11] , Satz 1 and its proof), see also ([1], theorem 2.3.16 and its proof). 
Then det(ϕ) / ∈ J(x · ϕ) if and only if the sequence a = x · ϕ is a maximal regular sequence in S.
Proof. The if part is in proposition 1.2.
So assume that the sequence a is not regular and let us then prove that det(ϕ) ∈ J(x · ϕ).
For every natural number t, we first construct inductively a sequence a = (a 1 , · · · , a n ) in M t+1 such that the modified sequence a = a + a is regular. Assume we already constructed a 1 
We then put a i+1 = bc and we observe that
) is regular. We now have our sequence a .
As the sequence a has its entries in M t+1 , we have a matrix ϕ ∈ S n×n with entries in M t such that a = x · ϕ . We put ϕ = ϕ + ϕ , so that a = x · ϕ . As ϕ and ϕ are equivalent modulo M t , so are their determinants:
t , the second inclusion is strict because, by assumption, dim(S/I) > 0. Because the sequence a = x · ϕ is regular, we then have: det(ϕ ) ∈ I + M t (1.5 (iv)).Then we also have det(ϕ) ∈ I + M t . As this holds for every natural number t, we obtain with Krull's intersection theorem what we want: det(ϕ) ∈ I = J(x · ϕ).
The condition on ϕ in the above proposition will play a central role in the study of C.I.0-ideals. Let us retain it. Definition 2.2. Let A be a noetherian local ring with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal (not necessarily minimally).
A
. An x-nice matrix ϕ is said to belong to the ideal J(x · ϕ) and two x-nice matrices are called equivalent if they belong to the same ideal.
We shall also need the following. With Cohen's structure theorem, every complete local ring with a sequence x as above has an x-realization.
We are ready to present a slight extension and a more precise version of Wiebe's criterion, in the form we want for later use. In particular, we state some facts for rings of positive dimension. 
. This is a consequence of corollary1.5 (iii).
(ii) ⇔ (iii). This follows from the description of the initial Fitting ideal given in 1.3 and lifting fromĀ to A. 
, the sequence x ·ϕ is a maximal regular sequence in S, see proposition 2.1, and det(ϕ ) belongs to every ideal of S containing strictly J(x · ϕ ), see corollary 1.5(iv). But det(ϕ ) / ∈ Q, so the inclusion J(x · ϕ ) ⊆ Q is in fact an equality, this takes care of (a). Moreover we just saw thatÂ = S/Q is a complete intersection of dimension 0, thusĀ also has dimension 0 and we haveĀ =Â = S/J(x · ϕ ). Now (b) follows from corollary 1.5(i)(iii).
(iii) ⇒ (c). We already proved the equivalence of (i), (ii), (iii). So let ϕ be a matrix as in (iii). As det(ϕ) / ∈ J(x · ϕ), this equivalence, applied to the ideal J(x · ϕ) of A, tells us that this ideal is also a C.I.0-ideal. As we already proved (iii) ⇒ (b), we know that the socle of A/J(x · ϕ) is generated modulo J(x · ϕ) by det(ϕ), which gives us the last equality in (c). But this socle is contained in every non null ideal of the zero-dimensional complete intersection A/J(x · ϕ). As det(ϕ) / ∈ I, the inclusion J(x · ϕ) ⊆ I is in fact an equality.
Remark 2.5. Note that we have recovered, in dimension 0, a well-known fact: when a complete intersection is the quotient of a regular local ring S, it is the quotient of S by an ideal generated by a regular sequence.
We now retain the condition on ϕ met in the above proof.
Definition 2.6. Let A be a noetherian local ring with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal (not necessarily minimally). An xWiebe matrix for the ring A, if it exists, is an x-nice matrix ψ belonging to the null ideal, i.e. a matrix ψ such that J(x · ψ) = 0 and det(ψ) = 0.
We summarize the information given by the preceding theorem. Recall 2.8. In a zero-dimensional Gorenstein local ring A, the function which assigns to each ideal of A its annihilator is an order-reversing involution of the set of ideals of A, see 1.10. Under this involution, the Gorenstein ideals (i.e. the proper ideals such that the corresponding quotient is Gorenstein ) correspond to the nonnull principal one's, see [7] . This in essence goes back to Macaulay 
Corollary 2.7. A noetherian local ring A is a complete intersection of dimension 0 if and only if it has an x-Wiebe matrix for some (every) sequence x generating its maximal ideal. When this is the case, the determinant of an
(i) Ann(b) is a C.I.0-ideal, (ii) ∃ϕ ∈ A n×n such that b · x · ϕ = (0, · · · , 0) and b · det(ϕ) = 0, (iii) b · δ A 0 (b · M ) = 0.
Moreover, any matrix ϕ satisfying (ii) is an x-nice matrix belonging to
Proof. (i) ⇔ (ii) and the last assertion. This follows from theorem 2.4. Indeed, the condition "J(x · ϕ) ⊆ Ann(b) and det(ϕ) / ∈ Ann(b)" is equivalent with (ii). (ii) ⇔ (iii). This follows from the description of the initial Fitting ideal given in 1.3.
We now take some time for examples and remarks.
Remark 2.10. To obtain the x-Wiebe matrices of the zero-dimensional complete intersection A with its sequence x = (x 1 , · · · , x n ) generating its maximal ideal, we take an x-realization (S, Q, x ) of A. With the preceding theorem, applied to the ideal Q of S, we know that this ideal Q is generated by a maximal regular sequence, say a = (a 1 , · · · , a n ). We can write a = x · ψ , for some matrix ψ ∈ S n×n . The image of ψ in A is an x-Wiebe matrix of A and it follows from theorem 2.4 that every x-Wiebe matrix is obtained in that way.
Thus an x-Wiebe matrix for the ring A encodes the structure of A. This is particularly clear in the case where the ring A is of equal characteristic and has thus a coefficient field K. In that case A is a quotient of a ring of formal
, A = S/Q for an ideal Q of S generated by a maximal regular sequence, every element a ∈ A can be written as a polynomial expression in the x i 's with coefficients in K and any such writing gives us an element a ∈ S the image of which in S/Q is a. Given an x-Wiebe matrix ψ of A, it is then easy to lift it into an x -nice matrix ψ ∈ S n×n and once this is done we have a minimal set of generators x · ψ of the ideal Q = J(x · ψ ). The most simple is the x-Wiebe matrix ψ, the most simple is our minimal set of generators of the ideal Q.
We note that, if ψ is an x-Wiebe matrix for the ring A and if θ is an invertible matrix of the same size, then ψθ is also an x-Wiebe matrix for A. But the set of the x-Wiebe matrices of A may be larger than the set {ψθ | θ invertible}.
(The equivalence class of an x-nice matrix will be described in 6.10 .)
Note also that the invertible matrices of the right size are exactly the x-nice matrices belonging to the maximal ideal of A.
, where K is a field, and let us denote by x, y the images of X and Y in A. This ring A is local with maximal ideal generated by the sequence (x, y) and is a complete intersection of dimension zero. Here are two (x, y)-Wiebe matrices for A
We do not have a matrix θ such that ψ 2 = ψ 1 θ (look at the (2,1)-entries:
Remark 2.12. In a noetherian local ring with a sequence x generating its maximal ideal, we can have a matrix β of the right size which is not x-nice, though the ideal J(x·β) is a C.I.0-ideal. But then we shall have another matrix, say ϕ, not unique, which is x-nice and for which J(x · β) = J(x · ϕ). The easiest example of this phenomenon is the null matrix of the right size in a complete intersection of dimension 0.
, where K is a field. As usual, denote by x, y, z the images of X, Y , Z in A. The ring A is local with maximal ideal M generated by the sequence (x, y, z).
Here the matrix
and we have: 0 :
We have: Look now at the element x + y + z of A. When the characteristic of K in not 2, a direct computation shows that Ann(x + y + z) = J(xy − xz, xy − yz), thus the Gorenstein local ring A/Ann(x + y + z) has embedding dimension 3, while the third power of its maximal ideal is null, such a ring cannot be a complete intersection, see corollary 1.7.
We end this section with small but funny applications of the ideas developed here.
Proposition 2.14. Let A be a noetherian local ring of embedding dimension 2 and let (x, y) be a sequence generating its maximal ideal. If xy = 0 and xA ∩ yA = 0, then A is a complete intersection of dimension 0.
Note that the conditions xy = 0 and xA ∩ yA = 0 are satisfied for the ring of the example 2.11.
In example 2.13 we have seen a complete intersection of dimension zero with a Gorenstein ideal which is not a C.I.0-ideal. Such a phenomenon cannot occur in embedding dimension two. Indeed, a grade two ideal I of a regular local ring S such that the quotient ring S/I is Gorenstein is always a complete intersection ideal.
In particular, we have the following proposition, which again goes back to Macaulay. It will be useful to provide and understand some examples (see 3.4). We present a rather unusual proof of it based on the preceding considerations.
Proposition 2.15. A Gorenstein local ring A of dimension 0 and embedding dimension at most 2 is a complete intersection.
Proof. The case of embedding dimension less than 2 is obvious. So, let (x, y) be a sequence generating minimally the maximal ideal M of A. The quotient ring A/xA, having embedding dimension 1, is the quotient of a discrete valuation ring. Thus the zero-dimensional ring A/xA is a complete intersection and Gorenstein, and the ideal 0 : xA is principal, say 0 : xA = zA for some z ∈ M . Let c ∈ A be an element which generates, modulo xA, the socle of A/xA.
We have:
With this we see that the matrix
We also note that the entries of this matrix are not invertible.
With the above proof we recover a probably rather well-known fact, which can also be viewed as a fact concerning the intersection of two algebraic plane curves, maybe slightly generalized.
Corollary 2.16. Let S be a regular local ring of dimension two, of maximal ideal M . For any parameter ideal
Proof. Let (x , y ) be a sequence in S generating M minimally. The ring A = S/Q is a complete intersection of dimension zero and embedding dimension two, and its maximal ideal M is minimally generated by the sequence (x, y), where x, y denote the images of x , y in A. We lift the (x, y)-Wiebe matrix for A
With (2.4 (a)) we have that the ideal Q of S is generated by the sequence
In higher dimension, we shall have an analogous result as soon as the quotient ring S/Q has a minimal generator of its maximal ideal, the annihilator of which is C.I.0, see 5.5.
Chains of Gorenstein ideals
In this intermediary section we collect some facts about chains of Gorenstein ideals. In an Gorenstein ring of dimension zero they correspond to a factorization of an element v generating the socle of the ring. As C.I.0-ideals are Gorenstein, this will also yield a few basic facts about chains of C.I.0-ideals, the object of the next section. And since in this paper we are mainly concerned with C.I.0-ideals, most of our examples will be C.I.0-examples.
Observations 3.1. Let A be a zero-dimensional Gorenstein local ring . We recall that the Gorenstein ideals of A are exactly the annihilators of the nonnull principal one's, see 2.8, and that the maximal ideal M is the annihilator of the socle 0 : M of A which is principal.
Thus an inclusion of Gorenstein ideals in A I 0 ⊆ I 1 corresponds to an inclusion of nonnull principal ideals
In this situation, we write
And we conclude that the inclusion I 0 ⊆ I 1 is strict exactly when c is not
Thus a factorization of any nonnull element b ∈ A corresponds to a chain of Gorenstein ideals with 0 : bA as its largest term and conversely.
On the other hand, remember that a local artinian ring A is Gorenstein of exponent t + 1 if and only if 0 : M = socle(A) = vA = M t for some nonnull v ∈ A, that this v then is a product v = a t · · · a 1 with each a i ∈ M \ M 2 , and that this socle vA is contained in every nonnull ideal of A. 
In particular, a strict saturated chain
of Gorenstein ideals corresponds to a strict saturated chain of nonnull principal ideals and to a factorization
of any element v ∈ A generating the socle of A, in such a way that
We note that the elements a i occurring in the factorization are not invertible because the chain we started with was strict, and we conclude that M s = 0. This gives us a bound on the length of chains of Gorenstein ideals in A. We also note that these a i 's cannot be written as a product of two non invertible elements because the chain was saturated. Now, if our Gorenstein local ring A has exponent t + 1, i.e. if 0 : M = vA = M t , since this nonnull element v generating the socle of A may be written as a product of t elements of M , we have a chain of Gorenstein ideals of the maximal length t. However, we may have a strict saturated chain of C.I.0-ideals of length less than t, as we shall see in the examples below.
First we summarize part of our observations.
Proposition 3.2. Let A be a zero-dimensional Gorenstein local ring with maximal ideal M . (i) A nonnull Gorenstein ideal (0 : bA) contains strictly another nonnull Gorenstein ideal exactly when the element b can be written as a product of two non invertible elements. (ii) A chain of Gorenstein ideals
In this correspondence we have
The In particular, if
) and a chain of Gorenstein ideals with (0 : bA) as its smaller term has length at most t − i.
In the above, we note that the inequality "exponent(A/(0 : bA)) ≤ (t+1−i)" may be strict, see 3.7.
, where K is a field . As usual, denote by x, y, z, t the images of X, Y , Z, T in A. This ring A is a Gorenstein local ring (and even a complete intersection of dimension zero) with maximal ideal M generated by the sequence (x, y, z, t). Here M 4 = 0, M 5 = 0 and 0 : M = (xyzt)A, our ring A has exponent 5 and we have a strict chain of Gorenstein ideals of length 4.
But we shall provide a nonnull element of M 2 which cannot be written as the product of two non invertible elements of A. With the above proposition we know that the annihilator of such an element is a Gorenstein ideal, minimal among the nonnull Gorenstein ideals of A, and we also know that every strict saturated chain of Gorenstein ideals passing through this annihilator has length at most 3.
We claim that (xy + xz + zt) is such an element. Indeed, as our ring A is graded, if (xy + xz + zt) is the product of two non invertible elements, it is also the product of two elements of degree 1 and we have xy
We must have ab + ba = 1, so one at least of the two elements ab , ba is invertible, say ab = 0.
We must have cd + dc = 1, so again one of the two elements cd , dc is nonnull, say cd = 0 (the case where dc is nonnull is similar to this one).
We also have bc + cb = 0. Since c = 0 = b , we also have bc = 0 and we may write b = ub, c = −uc for some 0 = u ∈ K.
We now have 0 = bd + db = bd + dub and we already know that b = 0 = d . Thus we also have d = −ud and d = 0.
We also have ad + da = 0. With the preceding we then have −uad + a d = 0 and we already know d = 0. We obtain a = ua.
Finally, since we also have ac +ca = 1, we obtain −uac+ca = 1 and a − ua = c −1 , in contradiction with a = ua Note that the Gorenstein ideal I = 0 : (xy + xz + zt)A is not a C.I.0-ideal. Indeed, computations show that I ⊂ M 2 , thus the quotient ring A/I has embedding dimension 4, while its exponent is at most 4 since 0 = I ⊃ Socle(A) = M 4 . Such a ring cannot be a complete intersection of dimension zero, see 1.7. (In fact, with 3.5, we exactly have exponent(A/I) = 3.)
, where Q is the field of rational numbers. This ring is Gorenstein local, (it is even a complete intersection of dimension zero), with our usual notations its maximal ideal M is generated by the sequence (x, y) and we have M 4 = 0, M 5 = 0 and (0 : M ) = (x 2 y 2 )A, this ring A has exponent 5.
With arguments similar to those used in the preceding example, we see that the element x 2 + y 2 cannot be written as the product of two elements in M . Here again, as in the preceding example, any strict saturated chain of Gorenstein ideals passing through (0 : (x 2 + y 2 )A) has length at most 3, though we have other strict chains of length 4.
But this example is also a C.I.0-example. Indeed, the embedding dimension of A is 2, so that every Gorenstein ideal of A is also a C.I.0-ideal, see proposition 2.15. We have here a complete intersection of dimension zero and exponent 5 with a strict saturated chain of C.I.0-ideals of length less than 4.
Let us now provide an (x, y)-nice matrix belonging to (0 : (x 2 + y 2 )A). Let
and (x 2 +y 2 )det(ϕ) = x 2 y 2 = 0. We conclude with 2.9 that ϕ is an x-nice matrix belonging to (0 : This example will be revisited in 4.15.
Remark 3.5. It is worthwhile to note that the zero-dimensional Gorenstein local rings rings in the preceding examples are positively graded, with the maximal ideal generated by the homogeneous elements of degree 1, while their homogeneous elements of degree zero form a field . A zero-dimensional Gorenstein local ring, when positively graded, enjoys more symmetry and has nicer properties than a non-graded one. We now recall some of them.
So let A be a positively graded zero-dimensional Gorenstein local ring, and let t + 1 be the exponent of A, which means that its maximal ideal satisfies M t = 0, M t+1 = 0. We first note that the socle (0 : M ) = M t of A, which is principal isomorphic to K = A/M , is a homogeneous ideal. We also note that, if 0 = v ∈ M t , then v is homogeneous of degree t and generates 
have the same finite dimension. This again was already observed by Macaulay in [3] .
A non graded example without the above property will be given in 3.7.
We now provide some easy facts concerning chains of Gorenstein ideals of the maximal length and those minimal nonnull Gorenstein ideals which can be the starting point of a such a chain. This will also be useful in the next section where we shall look at the more particular chains of C.I.0-ideals. As announced after 3.2, we note that the converse of (ii)(a) in the above proposition fails in general, see the following.
Proof. (i)
, where K is a field and let x, y be as usual the images of X and Y in A.
This ring is again a complete intersection of dimension zero, thus Gorenstein. With our usual notations its maximal ideal M is generated by the sequence (x, y) and we have xy = 0, y 
Matrix factorizations and chains of C.I.0-ideals
Now we turn to chains of C.I.0-ideals in any noetherian local ring A with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal. We know that C.I.0-ideals correspond to x-nice matrices, though this correspondence is not bijective, there are a lot of x-nice matrices belonging to the same C.I.0-ideal. Anyway, we shall see that the factorizations of the x-nice matrices belonging to a C.I.0-ideal I correspond to the ascending chains of C.I.0-ideals starting at I, just like the factorizations of an element v generating the socle of a zero-dimensional Gorenstein local ring A correspond to the chains of Gorenstein ideals in A.
First we look at an inclusion I 0 ⊆ I 1 of C.I.0-ideals in A and we explore the relationships between the x-nice matrices belonging to I 1 and those belonging to I 0 . 
Then we have: (i) ϕ 1 is an x-nice matrix and J(x
· ϕ 0 ) ⊆ J(x · ϕ 1 ), (ii) J(x · ϕ 1 ) : M = J(x · ϕ 1 ) + det(ϕ 1 )A, (iii) J(x · ϕ 0 ) : det(γ) = J(x · ϕ 1 ), (iv) J(x · ϕ 0 ) : J(x · ϕ 1 ) = J(x · ϕ 0 ) + det(γ)A.
Moreover, the inclusion (i) is strict if and only if the matrix γ is not invertible, while J(x · ϕ 1 ) = M if and only if ϕ 1 is not invertible.
Proof. Assume that the matrix ϕ 1 is not x-nice. Then det(ϕ 1 ) ∈ J(x · ϕ 1 ) and there is a column matrix α ∈ A n×1 with det(
where γ c denotes the adjoint matrix of γ. This means that det(ϕ 0 ) ∈ J(x · ϕ 0 ), in contradiction with the hypothesis on ϕ 0 . Thus ϕ 1 is x-nice and I 1 = J(x · ϕ 1 ) is a C.I.0-ideal containing I 0 .
The equality (ii) is already known, see corollary 2.7. We also have: det(γ)·x·ϕ
. Corollary 2.9 applied to the ring A/I 0 and the image of det(γ) in that ring gives the third equality, and the last one follows with recall 2.8
Finally, when γ is not invertible we see with equality (iv) that the inclusion (i) is strict and when ϕ 1 is not invertible we see with equality (ii) that J(x·ϕ 1 ) = M .
As we are looking at matrix factorizations, the following terminology will be convenient.
Definition 4.2. Let A be a commutative ring (with unit) and let γ ∈ A
n×n be a non invertible matrix. We say that this matrix γ is decomposable (in A) if it can be written as the product of two non invertible matrices of A n×n . If not, we say that γ is indecomposable (in A).
Remark 4.3. The above proposition tells us that, when an x-nice matrix ϕ 0 is decomposable, the corresponding ideal I 0 is strictly contained in another C.I.0-ideal I 1 = M . We shall see in a moment that, if we have a strict chain of C.I.0-ideals I 0 I 1 M , then there is a decomposable x-nice matrix belonging to I 0 . However some other x-nice matrices belonging to this same ideal I 0 may be indecomposable. The easiest example of this phenomenon is an indecomposable x-Wiebe matrix for a local ring of embedding dimension at least two. ( Observe that a noetherian local ring of embedding dimension at least two always has a non trivial quotient of embedding dimension one and thus a non trivial C.I.0-ideal I, 0 = I = M , since a noetherian local ring of embedding dimension one is necessarily a complete intersection). Such an example will be given at the end of this section, see 4.14.
Before going the other way, we need some preliminaries.
Lemma 4.4. Let A be a noetherian local ring with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal, let I be an ideal of A and let us denote by (·) the images modulo I. Let ϕ ∈ A n×n be a matrix such that the matrix ϕ is an x-nice matrix. Then the matrix ϕ itself is an x-nice matrix and J(x · ϕ) ⊇ I.
Proof. The hypothesis on ϕ means that det(ϕ) / ∈ J(x·ϕ)+I. We apply theorem 2.4((iii), (c)) to the ideal J(x · ϕ) + I of A and obtain that the matrix ϕ is an x-nice matrix belonging to the C. 
Then there is a matrix γ ∈ A n×n such that the matrix
Proof. We denote by (.) the images modulo I 0 and we take anx-realization (S, Q, x ) ofĀ.
With remark 2.5, we know that the ideal Q of S is generated by a maximal regular sequence, say b = (b 1 , · · · , b n ).
We now take a matrix ϕ 1 ∈ S n×n such that its image in S/Q =Ā is ϕ 1 . As the matrix ϕ 1 is anx-matrix belonging toĪ 1 , the matrix ϕ 1 is an x -nice matrix and J(x · ϕ 1 ) ⊇ Q, see the above lemma 4.4. We thus have a matrix γ ∈ S
2, the matrix ϕ 1 · γ is an x -nice matrix belonging to Q.
Let now γ ∈ A n×n be a matrix such thatγ is the image of γ inĀ n×n , the matrix γ is the one we are looking for. Indeed , ϕ 1 ·γ is anx-Wiebe matrix for A, thus J(x · ϕ 1 · γ) ⊂ I 0 . On the other hand, with lemma 4.4 again, we have that ϕ 1 · γ is x-nice and I 0 ⊂ J(x · ϕ 1 · γ). Thus the matrix ϕ 0 = ϕ 1 · γ is an x-nice matrix belonging to I 0 .
The particular case when the ring A itself is a complete intersection of dimension zero deserves attention. In that case, when one puts I 0 = (0), propo- (
ii). The annihilator of an element b ∈ A is a C.I.0-ideal if and only if there are matrices ϕ, γ ∈ A n×n such that b = det(γ) and ϕ · γ is an x-Wiebe matrix for A.
In that case, the matrix ϕ is x-nice and J(x · ϕ) = 0 : bA.
We now look at chains of C.I.0-ideals. With 4.1 and 4.5, we obtain a C.I.0 version of 3.2. 
This correspondence is onto, but far from one to one, nevertheless the above chain is strict if and only if the matrices η i are not invertible for 1 ≤ i ≤ t.
Under this correspondence, we also have
) be the ring of 3.7. Here is a factorization of an (x, y)-Wiebe matrix corresponding as in 4.7 to the chain 0 ⊂ xA ⊂ M :
Remark 4.9. In the situation of the corollary 4.7, given a factorization ψ = η t · · · η 1 of an x-Wiebe matrix ψ of the ring, it is not easy to recognize at first sight if the corresponding chain of C.I.0-ideals is saturated or not. Of course, when this chain is saturated, all the matrices η i occurring in the factorization are indecomposable. However, as in the Gorenstein case (see 3.4), the converse is not true, it might happen that all the matrices η i are indecomposable while the corresponding chain is not saturated.
Here again, as in 4.3, the easiest example of this phenomenon is an indecomposable x-Wiebe in embedding dimension at least two. A less trivial example will be given at the end of this section (see 4.15). Now we are faced with some problems concerning the length of the chains of C.I.0-ideals (which are also chains of Gorenstein ideals).
Recall that, in a complete intersection of dimension zero and exponent t + 1, which means that the maximal ideal satisfies M t = 0 and M t+1 = 0, every strict chain of C.I.0-ideals has length at most t, see 3.2 , and that we already have an example with a strict saturated chain of C.I.0-ideals of length less than t, see 3.4. However, some chain problems remain, at least for us. The case of embedding dimension 1 is obvious because a local ring of embedding dimension 1 is a quotient of a discrete valuation ring. In that case every ideal is principal and C.I.0, there is only one strict saturated chain of C.I.0-ideals and it has the maximal length.
In embedding dimension 2, where Gorenstein ideals are C.I.0 (2.15), we already know that there is a strict chain of C.I.0-ideals of the maximal length (3.2).
We already noticed that it is easy to provide a non trivial C.I.0-ideal when the embedding dimension of our ring is at least 2. (Indeed, let x = (x 1 , · · · , x n ) be a sequence generating the maximal ideal M minimally, with n ≥ 2 . The ideal I generated by the sequence (x 2 , · · · , x n ) is a non trivial ideal, 0 = I = M , it is also a C.I.0-ideal since the quotient A/I has embedding dimension 1.) Since C.I.0-ideals are Gorenstein, we already obtained in 3.6 some information about the chains of C.I.0-ideals which have maximal length (when these exist) and those ideals which can be taken as the starting point of such a chain. In particular, 3.6 gives the following. These questions will be the object of the next section. Now we just recall that we already have examples where the annihilator of some minimal generator of the maximal ideal is not a C.I.0-ideal, see Wiebe's example 2.13.
Here are the other promised examples.
, where Q is the field of rational numbers. This ring is a complete intersection of dimension zero and exponent 3, with our usual notations its maximal ideal M is generated by the sequence (x, y) and (0 : M ) = xyA.
Here are two (x, y)-Wiebe matrices for A:
The first one is clearly decomposable, while the second one is not. Let us see this. Assume ψ is the product of two non-invertible square matrices, then both factors have determinants in M \ M 2 and , with lemma 5.4, we also have a factorization of one of the following forms
In the first case, we have ψ
, where a = β 12 , b = β 22 .
As our ring is graded, we may take the degree one component of these equalities, we obtain
From this we deduce a 0 = 0 = b 0 , putting u = b −1 0 a 0 we now obtain
This gives us: u(u + 1) = −1. Since this last equation has no solutions in Q, the first case is excluded.
In the second case we have ψ 1 0 −f 1 =β e 0 0 1 , so that
, for some a , b ∈ A.
As in the first case, we take the degree one components of these equalities, put
0 a 0 and obtain
The second case is also excluded. 
The elements det(η 2 ) = 2x 2 − y 2 , det(η 1 ) = x 2 + y 2 are both indecomposable (this can be seen with arguments similar to those used in 3.3, 3.4, we are working over the field of rational numbers). Thus the matrices η 2 and η 1 are also indecomposable. However, the corresponding chain
Indeed, let us put I 1 = (0 : det(η 1 )). We already saw in 3.4 that I 1 = (x 2 − y 2 , xy) is a C.I.0-ideal minimal among the nonnull C.I.0-ideals of A, but the ring
, XY ) has a non trivial C.I.0-ideal since it has embedding dimension 2.
Here is another factorization of another (x, y)-Wiebe matrix corresponding to a strict saturated chain of C.I.0-ideals starting at I 1
About chains of C.I.0-ideals of the maximal length
We have seen in 4.12 that, in a complete intersection A of dimension zero and exponent t + 1, the existence of a chain of C.I.0-ideals of the maximal length t is related to the existence of some minimal generator y of the maximal ideal M of A, the annihilator of which is a C.I.0-ideal. So we first look at those minimal generators y of the maximal ideal which have the above property, when they exist. It will turns out that the principal ideal yA (y ∈ M \ M 2 ) is itself C.I.0 as soon as its annihilator is C.I.0, that this condition on y admits different formulations and has some consequences on the realizations of the ring A, see 5.5. This will be a consequence of our matrix factorizations together with a nice result of Kunz [2] . In this theorem, a noetherian local ring is called an almost complete intersection if its completion with respect to the maximal adic topology is the quotient of a regular local ring by a grade g ideal minimally generated by g + 1 elements, i.e. an ideal minimally generated by a non regular sequence (z 1 , · · · , z g+1 ), where the subsequence (z 1 , · · · , z g ) is regular.
Corollary 5.2. In a complete intersection of dimension zero, a principal Gorenstein ideal is always a C.I.0-ideal and the annihilator of a principal C.I.0-ideal is again a principal C.I.0-ideal.
When we factorize matrices, we sometimes encounter diagonal matrices. We need a notation for them.
To continue our program, we need an elementary technical lemma.
Lemma 5.4. Let A be a noetherian local ring with maximal ideal M and let
There is an invertible matrix θ ∈ A n×n such that the matrix (θγ − I n ) has only one nonnull column (here I n denotes the (n × n)-identity matrix), in other words such that θγ has the following form 
(ii) There are invertible matrices
Proof. We shall perform the usual operations on the rows (on the columns) of our matrix γ which amount to multiply it on the left (on the right) by an invertible matrix.
(i) First suppose that all the entries γ i1 in the first column of γ belong to M , then at least one of the corresponding (n−1)×(n−1) minors is invertible. After a row's permutation the minor belonging to the new (1, 1)-entry is invertible. Then some operations on the last n−1 rows of this new matrix gives us a matrix of the form · · · · . . . 1 n−1 One last row operation gives then the form described in (i) (with r = 0). This case having been handled, now assume that one of the entries γ i1 in the first column is invertible, a row operation bring it at the (1,1) place, some row's operations gives us a new matrix of the form 1 · · · 0γ , whereγ ∈ A (n−1)×(n−1) and where det(γ) = ud for some u / ∈ M . An induction on the size n of the matrix allows us to bring the matrixγ in the form described in (i), we then finish with some last row operations.
(ii) Some column operations transform the matrix θγ obtained in (i) into a diagonal matrix. We then bring its non-invertible entry at the first place with a row and a column operation. (v) For any (for some) sequence x = (x 1 , · · · , x n ) generating the maximal ideal M of A, for any (for some) x-realization (S, Q, x ) of A, A = S/Q, and for all y ∈ S mapping onto y, the ideal Q of S is generated by a maximal regular sequence of the form (y z , a 2 , · · · , a n ).
n ) be any sequence generating the maximal ideal of A and let ϕ be an x-nice matrix belonging to the C.I.0-ideal I 1 = (0 : yA). We have a matrix γ ∈ A n×n such thatψ = ϕγ is an xWiebe matrix for A and I 1 = (0 : det(γ)), see 4.5, 4.6. With 2.8 we then have yA = det(γ)A so that y = det(γ)u for some invertible u ∈ A (remember
With the lemma we have invertible matrices θ 1 , θ 2 ∈ A n×n such that θ 1 γθ 2 = diag(y, 1, · · · , 1). Now the matrix ψ =ψθ 2 is still an x-Wiebe matrix for A and has a factorization ψ = (ϕθ
Thus the x-Wiebe matrix ψ has the form described in (iv).
(iv) ⇒ (ii) In the given factorization of the x-Wiebe matrix ψ, the first factor ϕ 1 is an x-nice matrix belonging to (0 : yA) = I 1 , see 4.6 again, thus this ideal I 1 is generated by the sequence
a n ) is the zero sequence since ψ is an x-Wiebe matrix. Thus we have yz = 0 and a i = 0 for 2 ≤ i ≤ n, in particular we have I 1 = zA, I 1 is principal.
(ii) ⇒ (iii) If the ideal (0 : yA) is principal, its annihilator yA is Gorenstein principal and thus C.I.0, see 5.2.
3 for the notations, we take an element y which maps onto y, we also take a matrix ϕ 1 ∈ S n×n which maps onto the matrix ϕ 1 given by (iv) and we put ψ = ϕ 1 · diag(y , 1, · · · , 1), so that the image of ψ in A n×n is the x-Wiebe matrix ψ. With 2.4(a), we know that the sequence x · ψ is a maximal regular sequence in S generating the ideal 2 , · · · , a n ), the ideal Q is generated by the regular sequence (y z , a 2 , · · · , a n ).
(v) ⇒ (iii) This a consequence of the following well-known fact (after a permutation of our regular sequence). Fact 5.6. In any commutative ring A (with unit), if (a 1 , a 2 , · · · , a n−1 , yz) is a regular sequence generating an ideal Q, then both sequences (a 1 , · · · , a n−1 , y) and (a 1 , · · · , a n−1 , z) are regular, generating ideals I 1 and I 2 respectively, and we have Q ⊂ I 1 ∩ I 2 , Q : I 1 = I 2 , Q : I 2 = I 1 , I 1 /Q = (yA + Q)/Q, I 2 /Q = (zA + Q)/Q. (Note that "regular" here can be replaced by "completely secant" and that this fact then may be viewed as a very particular case of 1.2.)
In the above theorem, the hypothesis that y is a minimal generator of the maximal ideal cannot be dropped without harm, there are non principal C.I.0-ideals, but their annihilator is in M 2 .
When we have in our ring A a minimal generator of the maximal ideal M which generates a C.I.0-ideal, it is a good idea to take it as the first element of a sequence x = (x 1 , · · · , x n ) generating M . Doing so, we have with (5.5,(iii) ⇔ (iv)) an x-Wiebe matrix for A the first column of which is a multiple of x 1 , but we also obtain another x-Wiebe matrix the first column of which is
where (0 :
More precisely we have the following. 
When these conditions are satisfied, let ψ be a matrix as in (ii). We then have:
(a) (0 :
A is a C.I.0-ideal, we know with 5.5 that the ideal Q of S is generated by a maximal regular sequence of the form (x 1 z 1 , a 2 , · · · , a n ) which may be written
We take the image ψ of ψ in A. With 2.1 we know that ψ is an x-Wiebe matrix for A and it has the wanted form.
(ii) ⇒ (i), (a), (b) In the given x-Wiebe matrix ψ, we replace z 1 by 1, we obtain a matrix ϕ 1 for which J(x · ϕ 1 ) = x 1 A and a factorization ψ = ϕ 1 · diag(z 1 , 1, · · · , 1). We conclude with 4.6 that x 1 A is a C.I.0-ideal with (0 :
To finish, we take images modulo x 1 A. We know with 2.7 that ϕ 1 is an (x 1 , x 2 , · · · , x n )-Wiebe matrix forĀ and we conclude that ψ * is an (x 2 , · · · , x n )-Wiebe matrix forĀ.
With 5.5 we are also able to complete the information given in 3.6 about strict chains of C.I.0-ideals of the maximal length and those C.I.0-ideals which can be taken as the starting point of such a chain.
We factorize ψ:
We observe that J(z · ϕ 1 ) = z 1 A, we write I 1 = z 1 A and we conclude with 4.6 that I 1 is a C.I.0-ideal, that 0 :
We now take images modulo z 1 A and denote them by (·). From det(ψ) = d 1 det(ψ * ) = 0, we deduce that det(ψ * ) / ∈ z 1 A and we then observe that ψ * is an upper triangular (z 2 , · · · , z t )-Wiebe matrix forĀ.
Since exponent(Ā) < exponent(A) = t + 1 and det(ψ * ) ∈ M t−1 , we also have exponent(Ā) = t.
We now conclude with an induction on the exponent.
Later on, we shall also see in 7.4 some strange conditions under which a principal ideal generated by a minimal generator of the maximal ideal is C.I.0.
Here are some other sufficient conditions. Proof. Let x = (x 1 , · · · , x n ) be a sequence generating the maximal ideal of A minimally, let (S, Q, x ) be an x-realization of A (see 2.3 for the notations), and let y , z ∈ S be such that their images in A are y, z respectively. We denote as usual by M the maximal ideal of S.
We have y , z ∈ M \ M 2 and y z ∈ Q by construction, Q ⊂ M 2 by the minimality of the sequence x, and we also have y z ∈ M 2 \ M 3 since M is generated by a regular sequence. Thus y z is a minimal generator of Q. On the other hand we know with 2.4 that Q is generated by a regular sequence, we then know that every sequence generating Q minimally is regular. Thus Q is generated by a regular sequence of the form (a 1 , a 2 , · · · , a n−1 , y z ). We conclude with 5.6.
The second assertion follows from the first and (3.6 (ii)(b)).
We now turn to a particular class of complete intersections (where we have some hope to encounter the conditions of 5.9). The following terminology is justified by 1.7.
Definition 5.10. We shall say that a complete intersection A of dimension zero has minimal exponent if exponent(A) = embedding dimension(A) + 1.
For the rings in this particular class, the sufficient condition in 5.9 is also necessary. In that case (0 : yA) = zA. 
Here of course we have replaced matrices by the maps they induce on the appropriate free bases wherever convenient.
In general, the x-Koszul ideal is smaller than the right-annihilator ideal of x in M n (A), these two ideals coincide exactly when the Koszul complex K · (x, A) is exact in degree one, i.e. when the sequence x generating the maximal ideal of A is regular (which means that the sequence x generate minimally the maximal ideal of A and that the ring A is regular).However, this x-Koszul ideal is enough for our purpose, as we shall see.
Remark 6.2. We note that an n × n matrix belongs to the x-Koszul ideal if and only if each column of it belongs to the image of the second boundary map δ in the Koszul complex.
With a little reflection, we also see that, ifĀ is a homomorphic image of A andx is the image of x inĀ, then N x,A maps onto Nx ,Ā . (Indeed, if α = δ · β belongs to Nx ,Ā , then δ · β belongs to N x,A and maps onto α.) Proposition 6.3. Let ϕ 1 , ϕ 2 ∈ M n (A) and assume that the matrix ϕ 2 is x-nice.
Proof. The if part is obvious. So assume that J(x · ϕ 1 ) ⊂ J(x · ϕ 2 ). We take an x-realization (S, Q, x ) of A, A S/Q, and we take matrices ϕ 1 , ϕ 2 in M n (S) the images of which in M n (A) are ϕ 1 and ϕ 2 respectively. Thus
, we obtain what we wanted.
One point is in order and the preceding leads us to a new definition Definition 6.4. A submodule of the right M n (A)-module M n (A)/N x,A is said to be x-nice if it is cyclic and can be generated by the image of an x-nice matrix.
With the above and the characterization of C.I.0-ideals given in corollary 2.7, we have the following.
Then these matrices are equivalent, i.e.
(ii) The map from the set {ϕ ∈ M n (A) | ϕ is x-nice} to the set of x-nice submodules of M n (A)/N x,A given by Our next aim is the study of all generators of a given x-nice submodule of M n (A)/N x,A , are they all image of an x-nice matrix?
And, in analogy with 4.1, is it true that a submodule of M n (A)/N x,A containing an x-nice one is also x-nice? To provide a positive answer we need again some preliminaries.
Proof. Let again (S, Q, x ) be an x-realization of A, A S/Q, and let ϕ , γ in M n (S) be two matrices, the images of which in M n (A) are ϕ and γ respectively, let also α ∈ N x ,S be a matrix the image of which is α (the existence of such an α follows from 6.2).
(i) As ϕ is x-nice, we have that Q ⊂ J(x · ϕ ) and that the matrix ϕ is x -nice, see lemma 4.4, so that the sequence x · ϕ is a maximal regular sequence in S, see proposition 2.1.
Then ϕ · γ is x-nice equivalent to ϕ by (i) and J(x·ϕ) = J(x·ϕ·γ), so that Q+J(x ·ϕ ) = Q+J(x ·ϕ ·γ ). As above, since the matrices ϕ and ϕ · γ are x-nice, we also have J(x · ϕ ) = J(x · (ϕ · γ )) and both sequences x · ϕ and x · ϕ · γ are maximal regular sequences in S generating the ideal J(x · ϕ ) minimally. But any matrix obtained by writing the elements of a minimal set of generators of a finitely generated A-module as linear combinations of the elements of another minimal set of generators of this module is invertible because its determinant is invertible. Thus γ is invertible and so is γ. Proof. We can write β = β 1 +α, where α ∈ N x,A and β 1 is a matrix, one column of which is null. As det(β 1 ) = 0, β 1 is not x-nice and so is β.
The converse of the above corollary is false. Here is an example. Here are some answers to the questions raised before 6.6.
If the matrix ϕ 1 is x-nice and if ϕ 1 ∈ ϕ 2 · M n (A) + N x,A , then the matrix ϕ 2 is also x-nice and and
Proof. We write ϕ 1 = ϕ 2 · γ + α, where γ ∈ M n (A) and α ∈ N x,A . With 6.6 we know that the matrix ϕ 2 · γ is x-nice and we obtain that ϕ 2 is also -x-nice with proposition 4.1. The inclusion is obvious. 
(ii) this equivalence class is also equal to Conversely, let ϕ 1 be another x-nice matrix belonging to I. With theorem 6.5, we obtain ϕ · M n (A) + N x,A = ϕ 1 · M n (A) + N x,A and we can write
A . Now lemma 6.6 tells us that the matrix θ 1 · θ is invertible and so is θ.
(ii) A matrix ϕ as in (ii) is necessarily x-nice by the previous proposition and is an x-nice matrix belonging to I, this gives us one inclusion. The other inclusion is theorem 6.5.
The above proposition 6.9 also give us the following. 
Last remarks
In a regular local ring S with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal minimally, the x -nice matrices correspond to the maximal regular sequences in S and give us a description of the elements of the corresponding sequence, see 2.1. In particular any x -nice matrix ϕ belonging to a C.I.0-ideal I of S gives us a minimal set of generators of the ideal I = J(x · ϕ ), the matrix ϕ encodes the structure of the zero-dimensional complete intersection S/J(x · ϕ ).
In the same way, in a ring A with a sequence x = (x 1 , · · · , x n ) generating its maximal ideal, an x-nice matrix encodes the structure of the quotient A/J(x·ϕ), see 2.10.
In view of this the following has perhaps some interest. At least, it will provide conditions under which the ideal generated by a minimal generator of the maximal ideal is a C.I.0-ideal.
Remark 7.1. Let x be a sequence generating the maximal ideal of a complete noetherian local ring A. In view of corollary 6.10, we may perform some column operations on an x-nice matrix ϕ without affecting its equivalence class, which means that the matrix ϕ 1 obtained after these operations is sill an x-nice matrix belonging to J(x · ϕ).
First we have what we call the column operations, we may permute two columns of an x-nice matrix ϕ, we may multiply one column of it by an invertible element of the ring, we may add to one of its columns a scalar multiple of another column of the matrix. These operations amount to multiply our matrix on the right by an invertible matrix and do not affect its equivalence class.
We may also play with the image of the second boundary map δ in the Koszul complex K · (x, A). We may add a column matrix belonging to im(δ) to one of the columns of an x-nice matrix ϕ, doing so we still have an x-nice matrix equivalent to the one we started with, see 6.6. Indeed, this amount to replace the matrix ϕ by a matrix of the form ϕ + α, where α ∈ N x,A . (i) The natural number r 1 is determined by
(ii) (J(x · ϕ) : det(φ * 1 )A) = (H 1,x + J(x · ϕ)). Proof. We note that each entry of the matrix ϕ is a polynomial expression in the x i 's with invertible coefficients. We recall that, ∀i ≥ 2, im(δ) contains a column matrix whose first entry is (−x i ), whose i th entry is x 1 , the other entries being null. Thus, for all y ∈ H 1,x = (x 2 A+· · · x n A), there is in im(δ) a column matrix with y as its first entry. With 7.1 and the above, we may add to each column of ϕ a column belonging to im(δ) in order to obtain a matrix equivalent to ϕ of the form     To obtain the wanted form ϕ 1 , we just have to perform on this last matrix some column operations which amount to multiply it on the right by an invertible matrix. We may apply the lemma to an x-Wiebe matrix. Here is a particular case. When we looked at chains of C.I.0-ideals in a complete intersection of dimension zero, we already came across questions concerning the minimal generators of the maximal ideal, see 5.5, 4.13 . Now the above lemma will give us sufficient conditions on a minimal generator of the maximal ideal to generate a C.I.0-ideal. Here is a partial converse of the above proposition. 
