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resumo 
 
 
Em 1977, no Japão, foram dados os primeiros passos na área da condução 
autónoma. Desde então, a construção de um veículo totalmente autónomo 
tornou-se um objectivo internacional. 
Ao longo dos anos, fruto de um grande investimento por parte de diversos 
países, foram testadas com sucesso a condução autónoma, ou semi-
autónoma, em diferentes cenários (tendo sido atingidas velocidades 
consideravelmente altas), plataformas autónomas usadas como transportes 
colectivos em meios urbanos, infra-estruturas capazes de libertar o homem da 
tarefa de conduzir (ao entrar em acção, este sistema, central e totalmente 
computorizado, toma o controlo do veículo e faz a gestão do tráfego de todos 
os veículos que se ligaram ao sistema) e protótipos militares. Da investigação 
efectuada na busca de um veículo totalmente autónomo foram ainda 
concebidos sistemas auxiliares à condução. São exemplos deste tipo de 
sistemas o Anti-Lock Braking System (ABS), o Four Wheel Drive (AWD), o 
Electronic Stability Program (ESP), sistemas de parqueamento automático, o 
Distance Control Assist (sistema utilizado para monitorar a distância ao veículo 
da frente, travando automaticamente caso o condutor liberte ou não esteja a 
pressionar o acelerador, permitindo, assim, o alívio do esforço do condutor em 
situações de travagens sucessivas, como são o caso das vulgares filas de 
trânsito) e sistemas responsáveis por alertar o condutor para acontecimentos 
que lhe podem passar despercebidos (por exemplo o Lane Departure Warning 
System (LDWS)). 
 O desafio desta área da robótica assume duas vertentes. Uma das 
vertentes tem um carácter tecnológico e tem a ver com a necessidade de 
implementar sensores e sistemas de controlo suficientemente robustos e 
rápidos, de forma a permitirem a um veículo conduzir autonomamente. Por 
outro lado, há também uma vertente social que tem a ver com a necessidade 
de convencer as pessoas a confiarem neste tipo de veículos, a necessidade de 
criar legislação que permita a circulação deste tipo de veículos nas estradas 
públicas e a implementação de um conjunto de regras a aplicar em casos 
legais (e na ausência de intervenção humana). 
 O aspecto fundamental e que torna este tipo de veículos tão 
interessante é o aspecto da autonomia. Com a criação de sistemas 
autónomos, estão a criar-se máquinas capazes de realizar um conjunto de 
funções que de certa forma reproduzem o comportamento humano, funções 
essas que a máquina desempenhará a partir de um conjunto de regras, mas 
baseando-se unicamente na informação sensorial de que dispõe. 
 Este documento descreve o trabalho desenvolvido no âmbito da 
preparação da plataforma ROTA para a edição de 2008 do Festival Nacional 
de Robótica. Serão ainda relatadas as dificuldades e falhas encontradas 
(durante e após a execução deste trabalho), bem como possíveis soluções e 
trabalho a desenvolver no futuro.  
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abstract 
 
In 1977, in Japan, man gave the first steps in the area of autonomous driving. 
Since then, the assembly of a fully autonomous vehicle has been an 
international pursuit. 
 Over the years, due to great investment from numerous countries, 
autonomous or semi-autonomous driving (in different environments and 
achieving rather high speeds), autonomous platforms designed to serve as 
public transportation in different environments, infrastructures capable of 
releasing man from driving tasks (the idea is that privately-owned cars would 
be built with the ability to dock themselves onto a public monorail system, 
where they become part of a centrally managed, fully computerized transport 
system) and military prototypes were successfully tested. Resulting from the 
investigation performed in the pursuit of a fully autonomous vehicle, driver-
assistance systems were conceived. Anti-Lock Braking System (ABS), Four 
Wheel Drive (AWD), Electronic Stability Program (ESP), automatic parking, 
Distance Control Assist (this system helps drivers control the distance between 
themselves and the vehicle in front, automatically breaking if the driver releases 
or is not pressing the gas pedal, thus making heavy traffic situations, where 
frequent braking is required, less strenuous) and systems, such as Lane 
Departure Warning System (LDWS), designed to alert the driver to events that 
may have passed unnoticed, are examples of such systems. 
 The challenges in this area of robotics can be characterized as 
technical and social. The technical challenge refers to the need to design 
sensors and control systems fast enough so that such a vehicle can work. On 
the other hand, the social challenges are those of getting people to trust this 
kind of vehicles and the need to both create legislation so that these vehicles 
can go onto public roads and to untangle the legal issues of liability for any 
mishaps with no person in charge. 
 The key feature of this kind of vehicles, making them so interesting, is 
autonomy. By creating autonomous vehicles we are, in a way, creating 
machines capable of reproducing a series of human behaviors. Although it is 
true that these behaviors are executed based on a pre-defined set of rules, the 
decisions leading to the execution of such behaviors are based on sensorial 
information collected by the vehicle himself. 
 This document describes the work performed regarding the preparation 
of the ROTA platform for its participation in the 2008 edition of the Portuguese 
Robotics Open. The problems and flaws encountered (during and after this 
work), as well as possible future work and improvements will also pointed out.  
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Capítulo 1 - Introdução 
1.1 - Enquadramento 
A história dos veículos autónomos tem início em 1977 quando, no Japão, o 
Laboratório de Engenharia Mecânica Tsukuba desenvolveu um robô capaz de seguir linhas 
brancas semelhantes àquelas que habitualmente se encontram nas ruas. Este robô executava 
esta tarefa a uma velocidade máxima de 30 km/h, numa pista construída para o efeito e 
recorrendo a hardware especial (a capacidade de processamento dos computadores da altura 
era muito inferior à dos dias de hoje). 
Desde então, não mais pararam a investigação, o desenvolvimento e a construção de 
plataformas capazes de navegar ou realizar determinadas acções autonomamente. O termo 
autónomo refere-se à tentativa de dotar máquinas com uma capacidade inerente ao homem, 
a capacidade de recolha e análise de dados sensoriais, tomando decisões e adoptando 
comportamentos com base nessa mesma análise. 
Ao longo das últimas três décadas foi percorrido um longo percurso e foram dados 
passos determinantes no sentido de se alcançarem sistemas completamente autónomos e 
inteligentes, sistemas semelhantes aos que são vulgarmente retratados, por exemplo, no 
cinema e na televisão. 
Os desenvolvimentos obtidos foram resultado de um gigantesco investimento por 
parte de diversas entidades, originárias de diversos países e no âmbito de variadíssimos 
projectos abrangendo várias áreas. São de notar o teste com sucesso da navegação, de 
forma autónoma, de plataformas em auto-estrada ou filas de automóveis, em condições 
normais de trânsito, ao longo de grandes distâncias (mais de 1600 km), atingindo 
velocidades elevadas (velocidades máximas de 175 km/h), efectuando manobras de 
mudança de faixa de rodagem e ultrapassagem de veículos mais lentos, a criação de 
protótipos para fins militares e de plataformas autónomas actualmente usadas como 
transportes em ambientes urbanos ou ambientes mais específicos como por exemplo 
ambientes fabris ou aeroportos. Fruto do investimento e investigação efectuados, foram 
ainda concebidos e implementados sistemas auxiliares da condução. Estes sistemas 
proporcionaram ao condutor um alívio de tarefas repetitivas que têm tendência a tornar a 
condução enfadonha, bem como novas formas de segurança passiva. 
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O Festival Nacional de Robótica 
O Festival Nacional de Robótica é uma iniciativa da Sociedade Portuguesa de 
Robótica, teve a sua primeira edição em 2001 e que tem como objectivo divulgar a Ciência 
e a Tecnologia junto dos jovens dos ensinos básico, secundário e superior, bem como do 
público em geral, por intermédio de competições de robôs e contribuir para o 
desenvolvimento da investigação nas áreas da Robótica e da Automação. 
Este Festival realiza-se todos os anos numa cidade diferente, tendo desde a sua 
primeira edição passado pelas cidades de Guimarães, Aveiro, Lisboa, Porto, Coimbra e 
Paderne. A oitava edição do FNR, a Golden Edition, realizou-se (pela segunda vez) em 
Aveiro, entre os dias dois e seis do mês de Abril. 
As provas que decorrem ao longo do festival envolvem o domínio de componentes 
técnicas com graus de dificuldade distintos, razão pela qual as várias provas foram 
distribuídas em dois tipos de competições: sénior e júnior. 
As provas da competição júnior são as provas de busca e salvamento, dança e 
futebol robótico. Por seu lado, as provas que compõem a competição sénior são as provas 
de condução autónoma, da liga de robôs médios de futebol robótico e, por este ano a prova 
se realizar na Universidade de Aveiro, pelos concursos Micro-Rato e Ciber-Rato. 
A concepção da plataforma ROTA surge no contexto da participação na prova de 
condução autónoma.  
A prova de Condução Autónoma 
A prova de Condução Autónoma desenrola-se em três fases, sendo em cada uma 
delas necessário completar duas voltas a uma pista que pretende simular, tanto quanto 
possível, uma estrada convencional. A pista tem a forma aproximada de um oito, é 
delimitada tanto interior como exteriormente por linhas contínuas brancas, tem duas faixas 
de rodagem separadas por um traço interrompido, uma passadeira e um par de painéis 
sinaléticos (um em cada sentido), que funcionam como semáforos. De fase para fase da 
competição são introduzidos novos desafios com os quais os robôs têm de lidar (obstáculos 
sobre a faixa de rodagem, um túnel sobre uma das curvas, uma zona de obras e uma área de 
estacionamento). 
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O grupo de trabalho do DETI/IEETA/ATRI possui um histórico de sucesso nas 
várias edições do Festival. Em seis participações na prova de Condução Autónoma 
arrecadou três primeiros, um segundo e dois terceiros lugares. 
A plataforma ROTA 
A plataforma ROTA (RObô Triciclo para condução Autónoma) é uma plataforma 
do tipo “triciclo” (uma roda motriz e duas rodas direccionais) com um sistema de controlo 
distribuído composto por vários módulos implementados recorrendo a um microcontrolador 
da família PIC (PIC18F258 e PIC 18F458) e interligados por uma rede CAN (Controller 
Area Network) e por um Single Board Computer (SBC) que corre uma distribuição do 
sistema operativo Linux e é responsável pelo controlo global do computador. A visão é 
usada com órgão sensorial principal, tendo o ROTA instaladas duas câmaras firewire em 
posições específica, uma para ver a estrada e os objectos que lá se encontram e outra para 
ver os painéis sinaléticos. 
1.2 – Objectivos 
 
O objectivo principal do trabalho desenvolvido era preparar o ROTA para participar 
e vencer a prova de Condução Autónoma da edição de 2008 do Festival Nacional de 
Robótica. Adicionalmente, pretendia-se também efectuar um estudo de possíveis estratégias 
que permitissem melhorar o desempenho do robô. Previa-se o seguinte plano de trabalhos 
• Consolidar e organizar o software herdado de trabalhos anteriores por forma a 
obter uma base de trabalho de fácil compreensão e utilização; 
• Desenvolver o software de controlo de forma a permitir velocidades médias 
superiores a 2m/s; 
• Conceber e implementar algoritmos que permitissem o desvio de obstáculos 
presentes na pista e a condução na zona de obras; 
• Conceber e implementar o algoritmo de controlo de alto nível que, usando os 
comportamentos já existentes ou entretanto desenvolvidos, permitisse ao ROTA 
ultrapassar com sucesso todos os desafios impostos pelas regras da competição 
em que participasse; 
• Estudo de novas abordagens que permitissem melhorar o desempenho do robô. 
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• Conclusão de um simulador, já parcialmente construído, que permitisse testar 
código realizado sem recorrer ao robô. 
Cedo se percebeu que a concretização do primeiro ponto passava pelo porte do 
software existente para uma estrutura que suportasse a biblioteca OpenCV. Esta biblioteca, 
vocacionada para o tratamento de imagem e dotada de um vasto leque de funções, algumas 
das quais se pretendia usar, define um formato de imagem sobre o qual as suas funções 
trabalham. Este porte levou a que a consolidação do software existente se prolongasse no 
tempo para além do que inicialmente estava previsto. Em consequência, houve necessidade 
de ajustar o plano de trabalho. Os dois últimos pontos não foram cobertos e os dois 
anteriores não foram totalmente concretizados. 
1.3 – Trabalho realizado 
Em termos do trabalho realizado, a primeira tarefa consistiu na reestruturação e 
consolidação código herdado de trabalhos anteriores. Foram alteradas as bibliotecas de 
aquisição, tratamento e extracção de informação de imagem, bem como as bibliotecas 
responsáveis pela navegação do robô, por forma a poder ser utilizada a biblioteca de Visão 
Computacional OpenCV (Intel Open Source Computer Vision). O OpenCV tem suporte à 
visualização, de modo que o código de visualização existente também foi portado. 
Ainda relacionado com o módulo de visão, foi aproveitada e adaptada ao ROTA, 
uma ferramenta desenvolvida para o projecto de futebol robótica da Universidade de 
Aveiro, CAMBADA (Cooperative Autonomous Mobile roBots with Advanced Distributed 
Architecture). Esta ferramenta permite calibrar de forma rápida e automática parâmetros 
como o brilho, o balanceamento de branco e o ganho das câmaras que constituem o módulo 
de visão do ROTA, ao mesmo tempo que facilita o processo de definição das gamas de cor 
a usar no processamento de imagem. Desta forma é tornado mais expedito um processo de 
fundamental importância para a condução que consome bastante tempo, quer pela 
necessidade de definir de forma precisa os parâmetros envolvidos na aquisição e 
processamento de imagem, quer pela frequência com que este processo tem de ser repetido 
(por força da alteração das condições de luz). 
Foram também construídos os algoritmos utilizados na prova de Condução 
Autónoma, alterada a manobra para desvio de obstáculos e realizado algum trabalho 
relacionado com navegação na zona de obras. 
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Por fim, e devido ao elevado número de bibliotecas, dependências entre módulos e 
algoritmos envolvidos, houve a necessidade de, tal como já tinha acontecido em edições 
anteriores do projecto ROTA, documentar correctamente todo este material por forma a 
facilitar a futura compreensão, implementação e desenvolvimento do código existente. Esta 
tarefa foi realizada utilizando a ferramenta doxygen, uma ferramenta onde através de 
simples modificações nos comentários feitos no código fonte se consegue obter um 
diagrama representativo da estrutura do código existente. Neste diagrama são evidenciados 
os vários módulos, as dependências que eles apresentam entre si e um pequeno resumo das 
suas funcionalidades. Podem, ainda ser introduzidos marcadores especiais por forma a 
personalizar e tornar mais legível e completa a documentação do código[1]. 
1.4 – Estrutura 
Além deste relatório, este documento possui 6 capítulos. No segundo aborda-se o 
tema da Condução Autónoma, quer em termos cronológicos, quer em termos da tecnologia 
existente e da realidade em que a competição a que o ROTA se destina se insere. 
De seguida são apresentados os blocos que constituem a plataforma ROTA. 
O quarto capítulo é dedicado à parte de aquisição e processamento de imagem. 
Serão apresentados alguns formatos de imagem e os processos de aquisição, tratamento e 
extracção de informação das imagens captadas. 
Seguidamente, é abordado o aspecto da navegação do robô. Será feita uma análise 
em termos do algoritmo de controlo, da forma como o robô se localiza em pista, do 
algoritmo de extracção de informação e da forma como essa informação é usada para 
evoluir ao longo da pista. 
No capítulo seis é feita a análise e discussão do trabalho realizado. 
São, depois, apontados alguns aspectos que poderão ser abordados em trabalhos 
futuros por forma a optimizar ao máximo a performance do ROTA, bem como retiradas 
algumas conclusões acerca do trabalho realizado. 
Por fim, são apresentadas as referências bibliográficas utilizadas. 
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Capítulo 2 - Condução Autónoma 
 
2.1 - A história da condução autónoma 
Quando se fala de condução autónoma, fala-se da técnica que tem como objectivo a 
automatização, total ou parcial, de várias tarefas relacionada com a condução[2] por forma 
a proporcionar ao utilizador uma experiência taxi-like sem, no entanto, haver necessidade 
para a existência de um condutor. 
 Porém, a condução autónoma representa um desenvolvimento que não se fica pela 
componente tecnológica. De facto esta apresenta benefícios a nível social e económico, 
uma vez que a sua área de interesse inclui sistemas de segurança activa e passiva, sistemas 
auxiliares à condução (no casos de condições de condução específicas ou de utilizadores 
que apresentem algum tipo de deficiência ou incapacidade para conduzir) e sistemas que 
possibilitem a optimização da utilização das infra-estruturas e recursos energéticos 
disponíveis. 
Ao falar-se de veículos autónomos, está então a falar-se de uma família de 
tecnologias altamente automatizadas e concebidas para minimizar (e em alguns casos até 
evitar) acidentes e lesões, permitir uma melhor exploração da rede de estradas, reduzir o 
consumo energético, permitir uma maior e melhor mobilidade, ou mesmo reduzir o custo 
associado ao transporte de bens e mercadorias. 
Pensa-se que a implementação deste tipo de sistemas, aliada à utilização de formas 
de propulsão amigas do ambiente, seja o maior avanço na tecnologia automóvel até ao ano 
2020. 
A história dos veículos autónomos tem início em 1977 quando, no Japão, o 
Laboratório de Engenharia Mecânica Tsukuba desenvolveu um robô capaz de seguir linhas 
brancas semelhantes àquelas que habitualmente se encontram nas estradas. Este robô 
executava esta tarefa a uma velocidade máxima de 30 km/h, ao longo de uma distância 
máxima de 50 metros, numa pista construída para o efeito e recorrendo a hardware especial 
(a capacidade de processamento dos computadores da altura era muito inferior à dos dias de 
hoje). 
Em 1980, uma carrinha Mercedes-Benz, desenhada por Ernst Dickmanns e pela sua 
equipa na Universidade de Bundeswehr em Munique, atingiu, usando visão, os 100 km/h 
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numa rua sem trânsito. Após esta experiência, a Comissão Europeia começou a patrocinar o 
projecto EUREKA Prometheus (1987-1995), projecto esse que foi o maior projecto de 
R&D feito na área da condução autónoma, tendo recebido mais de mil milhões de dólares 
por parte a Comissão Europeia e que definiu o estado de arte em termos de veículos 
autónomos. 
Ainda em 1980, o Autonomous Land Vehicle (ALV) patrocinado pela DARPA 
conseguiu, pela primeira vez, controlar um veículo sem intervenção humana, a uma 
velocidade de 30 km/h, usando radares laser, visão computorizada e um mecanismo 
robótico de controlo. 
Em 1994, dois veículos robóticos, VaMP e Vita-2, conduziram mais de mil 
quilómetros numa auto-estrada Parisiense de três vias de forma semi-autónoma, em 
conduções típicas de trânsito intenso, atingindo a velocidade máxima de 130 km/h. Estes 
veículos demonstraram, ainda, a condução em faixas de rodagem desimpedidas, condução 
integrando uma coluna de veículos e mudanças de faixa, realizando de forma autónoma a 
ultrapassagem de outros veículos. 
Em 1995, um Mercedes-Benz Classe S modificado por Dickmanns, realizou uma 
viajem de ida e volta entre Munique (Bavária) e Copenhaga (Dinamarca), num total de 
1600 quilómetros, usando visão sacádica computorizada (uma técnica que simula o 
comportamento do olho humano ao procurar por pontos de interesse numa imagem e 
recolhendo informação mais detalhada acerca desses pontos em particular, por forma a 
construir uma representação da imagem observada e ao mesmo tempo rentabilizar os 
recursos disponíveis) e transputers, de maneira a obter um controlo em tempo real. Durante 
este teste, o robô atingiu velocidades impressionantes de mais de 175 km/h na auto-estrada 
Alemã, conduziu em condições normais de tráfego (executando manobras para ultrapassar 
outros veículos) e conseguiu conduzir 158 quilómetros sem intervenção humana, mesmo 
tratando-se de um sistema concebido para investigação e sem qualquer tipo de ênfase na 
fiabilidade em grandes deslocações. 
Ainda em 1995, no âmbito do projecto Navlab da Universidade Carnegie Mellon 
(Pittsburgo, Pensilvânia, EUA), foram conseguidos 98,2% de condução autónoma ao longo 
de um percurso com 5000 quilómetros (3000 milhas terrestres), numa viajem intitulada No 
hands across America. O veículo usado para realizar este percurso era, no entanto, apenas 
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semi-autónomo, uma vez que foram usadas redes neuronais para controlar automaticamente 
a direcção e a potência, mas os travões eram controlados por humanos. 
Entre 1996 e 2001, o governo Italiano patrocinou o projecto ARGO[2], que 
decorreu na Universidade de Parma e foi coordenado pelo Professor Alberto Broggi. No 
âmbito deste projecto, procedeu-se à modificação de uma Lancia Thema para que este 
conduzisse autonomamente por seguimento das guias delimitadoras de faixa de rodagem 
existentes numa auto-estrada típica, monitorizando o ambiente à sua volta por forma a 
localizar obstáculos no seu caminho e efectuando mudanças de faixas de rodagem. O 
projecto culminou com uma viagem baptizada de MilleMiglia in Automatico (em 
português, Mil Milhas em modo Automático) ao longo de 2000 quilómetros, durante seis 
dias, nas auto-estradas do norte de Itália. Esta viajem caracterizou-se pela obtenção de uma 
velocidade média de 90 km/h, por 94% da sua duração ter sido feita em modo automático e 
por se terem percorrido distâncias até 54 quilómetros sem intervenção humana. Em termos 
de tecnologia, para a condução foram apenas usadas duas câmaras de vídeo de baixo custo, 
a preto e branco, e algoritmos de visão estereoscópica (uma técnica que simula o 
comportamento do olho humano e usa a paralaxe para, através da fusão de duas imagens 
bidimensionais, conseguir uma noção de profundidade e a avaliação da distancia, posição e 
tamanho de objectos[3]) para que o veículo conseguisse compreender o ambiente em que se 
encontrava, muito diferente das abordagens de outras equipas de investigação. 
Em 2001, um projecto do exército dos estados Unidos, denominado de Demo III, 
demonstrou a capacidade de veículos terrestres autónomos percorrerem distâncias em 
terrenos irregulares, evitando obstáculos tais como pedras e árvores. O sistema de controlo 
utilizado foi um sistema hierárquico, designado de Real-Time Control System e fornecido 
por James Albus da NIST. Foi ainda demonstrado que era possível não só controlar 
veículos individuais, mas também coordenar um conjunto de veículos por forma a atingir 
determinado objectivo. 
Também em 2001, tem a sua primeira edição o maior encontro na área da robótica 
em Portugal, o Festival Nacional de Robótica. Este evento, actualmente uma iniciativa da 
Sociedade Portuguesa de Robótica, tem como objectivo contribuir para o desenvolvimento 
da investigação em robótica e automação e promover a ciência e a tecnologia junto dos 
jovens em vários níveis de ensino, bem como do público em geral, através de competições 
entre robôs. O Festival decorre todos os anos numa cidade distinta e inclui um encontro 
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científico, onde investigadores nacionais e estrangeiros, da área da robótica, se reúnem para 
apresentar os mais recentes resultados da sua actividade. Este evento tem tido desde o seu 
início um enorme crescimento, quer em termos de participantes, quer em termos de adesão 
do público[4]. Foi neste contexto que surgiu a prova de Condução Autónoma, a grande 
motivação deste trabalho, com o objectivo de fomentar a investigação e consequente 
desenvolvimento de técnicas que pudessem ser utilizadas na construção de veículos 
autónomos. 
Em 2004, teve lugar a primeira edição de uma das maiores competições a nível 
mundial no que toca a condução autónoma, o DARPA Grand Challenge. Esta competição é 
patrocinada pela DARPA, a mais importante organização em termos de investigação do 
Ministério da Defesa Dos Estados Unidos, e consiste na competição entre equipas 
originárias de vários países, desde que um dos elementos da equipa seja um cidadão 
Americano, em corridas de veículos autónomos. Para promover ainda mais a competição e 
fomentar o interesse e empenho na investigação nesta área da robótica, o Congresso dos 
Estados Unidos, autorizou a DARPA a atribuir um prémio de um milhão de dólares ao 
vencedor da competição. Através deste incentivo, o Ministério da Defesa dos Estados 
Unidos pretendia conseguir acelerar o processo da criação de tecnologia que permitisse que, 
em 2015, pelo menos um terço de todos os veículos terrestres do exército fossem 
autónomos. Além do claro objectivo em termos militares (ao eliminar a componente 
humana na condução de veículos de combate, poderão salvar-se vidas nos campos de 
batalha), esta competição tem também objectivos em termos comerciais. Como 
consequência da investigação feita no âmbito desta competição, poderá ser possível, ao 
premir um botão, ser conduzido ao emprego, ou desenvolver sistemas que irão contribuir 
para aumentar o nível de segurança nos transportes, mesmo que eles não sejam totalmente 
autónomos. 
Não se pode dizer que a primeira edição deste evento tenha sido um sucesso em 
termos competitivos, uma vez que das quinze equipas que se apresentaram em prova 
nenhuma das equipas chegou ao fim do percurso de 150 milhas (241 km) no deserto do 
Mojave (o veículo mais bem classificado percorreu uma distância de 11,78 km, cerca de 
5% da distância total), ficando o prémio de um milhão de dólares por reclamar. As 
suspeitas de que não iria haver grandes prestações começaram logo aquando dos testes 
preliminares, quando apenas setes das vinte e uma equipas qualificadas completaram a 
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totalidade de um percurso com obstáculos. Foram treze as equipas que se apresentaram à 
partida para a corrida final, mas três horas após o início da competição, apenas quatro 
equipas continuavam em prova, não tardando muito até que todos os veículos tivessem 
desistido, sido desqualificados ou vítimas de falhas fatais. Travões presos, capotamento, 
eixos partidos e problemas com os dispositivos de localização por satélite, foram factores 
que levaram à exclusão de prova dos vários veículos. 
Não obstante, a organização do evento estava bastante contente com os resultados 
obtidos, uma vez que, na sua opinião, tinha sido atingido o objectivo principal do evento, a 
promoção a nível mundial desta área da robótica, ao despertar o interesse de centenas de 
pessoas, desde curiosos, investigadores em universidades e empresas de carácter 
tecnológico. 
Em Outubro de 2005 tem lugar a segunda edição do DARPA Grand Challenge. 
Nesta segunda edição, os vinte e três concorrentes, seleccionados de um grupo inicial de 
cento e noventa e cinco, reduzido para quarenta e três, após participação numa prova de 
qualificação com o nome de National Qualification Event (NQE), teriam de percorrer 
212km num percurso off-road acidentado. Apesar de, em relação ao percurso da edição 
anterior, o percurso de 2005 não ter inclinações tão acentuadas (na edição anterior um dos 
veículos teve de desistir por não ter potência suficiente para ultrapassar um troço do 
percurso), os espaços para condução eram, em geral, mais estreitos e apresentavam curvas 
com um grau de dificuldade mais elevado. Apenas um dos veículos participantes na corrida 
final não ultrapassou o melhor registo da edição anterior, sendo que cinco veículos 
conseguiram completar a totalidade do percurso, quatro deles dentro do tempo limite 
(atingindo velocidades médias entre os 28.2 km/h e os 30.7 km/h). 
O prémio para o vencedor da edição de 2005 do DARPA Grand Challenge foi de 
dois milhões de dólares, o dobro do anunciado para a edição anterior, e foi arrebatado por 
um VW Touareg da Universidade de Stanford, baptizado de Stanley, que percorreu a 
totalidade do percurso em seis horas e cinquenta e quatro minutos. 
Em Maio de 2006, realiza-se a primeira edição do European Land-Robot Trial 
(ELROB), uma evento que, através de dois cenários, permite às equipas participantes a 
demonstração dos mais recentes avanços alcançados na construção de veículos terrestres 
autónomos, além de ser uma oportunidade de mostrar o estado de arte da robótica nos dias 
que correm. 
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 Em Novembro de 2007 tem lugar a terceira edição do DARPA Grand Challenge. 
Esta edição, apelidada de Urban Challenge, teve lugar num recinto fechado (uma base aérea 
desmantelada) e consistiu num desafio diferente em relação às duas edições anteriores. Das 
oitenta e nove equipas que se candidataram a um lugar na corrida final, apenas trinta e 
cinco foram convidadas a participar no NQE. O National Qualifying Event para o Urban 
Challenge consistiu em oito dias de rigorosos testes, em três cenários diferentes, aos 
veículos candidatos. Numa primeira secção, era avaliada a capacidade dos veículos lidarem 
com situações de mudanças de direcção num circuito fechado de duas vias, com trânsito em 
ambos os sentidos. Numa segunda secção, eram avaliadas as capacidades de navegação, 
parqueamento e desvio de carros parados na via. Na terceira e última secção, os veículos 
tinham de lidar com cruzamentos, respeitando as regras de prioridade, e situações de 
estrada sem saída (para avaliar qual a capacidade dos robôs em recalcular um novo 
percurso para completar o objectivo pretendido). Após a fase de qualificação, foram 
seleccionadas, por motivos de segurança, apenas onze equipas. Destas onze equipas, seis 
chegaram ao fim e dentro do limite máximo de seis horas estabelecido para esta prova. As 
restantes foram desclassificadas por terem comportamentos de risco (situações de embate 
iminente com outros veículos ou com edifícios). O Urban Challenge constituiu, então, um 
enorme avanço na área da condução autónoma, na medida em que, pela primeira vez, 
interagiram num mesmo cenário veículos autónomos e veículos conduzidos pelo homem, 
sendo que todos eram obrigados a cumprir o código da estrada em vigor na Califórnia, 
estado onde decorreu a prova. 
 Em 2007 foram atribuídos prémios, num total de três milhões e quinhentos mil 
dólares, aos três primeiros classificados (dois milhões, um milhão e quinhentos mil dólares 
para o primeiro, segundo e terceiro classificados, respectivamente), tendo essas posições 
sido ocupadas pelo Chevy Tahoe da Universidade de Carnie Mellon (Pensilvânia) com o 
tempo de quatro horas, dez minutos e vinte segundos, pelo VW Passat SW da Universidade 
de Stanford (Califórnia) com quatro horas, vinte e nove minutos e vinte e oito segundos e 
pelo Ford Hybrid Escape do Instituto Politécnico e Universidade Estadual Virginia Tech 
(Virgínia) com o tempo de quatro horas, trinta e seis minutos e trinta e oito segundos. 
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2.2 – Robótica em Portugal 
 
 Portugal apresenta uma considerável actividade educativa e de investigação na área 
da robótica quando comparado, em termos do número de habitantes e 
investigadores/docentes activos, com países de todo o mundo que assumem um papel de 
destaque nesta área[5]. 
 Tem-se notado um maior interesse na área da robótica por parte de PME’s 
(Pequenas e Médias Empresas), indústria e grupos de investimento de risco, tendo surgido 
várias parcerias de sucesso da combinação da capacidade de produção e venda em massa da 
indústria com o conhecimento e inovação presente nas Universidades. 
De notar também, que de algum tempo a esta parte, a robótica expandiu a sua área 
de abrangência, não estando mais confinada ao ambiente fabril e à automação, mas 
estendendo-se também à área de serviços (quer seja em casas, escritórios, hospitais ou no 
exterior). O conceito de robótica não pode também ser restringido ao manipulador variável 
ou ao veículo com rodas e alguns sensores, tendo-se alargado a uma vasta gama de 
dispositivos, com diferentes graus de sofisticação e complexidade que possuem a 
capacidade de comunicar entre si formando uma rede de sensores autónomos e distribuídos 
permitindo a monitorização de vastas zonas geográficas e de ambientes específicos (com 
sejam habitações de idosos ou de pessoas incapacitadas). 
Apresentam-se de seguida alguns exemplos de projectos desenvolvidos em Portugal 
nas várias vertentes da robótica. 
 
Futebol Robótico 
Ao falar-se de futebol robótico está a falar-se da utilização deste desporto, 
caracterizado por uma forte componente lúdica e popularidade a nível mundial, para 
fomentar a investigação ao nível da Robótica Móvel Inteligente. 
Além de ser uma actividade colectiva bastante apelativa em termos visuais e 
caracterizada por uma dinâmica complexa, o futebol constitui um caso de estudo 
muitíssimo rico uma vez que permite a integração, o desenvolvimento e o teste de diversas 
tecnologias em áreas tão distintas como electrónica e processadores, visão por computador, 
processamento de imagem, sensores e actuadores, navegação e controlo em tempo-real, 
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inteligência artificial, sistemas distribuídos e cooperativos, telecomunicações, sistemas de 
locomoção, etc. 
Pela sua vertente competitiva, o futebol robótico garante o contínuo 
desenvolvimento de estratégias e tecnologias inovadoras, na medida em que as equipas irão 
sempre tentar melhorar o desempenho dos seus robôs por forma a auferir o melhor 
resultado possível nos confrontos com os robôs das equipas adversárias[6]. 
O CAMBADA (Cooperative Autonomous Mobile roBots with Advanced 
Distributed Architecture) é a equipa de futebol robótico da Universidade de Aveiro para a 
Liga de Robôs Médios do RoboCup. Este projecto arrancou oficialmente em Outubro de 
2003 e desde então participou em cinco eventos do RoboCup[7] (RoboCup2004, 
DutchOpen 2006, RoboCup2006, RoboCup2007, RoboCup2008) e nas últimas cinco 
edições do Festival Nacional de Robótica (2004 - 2008). 
 No seu palmarés, o CAMBADA conta com dois primeiros lugares nas edições de 
2007 e 2008 do Festival Nacional de Robótica, um quinto lugar no Campeonato do Mundo 
do RoboCup de 2007 e um significativo primeiro lugar no Campeonato do Mundo 
RoboCup2008. [8] 
 Na liga de robôs médios, na qual a equipa CAMBADA compete, equipas de no 
máximo seis robôs maioritariamente pretos e totalmente autónomos (todos os mecanismos 
sensoriais estão a bordo do robô e todas as decisões são tomadas sem qualquer intervenção 
humana) com valores limite de 50cm para o diâmetro, 80cm para a altura e 40Kg para o 
peso, disputam jogos com duas partes de quinze minutos num campo com 18x12 metros. O 
campo possui elementos com cores bem definidas: o chão é verde e a bola é laranja. 
 Além da equipa da Universidade de Aveiro, há ainda outras equipas portuguesas 
neste escalão da modalidade, nomeadamente a Minho, da universidade do Minho, a 
IsePorto, do Instituto Superior de Engenharia do Porto, a IsocRob, do Instituto Superior 
Técnico e a 5DPO, da Faculdade de Engenharia da Universidade do Porto. Existem 
também inúmeras equipas na modalidade da competição júnior oriundas quer de escolas 
secundárias quer de escolas profissionais. 
Monitorização ambiental e exploração remota 
 Existem vários projectos relacionados com a monitorização ambiental e exploração 
remota. O Laboratório de Sistemas Autónomos (LSA) do instituto Superior de Engenharia 
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do Porto desenvolveu os projectos ROAZ, FALCOS e LINCE[9], todos eles alimentados 
com baterias por forma a minimizar o impacto a nível ambiental. 
 O projecto ROAZ foca-se no desenvolvimento e construção de veículos autónomos 
de superfície para utilização em missões de salvamento, batimetria, monitorização, 
segurança e de carácter científico em ambientes marítimos. Foram construídas duas 
plataformas, o ROAZ e o ROAZ II. 
O ROAZ ([10] e [11]) destina-se a operações em rios e estuários e é constituído por 
dois flutuadores em fibra de vidro (escolha que permite diminuir o peso, volume e a 
docagem de veículos submarinos autónomos). Esta plataforma tem uma área de exposição 
acima da água reduzida, com toda a electrónica na secção que faz a ponte entre os 
flutuadores por forma a reduzir os efeitos adversos do vento. O topo do veículo é plano o 
que permite a disposição de painéis solares ou de um tripé com uma câmara e uma antena 
de comunicações. Na parte central existe, ainda, uma porta estanque que permite a fixação 
de diferentes fichas para ligação a diferentes tipos de sensores. O sistema computacional 
principal do veículo, é composto por uma motherboard de baixo consumo que é 
responsável pelo controlo da missão e navegação do veículo. A interligação dos vários 
módulos (desde os sensores de navegação ao controlo do propulsor) é feita por intermédio 
de uma rede CAN. 
 
Figura 1: ROAZ 
O ROAZ II[12] apresenta uma estrutura semelhante à de um catamaran e foi 
desenhado por forma a poder suportar operação em mar alto. 
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O sistema computacional, a unidade de controlo do propulsor e a electrónica 
relacionada com vários sensores para navegação estão colocados numa de duas caixas à 
prova de água montadas na plataforma de aço inoxidável que une ambos os flutuadores. A 
segunda caixa alberga as baterias necessárias à alimentação do veículo. 
Numa plataforma mais elevada, o veículo tem instalados uma antena WIFI 802.11 
a/b/g antena para comunicações, um link vídeo wireless de 2.4Ghz,uma antena GPS e o 
sistema de visão (constituído por uma câmara de vídeo para utilizações tanto diurnas como 
nocturnas e uma câmara de infra-vermelhos termográfica). 
Preso à estrutura central e imerso na água, o veículo tem instalado um mecanismo 
retráctil para fixação de sensores, permitindo a utilização de sensores submarinos (por 
exemplo sonares). 
 
Figura 2: ROAZ II 
O FALCOS[13] é um sistema autónomo aéreo concebido para operar baixa altitude 
e em missões de prevenção de fogos florestais, monitorização ambiental e captação de 
imagens aéreas. O FALCOS possui asas com comprimentos inferiores a 2 metros e 
alimentado a electricidade. Possui também um módulo de processamento de imagem para 
detecção de incêndios. 
 
Figura 3: FALCOS 
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O LINCE[14] é uma plataforma terrestre com potencial para ser usado em missões 
em terrenos irregulares, desconhecidos e com condições variáveis (catástrofe em ambiente 
urbano, áreas exteriores de difícil acesso e estabelecimento ou suporte a comunicações ). É 
também interessante a possibilidade de utilizar vários destes veículos de forma cooperante 
em missões de busca e salvamento. 
 
Figura 4: LINCE 
Transporte de pessoas e bens 
O movimento de massas nos grandes centros urbanos tem vindo a aumentar nos 
últimos anos. Acontece que as elevadas emissões de C02 são um grave problema em 
termos ambientais, pelo que seria benéfica a construção de veículos que, sem condicionar a 
mobilidade dos utilizadores, constituíssem uma solução “amiga do ambiente” para o 
transporte de pessoas e bens em diversos ambientes. 
Uma solução deste tipo envolveria a concepção de sistemas para condução 
autónoma, sistemas anti-colisões e interfaces avançados (e no entanto simples) para o 
utilizador. Tendo em vista uma solução deste tipo, uma equipa de investigação composta 
por elementos do Instituto Pedro Nunes e do Instituto de Sistemas e Robótica da 
Universidade de Coimbra estão a estudar a criação de um Kit passível de ser instalado em 
qualquer AGV (Autonomous Guided Vehicle) disponível no mercado, dotando estes 
veículos de mecanismos de detecção e desvio de obstáculos baseados em sensores de ultra-
sons e laser. A criação de uma frota de veículos deste tipo (para deslocações inferiores a 
dois quilómetros e pelos testes já efectuados em três cidades portuguesas), movidos a 
energia eléctrica, constituirá uma solução muito interessante no transporte de pessoas em 
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zonas históricas, aeroportos, pólos universitários, parques temáticos e no apoio a pessoas 
com mobilidade reduzida em meio hospitalar. 
Estas viaturas teriam também a vantagem de poderem ser requisitadas via telefone 
ou PDA, adequando a oferta à procura (em cada momento só estariam em circulação o 
número de veículos estritamente necessário), e o facto de calcularem o menor percurso a 
percorrer tendo em conta o número de paragens a efectuar. 
Os sistemas já implementados (alguns ao abrigo do projecto europeu Cybercars) 
baseiam-se em AGV’s Yamaha do tipo guidewire (filoguiados) que seguem um campo 
magnético radiado por um material que poderá, com um custo reduzido, ser embebido no 
solo. 
 
Figura 5: Cybercar’s[15] e [16] 
São vários e bastante válidos os projectos que surgem anos após ano, geralmente 
fruto de trabalhos realizados em ambiente académico. Falta talvez fortalecer a ligação entre 
a indústria e o meio académico para, juntando as competências de ambos (competências 
técnicas do lado das Universidades e Institutos Politécnicos e capacidade de produção e 
comercialização por parte da indústria). Há, no entanto, casos de parcerias deste género. 
Outros 
Para além destas actividades, a Sociedade Portuguesa de Robótica (sediada na 
Universidade de Aveiro) organiza anualmente o Festival Nacional de Robótica e apoia 
eventos tais como o Micro-Rato, o Ciber-Rato e a RoboParty. De referir também o 
concurso Robô Bombeiro, uma iniciativa cuja organização está a cargo do Departamento de 
Informática da Escola Superior de Tecnologia e Gestão do Instituto Politécnico da Guarda. 
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A organização deste tipo de eventos, pretende não só motivar os alunos de escolas e 
Universidades a participarem em competições numa área tecnologicamente avançada e 
altamente multidisciplinar, mas também dar um contributo positivo para o desenvolvimento 
da investigação em Robótica e Automação, uma maior divulgação da Ciência e Tecnologia 
e publicitar internacionalmente os trabalhos realizados a nível nacional na área da robótica. 
2.2.1 – Festival Nacional de Robótica 
 O Festival Nacional de Robótica (FNR) teve a sua primeira edição em 2001 e tem 
como objectivo a promoção da Ciência e da Tecnologia junto dos jovens dos ensinos 
básico, secundário e superior, bem como do público em geral, através de competições de 
robôs. Este Festival decorre todos os anos numa cidade distinta, inclui ainda um Encontro 
Científico onde investigadores nacionais e estrangeiros da área da Robótica se reúnem para 
apresentar os mais recentes resultados da sua actividade. Este evento tem tido desde o seu 
início um enorme crescimento, quer em número de equipas e participantes, quer em termos 
de público. O Festival Nacional de Robótica é, actualmente, uma iniciativa da Sociedade 
Portuguesa de Robótica. 
O Festival Nacional de Robótica decorre todos os anos numa cidade distinta, tendo 
desde a sua primeira edição passado pelas cidades de Guimarães (2001 e 2006), Aveiro 
(2002), Lisboa (2003), Porto (2004), Coimbra (2005) e Paderne (2007). A 8ª edição do 
Festival Nacional de Robótica decorreu entre os dias dois (2) e seis (6) de Abril na 
Universidade de Aveiro e foi co-organizada pelos Departamentos de Electrónica 
Telecomunicações e Informática (DETI) e de Engenharia Mecânica (DEM) e pelo Instituto 
de Engenharia Electrónica e Telemática de Aveiro (IEETA), tendo ainda contado com o 
apoio da Fábrica de Ciência Viva de Aveiro. 
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Figura 6: Cartaz da 8ª edição do Festival Nacional de Robótica 
Para aliciar a participação de um leque tão alargado quanto possível (a nível de 
conhecimentos, objectivos e etário) de potenciais concorrentes, as várias competições 
foram divididas em duas classes: competições “sénior” e competições “júnior”. 
A classe sénior é composta pelas provas de Condução Autónoma (prova esta que se 
realiza desde a primeira edição do evento e que será descrita em maior detalhe na secção 
2.3) e pela Liga de Robôs Médios (Middle Size League) de futebol robótico. Esta 
competição segue os regulamentos oficiais do RoboCup e serve não só como uma rara 
oportunidade de treino para as equipas que irão participar no RoboCup, mas também como 
uma possibilidade de testar e avaliar (uma vez que muito do trabalho realizado nesta área é 
feito no âmbito de Mestrados e Doutoramentos) o trabalho realizado pelas equipas em 
termos de implementação de tecnologia (novos sistemas sensoriais para aquisição de dados 
ou qualquer outro tipo de hardware), de novas técnicas (em termos de recolha e 
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processamento de informação, algoritmos de decisão, etc.) ou mesmo de novas tácticas de 
jogo. 
A classe “júnior” é composta pelas competições de Futebol Robótico Júnior (FRJ), 
Dança Júnior (DJ) e Busca e Salvamento Júnior (BSJ). Estas provas seguem também as 
regras oficiais do RoboCup, e dividem-se em dois escalões etários (dos oito aos catorze e 
dos quinze aos dezanove anos) e destinam-se essencialmente a Escolas Básicas, 
Secundárias e Profissionais. Os resultados obtidos pelas equipas participantes nas três 
competições desta classe determinam quais as equipas que terão possibilidade de participar 
no RoboCup Júnior. 
A competição de Futebol Robótico Júnior consiste na realização de jogos entre 
equipas de dois robôs num campo com dimensões de 122x183cm. Os robôs terão de caber 
dentro de um cilindro com 22cm de diâmetro e ter todos os sensores instalados a bordo. 
Nesta competição, devido às idades dos participantes do escalão mais jovem, são criadas 
condições que facilitem as tarefas de localização do robô e da bola. Assim, o campo de jogo 
é pintado com vários níveis de cinzento que permitem aos robôs determinar a sua posição e 
orientação e a bola emite radiação infravermelha, o que permite que a sua detecção e 
localização possa ser feita recorrendo a processos simples[3] 
 A competição de Dança Júnior consiste na realização de uma coreografia por parte 
de um ou mais robôs. Os robôs “dançam” então ao ritmo de música e são avaliados por um 
júri composto quer por especialistas em Robótica quer por especialistas em Dança. Se, por 
um lado, pode dizer-se que do ponto de vista da programação esta prova não é muito 
exigente, por outro os movimentos protagonizados pelos robôs ao “dançar”, bem como a 
imaginação denotada por algumas coreografias permite a obtenção de resultados com bom 
nível de beleza artística[3] 
Na prova de Busca e Salvamento Júnior, pequenos robôs autónomos, com diâmetro 
máximo de 22cm, percorrem uma pista traçada a preto num fundo branco. Nesta pista estão 
também colocadas várias “vítimas” que devem ser assinaladas pelo robô, obstáculos que 
obrigam o robô a abandonar temporariamente a pista, rampas e interrupções temporárias da 
linha preta que dificultam o seu seguimento. A pontuação final de cada equipa é 
determinada pelo tempo total que o robô demorou a percorrer a pista e as penalizações 
sofridas ao longo desse mesmo percurso[3]. 
2.2.2 – Concurso Micro-Rato 
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 Integrado, este ano, na oitava edição do festival Nacional de Robótica, o concurso 
Micro-Rato é a mais antiga competição robótica realizada em Portugal. Teve início em 
1995 pela mão de alguns docentes do então Departamento de Electrónica e 
Telecomunicações (DET) da Universidade de Aveiro, com o intuito de proporcionar um 
complemento de formação e de motivar os alunos deste departamento. No entanto, 
rapidamente se percebeu que o potencial desta iniciativa ultrapassava em grande escala as 
fronteiras do actual Departamento de Electrónica, Telemática e Informática (DETI) e da 
própria Universidade de Aveiro, ao mesmo tempo que permitia fomentar o interesse por 
uma área tecnológica de vanguarda e contribuía para a respectiva desmistificação, 
compreensão e utilização. Passados treze anos, esta competição tem um enorme êxito, quer 
em termos de participação quer em termos de assistência, tendo crescido ao ponto de se 
tornar conhecida e reconhecida em todo o país. 
Desde 2001, esta competição conta com duas modalidades de participação distintas, 
o “Micro-Rato” e o “Ciber-Rato”. 
Actualmente, Portugal encontra-se entre os países com maior dinâmica na área da 
robótica, nomeadamente na sua vertente didáctica (quer a nível pré-universitário como 
universitário), a par de países como os Estados Unidos da América, a Alemanha, o Reino 
Unido, a França, etc. Foram muitos os factores que levaram a esta situação, mas um deles 
foi certamente o Concurso Micro-Rato. 
2.2.2.1 – Micro-Rato 
 Nesta modalidade, pequenos robôs móveis e autónomos (com dimensões máximas 
de 30x30x40cm), competem entre si num labirinto desconhecido tentando cumprir dois 
objectivos. O primeiro objectivo consiste em ir da “área de partida” até à “área do farol”, 
enquanto que o segundo objectivo consiste em regressar à “área de partida”, tendo por base 
a informação recolhida durante o cumprimento do primeiro objectivo. A área do farol 
consiste num círculo pintado de negro com um metro de diâmetro e num farol de 
infravermelhos com vinte e oito (28) centímetros de altura. A área de partida não possui 
qualquer característica identificativa que possa servir de referência para os robôs em 
competição. 
 Os robôs devem ainda, a todo o momento, evitar quaisquer obstáculos com que se 
deparem, sejam eles o próprio labirinto ou outros robôs. Para efeitos de detecção, os blocos 
que constituem o labirinto são revestidos de um material ou pintados de forma a reflectirem 
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os raios infra-vermelhos e todos os robôs têm de possuir uma “saia” com as mesmas 
características em volta da sua estrutura. 
 
Figura 7: Concurso Micro-Rato[17] 
2.2.2.2 – Ciber-Rato 
 Nesta modalidade o desafio é em tudo semelhante ao do Micro-Rato, uma vez que 
há também que construir um robô que resolva um labirinto e regresse à posição inicial, mas 
tudo se passa num ambiente simulado. Todos os robôs virtuais e têm o mesmo conjunto de 
sensores e actuadores. Deste modo, abrem-se as portas à participação de equipas com 
reduzidos conhecimentos de hardware, mas com interesse na componente algorítmica da 
competição. 
 Durante cada prova, um simulador envia para cada robô valores simulados que 
correspondem aos valores medidos pelos seus sensores, recebe dos robôs os comandos 
sobre os “motores” e actualiza a posição dos robôs no labirinto. As equipas participantes 
constroem os programas que apliquem os comandos necessários aos “motores” dos robôs 
por forma a que, consoante os valores medidos pelos sensores, estes cumpram da melhor 
forma possível os objectivos estabelecidos nas regras da competição. 
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2.2.3 – RoboParty 
 A RoboParty é um evento de carácter pedagógico que reúne equipas de quatro 
elementos num evento com a duração de três dias e duas noites com o objectivo de 
aprender a construir robôs móveis e autónomos de uma forma simples, divertida e sob a 
supervisão de pessoas qualificadas. 
 Inicialmente, é dada uma curta formação às equipas por forma a introduzir alguns 
conceitos sobre Electrónica, programação de robôs e construção mecânica. De seguida, é 
entregue a cada uma das equipas um KIT robótico que estas irão assemblar e que no final 
do evento lhes pertencerá. 
 Paralelamente, decorrem outras actividades ligadas ao desporto, à música, internet, 
jogos, festas, etc. À semelhança de uma LANParty, a RoboParty funciona 24h/24h e cada 
participante leva o seu saco-cama e fica lá durante todo o evento. 
 Durante este evento, são também apresentadas as regras das competições nacionais 
e internacionais mais importantes na área da robótica por forma a suscitar a curiosidade e 
participação de um número cada vez mais elevado de participantes. 
2.2.4 – Concurso Robô Bombeiro 
 O concurso Robô Bombeiro[18] é uma competição robótica organizada desde 2003 
pelo Departamento de Informática da Escola Superior de Tecnologia e Gestão do Instituto 
Politécnico da Guarda, com o objectivo de fomentar a área da robótica e proporcionar aos 
alunos uma actividade extracurricular estimulante e divertida, onde estes possam empregar 
na prática os conhecimentos adquiridos tipicamente em cursos se engenharia. Nesta 
competição, robôs autónomos evoluem, num total de três mangas, numa arena (cujo 
objectivo é simular uma casa com quartos e corredores) com o objectivo de encontrar e 
extinguir um incêndio simulado por intermédio de uma vela (figura 8). 
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Figura 8: Competição Robô Bombeiro[19] e [20] 
 No final de cada manga é calculada a pontuação de cada robô com base no tempo 
que este levou a executar a sua prova, nos objectivos cumpridos e nas penalizações em que 
incorreu. A classificação final é determinada pela soma das pontuações de cada manga, 
sendo que o objectivo dos robôs é conseguir uma pontuação tão baixa quanto possível. 
2.3 – A prova de Condução Autónoma do FNR 
 A prova de Condução Autónoma é uma das provas da classe “Sénior” do Festival 
Nacional de Robótica e tem-se realizado desde a primeira edição do evento (2001). 
 Esta prova representa um desafio técnico de média complexidade ([21] e [22]) e é 
uma oportunidade única, tanto para testar o trabalho realizado ao nível do desenvolvimento 
de sistemas e técnicas que poderão vir a ser usados em veículos autónomos, como para 
promover a área da robótica e despertar o interesse por esta área no público que assiste a 
esta prova (os trabalhos efectuado nesta área são maioritariamente realizados em ambiente 
universitário) e em possíveis patrocinadores. 
 A prova de Condução Autónoma consiste em três fases, realizadas em três dias 
consecutivos, com um aumento progressivo da complexidade pela introdução de novos 
desafios. Em cada fase, após os robôs detectarem o sinal “seguir em frente” no painel 
sinalético deverão realizar, autonomamente, duas voltas completas a uma pista fechada que 
pretende reproduzir, tanto quanto possível, um cenário real. Para isso, cada equipa dispõe 
de um máximo de quatro ensaios e de dez minutos para realizar com sucesso as duas voltas 
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à pista, sendo que se os dez minutos de tempo máximo de prova forem atingidos durante 
um ensaio, esse ensaio é terminado imediatamente. No final de cada prova, apenas é 
considerado para efeitos de classificação o melhor ensaio. 
A pista tem a forma aproximada de um oito e pretende simular uma estrada com 
duas faixas de rodagem, tendo sido ainda adicionados uma passadeira com dois painéis 
sinaléticos (um em cada sentido), um túnel, dois obstáculos, uma área de parqueamento 
com dois lugares (podendo um deles estar ocupado) e uma zona de obras (figura 9). As 
posições dos obstáculos na pista e a localização exacta da zona de estacionamento bem 
como do lugar que se encontra livre, são dados desconhecidos para as equipas até ao 
momento de início das suas provas. 
 
Figura 9: Vistas gerais da pista 
 A primeira fase da competição consiste numa prova, essencialmente, de velocidade. 
Nesta fase, além do reconhecimento do sinal exibido pelo painel sinalético para o arranque 
da prova, as equipas têm apenas de se preocupar com o controlo do movimento necessário à 
navegação do robô ao longo da pista. 
 Na segunda fase, os robôs têm agora de reconhecer um total de cinco sinaléticas 
possíveis para os painéis sinaléticos (figura 10) e agir de acordo com o sinal exibido (seguir 
 em frente, parar, virar à esquerda, t
desviar-se de dois obstáculos cuja posição na pista lhes é desconhecida. Os obstáculos 
ocupam uma das faixas de rodagem, não necessa
desviar utilizando a faixa de r
 
Figura 10: Símbolos que podem ser exibidos pelos 
 Na terceira fase, além das dificuldades das fases anteriores, são ainda introduzidos 
dois novos desafios, nomeadamente um túnel e uma zona de obras. O túnel influencia 
significativamente as condições de luz na pista, dificultando o processo de aquisição de
dados, obrigando portanto a uma mudança no método de condução. No que toca à zona de 
obras, esta é constituída por um troço que sai fora do traçado normal da pista. Este troço é 
delimitado por cones laranja e branco (semelhantes aos encontrados na estrada
estando estes cones unidos por meio de uma fita de plástico com listas vermelhas e brancas. 
Ao detectar a zona de obras, o robô deve seguir pelo novo caminho, abandonando o traçado 
erminar a prova ou estacionar), ser capaz de detectar e 
riamente a mesma, tendo o robô de se 
odagem livre, mas sem sair da pista. 
 
painéis sinaléticos (pág.
39 
 
 10 de [21]) 
 
s normais), 
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normal da pista, sem tocar em nenhum dos elementos que o delimitam e reentrar na pista 
quando a zona de obras terminar. 
 No final das três fases, a equipa vencedora será a equipa que tiver incorrido no 
menor número de penalizações, ou seja, a equipa que apresentar o menor tempo total. 
 As penalizações em que os robôs podem incorrer estão relacionadas com os 
seguintes cenários: 
 
Tabela 1: Penalizações a que os robôs estão sujeitos 
Ao analisar a tabela anterior, é notório que a introdução de penalizações (dadas as 
situações a considerar e a gravidade atribuída a cada uma delas) está fortemente relacionada 
com um dos objectivos principais desta competição, a criação de soluções reaproveitáveis 
para utilização em cenários reais. 
De facto, os desafios propostos às equipas ao nível da programação dos robôs levam 
a que as equipas sejam obrigadas a criar soluções capazes de lidar com comportamentos 
que, em situações reais, poderiam pôr em risco a integridade física do condutor ou 
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representar contra-ordenações (despiste, embate contra obstáculos, desrespeito por 
sinalização luminosa ou horizontal, condução perigosa, etc.). 
2.4 - Desafios e tecnologia 
 Ao longo da história da condução autónoma foi explorado, na tentativa de criar um 
veículo totalmente autónomo, um leque bastante vasto de soluções a nível tecnológico. As 
soluções usadas diferem entre si em termos do grau de sofisticação, do custo, do consumo 
de recursos computacionais e na imunidade à variação das condições para condução. O 
trabalho desenvolvido ao longo deste processo de investigação e desenvolvimento 
caracterizou-se ainda pelo reaproveitamento de tecnologia para integração em sistemas 
usados em segurança activa, segurança passiva e no alívio do esforço de condução em 
situações específicas. 
Os desafios relacionados com a condução autónoma estão relacionados com a 
automatização dos processos de condução, processos esses que um condutor de “carne e 
osso” adopta instintivamente. 
De facto repare-se nas especificações relativas a um sistema destinado a este tipo de 
aplicações: 
1. Sensores: Capacidade de perceber o ambiente que o rodeia; 
2. Navegação: Capacidade para calcular ou inferir a sua posição no “mundo” e 
saber qual a direcção a tomar (saber onde se encontra e para onde quer ir);  
3. Planeamento: Capacidade de definir uma trajectória e uma velocidade 
recorrendo a informação recolhida. Idealmente, um sistema deste tipo deverá 
possuir também a capacidade de efectuar o planeamento da rota a seguir não 
só com base em informação sensorial, mas também com base em informação 
armazenada, muito ao jeito da maneira como um humano conduz. De facto, 
se um condutor estiver habituado a percorrer um determinado caminho, 
poderá optimizar a sua trajectória e a velocidade com que o percorre. No 
entanto, se for a primeira vez que o está a percorrer tenderá a fazê-lo com 
mais prudência (menor velocidade e analisando com mais atenção a estrada); 
4. Actuação: Operação correcta e eficaz da parte mecânica do veículo. 
O preenchimento de cada um dos requisitos anteriores encontra-se em estágios de 
desenvolvimento diferentes. Assim, duas destas especificações estarão quase, ou mesmo 
totalmente, conseguidas (navegação e actuação), sendo que a área dos sensores está 
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também bastante desenvolvida. A área que requer ainda um maior desenvolvimento é a área 
do planeamento. 
Sensores 
Ao nível dos sensores, as várias abordagens em termos da recolha de informação 
relativa ao ambiente que rodeia os veículos vão desde soluções minimalistas a soluções que 
envolvem um conjunto de sensores por forma a obter o máximo de informação possível. 
A escolha do número e tipo de sensores a usar é determinada por vários factores. 
Esta está relacionada com factores económicos, com as especificações a que cada veículo 
tem de obedecer, com o meio onde o robô irá ser inserido ou mesmo com a criticalidade da 
aplicação a que este se destina. 
A recolha de informação relativa ao ambiente que rodeia um robô pode então ir 
desde sistemas que envolvem a captação de imagens por intermédio de câmaras de maior 
ou menor custo (abordagem esta que é utilizada no âmbito deste projecto e que será 
explorada em mais detalhe no capítulo 4) a sistemas que usam um malha de sensores, entre 
os quais poderão estar radares laser, sonares, GPS (Global Positioning System), infra-
vermelhos e câmaras. 
 A utilização de radares laser é uma prática bastante comum na área da condução 
autónoma. A maior parte dos participantes que chegaram a fase final do DARPA Grand 
Challenge usaram este tipo de tecnologia para detecção de obstáculos. 
 O funcionamento deste tipo de dispositivos baseia-se na incidência de um feixe 
laser num espelho rotativo que reflecte esse feixe em várias direcções. De seguida, para as 
várias direcções de emissão do feixe laser, é medido o tempo que decorre até ser recebida a 
reflexão correspondente ao feixe emitido para essa direcção, obtendo-se, assim, uma 
medida da distância a que se encontra um determinado objecto em relação ao aparelho. 
Como resultado desta operação, obtêm-se um conjunto de pontos, representado em 
coordenadas polares, em que a cada ângulo corresponde uma determinada distância. 
Através desta informação, pode ser obtida uma imagem com a topologia do terreno que se 
encontra na vizinhança do radar, sendo que aparelhos diferentes apresentam alcances, 
gamas de varrimento e erros de medida diferentes. 
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Figura 11: Alguns modelos das marcas mais conhecidas de radares laser (SICK AG 
[23] e RIEGL GmbH), evidenciando-se as suas características básicas em termos de 
cenário de utilização, área de varrimento, alcance e erro de medida 
 Apesar de este tipo de aparelho ter inúmeras vantagens, como seja o elevado grau de 
rigor na informação que dele se pode extrair, tem também algumas desvantagens, como 
sejam o facto de o rigor das medidas se poder deteriorar em ambientes com elevada 
quantidade de poeira, com a vibração e deslocação do sensor em relação à sua posição 
original (factores evidenciados pela experiência de várias equipas a competir no DARPA 
Grand Challenge). De facto, verificou-se que em ambientes não planares, pequenas 
variações angulares produzem intersecções entre os feixes e o ambiente bastante diferentes, 
produzindo, desta forma, medições bastante instáveis. A utilização deste tipo de sistemas 
revelou, ainda outros problemas como sejam o facto de terem dificuldade em detectar um 
corpo ou uma zona com água (como por exemplo um lago), de não captarem cor e de não 
poderem ser utilizados para fins militares (razão pela qual O DARPA Grand Challenge 
nasceu) uma vez que os feixes de laser utilizados emitem luz. 
Além deste tipo de sistemas, usado para construir uma representação 3D do 
ambiente que rodeia o robô, são também usadas câmaras determinar a distância do robô aos 
obstáculos presentes na estrada, a sua posição e tamanho. Esta técnica, designada de visão 
estereoscópica, simula o comportamento do olho humano e consiste na recolha de imagens 
a partir de duas câmaras posicionadas lado a lado. Analisando a diferença entre os frames 
recolhidos para o mesmo instante de tempo e usando o erro de paralaxe consegue-se obter 
uma noção de profundidade. Compilando num mapa os resultados obtidos através desta 
análise, é então possível determinar a distância a que um determinado objecto se encontra 
do robô, o seu tamanho e a sua posição. 
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De notar que no caso de sistemas que incorporem vários sensores (quer em número 
quer em tipo) é fundamental não perder de vista qual o objectivo do sistema que está a ser 
implementado por forma a não cair em exageros. Apesar do elevado volume de informação 
disponibilizado por este tipo de sistemas, estes serão também bastante “gulosos” a nível 
energético, requerem unidades de processamento poderosas e podem até interferir e sofrer a 
interferência de sistemas do mesmo género instalados noutros veículos. Como exemplo de 
um sistema deste tipo, está exposto na figura 12 o veículo vencedor do DARPA Grand 
Challenge de 2005, o Stanley. Este robô tinha o seu controlo assegurado por seis unidades 
de processamento (duas para a navegação, uma dedicado ao órgão da visão, uma para 
catalogação de dados e duas de reserva). 
 
Figura 12: Estrutura do robô Stanley 
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Navegação 
 Ao nível da navegação, desde há muito tempo que já se encontra disponível a nível 
comercial um sistema capaz de, através de informação recebida por satélite, determinar a 
posição de um veículo num determinado cenário. Fala-se, claro, de sistemas de GPS[24] 
(Global Positioning System), um sistema derivado de tecnologia desenvolvida pelo 
Departamento de Defesa dos Estados Unidos da América, e que usa a informação 
transmitida sob a forma de micro-ondas por um mínimo de quatro satélites para inferir a 
sua posição. A informação transmitida constantemente por cada satélite contém informação 
relativa ao instante em que a mensagem foi enviada (ti), e informação orbital precisa (xi, yi, 
zi). Conhecendo o instante em que uma mensagem foi recebida (tri), e considerando que a 
mensagem viajou a velocidade da luz pode determinar-se a distância entre o satélite e o 
receptor pela expressão 
c
tt iri −
 . Conhecendo a posição do satélite e a distância entre este e 
o receptor pode colocar-se o receptor na superfície de uma esfera com centro nas 
coordenadas do satélite. Considerando o caso ideal (erro nulo), poderá obter-se a posição do 
receptor pela intersecção das i esferas relativas aos i satélites cuja informação contribuiu 
para a detecção. 
 Este sistema não se adequa, porém, a todos os cenários em que é necessária 
localização. Se por um lado este fenómeno tem origem tecnológica (o erro de alguns metros 
introduzido poderá não ser crítico para aplicações com deslocamentos na ordem dos 
quilómetros ou mesmo das centenas de metros, em situações em que as distâncias 
percorridas estão na ordem da dezena de metros, as medidas produzidas revelar-se-iam 
inúteis) tem também um factor económico, na medida em que a aquisição de sistemas deste 
tipo pode ser incomportável face ao tipo de utilização a que o robô se destina. 
 Nestes casos, é necessário desenvolver outras estratégias para localização dos robôs, 
podendo essas soluções passar pela utilização de pontos característicos do circuito em si, ou 
da localização relativamente a um ponto específico (como, por exemplo, no concurso 
Micro-Rato). 
 A noção de navegação passa também pela identificação, com base em informação 
disponibilizada pelos sensores, de eventos que requeiram uma alteração de velocidade ou a 
realização de uma determinada manobra. 
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Planeamento 
 Em relação à questão de planeamento de rotas é possível também há bastante 
tempo, usando a tecnologia GPS exposta na secção anterior, tendo por base uma base de 
dados local (instalada no receptor montado no veículo) contendo informação acerca da 
topologia da área pretendida calcular uma rota entre a posição actual de um veículo e uma 
posição alvo para onde este se pretende dirigir. Há ainda sistemas capazes de, usando 
informação relativa a eventos como trânsito, obras ou acidentes, calcular um rota 
alternativa por forma a evitar esses “obstáculos”. 
 A noção de planeamento pode, no entanto, passar também pela definição dos perfis 
de velocidade a aplicar ou qual a trajectória a seguir ao longo de uma determinada manobra 
após o robô (através do seu módulo de navegação) identificar a necessidade para que isso 
aconteça. Além destas funcionalidades, um robô poderá também ser capaz de reconhecer e 
“aprender” marcos identificativos ao longo de um determinado percurso por forma a poder 
optimizar a sua trajectória numa segunda passagem por esse mesmo percurso (exactamente 
como um humano faria). 
Em termos de software, existe uma grande variedade de algoritmos desenvolvidos 
que permitem a determinação das zonas da estrada pelas quais o robô pode circular e a 
optimização da trajectória (o robô determina qual o melhor caminho a seguir). Denota-se, 
portanto, que as técnicas de análise de imagem assumem um papel fundamental na correcta 
condução dos veículos autónomos, além de assegurarem uma alternativa válida para os 
casos em que a condução tem de ser feita recorrendo apenas a visão. 
 
Actuação 
 No que toca à actuação electrónica de um veículo, pode dizer-se que esta é uma área 
já bastante conhecida. Cada vez mais o controlo de um veículo deixa de estar ligado à 
actuação de sistemas mecânicos por parte do condutor. Ao invés, as ordens são passadas 
como parâmetros a sistemas electrónicos que irão controlar vários módulos que no seu 
conjunto permitiram a operação do veículo. Pelo seu modo de operação, este tipo e sistemas 
é denominado de drive-by-wire.  
 
 
Tecnologia 
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 Além da tecnologia integrada em robôs como o Stanley, a investigação nas áreas da 
robótica e da condução autónoma possibilitou, tal como foi dito anteriormente, a 
implementação de sistemas usados em veículos convencionais, sobretudo ao nível da 
segurança activa, passiva e no alívio do esforço de condução em situações específicas. São 
exemplos de sistemas desses sistemas: 
1- Anti-lock Braking System (ABS): Sistema que controla a pressão de travagem 
aplicada a cada roda por forma a que estas não bloqueiem e o veículo possa 
imobilizar-se na menor distância possível, ao mesmo tempo que permite ao 
condutor ter algum controlo da direcção; 
2- Emergency Braking Assistance (EBA): Monitoriza a pressão exercida no pedal 
do travão e quando detecta uma situação de imobilização de emergência aplica a 
máxima pressão de travagem tão rápido quanto possível por forma a diminuir a 
distância de travagem; 
3- Electronic Brake force Distribution (EBD): Adequa a pressão de travagem a 
cada roda consoante a carga do veículo e das condições do piso; 
4- Traction Control (TCS): Impede que as rodas percam tracção em situações em 
que lhes é aplicado demasiado torque; 
5- Four Wheel Drive (AWD): Permite um melhor controlo do veículo derivado de a 
potência do motor ser distribuída pelas quatro rodas; 
6- Electronic Stability Program (ESP)[25] e [26]: Permite melhorar o controlo da 
tracção do veículo em casos de aceleração e travagem bruscas ao mesmo tempo 
que evita situações de oversteer e understeer; 
7- Acceleration Slip Regulation (ASR); 
8- Dynamic Steering Response (DSR): actua na direcção por forma a adaptar a sua 
sensibilidade à velocidade e condições do piso; 
9- Night View Assist da Mercedes[27] e [28]: Este sistema pretende, recorrendo a 
um sistema de infra-vermelhos instalado nos faróis, melhorar a condução em 
cenários com pouca visibilidade (durante a noite ou no crepúsculo). Com a ajuda 
do sistema de infra-vermelhos os contornos da estrada tornam-se mais nítidos e 
o alcance dos faróis aumenta, permitindo que a detecção de obstáculos seja feita 
mais cedo. Adicionalmente, uma câmara de infra-vermelhos capta imagens da 
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estrada e passa-as ao sistema de controlo do veículo que as processa e mostra 
em tons de cinzento (grayscale) no painel de instrumentos do veículo; 
10-  Sistemas para parqueamento automático[29]; 
11- Distance Control Assist: Sistema que alivia o esforço do condutor em situações 
de travagens sucessivas, como é, por exemplo, o caso das vulgares filas de 
automóveis nas cidades; 
12- Lane Departure Warning System (LDWS)[30] e [31]: Sistema que avisa o 
condutor quando este se está a deslocar demasiadamente ou ultrapassa mesmo as 
linhas delimitadoras da sua faixa de rodagem. Este sistema é particularmente útil 
no caso de sonolência ou de o condutor adormecer ao volante; 
13- Forward Collision Warning (FCW)[30] e [31]: Este sistema usa uma câmara 
instalada no vidro dianteiro para medir a distância ao veicula que circula à sua 
frente e alerta o condutor para accionar os travões pois este encontra-se numa 
situação de embate eminente; 
14- Headway Monitoring and Warning (HMW)[30] e [31]: Sistema que mede a 
distância ao veículo que segue à sua frente e emite um sinal de alerta ao 
condutor para que este modere a sua velocidade, caso esta distância seja inferior 
a um determinado limiar. Desta forma, o condutor será encorajado a manter uma 
distância de segurança ao veículo da frente, permitindo uma redução do número 
de acidentes e lesões; 
15- City Safety da Volvo[32]: Este sistema usa um radar laser instalado na parte de 
trás do espelho retrovisor para calcular a velocidade do veículo que segue a sua 
frente, bem com a distância a que se encontra deste. Em caso de perigo eminente 
de acidente, este sistema acciona automaticamente os travões e imobiliza o 
veículo por forma a evitar o embate. 
49 
 
Capítulo 3- ROTA 
 
Figura 13: Robô ROTA 
 A plataforma ROTA (RObô Triciclo para Condução Autónoma) é parte integrante 
de um projecto bastante abrangente que vai desde o projecto, construção e montagem da 
plataforma física até à implementação de comportamentos de alto nível para navegação, 
passando pela implementação da electrónica relativa aos módulos de controlo do motor e 
direcção e pelo tratamento de imagens. 
 Em termos físicos, o ROTA é um robô autónomo com 50 cm de comprimento, 33,4 
cm de largura e 28 cm de altura, uma roda motriz e duas rodas direccionais e um peso 
aproximado de 12 Kg. Possui um sistema de direcção do tipo Ackermann controlado por 
um servomotor, um motor de 12V/150W (com a transmissão de potência para a roda motriz 
a ser feita por um conjunto corrente/pinhão/cremalheira) e duas baterias de 12V/7,2Ah que 
alimentam os circuitos de potência e controlo. 
 O controlo de alto nível do robô é feito por um sistema computacional instalado no 
topo da plataforma. Na primeira versão da plataforma, este sistema computacional é 
composto por uma mini-ITX (um Single Board Computer ao qual estão ligados o controlo 
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de baixo nível, através da porta RS-232, e duas câmaras que se ligam através de uma 
ligação Firewire IEEE 1394 do tipo A) e um disco rígido onde está instalado uma 
distribuição do sistema operativo Linux. Na segunda versão é usado um computador 
portátil e uma carta de expansão ExpressCard para ligação às câmaras. 
 O controlo de baixo nível consiste num sistema de controlo distribuído baseado em 
módulos implementados com microcontroladores da família PIC (PIC18F258 e 
PIC18F458), interligados através de uma rede CAN (Controller Area Network), usando 
uma camada protocolar desenvolvida no DETI e aplicada sobre o CAN, apelidada de FTT-
CAN (Flexible Time Triggered CAN) [33] e [34]. Estes módulos são responsáveis pelo 
controlo do motor, dados odométricos, direcção, sensores e luzes do robô. Para possibilitar 
a comunicação entre este sistema distribuído e o alto nível, foi incorporada uma gateway 
RS232-CAN que é responsável pela conversão das tramas e pela troca de informação. 
 Apesar da sua complexidade, a estrutura do ROTA pode ser dividida em quatro 
blocos fundamentais, tal como se pode ver na figura 14. Com esta divisão em blocos 
estanques, consegue-se, de uma forma mais fácil e expedita, atacar quaisquer problemas 
que surjam com a plataforma, bem como ter a capacidade de fazer alterações em qualquer 
dos blocos. Consegue, assim, melhorar-se o desempenho do robô, sem ter de repensar toda 
a sua estrutura, minimizando, portanto, a complexidade do processo. 
 
Figura 14: Estrutura do ROTA 
 O bloco da mecânica está relacion
três bases onde assentam os seus compo
iluminação e nos sistemas de direcção e tracção.
 O bloco da electrónica é a parte de baixo nível que faz a interligação entre o bloco 
da mecânica e a camada de alto nível.
 O sistema computacional tem a se
controlo de alto nível do robô, comunicando as decisões tomadas à camada de baixo nível.
 O bloco da visão consiste em duas câmaras 
órgão sensorial do robô, fornecendo a in
do bloco de processamento.
3.1 – Plataforma Física
 A parte física do ROTA consi
componentes que fazem parte do robô (Figura 15
A base inferior serve de suporte a todo o robô. Nela então instalados os mecanismos 
de tracção e direcção, as baterias, os faróis, os
vermelhos. 
Na base intermédia está instalada toda a electrónica pert
nível do robô (gateway RS232
controlo do motor e odomet
potência e do controlo e ainda a rede CAN que faz a interligação 
Por fim, na base superior estão instalados o
firewire que constituem o módulo da visão e um sinal de stop.
 
ado com toda a parte física do robô e consiste nas 
nentes, nas baterias, nos sensores, no sistema de 
 
 
u cargo a execução do código responsável pelo 
firewire que funcionam como principal
formação necessária à tomada de decisões por parte 
 
 
ste em três bases de madeira onde assentam todos os 
). 
Figura 15: Bases do ROTA[33] 
 piscas e dois conjuntos de sens
encente à camada de baixo 
-CAN, master FTT-CAN, módulo de luzes, módulo de 
ria, módulo de servo/sensores, os circuitos de alimentação da 
entre os vários módulos).
 sistema computacional, as duas câmaras 
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ores de infra-
 
 3.2 – Controlo de baixo nível
 Do ponto de vista do alto nível, o controlo de baixo nível 
API (Application Programming Interface) constituída por
permitem controlar as luzes, o ângulo de viragem das rodas, 
informação disponibilizada pelos diversos componentes do robô (por exemplo, dos 
sensores de chão ou da odometria). Esta abstracção é possível, pois foi criada uma 
biblioteca que se encontra armazenada no alto nível e que, para além de fornecer as funções 
para controlar o robô, faz o interface com o baixo nível. Consegue, assim, fazer
o alto nível tenha apenas que, de certa forma, dar uma ordem (por exemplo, “Andar a 1m/s 
durante 2 metros”) sem ter de se preocupar com os mecanismos 
Esta biblioteca tem o nome de 
3.2.1. 
 De facto, no controlo de baixo nível está implementada uma rede CAN, sobre a qual 
corre um protocolo desenvolvido no DETI e que tem o nome de FTT
Triggered communcation over CAN). 
15): 
Figura
 A Gateway é o módulo que faz a comunicação entre o controlo de alto nível e o 
controlo de baixo nível, fazendo a conversão de tramas RS
encontra-se ligado ao sistema computacional
comunicação com um baud 
 
apresenta
 um conjunto de funções que 
a velocidade ou obter 
que executam essa tarefa
rt_hardware e será explicada em mais detalhe na secção 
-CAN (Flexible Ti
A rede CAN é constituída por cinco
 16: Módulos constituintes da rede CAN 
-232 para CAN. Este módulo 
 através da porta RS
rate de 115K. 
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 módulos (Figura 
 
-232 e realiza a 
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 O Master da rede foi implementado devido à existência do protocolo FTT-CAN e é 
responsável por, por um lado, controlar todo o tráfego síncrono da rede e por outro, por 
provocar a execução das tarefas do módulo do motor e odometria. 
 O Módulo do Motor e Odometria tem a seu cargo o controlo do motor e a recolha e 
tratamento de dados odométricos. Os dados odométricos são fornecidos por um encoder 
acoplado ao veio principal do motor e é a partir deles que, usando um controlador PID, se 
consegue controlar a velocidade do robô. 
 O módulo das Luzes é responsável pelo controlo das luzes do ROTA. Este módulo 
contém um módulo de expansão desenvolvido no âmbito do projecto CHARRUA que 
contém quatro relés que comutam o estado das luzes a eles ligadas. 
 O módulo do Servo e Sensores é o módulo responsável pelo controlo da posição do 
servomotor da direcção e pela leitura dos sensores de chão e de obstáculos. Este módulo 
tem ligado a si uma placa de expansão que permite, no total, a ligação de quatro sensores 
(dois de obstáculos e dois de chão), o controlo de dois servomotores, duas saídas de 
potência comutadas por relés, disponibilizando também três portos de I/O e três LEDS para 
debug. 
3.2.1 – Biblioteca de interface entre controlo de alto nível e 
baixo nível: rt_hardware 
 Esta biblioteca disponibiliza ao alto nível funções para controlar o motor e a 
velocidade, bem como ler informação de todos os sensores e actuar sobre todas as luzes do 
ROTA. As funções disponibilizadas são as descritas a seguir: 
• rtSetSpeed() – Aplica a velocidade pretendida ao robô 
• rtSetAngle() – Aplica um ângulo ao servomotor da direcção 
• rtSetRadius() – Aplica um determinado raio de curvatura ao robô 
• rtSetVectSpeed() – Aplica a velocidade e raio de curvatura pretendidos ao robô 
• rtGetOdometry() – Devolve a distância, em metros, percorrida pelo robô desde a 
última vez que foi feito Reset à odometria. 
• rtSetOdometry() – Efectua o Set da distância percorrida desejada (em metros). 
• rtSetGroundSensors() – Lê o estado dos sensores de chão; 
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• rtGetObstacleSensors() – Lê os valores, em metros, dos sensores de obstáculos. 
• rtSetLights() – Permite acender, apagar ou colocar num estado de intermitência cada 
uma das luzes do robô; 
• rtStartup() – Função que realiza todas as inicializações necessárias para pôr o 
ROTA pronto a andar. Estas inicializações consistem na abertura do canal para 
comunicação pela porta série, no Set a zero da velocidade, odometria e ângulo das 
rodas e na colocação de todas as luzes no estado OFF. 
• rtShutdown() – Função responsável por terminar a comunicação pela porta série 
entre o alto nível e o baixo nível, após fazer o Set a zero do ângulo das rodas 
direccionais e da velocidade do robô. 
3.3 – Módulo de Visão 
 O módulo de Visão do ROTA consiste em duas câmaras Firewire (IEEE 1394) do 
tipo A, iguais à da figura 17, ligadas directamente ao sistema computacional através de um 
interface que permite a transferência de informação a um ritmo máximo de 400 Mbps. 
 
Figura 17: Câmara Firewire usada no sistema de visão do ROTA 
 Ambas as câmaras estão colocadas na base superior do robô. Uma delas está 
colocada na extremidade mais recuada do robô e tem uma inclinação de cerca de 25° para 
cima, tal como está demonstrado na figura 18, e é usada para visualização do painel 
sinalético. A escolha da inclinação prendeu-se com o facto de, segundo as Regras do 
Festival Nacional de Robótica, o semáforo ter uma inclinação de 25º para baixo. Por seu 
lado, a colocação da câmara na parte mais recuada da plataforma superior do robô resultou 
de uma necessidade. Se fosse colocada à frente, o painel sinalético não era captado pela 
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câmara. De notar ainda que, relativamente a versões anteriores do ROTA, a câmara para 
leitura do semáforo se encontra mais recuada na base superior da plataforma. Esta 
translação foi realizada com o intuito de ganhar algum espaço de modo a, no futuro, ser 
possível a substituição da mini-ITX instalada na base superior da plataforma por um 
computador portátil. 
 
Figura 18: Câmara para leitura do semáforo 
 A segunda câmara (figura 19) está colocada na parte da frente do robô e está 
também inclinada cerca de 25°, mas desta vez para baixo. É a partir desta câmara que são 
adquiridas as imagens da pista que, depois de tratadas, serão analisadas por forma a 
permitir a tomada de decisões tendo em vista a condução na pista. 
 
Figura 19: Câmara de estrada do ROTA 
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 Ambas as câmaras suportam vários formatos de imagem, para os quais é possível 
fazer capturas a diferentes velocidades. Na tabela seguinte estão resumidos alguns formatos 
de interesse, bem como as dimensões da imagem e as velocidades a que é possível fazer a 
sua aquisição: 
 
Tabela 2: Alguns formatos e frame rates suportados pelas câmaras instaladas no 
ROTA 
Há que ter em conta que as câmaras usadas são câmaras de baixo custo e que, por 
isso, apresentam algumas limitações. Não é, portanto, de estranhar que seja necessário 
algum cuidado na escolha do formato de imagem a adoptar para a aquisição, por forma a 
obter imagens que forneçam informação suficiente a um ritmo suficientemente elevado de 
modo a ser possível saber, a todo o momento, o que está a acontecer ao redor do robô. Só 
assim se conseguirá uma condução correcta (tendo em conta curvas e eventuais obstáculos), 
suave e a velocidades elevadas. De facto, se a condução for feita a uma velocidade baixa 
(0,5 m/s, por exemplo) poderá ser suficiente fazer a aquisição de imagens a 4 fps. Neste 
caso, entre aquisições de imagens, o robô percorrerá 12,5 cm sem informação sobre 
eventuais alterações ao redor do robô, o que, a esta velocidade, não será crítico. No entanto, 
com o aumento da velocidade, deixará de ser viável adquirir imagens a uma taxa (frame 
rate) tão baixa. Nesta situação ocorreriam situações em que quando uma nova imagem 
fosse adquirida o robô já estivesse fora da pista ou demasiadamente perto de um obstáculo, 
inviabilizando uma correcta navegação na pista ou qualquer manobra para evitar o referido 
obstáculo. Conclui-se, portanto, que a velocidades mais elevadas é necessário aumentar o 
throughput de imagens adquiridas e analisadas. 
Tendo em vista obter o melhor desempenho possível em termos do número de 
imagens adquiridas por segundo, sem descurar a necessidade de captar imagens que 
forneçam informação suficiente para se efectuar uma condução controlada e obter reacções, 
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tanto quanto possível, instantâneas a alterações, escolheu-se efectuar a aquisição de 
imagens com dimensões de 320x240 e no formato YUV422, uma vez que, de entre as 
combinações da tabela 2, esta é a que permite uma taxa de aquisição mais elevada ao 
mesmo tempo que permite obter imagens da pista e do semáforo com qualidade e pormenor 
satisfatórios. Foram usados frame rates diferentes quer para a câmara de estrada como para 
a câmara do semáforo, uma vez que não era necessário monitorizar com igual frequência, 
pelo menos na maior parte da pista, ambas as câmaras. Assim, foi utilizado o máximo 
frame rate conseguido, 20 fps (frames per second), para a câmara de estrada e um frame 
rate de 10 fps para a câmara do semáforo. 
3.4 – Sistema Computacional 
 O sistema computacional está instalado na base superior do ROTA e é constituído 
por uma mini-ITX, um Single Board Computer (SBC) e um disco rígido: 
 
Figura 20: Sistema computacional instalado no ROTA 
A mini-ITX é uma mother board com um processador a 1Ghz, placa gráfica, placa 
de som, placa de rede e ligações USB, RS-232 e Firewire on-board. Tem ainda instalado 
um módulo de 512 MB de memória RAM. 
A utilização deste sistema computacional deveu-se às suas características funcionais 
e dimensões reduzidas (17 cm x 17 cm). 
 O robô possui ainda um disco rígido de 80 GHz onde está instalado o sistema 
operativo Linux. O tipo de disco utilizado tem uma grande desvantagem neste tipo de 
aplicações, uma vez que se pode danificar, o que efectivamente aconteceu durante a 
desenvolvimento, fruto das con
desloca. Esta desvantagem seria ultrapassada com a utilizaç
flash, porém na fase de desenvolvimento tornava
vídeos e a recolha de imagens para teste do código efectuado
memória flash disponíveis na altura 
armazenamento satisfatória
unidades de armazenamento em disco
Seria no entanto possível uma solução alternativa. Devido 
capacidade das memórias deste tipo
unidades, poderia ser utilizada uma caneta USB ext
dados. 
Em termos de estrutura, o sistema computacional pode ser deco
blocos (Figura 21): 
Figura 21: Divisão em blocos do sistema computacional
Um dos blocos corresponde
consiste numa biblioteca 
aquisição de uma nova frame a partir de qualquer uma das câmaras instaladas no ROTA.
stantes vibrações a que está sujeito quando o robô se 
ão de uma memória do tipo 
-se necessário efectuar
, sendo que
além de não apresentarem uma
 tinham um custo muito superior[35] ao oferecido 
.  
à explosão em termos 
, bem como a diminuição do preço deste tipo de 
erior para armazenamento deste tipo de 
 ao interface com o sistema de visão. Este inte
(rt_capture) e fornece funções para, por exemplo, fazer a 
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 Um segundo bloco 
consiste na biblioteca rt_hardware
Por último, existe um terceiro bloco que co
controlo de alto nível e que é apresentado na secção seguinte.
3.5 – Controlo de alto níve
 O algoritmo de controlo de alto nível mais não é do que uma máquina de estados. O 
grafo da figura 22 representa um diagrama 
representa um estado e cada seta representa a condição para mudança de estado.
Figura 
O controlo de alto nível realiza
pelo frame rate da câmara de estrada. Em cada ciclo, é adquirida, processada e analisada 
uma imagem, transitando-se depois, t
sensorial (como por exemplo informação odométrica), para o estado seguinte.
Através do diagrama da figura 
após o lançamento do código, o robô fica no est
arrancar. De seguida, o robô entrará no modo “Seguir 
apresentada no semáforo seguirá então em frente, percorrendo meia volta à pista no sentido 
anti-horário, ou transitará para o estado “V
viragem à esquerda, transitando depois para o estado “Seguir linha”, por forma a percorrer 
é o interface com o controlo de baixo nível. Este
 que já foi apresentada na secção 3.2.1.
nsiste no algoritmo que implementa o 
 
l 
do algoritmo de alto nível, sendo que cada balão 
22: Algoritmo de controlo de alto nível 
-se num ciclo discreto, cuja duração é determinada 
endo em conta o estado actual e/ou outra informação 
22 pode observar-se que, no início de cada prova e 
ado “Parado na passadeira” e pronto a 
faixa” e conforme a indicação 
irar à esquerda”, no qual executará a manobra de 
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meia volta, desta vez em sentido horário. Quando o robô se encontra no estado “Seguir 
faixa”, se forem detectados o túnel, um obstáculo ou a zona obras, ocorrerá a transição para 
o estado correspondente, sendo que, depois de lidar com estas situações, o robô transitará 
novamente para o estado “seguir faixa”. 
Ao fim de cada meia volta à pista o robô irá passar pela passadeira. Ao detectar a 
passadeira, o robô transitará para o estado “Aproximação à passadeira” e lerá o símbolo 
presente no semáforo. Consoante esse símbolo, o robô transitará para o estado “Seguir 
faixa”, de forma a percorrer outra meia volta, ou para o estado “Parado na passadeira”, 
parando efectivamente. 
No máximo, após quatro meias voltas o robô terá de parar na passadeira. Nesta 
altura, o robô irá ler a informação do semáforo e esperar o aparecimento de uma seta para a 
direita, após o qual transitará para o estado “Estacionar”, efectuando o estacionamento na 
área reservada para o efeito. 
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Capítulo 4 - Aquisição e Tratamento de Imagem 
 O sistema de visão é o principal órgão sensorial da plataforma ROTA. Ele é 
constituído por duas câmaras Firewire IEEE 1394 do tipo A situadas na base superior do 
ROTA e ligadas directamente ao sistema computacional. 
4.1 – Introdução a alguns formatos de imagem 
 Apresentar-se-ão de seguida os formatos de imagem RGB, YUV411, YUV422, 
YUV444 (formatos de imagem suportados pelas câmaras instaladas no robô) e o formato 
HSV (usado na análise das imagens captadas pelas câmaras). 
4.1.1 – RGB 
 O modelo RGB é um modelo de cor aditivo, no qual três cores primárias (vermelho, 
verde e azul) são combinadas por forma a gerar diferentes cores. O nome do modelo está 
relacionado com as iniciais em inglês destas três cores: vermelho (Red), verde (Green) e 
azul (Blue). 
 O carácter aditivo deste sistema reside no facto de as várias cores serem obtidas pela 
sobreposição de projecções de luz, com diferentes intensidades, das cores primárias. 
Existem vários casos possíveis: 
• No caso de a intensidade de todas as fontes luminosas ser nula, obtém-se o preto 
(definido como representando a ausência de cor); 
• Se a intensidade de todas as fontes luminosas for máxima, obtém-se o branco; 
• Se a intensidade de uma das componentes for dominante, a cor resultante aproximar-se-
á da cor primária a que essa componente diz respeito; 
• Se nenhuma das componentes dominar, R = G = B, obter-se-á um tom de cinzento que 
varia ao longo do segmento de recta que une os vértices do cubo correspondentes às 
cores preto e branco. 
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 A representação das cores do espaço RGB é feita através de tripletos (R, G, B). O 
valor de cada componente do tripleto indica, de forma quantitativa, a intensidade das luzes 
vermelha, verde e azul usadas para obter uma determinada cor. 
 São vários os tipos de representação dos tripletos RGB: 
• Aritmética - Qualquer número fraccionário ente 0 e 1. Esta representação é usada em 
sistemas que usem representação em vírgula flutuante; 
• Percentagem - 0% a 100% 
• Digital (8 bits por canal) - Qualquer número inteiro na gama [0, 255]. Representação 
usada em computação quando se armazena cada uma das componentes do tripleto num 
byte ( 1byte = 8 bits => 28 = 256 valores possíveis); 
• Digital (16 bits por canal) - Qualquer número inteiro na gama [0, 65.535]. Esta 
representação é usada quando as componentes do tripleto são armazenadas em palavras 
de dois bytes (2 bytes = 16 bits => 216 = 65.536 valores possíveis). 
 
 
 
 Na tabela 3 são exemplificadas as várias notações RGB para o caso do vermelho: 
Notação Tripleto RGB 
Aritmética (1, 0, 0) 
Percentagem (100, 0, 0) 
Digital (8 bits por canal) (255, 0, 0) 
Digital (16 bits por canal) (65.535, 0, 0) 
 
Tabela 3: Exemplificação das várias notações usadas na representação de tripletos 
RGB 
As figuras seguintes mostram exemplos da representação do modelo RGB em 
termos de coordenadas cartesianas, bem como ilustrações do processo de obtenção de 
várias cores:  
 
 Figura 23: Diferentes perspectivas do cubo RGB e i
i
Figura 24: Cores resultantes da combinação de diversas intensidades de azul, 
O modelo RGB, só por si, não define o que é vermelho, verde ou azul em termos de 
cor, pelo que se pode dizer que os resultados obtidos pela combinação destas três cores não 
 
lustração do mapeamento das 
ntensidades das cores primárias[36] 
 
 
 
 
  
 
vermelho e verde[37] 
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 são absolutos, mas sim dependentes das cores primárias utilizadas (o uso de diferen
de vermelho, verde ou azul como cores primárias conduzirá à obtenção de diferentes 
paletes de cores). 
Numa imagem em RGB, a informação está representada em sequências contínuas de 
três bytes, sendo que cada sequência contém informação relativa a um 
byte de cada sequência diz respeito à componente vermelha, o segundo à componente verde 
e o terceiro à componente azul. Assim, uma imagem com 
bytes. 
Este tipo de codificação de informação revelou ser de extrema utilidade aquando do 
aparecimento de dispositivos cujo funcioname
monitores e televisores constituídos por tubos de raios catódicos) e é hoje quase 
universalmente utilizado neste tipo de dispositivos. 
4.1.2 – HSV 
 O modelo HSV é um modelo composto por três componentes: matiz (Hue), 
saturação (Saturation) e brilho/in
Este modelo é especialmente útil em aplicações que envolvem a definição de cor 
por parte do homem, uma vez que as suas componentes se baseiam na maneira como o olho 
humano percepciona a cor. Desta forma, para a definição de cor, não são 
grandes conhecimentos técnicos, já que esse processo se torna intu
Analisado com mais pormenor as componentes do modelo HSV podemos dizer que:
A matiz (Hue) representa a cor, em termos espectrais o comprimento de onda, 
dominante (figura 25); 
Figura 25: Significado da componente H em termos espectrais
 pixéis
nto envolvia a emissão de luz (
 
tensidade (Value). 
itivo. 
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 A saturação representa a pureza da cor
a dispersão da cor em torno do comprimento de onda dominante, sendo que quanto mais 
concentrada no comprimento de onda domina
será: 
Figura 26: Significado da componente S em termos espectrais
 O brilho, também conhecido por intensidade ou por valor, representa a quantidade 
de luz que é percepcionada e poste
que um brilho elevado faz com que a cor tenda para 
que a cor tenda para o preto (ausência de cor). Em termos do espectro da luz visível, o 
brilho de uma cor é uma medida da sua intensidade:
Figura 27: Significado da componente V em termos espectrais
Em termos geométricos, o espaço de cor HSV pode ser representado por um cone 
invertido (Figura 28): 
. Em termos espectrais, a saturação representa 
nte estiver uma cor, mais saturada (pura) ela 
 
riormente reflectida por um determinado objecto, sendo 
si própria e um brilho reduzido faz com 
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Figura 28: Representação do espaço de cor HSV 
Os valores da matiz (Hue) são definidos como o ângulo a partir da referência (0°), 
que se convencionou ser o vermelho. 
   
Figura 29: Alguns valores de referência do parâmetro H 
 Os valores de saturação (Saturation) são medidos pela distância radial ao eixo 
central do cone, sendo que quanto mais elevado for o valor da saturação, mais pura é a cor. 
De facto, por observação da figura 28, pode observar-se que a representação mais pura de 
cada cor está situada sobre a circunferência que delimita a base do cone. Quantitativamente, 
os valores da saturação encontram-se na gama [0, 100] e estão associados a uma 
percentagem. 
 Por seu lado, os valores do brilho (Value) são dados pela posição ao longo do eixo 
central do cone, sendo que no vértice do cone está o preto (valores de saturação e brilho 
mínimos) e na base do cone estão o branco e as tonalidades mais vivas de cada cor (valor 
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máximo para o brilho e toda a gama de valores de matiz e saturação). Em termos 
quantitativos, os valores do brilho encontram-se na gama [0, 100]. 
 Por fim, é de notar que este modelo para definição de cor não o faz de forma 
absoluta, uma vez que as componentes do espaço HSV podem ser obtidas a partir de 
componentes RGB (que também não definem a cor de forma absoluta). A transformação de 
parâmetros RGB em parâmetros HSV é feita da seguinte forma: 
Sejam R, G e B as componentes normalizadas ( [ ]1,0∈ ) relativas às cores vermelha, 
verde e azul. 
Definindo MAX e MIN como os valores mais alto e mais baixo, respectivamente, 
de entre as três componentes do espaço RGB: 
Os valores de matiz ( [ ]360,0∈H ) são dados por: 

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Os valores de saturação ( [ ]100,0∈S ) obtém-se por: 

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Por último, os valores de brilho ( [ ]100,0∈V ) são dados por: 
MAXV =
 
 
 
 
 4.1.3 – YUV 
O modelo YUV surgiu na década de 50, numa altura em que a televisão a cores 
começava a dar os primeiros passos. O desafio dos engenheiros da altura era criar um 
sistema de compressão de dados que permitisse que a captação de imagem a cores fosse 
transmitida de tal forma a que tanto televisores a cores como televisores a preto e branco a 
conseguissem descomprimir e apresentar, garantindo, assim, a retro
método a ser desenvolvido teria também que permitir 
numa infra-estrutura cuja largura de banda era inferior a requerida para a transmissão de 
dados relativos aos três canais RGB (uma vez que esta infra
para a transmissão de dados referentes a imagens sem qualquer componente crom
 O modelo YUV é constituíd
componente Y é designada de luminância e refere
As componentes U e V constituem a crominância e traduzem a cor propriamente dita.
Figura 30: a) Exemplo de um plano U 
modelo RGB com ênfase
modelo RGB com 
Ainda em relação à figura anterior, é de notar 
se encontra o branco puro (
aproximam dos seus valores limite, surgem cores também muito brilhantes. Por outro lado, 
no centro do cubo da imagem c) encontr
componentes U e V se aproximam dos seus valores limite, começam
efeitos em termos de cor. 
-
a transmissão de imagens a cores
-estrutura tinha sido desenhada 
o por três componentes (figura 30
-se ao brilho (luminosidade) da imagem. 
- V do modelo YUV; b) Visualização do cubo do 
 da face mais clara (Y = 1); c) Visualização do cubo do 
ênfase da face mais escura (Y = 0)
que no centro do cubo da imagem b) 
0;1 === VUY ) e que à medida que as componentes U e V se 
a-se o preto ( 0;0 === VUY
-se a observar os seus 
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As componentes U e V são determinadas pela diferença entre componentes RGB e a 
componente Y, através das seguintes expressões: 



−=
−=
RGBespaçonodvermelhoaoecorrespondRquesendoYRV
RGBespaçonoBlueazulaoecorrespondBquesendoYBU
)(Re,
)(,
 
 O modelo YUV possui também a propriedade de, ao ter em conta o processo de 
percepção de cor por parte do olho humano (mais sensível a variações de luminosidade  do 
que a variações de cor), permitir sub-amostrar (descartar algumas amostras) da componente 
de  cor sem que a qualidade de imagem seja significativamente afectada. Isto permite que a 
informação, em termos de armazenamento, seja em menor número e, consequentemente a 
largura de banda necessária para a transmissão seja menor, comparando com a utilização do 
modelo RGB. 
 Tendo em conta que, usando apenas a componente Y, se obtêm imagens em tons de 
cinzento, está encontrado um modelo que respeita todas as premissas iniciais. 
 É de notar que o modelo YUV, tal como o modelo HSV, não codifica a cor de 
forma absoluta. Esta característica deve-se ao facto de este modelo ser uma forma de 
codificação de informação no formato RGB, dependente, portanto, dos valores das 
componentes RGB. 
 A conversão entre RGB e YUV (e vice-versa) é muito habitual no armazenamento, 
tratamento e transmissão de informação. Em seguida são apresentadas as expressões que 
fazem a conversão entre os dois formatos de imagem: 





×−×−×=
×+×−×=
×+×+×=





−×=
−×=
×+×+×=
BGRV
BGRU
BGR
ou
YRV
YBU
BGR
100,0515,0615,0
436,0289,0147,0
114,0587,0299,0Y
)(877,0
)(492,0
114,0587,0299,0Y
 
 Nas secções seguintes serão apresentados alguns métodos de sub-amostragem do 
modelo YUV. 
4.1.3.1 – YUV411 
 Neste método de sub-amostragem, é atribuído a quatro pixéis consecutivos o mesmo 
valor do par UV: 
70 
 
 
Figura 31: YUV411 
 Neste sistema de sub-amostragem, os bytes de informação aparecem ordenados tal 
como se apresenta na figura seguinte, em que Y0, Y1, Y2, Y3 representam valores de 
luminância relativos a quatro bytes consecutivos e o par UV representa a crominância para 
os mesmos quatro pixéis: 
 Por observação da figura 31 conclui-se também que, neste sistema de sub-
amostragem, para codificar a informação relativa a quatro pixéis são necessários seis bytes. 
Assim sendo, uma imagem constituída por hw×  pixéis terá um tamanho de 
hwhw ××=××
2
3
4
6
 bytes. 
4.1.3.2 – YUV422 
 Outro sistema de sub-amostragem é o YUV422. Neste sistema, é atribuído o mesmo 
valor do par UV a dois pixéis consecutivos. 
 
Figura 32: YUV422 
 Neste sistema a informação vem ordenada pela ordem apresentada na figura 32. Y0 
e Y1 correspondem aos valores de luminância de dois pixéis consecutivos e U e V 
constituem a crominância relativa a esses dois pixéis. 
 Da análise da figura anterior, verifica-se que para codificar a informação relativa a 
dois pixéis são necessários quatro bytes, pelo que uma imagem com hw×  pixéis ocupa um 
total de hw
hw
××=
×× 2
2
4
 bytes. 
4.1.3.3 – YUV444 
 No formato YUV444 não é efectuada qualquer sub-amostragem, ou seja, a cada 
pixel está associado um tripleto YUV. Assim, uma imagem constituída por hw×  pixéis 
ocupará um total de hw××3  bytes. 
71 
 
4.2 – Captura e tratamento de imagem para condução 
A captura, tratamento e análise das imagens captadas através do sistema de visão do 
ROTA constituem um aspecto crítico no que toca ao desempenho da plataforma. Para uma 
correcta navegação, visto que a visão é o principal órgão sensorial do robô, é indispensável 
que as operações de captura, tratamento e análise sejam feitas no menor período de tempo 
possível para que destas operações se possa extrair, em tempo útil, informação válida e em 
quantidade suficiente. 
4.2.1 – Migração para OpenCV 
No decorrer deste trabalho foi abandonada a biblioteca multimédia utilizada até 
então, o SDL (Simple DirectMedia Layer), e foram efectuadas a migração e o 
melhoramento de ferramentas desenvolvidas em trabalhos anteriores para uma nova 
biblioteca, o OpenCV. 
A Intel Open Source Computer Vision Library (OpenCV)[35] foi criada pelo grupo 
de desenvolvimento da Intel em 2000 e apresenta um vasto leque de ferramentas para o 
desenvolvimento de aplicações na área da Visão Computacional. O OpenCV possui 
módulos de processamento de imagens e entrada/saída de vídeo, estruturas de dados (de 
entre as quais se destaca um formato de imagem próprio, o IplImage), álgebra linear, GUI 
básica com sistema de janelas independentes, controlo do rato e do teclado, além de mais de 
350 algoritmos de Visão Computacional como: Filtros de imagem, calibração de câmara, 
reconhecimento de objectos, análise estrutural, entre outros. 
             O OpenCV é totalmente livre para uso académico e comercial ao abrigo de uma 
licença BSD da Intel. Esta biblioteca foi escrita em C/C++, e é compatível com as 
linguagens: C/C++, Python e Visual Basic. Está disponível para as plataformas MS 
Windows (95/98/NT/2000/XP), POSIX (Linux/BSD/UNIX-like OSes), Linux, OS X, e 
MAC OS. 
4.2.2 – Captura de imagens 
A captura de imagens para condução é feita a ritmos diferentes consoante a câmara 
firewire a partir da qual se faz a captura. Esta abordagem deve-se ao facto de a informação 
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providenciada pelas câmaras ter graus de pertinência diferentes em instantes de tempo 
diferentes. De facto não é necessário estar constantemente a capturar imagens a partir da 
câmara do semáforo uma vez que a informação por ela disponibilizada de nada serve na 
maior parte do percurso percorrido ao longo de uma meia volta. Assim, esta pode ser 
desligada ou a sua informação ignorada caso o robô não se encontre na proximidade da 
passadeira. Por outro lado, a informação captada pela câmara de estrada tem uma 
importância fundamental ao longo da totalidade do percurso efectuado pelo robô, uma vez 
que é esta que capta a informação relativa ao ambiente que rodeia o robô. É também 
desejável que o ritmo de aquisição de imagens provenientes da câmara de estrada seja 
bastante elevado por forma a que seja disponibilizada a informação necessária para que o 
robô conduza tanto quanto possível de forma consciente. Adicionalmente, visto que a 
câmara de estrada é utilizada para um ciclo de controlo recorrendo a um compensador 
clássico PD, caso a taxa de processamento não seja elevada, o robô poder-se-á comportar 
de forma nervosa para velocidades elevadas. 
 A captura de imagens é então feita, para a câmara de estrada, a vinte frames por 
segundo (20 fps) durante a totalidade do percurso e a dez frames por segundo, a partir da 
câmara do semáforo, apenas nas zonas de interesse. 
4.2.3 – Tratamento da imagem 
O tratamento das imagens capturadas é um processo bastante complexo e pesado em 
termos computacionais, mas que pode ser decomposto num algoritmo bastante simples. 
Tendo em vista uma taxa de aquisição tão elevada quanto possível e tendo em conta 
quer o volume de informação obtido quer os recursos e o tempo disponíveis para o seu 
processamento, tornou-se necessário optimizar este processo. A estratégia adoptada foi a de 
evidenciar as cores que têm de facto interesse para a condução e ignorar o máximo de 
informação supérflua. 
Este objectivo foi conseguido através da divisão do espectro em gamas de cor 
correspondentes às cores que se pretende analisar e segundo um determinado espaço de cor. 
Deste modo consegue converter-se uma imagem numa outra que contém apenas os 
segmentos de cor definidos, ou seja, uma imagem segmentada. 
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O passo seguinte seria o de conseguir retirar informação destas imagens. A 
estratégia utilizada consiste em usar sequências ordenadas de pixéis (sensores) para 
interpretação e recolha de informação relativa às cores que presentes nessas imagens. 
4.2.3.1 – Segmentação de cor da imagem 
 O processo de segmentação de cor da imagem consiste em transformar uma imagem 
captada por uma das câmaras do robô, no formato YUV422, numa imagem que apenas 
contém índices representativos de regiões de cores de interesse. Cada segmento está 
associado a uma região. 
 A segmentação consiste, de forma abreviada, em representar cada região de cor de 
interesse por um valor representativo dessa região. Para isso é necessário definir cada uma 
das gamas de cores que se pretende segmentar. Essa definição foi feita no formato HSV. 
 De seguida, é necessário criar uma tabela que estabeleça a correspondência entre o 
tripleto YUV e o respectivo índice de cor. 
4.2.3.1.1 – Color LUT 
 A Color LUT (Color Look Up Table) é uma tabela com dimensões 256 × 256 ×
256 (as dimensões da tabela correspondem às componentes Y, U e V, respectivamente) que 
estabelece a correspondência entre os tripletos YUV e o respectivo índice de cor, sendo 
esse índice armazenado no respectivo pixel da imagem segmentada. 
 A Color LUT é criada por leitura do ficheiro de segmentação HSV, conversão de 
cada tripleto YUV para HSV e comparação do valor obtido com as gamas definidas no 
ficheiro HSV por forma a determinar qual o índice de cor corresponde. A função que 
realiza esta tarefa á a função: void rtCreateColorLUT(char* path), em que o parâmetro 
path é a localização do ficheiro de segmentação HSV. 
 Com a criação desta tabela consegue tornar-se o processo de segmentação mais 
expedito, uma vez que não é necessário, em cada ciclo, converter 320 × 240 tripletos YUV 
para HSV e determinar qual o segmento de cor a que esse tripleto pertence. Desta forma, 
para saber a que segmento de cor pertence um determinado tripleto YUV basta consultar a 
posição ColorLUT[Y][U][V] da Color LUT. 
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4.2.3.1.2 – Ficheiro de segmentação HSV 
 As regiões de cor a segmentar, bem como os respectivos índices de cor, são 
registados num ficheiro com extensão .hsv. 
 A criação deste ficheiro prende-se com necessidade de armazenar a informação 
relativa à definição dos segmentos de cor para posterior configuração do software de 
controlo de alto nível. Adicionalmente, visto as condições de luz serem distintas de local 
para local e até ao longo do dia, não há garantias de que as cores sejam iguais para 
ambientes diferentes, sendo necessário modificar os segmentos de cor a passar ao software 
de controlo do robô. 
 Este ficheiro resulta então na definição de um formato textual para representação de 
uma determinada segmentação que pode ser editado à mão ou gerado por uma ferramenta 
de calibração adaptada de uma construída para utilização no projecto CAMBADA. 
 Esta ferramenta possui a capacidade de efectuar uma calibração automática dos 
parâmetros das câmaras firewire consoante as condições de luz em que o robô se encontra, 
bem como da definição das gamas de cor que se pretendem atribuir aos vários índices de 
cor (figura 33) 
 
Figura 33: Ferramenta de calibração 
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 Pode ver-se pela figura que são definidos valores máximos e mínimos para os 
parâmetros H, S e V que representarão uma determinada gama de cor. 
 A estrutura seguinte apresenta um exemplo de um ficheiro HSV. Nele podem ser 
definidas várias gamas de cores correspondentes à ausência de cor (no color), ao branco, 
verde e laranja (captados pela câmara de estrada) e ao vermelho, verde, amarelo e preto 
apresentados nos painéis sinaléticos e que terão de ser identificados pela câmara do 
semáforo. 
NSegments = 7 
 
Segment White 
{ 
 Mask = 0x1 
 Color = #ffffff 
 HRange = 0 360 
 SRange = 0 20 
 VRange = 86 100 
} 
Segment GreenRoad 
{ 
 Mask = 0x2 
 Color = #ff0000 
HRange = 0 0 
SRange = 0 0 
VRange = 0 0 
} 
Segment Orange 
{ 
 Mask = 0x4 
 Color = #ff5200 
 HRange = 7 51 
 SRange = 84 100 
 VRange = 72 98 
} 
Segment Red 
{ 
 Mask = 0x10 
 Color = #ff0000 
 HRange = 0 30 
 SRange = 81 100 
 VRange = 22 52 
} 
Segment GreenLight 
{ 
 Mask = 0x20 
 Color = #00ff00 
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 HRange = 116 186 
 SRange = 40 100 
 VRange = 21 42 
} 
 
Segment Yellow 
{ 
 Mask = 0x40 
 Color = #ffff00 
 HRange = 55 81 
 SRange = 93 100 
 VRange = 27 42 
} 
Segment Black 
{ 
 Mask = 0x80 
 Color = #000000 
 HRange = 0 360 
 SRange = 0 100 
 VRange = 0 11 
} 
NoColor = #0000f 
 
Pode, então observar-se que para cada segmento (excepto para a ausência de cor) 
são indicados os valores mínimos e máximos das componentes H, S e V, o índice de cor 
que lhe corresponde Mask) e a cor que com que os pixéis desse segmento serão pintados na 
imagem de visualização (Color). 
O segmento NoColor representa os valores do espectro que não estão incluídos em 
nenhum dos segmentos definidos e contém apenas a cor com que esses pixéis da imagem 
devem ser pintados (neste caso a cor azul). 
4.2.3.1.3 – Display LUT 
 Após a segmentação das imagens captadas pelas câmaras obtêm-se imagens onde 
apenas aparecem várias tonalidades de cinzento sobre um fundo preto. Esta forma de 
representação não é a mais fácil para o olho humano.  
A Display LUT é uma tabela de dimensões 256 × 3, onde se encontram os índices 
BGR (Blue, Green e Red) correspondentes aos vários índices de cor. Esta tabela é criada 
pela leitura do ficheiro de segmentação HSV e atribuição a cada índice de cor do tripleto 
BGR que lhe corresponde. 
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Deste modo podem, por recurso à Display LUT, ser criadas imagens de importância 
vital para debug, onde aparecem retratadas as cores segmentadas.  
 
Figura 34: Exemplo de imagem usada para debug e ilustrativa da utilização da 
Display LUT 
 A função responsável pela criação da Display LUT é a função void 
rtCreateDisplayLUT(RtHSVSegmentation* path). O parâmetro path é mais uma vez a 
localização do ficheiro de segmentação HSV. 
4.2.3.1.4 – Segmentação 
 O processo de segmentação é, então, realizado pela leitura dos tripletos YUV de 
cada pixel da imagem e atribuição ao pixel correspondente da imagem segmentada do 
índice de cor que se encontra em ColorLUT[Y][U][V]. Repetindo esta operação para todos 
os pixéis da imagem obtêm-se então uma imagem segmentada que é de muito mais fácil 
análise, uma vez que esta tem de considerar uma menor quantidade de informação e estão 
criados mecanismos para acelerar essa mesma análise, que uma imagem captada 
directamente com a câmara. 
 Para se poder visualizar mais facilmente o que está de facto a ser segmentado, bem 
como se a imagem está a ser segmentada correctamente, recorre-se então à Display LUT. O 
que é feito é, para cada pixel, ler o índice de cor respectivo e por consulta da Display LUT 
atribuir ao pixel correspondente na imagem para visualização, o tripleto RGB que lhe está 
associado (figura 34). 
4.3 – Sensores de Imagem 
Os sensores de imagem consistem em conjuntos de pontos organizados que têm 
como objectivo tornar o processo de análise de imagem mais expedito, bem como permitir 
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a realização de um menor esforço em termos computacionais. Esta optimização é 
conseguida pelo facto de os sensores estabelecerem linhas de pesquisa (limitando a procura 
de informação a zonas de interesse definidas pelo controlo de alto nível) e pelo facto de 
estarem preparados para recolher informação a partir de imagens segmentadas. 
Sendo que os sensores são conjuntos de pixéis poderiam estar organizados sob 
qualquer forma, porém convencionou-se que estes assumiriam uma forma linear. 
O uso de sensores permite também o controlar a execução de tarefas. Um exemplo é 
o facto de a captura de imagens por parte da câmara do semáforo se iniciar quando os 
sensores usados para detecção da passadeira determinarem que esta está na proximidade do 
robô. 
79 
 
Capítulo 5 – Navegação 
 
Para que o robô consiga evoluir na pista é necessário que, após a captura e 
tratamento da informação relativa ao meio que o rodeia, este seja capaz de analisar a 
informação disponível e dela tirar conclusões. 
A abordagem anterior efectuava uma condução recorrendo a pontos alvo (target-
points) e a um mapa de distâncias. Assim, o robô definia um ponto para onde desejava 
deslocar-se (target-point) e tomava as diligências necessárias a cumprir esse objectivo. O 
mapa de distâncias era a matriz que continha a distância entre cada ponto da imagem (com 
coordenadas x e y) e o centro da frente do carro. Assim, todos os deslocamentos envolvidos 
na navegação em direcção ao ponto alvo eram definidos como distâncias reais (em metros). 
Na abordagem actual, pretendeu-se desenvolver um algoritmo que prescindisse da 
utilização do mapa de distâncias, permitindo a condução tendo por base não distâncias em 
metros, mas sim distâncias em pixéis. De notar que a noção de distância não foi totalmente 
eliminada (o robô necessita sempre de saber como se há-de manter em pista e a odometria 
fornece informação vital ao controlo do robô). Na realidade, o que acontece é que em vez 
de existir um mapa onde está concentrada toda a associação entre pixéis e distâncias, essa 
informação passa a estar diluída no próprio processamento. 
Assim, foi implementada uma abordagem que não quebra totalmente com aquela 
utilizada em trabalhos anteriores, mas onde foram introduzidos novos processos para 
auxiliar a navegação. São, então, aproveitados o trabalho desenvolvido em termos de 
sensores e a noção de comportamento, é optimizado, sempre que possível, o processo de 
recolha de informação e é introduzida a noção de balanceamento. 
A condução praticada pelo robô é uma condução essencialmente reactiva. Quer isto 
dizer que a navegação é feita pela reacção a determinados eventos, como por exemplo a 
percepção de que o robô se encontra demasiadamente próximo dos limites da pista 
(implicando uma correcção da trajectória), a detecção de um obstáculo, a identificação de 
um símbolo no painel sinalético, a aproximação da passadeira, etc. Para lidar com estes 
eventos, o robô assume comportamentos distintos, nos quais utiliza dados provenientes de 
várias fontes: odometria, balanceamento e sensores de imagem. Estes mecanismos serão 
expostos com maior detalhe mais a frente neste capítulo. 
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Tal como já foi dito anteriormente, foi abandonado o mecanismo que consistia na 
utilização de um mapa de distâncias e passou a conduzir-se com base em pixéis. O mapa de 
distâncias era uma função discreta que fazia corresponder um par (px,py) a um par (x,y), 
sendo que (px,py) correspondia a um pixel da imagem e (x,y) às distâncias cartesianas em 
relação ao centro da frente do robô. A função do mapa de distâncias consistia, então, em 
converter distâncias em pixéis em distâncias em metros, ou seja, podia obter-se a distância 
real (em metros) entre dois pontos sabendo a distância em pixéis que os separava. De notar 
que à medida que se consideravam objectos cada vez mais afastados do robô, a diferença 
entre pixéis consecutivos correspondia a distâncias cada vez maiores. Este comportamento, 
que se mantém na abordagem actual, deve-se ao facto de a lente utilizada estar inclinada em 
relação à estrada, sendo que a imagem captada tem a forma de um trapézio. Pelo facto de a 
lente ser uma grande angular dá-se, ainda, o arredondamento dos vértices do trapézio 
captado. Esta característica pode até ser verificada aquando da visualização da passadeira 
(esta aparece com uma forma arredondada).  
A condução baseada em pixéis, consiste em fundamentar quaisquer decisões 
relativas ao comportamento do robô em pista quer pela distância em pixéis entre pontos de 
interesse, quer pela posição, mais uma vez em termos de pixéis, de um ou mais pontos na 
imagem. Na sequência da utilização desta estratégia, tornou-se comum usar a expressão 
linha de condução. Por linha de condução entende-se a linha da imagem, onde se efectua a 
procura de informação necessária à condução (por exemplo, das linhas delimitadoras da 
faixa de rodagem em que o robô se encontra, da existência ou não de obstáculos, etc.). 
Ainda relativamente a esta questão é de salientar, embora seja quase intuitivo, que à medida 
que o robô se movimenta a velocidades cada vez maiores, e não esquecendo que o número 
da linha aumenta verticalmente de cima para baixo, a linha de condução terá de se situar 
numa linha também cada vez menor (Figura 35). Isto deve-se ao facto de, com o aumento 
da velocidade, ser necessário fazer a monitorização da pista a uma maior distância do robô 
por forma a garantir que o tempo de processamento não vai condicionar o desempenho do 
robô, ou seja, é necessário garantir que uma determinada decisão, seja ela o ajuste do 
ângulo de viragem das rodas ou a adopção de um determinado comportamento, é tomada e 
aplicada em tempo útil. Por outras palavras, se não for aumentada a distância entre o robô e 
a linha de monitorização da estrada, corre-se o risco de quando a plataforma reagir a um 
determinado evento (por exemplo a detecção de um obstáculo) o estar a fazer de forma 
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tardia (no caso da detecção de um obstáculo equivale a dizer que o robô detecta um 
obstáculo na pista a uma distância inferior à necessária para que este se consiga desviar do 
mesmo). 
 
Figura 35: Ilustração do conceito de linha de condução 
Esta abordagem tem como vantagens o facto de libertar o sistema computacional da 
tarefa da criação do mapa de distâncias, bem como da conversão de pixéis para metros. 
Deste modo, o algoritmo torna-se mais rápido sem, no entanto, haver perda de eficiência e 
sem conferir ao entendimento e utilização deste mecanismo um elevado grau de 
complexidade. O utilização do mapa tinha ainda como desvantagens o facto de a sua 
construção ter de ser repetida caso a posição da câmara se alterasse, bem como a sua fraca 
linearidade em termos de precisão. 
 Para que a condução possa ser tão eficaz quanto possível (não se pode nunca perder 
de vista que a plataforma irá participar numa competição, em que a rapidez e limpeza de 
execução são pontos fundamentais) é necessário criar algum tipo de localização do robô. 
Por outras palavras, mesmo que o robô não saiba exactamente onde se encontra na pista, 
deverá saber qual a meia volta à pista que está a executar, bem como a sua posição 
aproximada nessa mesma meia volta. 
 Para isso, foi desenvolvida uma estratégia que, seguindo a linha base da estratégia 
utilizada nem trabalhos anteriores, encerra também algumas inovações. 
5.1 – Posicionamento e localização do robô na pista 
Considerando que a pista é linearizada (figura 36), a posição do robô na pista pode 
ser descrita por três parâmetros: o deslocamento longitudinal em cada meia volta, o desvio 
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do centro do robô em relação ao centro da faixa de rodagem (deslocamento transversal) e a 
posição angular em relação ao centro da faixa de rodagem. 
 
Figura 36: Linearização da pista 
O facto de se assumir que a pista é linear não é de todo descabido. Embora se 
complique o processo de determinação de que o robô está em curva, ganha-se facilidade na 
condução, uma vez que, pode conduzir-se considerando que o robô deverá estar a uma 
distância fixa do centro da faixa de rodagem em que se encontra. Assim, não é então 
necessário determinar que o robô está em curva, uma vez que a malha de realimentação do 
controlo da direcção corrige constantemente a trajectória do robô por forma a que ele 
respeite a premissa anterior, ou seja, o que o robô faz é corrigir a sua trajectória por forma a 
manter-se dentro da pista, a uma distância constante (e configurável) em relação ao centro 
da faixa de rodagem. 
5.1.1 – Deslocamento longitudinal 
Para determinar o deslocamento longitudinal do robô recorre-se à odometria. Porém, 
em cada meia volta a pista é completamente homogénea à excepção de dois pontos, a 
passadeira e o fim da linha contínua mais a direita, quando o robô circula pela esquerda, 
isto é, pela faixa interior. 
A posição em termos longitudinais tem, portanto, de ser calculada em relação a um 
destes pontos, ficando condicionada pela correcta detecção dos mesmos. 
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A solução adoptada passa por adoptar a passadeira como ponto de referência. A 
cada meia volta, ao passar na passadeira, é então feito o reset à odometria, e sabe-se que o 
robô deverá percorrer cerca de 21 metros até passar novamente pela passadeira.  
 
Figura 37: Referências para a condução ao longo de uma meia volta 
5.1.2 - Deslocamento transversal 
O deslocamento transversal assume um duplo papel no que toca à condução. Se por 
um lado permite ao robô ter uma ideia da sua localização na faixa de rodagem (permite ao 
robô determinar se está demasiadamente próximo de qualquer uma da linhas delimitadoras 
da faixa de rodagem), por outro, ao controlar essa mesma distância a uma dessas linhas 
através do balanceamento (parâmetro descrito em mais pormenor mais à frente nesta 
secção) tornou possível uma nova abordagem à realização de manobras necessárias à 
condução, como por exemplo a mudança de faixa de rodagem e o desvio de um obstáculo.  
5.1.2.1 – Balanceamento 
 A noção de balanceamento é uma noção que foi introduzida no decorrer do trabalho 
relativo à versão de 2008 do ROTA. Tal como foi dito anteriormente, este parâmetro tem 
implicações quer ao nível do posicionamento desejado do robô na faixa de rodagem, quer 
ao nível da definição de trajectórias. De facto, actuado sobre este parâmetro, é possível 
fazer com que o robô conduza a qualquer distância (dentro da gama de valores possível) do 
centro da faixa de rodagem onde circula, mude de faixa de rodagem ou mesmo que se 
desvie de um obstáculo. 
  O balanceamento toma como referência o centro da faixa de rodagem em que o robô 
se encontra e pode assumir valores pertencentes à gama [
observar na figura 38, se ao balanceamento for atribuí
então o centro do robô deverá estar, se este circular na faixa da direita, sobre a linha 
tracejada. Se, por outro lado, este parâm
centro do carro deverá estar ou sobre o cent
robô circular na faixa da direita, sobre a linha contínua que delimita a pista exteriormente.
 O balanceamento pode então ser visto como o desfasamento (quer para a esquerda 
quer para a direita, consoant
relação à situação de equilíbrio (
Na realidade não existe um, mas sim dois valores de balanceamento: o 
balanceamento medido e o
robô com base neste parâmetro tem por objectivo fazer com que o balanceamento medido 
seja igual ao balanceamento pretendido. Assim, v
(0) para o seu valor mínimo 
zero, enquanto que o balanceamento pretendido 
acordo com a estratégia de controlo, 
brusca e deslocar-se-á para a
Por outras palavras, se o balanceamento assumir um valor negativo/positivo, a 
informação que está de facto a passar para a plata
-100 .. 0 .. 100]. Tal como se pode 
do o seu valor mais baixo (
etro assumir os valores zero (0) ou cem (100) o 
ro da faixa de rodagem ou, se mais uma vez o 
 
Figura 38: Balanceamento 
e este parâmetro assuma valores negativos
o centro do que para o robô é a faixa de rodagem
 balanceamento pretendido. A estratégia interna de controlo do 
ariando o valor do balanceamento de zero 
(-100), o balanceamento medido possuirá um 
apresentará um valor muito elevado.
o robô irá então mudar a sua trajectória 
 esquerda. 
forma é de que esta se encontra para a 
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direita/esquerda do centro da faixa de rodagem (uma vez que este se deslocou para a 
esquerda/direita), e que necessita de actuar na direcção por forma a alinhar-se com a nova 
posição de equilíbrio. No caso de o valor atribuído ser o zero (0), então o robô deverá fazer 
as correcções na direcção que achar apropriadas por forma conduzir alinhado com o 
verdadeiro centro da faixa em que se encontra. 
 Nesta altura surge, inevitavelmente, a pergunta de como é efectivamente feita a 
determinação do centro da faixa em que o robô se encontra. Esta determinação é feita tendo 
por base a posição das linhas delimitadoras da faixa de rodagem relativamente ao centro do 
robô. Por seu lado, a posição das linhas é determinada recorrendo a sensores de linha. 
5.1.2.2 – Sensores de linha 
 Os sensores de linha são sensores aplicados sobre a imagem que têm como 
objectivo determinar onde se encontram as linhas que delimitam a faixa de rodagem em que 
o robô circula. Cada sensor e constituído por um conjunto de linhas paralelas traçadas sobre 
a imagem, cujo varrimento permite, de uma forma eficiente, determinar uma das linhas 
delimitadoras da faixa de rodagem. Esta determinação é feita utilizando dois conjuntos 
distintos de sensores. Um dos conjuntos de sensores, com início num ponto pré-
determinado (geralmente à direita do centro da imagem), varre a imagem segmentada da 
esquerda para a direita por forma a identificar transições para o branco, determinado, assim, 
a posição da linha mais à direita. Recorrendo ao mesmo método de decisão, o segundo 
conjunto de sensores, geralmente com início num ponto à esquerda do centro da imagem, 
varre a imagem da direita para a esquerda e é encontrada a linha mais à esquerda. 
 De notar que é necessário assegurar que os sensores envolvidos tenham 
comprimentos e/ou pontos de início tais que lhe permitam recolher a informação 
pretendida, ou seja, os sensores não poderão ser demasiadamente curtos, sob pena de serem 
incapazes de detectar as condições necessárias à identificação das linhas. De notar também 
que a detecção de linha não se baseia simplesmente na detecção de uma única transição, 
uma vez que se assim fosse correr-se-ia o risco de ruído na imagem segmentada ou a 
existência de pó ou outros detritos na pista originarem a incorrecta detecção de linhas 
(falsos positivos). 
 Figura 39
 A função responsável pela detecção de linhas é a função 
analisada em mais detalhe mais a frente neste capítulo,
um ponteiro para a imagem a analisar, um ponto, um ângulo e um comprimento 
construção dos sensores, uma máscara para indicar a cor que se pretende identificar na 
imagem e um ponteiro para a imagem de monitorização. Como resultado, 
CvPoint (estrutura disponibilizada
(coluna e linha da imagem) onde foi encontrada a linha.
5.1.3 – Posição Angular
No que toca à posição a
usar este parâmetro. Experiênc
distância ao robô, o mapeamento dos pixéis 
pixéis consecutivos aumentava consideravelmente.
introduzido por estes factores 
calculados para este parâmetro 
No trabalho realizado, a localização do robô na pista foi
apenas os seus deslocamentos longitudinal e transversal.
5.2 – Noção de Comportamento
 Ao percorrer a pista, o robô pode, em diferentes momentos e consoante o 
ambiente que o rodeia, navegar na pista de 
manobras. Esta maneira de operar originou o surgimento da noção de comportamento. Um 
comportamento será um bloco constituído por um ou mais sub
desempenhar uma tarefa tão simples quanto possível
: Exemplo de ruído na imagem 
rtFindLine
 toma como parâmetros de entrada 
 pelo OpenCV) com as coordenadas, em 
 
 
ngular, optou-se, tal como em trabalhos anterior
ias anteriores[38] demonstraram que 
sofria uma deterioração e a distância entre 
 Concluiu-se, então, que o
não oferecia confiança suficiente para q
pudessem ser utilizados. 
, então,
 
 
forma diferente ou efectuar determinadas 
-blocos
, e que no seu conjunto implementam o 
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controlo de alto nível do robô. As tarefas desempenhadas pelos sub-blocos que constituem 
um comportamento podem ir desde a simples evolução na pista, a manobras para mudança 
de faixa de rodagem ou aquisição de informação do painel sinalético. 
Esta estratégia tem como objectivo simplificar a introdução de novas 
funcionalidades, a alteração das estratégias para controlo do robô, a compreensão do 
algoritmo de controlo e uma fácil adequação do comportamento do robô a diferentes 
situações. 
 O controlo do robô pode então ser entendido como uma máquina de estados, sendo 
que a cada estado corresponderá um sub-bloco pertencente a um determinado 
comportamento. 
5.2.1 – Algoritmos para navegação 
Para evolução na pista são utilizados, consoante a posição longitudinal do robô na 
pista ou o estado em que o algoritmo de alto nível se encontre, diferentes tipos de 
condução. Estes métodos apresentam diferentes índices de sobrecarga da unidade de 
processamento, bem como de versatilidade. Os dois métodos de condução implementados 
foram a condução por procura de linha e a condução por seguimento de linha. 
5.2.1.1 – Condução por procura de linha 
 O algoritmo que implementa este método de condução (Figura 40) consiste em, a 
cada ciclo, procurar, por intermédio de sensores de linha, as linhas que delimitam a faixa 
em que o robô se encontra. Para isso são detectadas as transições entre o que se considera 
ser ausência de cor (no color) e branco em zonas específicas da imagem captada pela 
câmara de estrada.  
Se não forem detectadas linhas em dois pontos (um mais à esquerda e outro mais à 
direita) ocorrerá uma de duas situações. Se for encontrado apenas um ponto onde se pensa 
existir uma linha, é estimada a localização de um segundo ponto através do conhecimento 
da largura da faixa de rodagem. De seguida, consoante o deslocamento transversal do carro 
na faixa em que circula, é calculado o ângulo a aplicar às rodas por forma a que o robô 
corrija (caso seja necessário) a sua posição na pista, circulando, assim, de acordo coma a 
estratégia de condução definida. 
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Figura 40: Algoritmo para condução por procura de linha 
 De notar que as operações acima descritas não compõem, por si só, todas as 
operações realizadas durante um ciclo de processamento. A cada ciclo são também 
efectuadas operações de aquisição e de tratamento de, pelo menos, um frame da câmara de 
estrada, podendo, caso haja necessidade, ser também feita a aquisição e tratamento de um 
frame da câmara do semáforo. O início e fim da aquisição de frames a partir da câmara do 
semáforo é determinada quer através de dados odométricos (deslocamento longitudinal), 
quer pela detecção de alguns pontos de interesse na imagem. Mais especificamente, o início 
da referida aquisição poderá ser iniciada aquando da detecção da passadeira ou da detecção 
do limite interior da pista, uma vez que estes serão bons momentos para, com segurança, 
determinar o sinal presente no semáforo e a partir desta informação agir em conformidade.  
Ao iniciar a aquisição de frames da câmara do semáforo, o robô efectua também 
uma redução da sua velocidade. Esta redução tem como objectivo permitir maximizar a 
eficiência da condução. Uma vez que a realização de um maior número de operações por 
ciclo leva a que o tempo de ciclo e, consequentemente, o intervalo de tempo entre 
correcções seja maior, reduzir a velocidade significa reduzir a distância que o robô percorre 
(“às cegas”) em cada ciclo. Assim, torna-se possível efectuar uma condução mais segura, 
quer em termos da certeza de uma leitura correcta do semáforo, quer em termos de 
capacidade de imobilização na passadeira. 
Este método de condução é a abordagem mais versátil e a que permite um maior 
grau de liberdade. Isto deve-se ao facto de, com esta abordagem, apenas ser necessário um 
ponto válido para conseguir conduzir. Assim, é possível sem alterar a quantidade e tipo de 
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informação adquirida, conduzir usando o mesmo algoritmo quer na faixa da esquerda quer 
na faixa da direita. Adicionalmente, pode também ser restringido o uso de manobras pré-
programadas a situações muito particulares tais como a mudança de direcção à esquerda no 
caso em que o semáforo o indique e na manobra de estacionamento, uma vez que a 
utilização de sensores de linha, a par de uma monitorização ciclo a ciclo, permitem a 
criação de estratégias que permitem ultrapassar a quase totalidade das dificuldades. 
As funções responsáveis pela implementação deste método de condução são as 
seguintes: 
• CvPoint rtFindLine(IplImage *image, CvPoint p, int angle, int length, IplImage 
*displayImage): Esta função é responsável pela identificação de transições entre no 
color e branco em zonas específicas da imagem por intermédio de sensores de linha. 
O comprimento, orientação e origem destes sensores são controlados através dos 
parâmetros legth, angle e p, respectivamente. Esta função retorna o ponto onde foi 
detectada a transição (que na prática corresponde à detecção de linha) para a linha 
de condução pretendida. De notar, ainda em relação aos parâmetros de entrada, que 
a imagem image é a imagem segmentada em que é feita a procura da linha, a 
ordenada do ponto p é a linha de condução pretendida e a imagem displayImage é a 
imagem usada para monitorização. 
• int rtGetSteeringAngle( CvPoint pL, CvPoint pR, int relDev, IplImage 
*displayImage): Esta é a função responsável por calcular o ângulo que é necessário 
aplicar às rodas por forma a corrigir o deslocamento transversal do robô. Ela aceita 
como parâmetros de entrada dois pontos onde presumivelmente foram encontradas 
as linhas delimitadoras da faixa em que o robô se encontra (pL e pR), o valor que se 
pretende usar para o balanceamento relDev e um ponteiro para a imagem usada para 
monitorização. 
Esta função retornará um valor inteiro, que será o ângulo que vai ser passado 
ao controlo da direcção. Em caso de erro, a função retornará um valor anormal (foi 
escolhido o valor 999) e será apresentada uma mensagem de erro na janela de 
debug. 
• int rtSetAngle(int angle): Função que aplica à direcção o ângulo calculado pela 
função rtGetSteeringAngle. O parâmetro de entrada angle contém o valor do ângulo 
a ser aplicado. 
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• int rtSetSpeed(speed): Função que actua no motor por forma a imprimir ao robô a 
velocidade pretendida (velocidade essa que é passada à função através do parâmetro 
speed). 
5.2.1.2 – Condução por seguimento de linha 
 A condução por seguimento de linha usa o algoritmo para seguimento de linha 
descrito na secção 5.2.1.2.1 e é utilizado em situações mais específicas, em comparação 
com o método anterior. 
 
Figura 41: Algoritmo que implementa a condução por seguimento de linha 
Na figura 41 é apresentado o algoritmo que implementa a condução por seguimento 
de linha. Após a aplicação do algoritmo de seguimento de linha é, tal como no método 
anterior, determinado o ângulo que é necessário aplicar as rodas para que o robô navegue 
de acordo com a estratégia de condução pretendida, aplicado, pelo controlo da direcção, o 
ângulo calculado e aplicada a velocidade pretendida aos motores. 
 Nos ciclos seguintes já não são usados sensores de linha para determinar a posição 
da linha contínua, sendo esta determinada usando a linha de condução pretendida e a coluna 
onde, no ciclo anterior, foi encontrada essa mesma linha (ponto pR). A determinação do 
ângulo a aplicar às rodas, a sua aplicação e actuação nos motores para que seja aplicada a 
velocidade pretendida é feita da mesma maneira que anteriormente. 
Este método de condução tem, então, a particularidade de ser mais leve em termos 
computacionais, uma vez que não necessita que, a cada ciclo, sejam lançados sensores de 
91 
 
linha para determinar a localização da linha, tendo o algoritmo de seguimento de linha a 
capacidade de, usando informação já recolhida, determinar a localização dessa mesma linha 
na imagem. No entanto, este método torna-se mais limitativo do que o método descrito 
anteriormente. Isto deve-se ao facto de ser vital a existência de uma linha contínua à direita 
do robô. Assim, e tendo em conta que essa detecção será muito menos provável no caso de 
a linha ser descontínua, está posta de parte a utilização deste método para condução na 
faixa da esquerda. 
Não obstante, este método de condução justifica a sua existência pela possibilidade 
de ser utilizado em situações em que seja possível conduzir sem efectuar manobras 
especiais ou quando o uso do método de procura de linha não possa ser utilizado. Mais 
concretamente, este método é utilizado para conduzir durante a primeira manga da prova de 
condução autónoma (manga esta em que durante as duas voltas ao circuito não há qualquer 
tipo de preocupação relativamente à existência de obstáculos e onde a velocidade de 
execução assume um papel extremamente importante, visto ser a manga em que se poderão 
atingir velocidades mais elevadas) e aquando da passagem do robô pela passadeira, uma 
vez que nesta situação, ao usar sensores de linha, estes retornariam um valor errado 
relativamente à localização dos limites da faixa de rodagem (detectariam como sendo linhas 
delimitadoras da faixa de rodagem as linhas verticais que constituem a passadeira ou a linha 
tracejada que separa as faixas de rodagem). Em qualquer dos casos, estes eventos poderiam 
fazer com que o robô se perdesse irremediavelmente na pista (inviabilizando qualquer 
tentativa de condução “consciente” a partir desse ponto) ou que executasse uma manobra 
que comprometesse o restante do ensaio em questão (originando penalizações por 
transposição de linhas delimitadoras da faixa de rodagem ou por desrespeito das indicações 
dadas ao robô). 
 No caso da passagem pela passadeira, a solução implementada por este método 
consiste, então, em seguir a linha contínua que delimita exteriormente a faixa de rodagem, 
evitando a detecção de falsos positivos e assegurando uma correcta condução. De notar, no 
entanto, que para que esta solução seja eficaz é necessário que se comece a conduzir por 
seguimento de linha a alguma distância do início da passadeira, uma vez que se isso não 
acontecer não há garantias de que este método funcione correctamente. 
5.2.1.2.1 – Algoritmo para seguimento de linha 
 O algoritmo implementado para seguimento de linha 
utilizado em trabalhos anteriores e 
Este algoritmo consiste em duas fases. Numa primeira fase é calculado um ponto de 
equilíbrio (ponto onde se supõe que esteja a linha contínua que se pretende seguir) por 
intermédio de sensores de linha e para uma linha in
(mais acima na imagem). Esta determinação é feita percorrendo, a partir de um ponto 
inicial (configurável), a linha da imagem correspondente à ordenada do ponto inicial e 
contabilizando, para os quatro 
estudo, o número de pixéis
cor (diffL), respectivamente. Esta contabilização é realizada até ser encontrado o ponto de 
equilíbrio (a posição sobre a linha q
até o processo ser abortado por impossibilidade de o detectar, situação esta em que será 
reportado um erro. 
Figura 42: Ilustração da determinação da posição de equilíbrio
Ainda relativamente à 
seguintes situações: se diffR
pixel em estudo existirem três 
ausência de cor, então considera
contrário, se diffR igual ou superior a três e 
que esse pixel faz parte da linha branca que se quer seguir, pelo que a janela de anál
deslocada um pixel para a esquerda. Por outro lado, se 
diffL for inferior a dois, considera
direita da linha contínua. Assim, a janela de análise é deslocada cin
esquerda para garantir que o próximo 
tem por base um algoritmo 
recorrendo a outra plataforma[40]. 
ferior à linha de condução pretendida 
pixéis imediatamente à direita e à esquerda do ponto em 
 com cor branca (diffR) e o número de pixéis
ue maximiza a correlação com o padrão “000111”)
determinação do ponto de equilíbrio, são conte
 e diffL foram iguais ou superiores a três, ou seja, se à direita do 
pixéis com cor branca e à esquerda existirem três 
-se que foi encontrado o ponto de equilíbrio. Caso 
diffL for igual ou inferior a dois, considera
diffR for igual ou inferior a um e 
-se que o pixel em estudo se encontra fora da pista, à 
quenta 
pixel a analisar esteja dentro da pista, mesmo na 
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situação de o robô se encontrar em curva. Caso nenhuma das situações anteriores se 
verifique a janela de análise é deslocada um pixel para a direita. 
Na segunda fase do algoritmo parte-se, caso ele tenha sido encontrado, de um ponto 
de equilíbrio (quer este tenha sido calculado no presente ciclo, se se tratar da primeira vez 
que o algoritmo está a ser realizado, ou no ciclo anterior) e é calculado um novo ponto de 
equilíbrio, desta feita uma linha abaixo da linha analisada na iteração anterior. Para 
precaver situações de curva à direita ou irregularidades na linha, ao avançar na direcção da 
linha de condução pretendida, a abcissa do ponto de equilíbrio encontrado é subtraída de 
cinco unidades. Desta forma, a determinação do novo ponto de equilíbrio é feita a partir de 
um ponto mais interior da pista, o que traz maiores garantias relativamente a uma correcta 
determinação do mesmo. 
A segunda fase do algoritmo continua até ser calculado o ponto de equilíbrio 
relativo à linha de condução pretendida, sendo nessa situação retornada a abcissa desse 
pixel. 
A função que implementa o algoritmo para seguimento de linha é a função CvPoint 
rtFollowRightLine(IplImage *image, CvPoint p, int y, IplImage *displayImage). O 
parâmetro image é um ponteiro para a imagem segmentada que irá ser analisada, p será o 
ponto inicial de procura, y corresponde à linha de condução pretendida e displayImage é um 
ponteiro para a imagem que poderá ser utilizada para debug. 
5.2.2 – Obstáculos 
 A detecção de obstáculos é efectuada lançando sensores radiais sobre a imagem por 
forma a detectar transições entre ausência de cor e verde. 
Sensores radiais são sensores com um ponto de início comum, espaçados 
uniformemente ao longo de uma determinada gama definida em termos angulares e com 
uma forma semelhante aos da figura seguinte: 
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Figura 43: Exemplo de sensores radiais 
Quando é determinada uma transição válida (é detectado um número mínimo de 
transições entre no color e verde) são calculados os limites inferiores (esquerdo e direito) 
do obstáculo, ficando essa informação disponível para ser usada na manobra de desvio do 
obstáculo. 
 A função responsável pela detecção dos obstáculos é a função RtObstacleLocation* 
rtFindObstacle(IplImage *image, CvPoint p, int angle, int length, CvPoint rLine , unsigned 
int sensorType, IplImage *displayImage), onde o parâmetro image é um ponteiro para a 
imagem segmentada onde irá ser efectuada a pesquisa, p é o ponto a partir do qual se 
começam a desenhar os sensores, angle é o ângulo que os sensores irão apresentar, length é 
o seu comprimento, rLine é a localização de um alinha contínua do lado direito do robô , 
sensorType representa o tipo de sensor que irá ser utilizado e displayImage é um ponteiro 
para a imagem de visualização. 
5.2.2.1 – Manobra de desvio do obstáculo 
A manobra de desvio do obstáculo consiste em manipular os valores do 
balanceamento por forma a fazer com que o robô atravesse o mude de faixa. Há vários 
estados relativos à detecção de um obstáculo: UNDETECTED (não detectado), OWN LANE 
(na faixa em que o robô circula) OTHERLANE (na faixa contrária àquela em que o robô 
circula) e UNKNOWN (o obstáculo foi detectado, mas não foi determinada qual a faixa). 
Quando o robô detecta a presença de um obstáculo na faixa em que está a conduzir 
assume um de três comportamentos: pára se detectar que está demasiadamente próximo do 
obstáculo (por forma a não incorrer em penalizações), diminui a velocidade, caso esteja a 
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conduzir a uma velocidade superior a 0.5m/s ou inicia a manobra de desvio. De notar que o 
algoritmo foi desenhado para que antes de o robô efectuar a manobra de desvio, se 
necessário, efectuasse uma diminuição da sua velocidade para 0.5 m/s. Este valor de 
velocidade foi escolhido pelo facto de oferecer segurança relativamente ao sucesso da 
manobra de desvio do obstáculo.  
Quando o robô inicia a manobra de desvio do obstáculo, o valor do balanceamento é 
colocado a -100. Desta forma, o robô é levado a pensar que se encontra a conduzir na 
situação limite de desfasamento em relação ao que para si é o centro da faixa de rodagem e 
à direita deste. Assim, o controlo da direcção irá aplicar nas rodas o ângulo máximo para a 
esquerda e o robô irá aproximar-se e atravessar a linha tracejada que separa as faixas de 
rodagem. A dada altura, a plataforma detectará que já se encontra na faixa contrária àquela 
em que conduzia, pelo que nesta altura, o balanceamento é recolocado a zero. Desta forma, 
e conduzindo por procura de linha, o robô irá transpor a linha tracejada e alinhar-se com a 
faixa de rodagem, passando a conduzir na faixa contrária àquela em que se encontrava 
inicialmente. O robô percorre então uma distância de dois metros por forma a ultrapassar o 
obstáculo e inicia o retorno à faixa de rodagem inicial. O retorno à faixa de rodagem inicial 
é feito diminuindo em 0.2 m/s a velocidade do robô, colocando o balanceamento a 100 por 
forma a fazer com que o robô a gire as suas rodas o ângulo máximo possível para a direita 
(fazendo com que ele se aproxime e ultrapasse a linha tracejada) e, quando o robô detecta 
que se encontra na faixa de rodagem inicial, o balanceamento é novamente colocado a zero 
por forma a que o robô se alinhe com a faixa de rodagem. Quando o robô estiver alinhado 
com a faixa de rodagem (é-lhe dado algum espaço para o fazer), é imposta aos motores a 
velocidade a que o robô conduzia antes de detectar o obstáculo. 
De notar que este algoritmo admite que o obstáculo não se encontra nem 
imediatamente antes nem imediatamente depois da passadeira. Se isto acontecesse, esta 
abordagem não seria eficaz, uma vez que os dados recolhidos pelos sensores de linha 
retornariam informação que induziria o robô em erro devido às linhas horizontais e verticais 
que constituem a passadeira. Assim, a trajectória do robô não seria a esperada e não haveria 
garantias acerca do sucesso da manobra de desvio do obstáculo. 
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Capítulo 6 – Discussão, conclusões e trabalhos futuros 
 A edição de 2008 do projecto ROTA caracterizou-se por ser uma edição que 
permite uma boa oportunidade para reflexão. 
 Percebeu-se, com o decorrer do trabalho, que os objectivos traçados eram 
demasiadamente ambiciosos e que haveria alguns que teriam que ser modificados e outros 
que iriam ficar por cumprir. Foi também tomada, durante o festival, a decisão de efectuar 
trabalho importante e necessário (nomeadamente ao nível da zona de obras), mas cujo 
resultado poderia não ser observado ainda durante a competição. Pode, assim, justificar-se a 
razão de a classificação obtida no Festival Nacional de Robótica (sexto lugar) ter sido 
inferior à obtida na edição de 2007 (segundo lugar). 
 Foi, no entanto, desenvolvida uma grande quantidade de trabalho, tendo este 
constituído um melhoramento da solução que estava implementada. 
 Assim, foi feita a migração do código existente por forma a suportar a utilização da 
biblioteca OpenCV e da estrutura IplImage, constituindo uma clara melhoria quer em 
termos de funcionalidade quer em termos de rapidez na execução dos processos relativos ao 
processamento de imagem. 
 A fisionomia da plataforma foi também alterada por forma a possibilitar o 
melhoramento do desempenho do robô, tendo sido alterada a posição da câmara do 
semáforo na base superior do mesmo. 
Foram também criados comportamentos que permitiram lidar com a quase 
totalidade dos desafios descritos nas regras do Festival Nacional de Robótica (ficando, 
apenas, por terminar o comportamento relativo à zona de obras), foi construído e 
implementado com sucesso um algoritmo de controlo que permitia velocidades superiores a 
2m/s. Esta velocidade não foi atingida no ROTA, em parte devido ao limitado poder de 
processamento de que ele dispõe, mas sim noutra plataforma construída no DETI no 
presente ano, e que se trata de uma evolução em relação à plataforma do ROTA. Ainda 
assim, no ROTA foram conseguidas velocidades máximas de 1.8m/s. 
 Foi, ainda, criado um repositório de software com base no software de controlo de 
versões subversion (SVN), constituindo uma boa base de trabalho, a separação em módulos 
da estrutura do ROTA, uma mais fácil compreensão das suas partes integrantes e uma 
versão sempre estável e testada do software do ROTA. 
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Em termos do trabalho a realizar em futuras edições do projecto ROTA, este poderá 
estender-se a várias áreas, sendo de seguida expostas algumas das possíveis linhas de 
orientação. 
Poderia, por exemplo, ser criado um sistema de controlo multi-thread, por oposição 
ao sistema monolítico que se encontra actualmente implementado. Desta forma, em vez de 
as operações de controlo serem executadas em série (leitura da câmara de estrada, 
segmentação da imagem, análise da imagem, correcção da trajectória, leitura da câmara do 
semáforo, segmentação, ...) poderão existir duas ou mais threads distintas por forma a 
separar em blocos a operação do robô. Assim, enquanto que uma thread pode estar 
responsável pela aquisição de frames pela câmara de estrada, outra estará responsável pela 
aquisição de frames a partir da câmara do semáforo (por hipótese, a um ritmo inferior). 
Conseguir-se-á, deste modo, elevar as prestações do robô em prova uma vez que é 
rentabilizada a capacidade de processamento (e de forma mais visível quando a mini-ITX 
for substituída por um portátil). 
Poderão também ser criados algoritmos que permitam fazer algum tipo de 
planeamento, ou seja algoritmos que permitam optimizar a forma como o robô navega ao 
longo da pista. Recorrendo a algoritmos deste tipo, poderá ser calculada uma trajectória tão 
optimizada quanto possível por forma a melhorar as prestações em prova do robô. A 
realização desta tarefa poderá passar por, por exemplo, navegar da forma habitual durante a 
primeira volta (identificando a posição dos obstáculos, do túnel e da zona de obras) e, com 
base nesta informação, determinar uma trajectória melhorada e segui-la durante a segunda 
volta. 
Um outro aspecto que poderia ser melhorado seria o método de navegação, sendo 
que a melhoria a efectuar seria torná-lo mais suave. Na manobra para desvio de obstáculos, 
por exemplo, em vez de o balanceamento ter de ser mudado manual e abruptamente por 
forma a que o robô regresse à faixa de rodagem inicial (variando o valor do balanceamento 
de zero para um dos seus valores limite, -100) esta variação poderia ser feita de uma forma 
mais suave, aplicando, por exemplo, um degrau de valores sucessivamente mais baixos 
num momento determinado pelas condições da pista. Desta feita, e ao invés de o fazer (de 
certa forma) “às cegas” com base apenas em informação odométrica conseguem-se 
transições entre faixas muito mais suaves, tornando até possível implementar de forma 
eficaz uma trajectória que permitisse fazer as curvas da pista pelo seu lado mais interior. O 
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termo “eficaz” refere-se ao facto de os instantes de início e fim desta manobra não terem de 
ser pré-definidos, ou seja, a manobra não tem de se iniciar e terminar em instantes 
específicos e determinados, por exemplo, exclusivamente com base em dados odométricos. 
Seria também uma enorme mais-valia a conclusão do simulador iniciado na edição 
de 2007 do ROTA, uma vez que tornaria possível o teste de comportamentos e outras 
funções sem haver a necessidade de recorrer à plataforma propriamente dita. 
Em jeito de conclusão pode dizer-se que o projecto ROTA’2008 constituiu um 
desafio de elevada complexidade a todos os níveis, tanto no desenvolvimento de 
bibliotecas, como na sua implementação nos comportamentos a utilizar pelo robô. Exigiu 
também um conhecimento aprofundado de vários formatos de imagem, técnicas de análise 
de imagem e da biblioteca OpenCV. 
 A escolha feita relativamente à migração para a biblioteca OpenCV revelou-se uma 
mais-valia, não só porque tornou a escrita do código mais fácil, ao possuir ferramentas de 
manipulação de imagem pré-construídas na biblioteca, mas também porque permitiu que os 
processos de manipulação de imagem fossem mais expeditos, o que se traduziu numa 
menor carga computacional, logo numa maior rapidez de execução. 
 A manutenção de um repositório de software permitiu que várias bibliotecas do 
projecto fossem atacadas em simultâneo, ao passo que era garantida a existência de uma 
versão sempre estável de código, bem como minimizadas as incompatibilidades entre 
versões. 
 A utilização de sensores de imagem revelou-se, mais uma vez, uma abordagem 
extremamente eficiente, tendo permitido (com maior ou menor dificuldade) os desafios em 
termos de análise de imagem que se foram apresentando. 
 Apesar de em prova não ter sido atingido a velocidade de 1.8m/s, foram efectuados 
testes em treinos a esta velocidade e, com uma boa afinação dos compensadores 
proporcional e derivativo, a plataforma apresentava um comportamento fluido e sem 
problemas. 
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