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1. NOTATION AND INTRODUCTORY REMARKS 
Let k be an algebraically closed field. It is assumed that char k =p > 0. 
unless otherwise indicated. G is a simply connected semisimple algebraic 
group over k, T is a fixed maximal torus, and B a Bore1 subgroup of G 
containing T. Let Qi = @(G, T) be the root system of G, d the set of all 
simple roots, and @+ and @-- the sets of all positive and negative roots 
relative to d, respectively. We assume that the set A is chosen such that B 
corresponds to 0‘.. Let X be the weight lattice of Sp, which may be 
considered as the character group of T or B. Therefore, if 1 E X, by abuse of 
notation, we also denote by L the one-dimensional T- or B-module deter- 
mined by A. Let X’ be the set of all dominant weights, and w, the 
fundamental weight corresponding to a simple root a E A. We denote by 6 
the half sum of all positive roots and we know that 6 is the sum of all 
fundamental weights. Let W be the Weyl group of 0. The reflection with 
respect to a root a is denoted by s,, the longest element of W by w”. There 
are two ways of W acting on X. (i) The ordinary action: if ;1 E X, M? E W, 
the image of i under w is denoted by ~2. (ii) Dot action: w . A= 
5~(2 + 6) - S. In particular, let A * = -w,,A. The dual root system of @ is 
denoted by @’ and the dual root of a E @ by a’. i.e., U” = 2a/(a, u), where 
( , ) is the inner product (invariant under the ordinary action of w) of the 
Euclidean space spanned by @. For 1 E X, a E @, let (A, a) = (1, a’). 
All modules of an algebraic group we consider in this paper are assumed 
to be rational. In particular, for an infinite-dimensional module, the term 
“rational module” means this module is a direct limit of finite-dimensional 
rational modules. Let H be a closed subgroup of G containing T (such as G, 
B, or T), M an H-module; we define, for ,l E X, 
MA = (2’ E M 1 t . v = A(t) u, Vt E T}, 
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and let 
17(M)= {nEX\M,#Oj. 
Moreover, the dual (contragradient) module of M is denoted by M*? for any 
G-module M. 
Let 1- E X-‘-. We have a G-module, which is called a Weyi module, 
corresponding to it. Recall the construction of Weyi modules: Let I) be the 
complex semisimple Lie algebra with the same root system as CT 22 the 
universal enveloping algebra of g, and Pz the Kostant L-form of 2’. Let. 
V(n), be the irreducible g-module with highest weight R and rj be a maximal 
vector. Then V(n), = 2VT . z! is a Pz-admissible lattice of l$j, and Y(,iT: = 
V(i,,jT gr k is a G-module. It is this module that is the above-mentioned 
Weyl module. Note that a Weyl module is a highest weight module, that is, a 
G-module generated by a maximal vector (such as v <%> 1). We denote 
l7@) = [I( V(A j). 
Let M be a finite-dimensional G-module. A G-module filtration 
O=M,cM,c...cM,,=M 
with M,/M,... I z I’@,) for some ,U~ E X’ is called a Wey! fiitration of M. A 
G-module does not necessarily have a Weyl filtration. It is evident that a 
necessary condition for a G-module M to have a Weyi filtration is that its 
formal character ch(M) is a sum of certain Wey! characters ch(jL) = ch(Y(i.)), 
,l E Xi. From the linear independence of Weyl characters we see that if a 
finite-dimensional G-module -has a Weyl filtra.tion, the sets of filtration. 
quotients of various Weyl filtrations of this G-module are the same. 
Now let j., p E Xt . What G-module structure does the tensor product of 
two Weyl modules I’@) 3 V@) have? For example: we may ask: 
(1) Is V(J f ,u) a submodule of V(n) 8 IQ)? 
(2) Does V(n) @ P’(U) have a Weyl filtration? (This question makes 
sense because ch( V(1) 0 V&)) is a sum of certain Weyl characters.) 
(3) How does V(n) @ V(u) decompose into a direct sum of indecom- 
posable G-modules? 
About the first question, Lakshmibai et al. have proved in an indirect way 
that in most cases (in particular, when G is a classical group) the answer is 
positive (cf. 1161). Here the term “classical group” means each (almostj 
simple component of G to be of type A, B, C, or D. Our paper deals with the 
second question. In other words, we ask, for a given G, what pair i, ,U E X’ 
has the property 
V(1) 0 V(D) has a Weyl filtration, (Wf) 
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and for what G, 
the tensor product of any two Weyl modules of G has a 
Weyl filtration. ( WV 
For clarity we emphasize that, for a given G, (wf) is a property of two fixed 
weights L, ,u E P, while (WF) is the same property for all weight pairs in 
x+ x X”. 
We will prove the following main theorems. 
THEOREM A. (WF) is true for G isf (WF) is true for each simple 
component of G. 
THEOREM B. Let G be a simple group. If 
p > 2 (i.e., no restriction on p is required), 
when G is of type A,; 
> (Coxeter number of @) - 1, 
when G is of type B,, C,, or D,; 
2 29, 
2 59, 
> 151, 
2 31, 
> 5, 
then (WF) is true for G. 
when G is of type E,; 
when G is of t.vpe E,; 
when G is of type ES; 
when G is of type F4; 
when G is of type G, , 
The proof of Theorem A is (4.2); for the proof of Theorem B see (6.3): 
(6.6): and (6.8). 
Moreover, we also prove that if (wf) is true for a pair 1, ,U E X’ , then 
V(I + ,D) is a submodule of V(n) @ V(D) (cf. (3.4)); hence the above first 
question is included in the second question. 
The paper is organized as follows. In Section 2 we give a brief 
introduction to the sheaf cohomology on G/B, and prove that a G-module 
has a Weyl filtration iff its dual has an H” filtration (cf. (2.6)). Hence, we 
can use the method of sheaf cohomology to discuss the problem of Weyl 
filtrations. Section 3 is devoted to a general discussion on Weyl filtrations. 
We mainly prove that (WF) is true for G iff (wf) is true for all pairs CO,, ,D, 
where a E A, ,u E X+ (cf. (3.5)). In Section 4 we prove Theorem A: reducing 
our question to the case G is simple. Section 5 is the inductive step, which 
makes it possible to deduce the truth of (WF) for G from the truth of (WF) 
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for ail semisimple proper subgroups of G. In Section 0 we give the proof of 
Theorem B. 
2. SHAEF COHOMOI.OGY ON G/B 
in this section char k is arbitrary. 
Let E be a B-module. We can construct a localiy free &,;,-module .2’(E) 
on the projective variety G/B (where 6’,,, is the structure sheaf of G/B): let 
n: G + G/B be the canonical morphism. and U c G/B an open subset; put 
the sections of I/‘(E) over U: 
T(li, Y(E)) = {morphismJ’: ~-‘11-+ E j 
f(xb)=b-‘.f(x),VxEn.--‘U,bEB~. 
When E is infinite-dimensional, each specific f is a morphism from K ‘li 
into some finite-dimensional submodule of E. In general, Y(E) is only a 
quasi-coherent sheaf; if E has finite dimension, then Y(E) is a coherent 
sheaf. It is easy to verify that Y is an exact functor from the category of 
rational B-modules to the category of quasi-coherent sheaves on G/B. This 
functor commutes with tensor product, direct sum, and direct limit. Thus, we 
take the sheaf cohomology (cf. 110, III]): 
H’(G/B, P(E)) = R’T(G,‘B, Y(E)). 
When no confusion arises, we simply denote H’(G/B, Y(E)) by H’(E). 
Clearly, H’(E) is a k-space. By a theorem of Serre (cf. [IO, III, (5.2))), if E 
is finite-dimensional, then so is H’(E). Moreover, thanks to the vanishing 
theorem of Grothendieck (cf. 110, III, (2.7)!), H’(E) = 0 for all 
i>dimGjR=Card@‘. 
We can directly define a G-module structure on H”(E). Since 
H”(E) = I’(G/B, F(E)) 
={f’:G-+Eif(xb)=h ‘*f(x),Vx:EG,bEB), 
we define, for all g E G,fE H”(E). 
(g ..f)(x> =fW1x)7 Vx E G. 
It is easy to see that g .f~ Ho(E). Under this action of G: H!‘(E) becomes a 
G-module. 
For i > 0, H’(E) may be given a G-module structure as well, although its 
definition is less transparent han that of H”(Ej. Multiplying on the left b; 
g E G, -we get an automorphism of the variety G/B: g: GjB 2 GjB. It is easy 
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to verify that the two sheaves Y’(E) and g*Y(E) on G/B are isomorphic. 
Therefore, the action of g and this sheaf isomorphism induce an 
automorphism of H’(E): 
g: H’(G/B, P(E)) -‘; H’(G/B: g*?(E)) 7 #(G/B, .Y(E)). 
Hence, H’(E) becomes a G-module. There is another way to get the G- 
module structure of H’(E): first prove that if I is an injective B-module (note 
that the category of rational B-modules has enough injectives!), then 
H’(1) = 0, Vi > 0 (cf. [ 13, Sect. 6 1). Now a theorem of Grothendieck (cf. 
[17, (11.38)J) Y sa s, since 9 is exact, that Hi(-) may be regarded as the 
right derived functors of the left exact functor T(G/B, 9(-)) from the 
category of rational B-modules to the category of rational G-modules, so the 
H’(E) are G-modules. It can be proved that the above two ways give the 
same G-module structure on H’(E). 
The G-module H”(E) agrees with the G-module Indi E induced from the 
B-module .E defined by Cline, Parshall and Scott (CPS, cf. [5 I). Indi E are 
the B-fixed points in k[G] @E: where k(G.1 is the affine algebra of G and the 
action of B on k[G] 0 E is defined as follows: 
ha(f@e)=.f.b‘-‘@bae, VfE k[G], eEE, hEB, 
where 
(f. b-‘)(x) =f(bPx), Vx E G. 
The action of G on Ind” E is H 
g - (f0 e) = (g -.f) 0 6 VgE G, 
where 
(g . f)(x) =S(xg), Vx E G. 
It is easy to prove that there exists a B-homomorphism Ev: H’(E) 
(rIndi E) -+ E, which maps f to J(l), to have the following universal 
property: for any G-module M and B-homomorphism ~1: M+ ET there exists 
a unique G-homomorphism @: M-+ H”(E), making the following diagram 
commutative: 
M-2 H”(E) 
\ (ct; 
L J 
E 
-I'ENSORPRODUCI'S OF WEYL MODULES 167 
When L E X, Y(A) is an invertible fi!8 -module on G/B. For .Y(ib): there 
are two celebrated theorems, each of which may be proved in ,various ways. 
For example, for the proof of Bott’s theorem we may see 191, while the proof 
of Kempfs theorem may be found in [2] (or ] 13, Sect. 6j). 
(2.1) THEOREM (Bott). Suppose char k = 0. Let I. E Xt? 12: E W. The 
length qf w is denoted b)l l(w). Then H’(““(w . 1”) is the only non-canishing 
cohomology group of .Y(w . j.). which. as a G-module, !s the irreducib!e 
module with highest weight 2. In particular, H’(i) = 0. Vi > 0. Moreover, $ 
X. E X such thot (2, a> = --I ,for some a E A, then H’(w ’ j,) == 0, Vi > 0: 
It: E w. 
(2.2) THEOREM (Kempf). Suppose char k =I) > 0. Tilen H”(3.) f 0 $j 
J& E-X’.; in this case H’(l) = 0, Vi > 0. Moreocer, if .;L E X such that 
(i, a> = -1 ,&r some a E A, then H’(R) = 0, Vi > 0. 
We also have the following well-known results: 
(2.3) PROPOSITION (duality). Let Iv = Card ~0’: 3. E X: then there e,ui.sts 
a G-module isomorphism 
ProoJ: This is essentially the Serre duality (cf. ] i0, III: (7.7)]). Note that 
the dual sheaf of .Y’(A) is r/i(-%) and that the canonical sheaf of G/B is 
i/(--26) (cf. ] 13, Sect. 5 1). QED. 
(2.4) PROPOSITION (tensor identity, CPS). Let E be a B-module. M a G- 
module; then H’(E 3 M) g H’(E) @ 44. Moreover, H”(M) r M. 
Proof; When i = 0, the tensor identity is 
Indi(E @ Resi 121) 2 (Indg E) 0 M, 
which was proved in 15, (IS)]. For any i, cf. j8, (2.3)] (see a!so 
]2, Remark 1.6, (iii)]). The last conclusion is clear from the fact that a B- 
fixed point in a G-module is a G-fixed point. QED. 
FhEOREM (a corollary of Bott’s theorem and Kempfs theorem). Ler 
i.EX+; then V(l)* z If”@*), as G-modules. Moreover, V@) is the 
universal highest weight module of weight I. That is, ij- M is a G-module 
generated by a B.+-semi-invariant vector of weight & then there exists a G- 
module epimorphism V(i) -+b M. 
ProoJ See 11.5, Satz I]. QED 
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Let M a finite-dimensional G-module. A G-filtration 
O=M,cM,c...cM,,=M 
with MJM-, g H”(ui) for some pi E X+ is called an HO filtration of M. It 
is quite natural to ask for what pair 1, p E X ‘., 
H’(A) @ Ho(u) h as an H” filtration. WI 
And we, of course, want to know the connection between (wf) and (hf). We 
have 
(2.6) COROLLARY. Let M be ajkite-dimensional G-module. Then M has 
a Weylfiltration iff M * has an HO filtration. In particular, (wf) is true for a 
pair A, ,u E X” ijf (hf) is true for the pair A*, ,a*. 
ProoJ The result follows immediately from (2.5). Q.E.D. 
Thanks to (2.6), the question of the truth of (wf) for 1, p is changed into 
the question of the truth of (hf) for L*, P*. We can also reduce it to a 
question of B-module filtrations. 
(2.7) THEOREM. Let E be aJinite-dimensional B-module, which has a B- 
filtration 
O=E,cE,c...cE,=E 
such that H’(EJE,- 1) 2 H,‘(,ui), V' > 0, where ,ai E X- - 6 (i.e., 
pi + 6 E X ’ ), Vi. Then E is a T(G/B, Y(-))-acyclic module and H”(E) has 
a G-filtration 
0 = H”(E,) g H’(E,) s ... s HO(E,,) = H”(E) 
with quotients H”(Ei)/Ho(Ei-. 1) z Ho&). 
ProoJ Use induction on n. We have an exact sequence of B-modules 
O-t&, -+E+E/E,._,-tO. 
By hypothesis, E,,.., is f(G/B, Y’(-))-acyclic and H’(E,-,) has a G- 
filtration as required. Taking cohomology, the only non-vanishing terms in 
the long exact sequence are 
0 -+ H”(E,- 1) + Ho(E) + Ho&,) -+ 0. 
The conclusion follows. Q.E.D. 
The simplest example among the B-modules having the property 
mentioned in (2.7) is the following: 
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(2.8) COROLLARY. Let E be a Jinite-dimensional B-module. Q 
n(E) c X’ -- 6, then H’(E) has an HO filtration. 
Prooj The composition series is a B-filtration as mentioned above. 
QED. 
Now let P be a parabolic subgroup of G containing B, P = L Y (L is 
reductive and contains I’) its Levi decomposition. Let D be the commutator 
group of I, (the “semisimple part” of P, in the roughj. Note that D is 
automatically simply connected. It is known that B’ =B (7 L !resp 
B” = B fI D) is a Bore1 subgroup of L (resp. 0). Then for a B-moduie El we 
can construct a sheaf 2’(E) and take its cohomology on P/B or L/B’ as well 
as on G/B or D/B”. The behavior of these sheaves and their cohomolog:i 
groups is quite similar. We do not go into detaiis here. However. we need tc 
know some connections among them. The main results are revealed by (2.9) 
and (2.10). 
(2.9) THEOREM. Suppose P, L, D, B’, and B” as above. Let E be a B- 
module. Then we have 
0) L-module isomorphism: 
Resr H’(P/B, Y’(E)) FZ H’(L/B’, .Y(Resi, E)): 
(ii) D-module isomorphisms: 
Rest H’(P/B. Y’(E)) 2 Resp; H’(L/B’, .P”(Resi, E)) 
z H’(D/B”. Y’(Resi,; 15’)). 
Proof. Let z,: P + P/B, x2: L -+ LIB’, and rc3: D-r DJB” be th:: 
canonical morphisms. The embedding maps D 4 L c+ P induce 
isomorphisms D/B” J , ” LIB’ 2” P/B, where 0 is D-equivariant and G is 5 
equivariant. So it is enough to show that 
Y’(Resi I E) z a”‘.Y’(E j: 
.Y’(Resf,, E) g B*Y(Resi, E). 
We proceed to prove the first sheaf isomorphism. 
It is easy to define a sheaf homomorphism 97: o’~Y(E) -‘+ .Y’(Resi Ej. We 
know. for each open subset UC LjB’, that 
T(U, Le.Y(E)) 
= r(au, Y(E)) 
= (,f: 71; ’ aU-+ E If(xb) = b-’ .f(x), Yx E r;,‘c~r/r? b E B), 
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r( UT .Y(Resi I E)) 
= (f’: 7r,‘U+E Jf’(xb) = b-1 .f’(x): vx E 71;‘u, b E B’}. 
Since rc;‘U may be canonically regarded as a subset of x;-‘aU, we can 
define a homomorphism (or;: T(U, o*Y’(E)) + T(U. Y(Resi. E)) such that 
f~fl,~-‘~,.. Clearly, qr: commutes with the restriction maps of sheaves. 
Hence; these q. give a sheaf homomorphism p, as required. 
In order to prove q> to be an isomorphism, it is enough to find the inverse 
of each (P’,.. Since P = LV is a semi-direct product, each x E P may bc 
uniquely written as JJZ with y E L and z E V. In particular, if x E n;‘aD’, 
then ~7 E x;‘L’. Since VC B, we can define, for each f’ E r(U, Y’(Res~, E)), 
a regular function f from TL; ‘oU to E as follows: 
f(yz) = z ’ -f’(y), vy E 7r*.‘u, z E v. 
Since V is a normal subgroup of P, it can be verified thatyE T(c/‘: o*Y(E)). 
In fact, if x =J~z, b = cd with ~7 E rc;-‘U, c E B’, and z: d E V. then 
f(xb) =f( yzcd) =f( yc(c - ‘zcd)) 
= (c-‘zcd)-- ’ .J’(yc) = (c-‘zcd) ’ . (c-l *f’(y)) 
= (zcd) -’ *f’(y) = (cd)-’ . (z-’ *f’(y)) 
= b- ’ *J(x). 
Therefore, we arrive at a map vr;: T(U. r;/(Res,“, E))+ r(U, o%/(E)). It is 
easy to see that ‘,~r,. and qr.; are inverse to each other; hence the isomorphism 
L(‘(Res;, E) z a*.Y’(E) has been proved. 
The proof of the second isomorphism is similar. The only difference is that 
L can not be regarded as a semi-direct product of D with another subgroup. 
However, we can write L = DZ: where Z is the identity component of the 
centre of L (that is, Z is the radical of L). But D r7 Z may be bigger than the 
identity subgroup { 1). Therefore, if we express an element x E L as the form 
yz with 4’ E D and z E Z, the expression is not unique. Hence, for an open 
subset U G D/B”, when we lift a function f’ E T(U, .Y(Rcsi,, E)) to a 
function fE T(U, B*Y(Resi,E)), we have to show that this lifting is 
independent of the choice of the expressions. More precisely, if x = yz = J’Z’ 
with 4:~‘Erc’~‘U and z,z’ E Z, we have to show that z ’ ..f’(4:) = 
z’-’ .J’(y’). Actually, in this case y.-‘y = zz’-’ E D fT Z G B”; hence 
z’ --’ .f’(y’) = z--‘(zzI--’ ) *f’(y’) = z-‘(y-IL”) .f’(y’) 
=z ---I .J“(y’(y-‘y’)..-‘) = z ’ .f'(y). QED. 
The case i = 0 of (2.9)(i) is contained in [6, Sect. 1, Proposition I. 
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(2. IO) THEOREM (CPS). Let P be a parabolic subgroup of G containing 
3. If E is a B.-module and H’(P/B, .Y(E)) = 0, Vi f ii,, then 
H.‘(G/B, .Y(E)) g Ht-‘n(G/B, .Y(H’u(P/‘B, Y(E))j), 
Proof: See [S, (4.7)] or ) 1, Sect. 11. QED. 
3. A GENERAL DISC~JSSION ox WEYL FILTRATION 
First of all we consider the relation of a G-module with a submodule and 
the corresponding quotient in Weyl filtrations. 
(3.1) LEMMA. Suppose that the G-module M has a Weyl,fiItmtion. Let i. 
be a maximal weight of M, t’ E M,,, and u # 0. Then the G-submodule of M 
generated by 2: is N z V(A), and M/N has a We!71 filtration. 
ProojY Let 
O=M,cM,c...cM,=M 
be a Weyl filtration of M. We choose s < n such that t’ E M, but c @ M, __ :. 
Then A E II(.M,/M,- i). The maximality of /1. forces M,/M ,s.. , % V@j. The: 
coset of u is a maxima1 vector of MS/M,-, and thus generates this G-module. 
Hence we have an epimorphism N + M,,tM,-, . On the other hand, u is a 
maxima1 vector of M, so N is a highest weight module with highest weight /.. 
By (2.5), we also have an epimorphism V(~,)-++ N. Therefore, we get 
V(n)++ N-H M,/M,pl g V(A), 
forcing N g I’(A). It follows that N n MS-. , = 0. Now let Mi be the image of 
Mi under the canonical homomorphism M-+ M/N. Then M;IMi_, Z 
MJM! _ , , Vi # s, and .M,-, = M,. Hence, 
0 = k,, c M, c . . . c &ii )‘... , = n;i, c . . . c li;i, = M/N 
is a Weyl filtration of M/N. (3X.11. 
(3.2) COROLLARY. Let a Jnite-dimensional G-module M be the direct 
sum of its G-submodules M’ and M”. Then, A4 has a Weyl jiltration u both 
M’ and M” have Weyl filtrations. 
Prooj: (+) This is clear. 
(:a) Use induction on dim M. Let A be a rnaximai weight of M? sa:/: 
172 WANGJIAN-PAN 
M,\ # 0. We choose a nonzero vector z’ E Mi. Let N be the G-submodule 
generated by t’. Then, by (3.1). N g V(A) and 
M/N = (M’ @ M”)/N s (M’/N) 0 M” 
has a Weyl filtration. Now M/N is also a direct sum and has lower 
dimension; hence both M/N and M” have Weyl filtrations. It follows that 
both M’ and M” have Weyl filtrations. Q.E.D. 
(3.3) PROPOSITION. Let M’ be a submodule of finite-dimensional G- 
module M and M” = M/M’. If both M and M” have Weyl jiltrations, then 
M’ has a Weyl filtration, too. 
ProoJ. Use induction on dim M. 
Let i be a maximal weight of M. If Mi # 0, we choose a nonzero vector 
v E M,;. Let N be the submodule generated by v. Then 
(M/N)/(M’/N) 2 M/M’ = M” 
has a Weyl filtration. On the other hand, by (3. l), N z V(A) and M/N has a 
Weyl filtration. Hence, by the induction hypothesis, M’/N has a Weyl 
filtration. So M’ also has a Weyl filtration. 
If M; = 0, we choose a nonzero vector v E M,,. Let N be the submodule 
generated by v. Then N z V(i). On the other hand, v 6?A M’, so the image of 
v in M” is nonzero; hence the submodule N” generated by it is also 
isomorphic with V(A). Therefore, NnM’ = 0. Hence, under the 
homomorphism M+ M/N, M’ is isomorphic with its image M’. Now 
(M/N)/@ z M”/N” and both M/N and M”/N” have Weyl filtrations; 
therefore fi’, which is isomorphic with M’, has a Weyl filtration. Q.E.D. 
Note that even if both a G-module and a submodule have Weyl filtrations, 
the corresponding quotient may fail to have a Weyl filtration. Let, for 
example, G = SL(2, k), M = V(p). M has a submodule M’ = V(p - 2). But 
it is known that M/M’ is the irreducible G-module with highest weight p, 
which does not have any Weyl filtration. 
Now we turn to the discussion of V(A) @ V@). 
(3.4) PROPOSITION. If V(i) 0 V(p) has a Weyl filtration, then there 
exists a Weyl filtration of V(A) @ V(u) with V(A + ,a) as its first quotient (a 
submodule). In particular, the (nonzero) homomorphism V(A + ,a) + V(A) @ 
V(u) is injective. Moreover, in this case any direct summand of ‘V(A) @ V(u) 
also has a Weyl filtration. 
Proof Use (3.1) and (3.2). Q.E.D. 
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(3.5) THEOREM. (WF) is true for G iff (wf) is true for each pair w,, ~1: 
where a E A, ,u E X+. 
Proof. We introduce a new partial ordering on X as follows: 3, > ,U * 
A --p is a linear combination of simple roots with non-negative rational coef- 
ficients. This ordering is compatible with the usual partial ordering (A > ii 0 
I --,U is a linear combination of simple roots with non-negative integral coef- 
iicientsj, and CJ, > 0 for all u E A; thus all dominant weights are bigger than 
zero. Because the fundamental group is finite, there are still only finitely 
many dominant weights smaller than a given dominant weight. Therefore, we 
can use induction with respect o this ordering. 
We make an induction hypothesis: given I. E X-, if <E X’ is strictly 
smaller than A., then (wfj is true for each pair [$ ,u, where y E X ’ . We will 
prove (wf) is true for A, ill. 
Since /1 f 0 (otherwise the conclusion is trivial), we can write A=: r -+ w, 
for some 5 E X’ and (r: EA. r is strictly smaller than A. Hence, far any 
.u E X’, V(r) $3 V($) has a filtration 
O=M,cM,c... c M, = V(r) 0 V(u) 
with MJM,.. , z V(&), say. Tensoring with V(io,j, we get a filtration of 
V(0,) @ V(r) $1 V(U) as follows: 
0 = V(0,) @ M, CV(u,)OM,c...cV(w,)~,M, 
= V(w,) 0 V(r) 0 V(u). 
The quotients are (V(o,) 0 M,)/(V(w,) 0 &Zi ,) Y Y(w,,) 0 V(C). These G- 
modules have Weyl filtrations; hence the above filtration of V(W,,~) 0 
V(r) 0 V(U) may be refined to a Weyl filtration. 
On the other hand, V(o,) 0 V(t) has a Weyl filtration. By (3.4) it has a 
submodule V(L) and the quotient Q = (V(w,j (8 V(T))/V(~) has a Weyl 
filtration” Since /1 appears as a weight of V(w,) @ V(r) only once, and the 
other weights of this module are strictly smaller than ,I., so each quotient of a 
Weyl fiitration of Q has highest weight strictly smaller tha.n I,. Tcnsoring 
with V(u). by the induction hypothesis, Q 0 V(p) has a Weyl filtration. Now 
(V(w,, 0 V(z) 0 V(u))/( V(A) c3 up>) z Q 0 V(u). 
Thanks to (3.3), V(d) 0 V(D) has a Weyl filtration. Q. E.D. 
4. PROOF OF THEOREM A 
Let @ be reducible; then it may be written as Q, = @I Cj @,” and 
(a!, a’) = 0 for any ~2’ E a’, a2 E CD’. We denote by Xi the weight lattice of 
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@ (i = 1,2). Thus, each A E X may be uniquely written as L = 1’ + A2 with 
1’ E Xi. In particular, if 1 E XI, then ii E Xi+. In this case G is a direct 
product: G = G’ x G2, where G’ has root system a’. 
(4.1) LEMMA. Let G be as above, and ;1= /I’ + i2 E X+ with ,I’ E Xi-!.. 
Then V(A) r V(i’) 0 V(a*)5 where V(A’) is the Weyl module of Gi with 
highest weight 1’: and their tensor product is regarded as a G-module in the 
way that 
(g’, g’) . (t:’ @ v’) = g’ . 2” @ g* . u*, 
for all gi E G’, ci E V(A’). 
ProoJ Let ui be a maximal vector of I’@‘); then u = U’ @ u2 is a 
maximal vector of G-module M = V@‘) 0 V(a’). Its weight is a. Since the 
vectors of the form g’ . ui (gi E G’) span the space I’@‘), the vectors of the 
form (g’,g*).u=g’.u’@g’. u2 span the space M. Hence M is a highest 
weight module of weight 1, and thus there is an epimorphism V(i) +P M. 
In characteristic zero, both V(a) and M are irreducible, so they must be 
isomorphic. In particular, they have the same dimension. The dimension of a 
Weyl module is independent of the characteristic, so we get V(a) z M in any 
characteristic. Q.E.D. 
(4.2) Proof of Theorem A. One direction is clear. The other direction 
may be proved by induction on the number of the simple components of G. 
Let G=G’xG*. Then Il,puEX+ may be written as ;1= 1’ + a* and 
p =.u’ +p* with a’,,u’ E X1+, and L2,,u2 EX’+. By (4.1), 
V(A)z V(i')@ qa*), V(u) 2 V(d) 81 qu'), 
where V(a ‘) and I+‘) are Weyl modules of G’, and I’@‘) and I+‘) are 
Weyl modules of G2. Thus, 
v(a)@ V~)Z v(a')o v(aqo qd)g~ if+*) 
z (v(a')o v@'))c~ (v(a')o v(d)). 
By the induction hypothesis, G’-module V(a’) @ I+‘) has a Weyl filtration 
O=M,cM,c ... CM,=V(~~)O qd) 
with quotients M,/M,-, E V(rf), say. Tensoring with N = I’@‘) @ V(,U*), we 
arrive at a G-filtration of G-module V(i) 0 V@): 
o=M,,oN~M,oN~...~M,oN~~v(~)ovc~). Y> 
Its quotients are V(tf) @ N. 
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On the other hand, G2-module N has a Weyl filtration 
with quotients Nj/Nj-, z V(rj), say. Tensoring with II( we get a G- 
filtration of G-module v(tf) @N 
with quotients v(t:) @ V(rT) z V(ri t rj) = V(ru), say. We see that this is a 
Weyl fltration. Hence, the filtration (*) of G-module I/(h) 0 V(u) may be 
refined to a Weyl filtration. QED. 
5. INDUCTIVE STEP 
In this section we will show how to deduce the truth of (wf) (or (hf)) for 
suitable pairs in X+ x X’ from the truth of (WF) for each semisimple 
proper subgroup of G. To approach it, we consider the irreducible Weyl 
modules. 
First we recall the definition of strong linkage. Suppose Jb, x E X. We write 
1% 1x if there exist OL E @’ and n E 7 -’ such that IL = s, . x + npa with 
(i: + 6: o) > np. In particular, ;L T x implies jti <x. We call 1 strongly linked 
to x, if there exist ,u, ,..., ,u,. E X such that 
I=,u, T,u2? -a. t,uu,=x. 
We have the following results. 
(5.1) LEMMA. Let A, x E X’ - 6. lf I. is strongly linked to x, then there 
exist p, ,...: P~-E Xi - 6 such that 
A=p, Tp* t **a T,u).=z. 
Proof. See 14, Proposition 11. QED. 
(5.2) THEOREM (Andersen). Let x E X -’ - 8. If the irreducible G-module 
with highest weight A E X’. is a composition factor of H’(w . x) jfor some 
it? E W, i E 9 I, then /z is strongly linked to x. 
ProoJ See 14, Theorem 11 (or [ 13, Sect. 8 1). QED. 
(5.3) COROLLARY. Let 2,~ E Xi. If the irreducible G-module with 
highest weight ;1 is a composition factor of V(x), then A is strongly linked to 
X* 
Proof: I/(x) z H”:(wO . x), where N = Card Cp + . Q.E.D. 
481?7?.‘!-li 
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Let h(Q) = max((6, a) + 1 [ ‘da! E @}. It is known that h(G) is the Coxeter 
number of @, if @ is irreducible; when @ is reducible, h(G) is the largest of 
the Coxeter numbers of its simple components. 
The following corollary is really due to Humphreys and Verma, based on 
114, 181. 
(5.4) COROLLARY. Let x E Xf such that 01, a) < m, Vu E @‘. If 
p + 1 > h(Q) + m, then V(,y) (or II”( is an irreducible G-module. 
Proo~T Thanks to (5.2) and (5.3), it is enough to show that there is no 
dominant weight distinct from x to be strongly linked to x. By (5.1) it is 
enough to show that there is no weight ,I E X’ - S distinct from x such that 
3, T x. By our hypothesis, 
(X+&a)<h(@)+m- l<p. 
Therefore, if 1 is a weight such that I T x, it may be written as 1 = 
s, . x + npa with n = 0 or 1. 
If n = 0, then both A and x are in Xt - 6 and A = s, . x, forcing A =x. 
If n = 1, we have (x + 6, a) = p. Therefore, 
A=s,k+d)-6+pa 
=x-(o:+s,ct)-p)a=x. 
Hence, there is no weight A E X- - 6 distinct from x such that I T x. Q.E.D. 
Recall that if J is a subset of A, we can construct a parabolic subgroup, 
P,, of G containing B associated with it. This parabolic subgroup is 
generated by B and all unipotent subgroups corresponding to a E J. 
Conversely, each parabolic subgroup of G containing B has the form PJ for 
some JS A. Given J, let Qp, denote the subsystem of @ generated by J. Let 
h’(a) = max{h(@,) 1 VJ5 A}. 
(5.5) COROLLARY. Let JE A. Let M be a finite-dimensional P,-rriodule 
such that c’+u, a) < m, Vp E II(M), u E GJ. If p + 1 > h(@,) + m, then M has 
a P,-flltralion 
O=M,cM,c***cM,=M 
with M,/M, 1 z H”(P,IB, Y!‘/cui)), where pi E I7(M) and (pi, a) > 0, Va E J. 
Proox Let N be a P,-composition factor of M. N has highest weight I>, 
say, with (A, U) > 0 for all a E J. We claim N z H’(P,/B, Y(A)), as P.,- 
modules. 
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From (2.9) we know that the restriction of H”(PJjB, Y(j.)) to D, the 
“semisimple part” of P,, is isomorphic with li’(D/B”, Y(A j), where 
B” = B n D. The fact A E D(N) c D(M) forces 1, regarded as a weight of 
QJ, to satisfy the condition of (5.4). Hence, H”(P,/B, .;“(A)) is an irreducible 
D-module, and thus an irreducible P,-module. 
Now from the commutative diagram 
N - H’(P,/B, Y’(L)) 
IEr: 
4. 
A 
WC see that we have a nonzero homomorphism between two irreducible 
modules N and H’(P,/B, Y(A)). It must be an isomorphism. Therefore, a Pi- 
composition series of M is a needed filtration. Q.E.D, 
From now on we assume @ to be irreducible. 
(5.6j LEMMA. Let A,,u E X’ and ,u <E. (with respect to the umai 
ordering or the ordering in the proof of (3.5)). If p is the highest root or the 
highest short root of @, then (,u, /?) < (n, /I). 
ProojI If /3 is the highest root, then CL + p is not a root for any a E A. By 
[ 11, Lemma 9.4 1, (a, p> > 0. Now 
p=%-- \’ a,u - 
ne4 
with a, > 0; lieme 
If /3 is the highest short root, we consider our question in QV, the 
conclusion is similarly proved. QED. 
(5.7) COROLLARY. Let L E X’, T E n(i.j. Let /I be the highest short roe: 
(resp. the highets root), and u be a root (resp. a long root); then I(:, c)i G, 
(4 to 
ProoJ There exists w E W such that wz =,u E X’ and ,ti < d; hence 
I+. u)! x &.I, u’ 1~)1 < (jf, p) < (A, pj. QED. 
(5.8) COROLLARY. Let 2. E X’ with (A, fi) = FE, where ,b’ is the highesl 
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short root of @. If p + 1 > h’(G) + m, then for any J c A, H’(A) has a PJ- 
filtration with quotients H’(P.,/B, Y(ni)), where li E n(n) and (ni, a) > 0, 
‘daEJ. 
Proof. By (5.7) and the definition of h’(Q), Ho(A) satisfies the condition 
of (5.5). Q.E.D. 
(5.9) LEMMA (Kostant). Let 1: ,a E Xt . If 
ch@) ChCu) = x n(C) ch(C), <cx+ 
then n(C) f 0 implies < = r + ,a for some T E IZ@). 
Proox There is no harm in assuming char k = 0, for the lemma has 
nothing to do with the characteristic of k. Let u be a maximal vector of V@); 
then V(A) $3 V@) is spanned by all vectors of the form u Ox . L:, where 
uEV@), xEG. Since u~x~v=x~(x~‘~~~o)=x~(u’Ou), say, we 
see that V(A) @ I+), as a G-module, is generated by the vectors u 0 c, for 
all u E V(A). Now let {ur ,..., u,} be a basis of V(A), where Ui is a weight 
vector of weight Ai, and Izi < Aj implies j < i. Then G-module V(A) 0 V@) is 
generated by all ui @ V. Let in addition Vi be the G-module generated by 
U, @ u,..., ui 0 V; we get a G-filtration of V(A) 0 V@): 
o= V”C V,G **- cl v,= V(A)@ V(u). 
The quotient Vi/Vi-, is generated by the coset of ui 0 t;. It is easy to see 
that the coset, if nonzero, is a B ‘-semi-invariant vector of weight pi + P. 
Hence, each nonzero quotient Vi/Vi-, has the form V(Ai + p). The 
conclusion follows. Q.E.D. 
(5.10) LEMMA. Let JC A, PJ = LV be the Leci decomposition (as in 
(2.9)), and Z the identity component of the centre of L. If ,l E X with 
(1, a) > 0, Va E J, then the action of V on H’(P,IB, Y’(A)) is trivial and 
t -f = i(t)S, Vt E Z, f E H’(P,/B: Y’(n)). 
ProoJ: Note that V acts trivially on the one-dimensional B-module 1; we 
deduce that, for all x E V, y E P,, f E H’(P,IB, Y(A)), 
(x .f)(Y)=S(x"LY)=f(Y(Y-lX-lY)) 
= (Y -‘xY) *f(Y) =f (Y), 
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and hence x . f =f. For any t E Z and y = y, y2 (yi E L, y2 E Vj, we have 
(t -f)(Y) =f(t-‘Y> =f(Y(Y-‘t-‘Y)) = (Y-ltY! -f(.d 
= (YT1Y;‘O’IY2) *f(Y) = (YTitJr*! 3.d 
= t *f(Y) = W)f(Yh 
hence t . f = L(t)J QED. 
(5.11) PROPOSITION. Let J c A, and D be the “semisimple part” of PJ, 
Suppose that (WF) is true for D. If 1,y E X and & a} > 0, l,u, a) > 0, 
Va E J, then H’(P,IB, Y(A)) @ H’(P,IB, Y(p)) has a P,-Jiltration with 
quotients H’(P,IB, Y(Ai + ,a)), where ,li E Il(H”(P,IB, Y(A))) and 
(Ai + pu, a) > 0, Va E J. 
Proof. Let B” = Df7 B. By the truth of (WF) for D and (2.6), (2.9), 
HO(P,/B, Y(i)) $3 HO(P,IB, U(p)), as a D-module, has a D-filtration. 
O=MocM, c . . . CM, 
= HOpr/B, Y(A)) @ HO(P,/B, Y(u)) (““1 
with quotients Mi/Mi-, z H’(D/B”, 9(tf)), where ,rf are dominant weights 
of a.,. Thanks to (5.10), each Mi may be naturally lifted to a P.,-submodule 
of If’(P,/B: Y(n)) @ H’(P,/B, Y(p)) an each r; may be naturally lifted to d 
a weight ri, say, of @ with (zi, U) = (rf, U) > 0, Va E J. 
Now (**) becomes a P,-filtration. The P,-modules M$M, i and 
fI”(PJ/R, Y(ri)j are isomorphic as D-modules, and V acts trivially on both 
of them. If f E Mi/Mi-. , , t E Z, we also have 
t . f = (A + j-J)(t)f = ri(t>ji 
for ii is a weight of Z-l’(P.,/B, .%‘(A)) @ H”(P,/R, %@)), a.nd it is just the 
action of Z on If’(P,IB, Y(ri)). It follows that MJM,.. I z H’(P,,/B, Y’(ri)), 
as P,-modules. 
Finally, we consider ri --p = Li. By (5.9) it, regarded as a weight of @.!? 
is a weight of H’(D/B”, Y(i)); for t E Z, 
n,(t) = Ti(tj/p(t) = (j. + ,u)(t)/,a(t) = #l(t). 
Hence, ii is a weight of H’(P,/.B, Y(i)). Q.E.D. 
(5.12) THEOREM. Suppose that (WF) is true for the (simply connectedj 
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semisimple group corresponding to any proper subsystem of @. Let ;i, p E X’ 
such that the set 
J= {aEA Il~ElI(ll) such that (7 + ,u, a) < -2) 
is a proper subset of A. If p + 1 > h’(Q) + (n, ,!I), where p is the highest short 
root of CD, then (hf) is true for the pair ,I, ,u (or, equivalently, (wf? is true for 
the pair A*,,u*). 
ProoJ: By (5.8), the restriction of H’(1) to PJ has a P.,-filtration with 
quotients HO(P,IB, Y&)), where Ai E n(i) and (Ai: a) > 0, ‘da E J. 
Tensoring with H’(P,IB, Y(u)), we obtain a P,-filtration of H’(A)@ 
H’(P,IB, Y(u)) with quotients H”(P,IB, .Y(Ai)) @ HO(P,/B, Y(u)). Such a 
P,-module, by our hypothesis and (5.1 l), has a P.,-filtration with quotients 
HO(PJ/B, 9(&j + p)), where /1ij E n(H”(P,IB, ~(;ri))) E n(~) and 
(A, + ,u, a) > 0, Vu E J. Hence, Ho(A) @ H’(P,IB, Y@)) has a filtration 
O=M,cM,c..* c M, = HO(A) @ H”(P,IB, Y(p)), (:g * *> 
the quotients of which are the above-mentioned P,-modules N’(P,IB, 
Y(A, + ,u)). It is easy to see that 1, +p E X+ - 6. Thanks to (2.10), we 
have 
H”(G/B, Y(H’(P,/B, 9(/l, + ,u)))) z W(G/B, Y(Aij + ,u)). 
That is, filtration (***), g d d re ar e as a B-filtration, satisfies the condition of 
(2.7). It follows that the G-filtration 
0 = HO(Mo) c H”(M,) c . ’ * E H”(M,) 
= HO(HO(l) 0 HO(P,IB, Y(u))) z HO(l) 0 Ho(u) 
has quotients Ho@, +p), where the last isomorphism is deduced from (2.4) 
and (2.10). Q.E.D. 
6. PROOF OF THEOREM B 
In this section, we assume @ to be irreducible and denote the simple roots 
by ui; the indices are numbered as the Dynkin diagrams in [ 11, (11.4)1 
show. The fundamental weight cxai is simply denoted by oi. 
First of all, from Section 2 we obtain a method to verify the truth of (wf) 
for suitable pairs A,,u E X+. 
(6.1) LEMMA. Let A, ,u E X+. If jbr each TEZI(A), ,u*-TEP-& 
then (wf) is true for the pair A, ,u. 
TENSORPRODUCTS OF WEYL MODUL.ES 131 
.ProoJ Note that the weights of H”(l’S) are just the negative of those of 
V(d), so the condition of the lemma ensures that N”@‘“),~,u~ satisfies the 
condition of (2.8). Therefore, 
fp(fp(~ 2:) <g ,p :p ) g-p(p) $$ fpyp”) 
has an Ho filtration. Taking duals, we get the result. QED, 
(6.2) COROLLARY. Let Iz be a minimal weight in X A ; ihen (wf) is trl;e 
,for any pair I,, ,u, where ,u E X- . 
ProoJ: In this case (r, a) < 1 for ali : E J!(A) and a E @; therefore 
+* - 2; IZ) > --I, for any p EX+, all c1 Ed, i.e., ,u* - r E X’ --. 6. QED, 
(6.3) Proqf of Theorem B (for [ype A,). It is known that all fundamentai 
weights of a root system of type A, are minimal. By (6.2), (wf) is true for 
any pair coi, ,u, where ,u E X’. Now use (3.5). Q.E.D, 
If G is of another type, among the fundamemal weights there really exist 
non-minimal weights. Thus, the use of (5.12) is indispensabie. Therefore: we 
wish to know the connection between h(q) and h’(G). 
(6.4.) LEMMA. 
h’(Q) = h(Q) - 1, when @ is of type A ,: 
= h(0) - 2: when @ is of type B,) C; or D!; 
= h(Q) - 4, when @ is of type E, or G,; 
= h(Q) -- 6, when @ is @type E, or F,; 
= h(Q) - 12, when @ is oJf type E, . 
Proof. The Coxeter numbers of various irreducible root systems are as 
follows: 
A,:l+ 1; B,, C,: 21; D,: 21.- 2; E,: 12; 
E,: 18; E,: 30; Fj: 12; Gz: 6. 
Analyzing carefully what (irreducible) root system may appear as a proper 
subsystem of @, we can obtain the results. Q.E.D. 
(6.5) LEMMA. Let @ be of type B,, Cj: or D,, and z E IZ((ui) for some 
ai E A. Then I(7, a,i)l < 2, tlaj E A. 
ProoJ By (5.7), it is enough to show (wi,p) < 2, where B is the highest 
short root of @. But it is obvious. Q. E.D. 
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(6.6) Proof of Theorem B Gfor type B,, C,, and D,). Note that any 
subsystem of @ has components of type A, B, C, or D, and, by (6.9, for any 
fundamental weight wi and nonzero ,U E X’, the set J = { aj E d 13 r E n(coi) 
such that (T +,u, aj) ,< -2) is always a proper subset of d. Therefore, 
starting with A,, we can inductively use (5.12) (together with Theorem A 
and (3.5)) to prove the conclusion. The restriction on p in (5.12) becomes 
p + 12 h’(Q) + max((w,,/3)) = h(Q) - 2 + 2 = h(Q). Q.E.D. 
Now we turn to the exceptional groups. If all roots of @ have the same 
length, we let 
mi = max{ l(r, o,j)l 1 Vr E n(COi), aj E d ); 
otherwise we let 
mf = max{l(t, Cfj)l 1 Vr E n(w,), long simple root aj} 
and 
mf = maxi I(t, aj)l 1 ‘dr E n(w,), short simple root aj). 
(6.7) LEMMA. The aboce-mentioned numbers mi (mi and mf) are as 
folIows. 
mi(mj;m;) 
Root --.. 
system QJl 82 03 (94 w wf’ (1): 08 
-.~. ,... -_-~.--~ ~ ..- --..- 
E, 1 2 2 3 2 1 
I;: F 2 2 3 3 4 4 6 3 5 4 2 3 I 2 
k; 2;2 3;4 2; 3 I;2 
G2 1;2 2; 3 
ProoJ Thanks to (5.7) it is enough to calculate (wi,/3), where /I is the 
highest long (resp. short) root of ~0. Note that all of these root systems are 
self-dual and ,V’ is the highest short (resp. long) root of a’, so the results are 
obvious (refer to the table in 111, Ex. 12.2j). Q.E.D. 
(6.8) Proqf of Theorem B (for simple exceptional groups). The proof for 
the group of type G, is similar to (6.6). For a group of type E or F, we still 
use (5.12), but there are finitely many pairs oji, ,U (u E X’) for which the 
truth of (hf) (or (wf)) does not come from (5.12), for in these cases the set J 
defined in (5.12) is A. By (6.7), we can list these pairs. 
TENSOR PRODUCTS OF WEYL MODULES 
E,: WJ,,U, where p =x niwi with n,< 
E,: w3,P; L(),P, where ,U =xnicoi with Mix 
1. 
1. 
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w4,EI, where .I.I = 1 niwi with ni < 2. 
4: w~,P;w~,P, where ,u = y nisi with n, < 1. 
W3tP;Wh.h where ,u =x niwi with ni < 2. 
C’5 7 I4 where ,u =x niwi with ni < 3” 
Cl)4 I Pu, where P = 2 niwi with n, < 4. 
F,: w~,P, where ,u = n3w3 + n4w4 with ni < 1. 
w2,EL: where ,U = v nisi with fli < 1 (,i 1 1,2) 
and n, < 2 (i = 3,4). 
If p is so large that for each pair wi, ,u listed above the composition series of 
the module V(o,) @ I+) is a Weyl filtration, then (wf) is also true for these 
pairs and, by (3.5), (WF) is true for the group under consideration. 
Hence, we only need to discuss the restriction on 1). On the one hand, in 
order to use (5.12), we have to require 
p > maxi (wi, p) + h’(Q) - 1 ! Vu, E A i. 
On the other hand, by (5.4), (.5.6), (5.7), and (6.7), we have to require 
p > max( (r, /?) t /z(a) - 1 j Vr E IIjw, i fi), 
wi, ,u as above] 
= max{(wi +,u:p) +/z(Q) - 1 1 W~,P as above! 
= (Oi,, + ,P”, P) t h(@) - l, 
where ,G’ is always the highest short root and wio, ,uO are as follows: 
E,: w4,& E,: w4, 26; 
E,: w4 $463 F,: wzr 01 + w2 + 2wj + 2W,$. 
Now a direct calculation gives our conclusion. QED. 
Finally, we make some remarks to end the paper. 
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(i) If we only consider the “classical groups,‘) the proof (6.6) based 
on (5.12) is slightly too complicated. In fact, the induction hypothesis in 
(5.12) is unnecessary, because for a pair wi, ,u, if a E J, then 01, CX) = 0, and, 
tensoring ,u Z HO(P,IB, P(U)) with a nonzero H”(P,IB, P(r)), we always 
obtain H’(P,IB, P(,u + T)). But this simpler method is invalid for the excep- 
tional groups. 
(ii) The assumption that G is simply connected: which makes the 
proofs easier, does not weaken the generality of our results. It is possible to 
generalize the results to any semisimple group (even to a reductive group, if 
we give an appropriate definition of Weyl modules). For example, let G 2nd 
G’ be semisimple and have the same root system, with G simply connected. 
Suppose that (WF) is true for G. Let V(i) and V(D) be two Weyl modules of 
G’. They may be regarded as Weyl modules of G via an epimorphism 
G --H G’. Hence, we obtain a Weyl G-filtration of V(A) $3 V&) with quotients 
V(r,). This is also a Weyl G’-filtration, for these ri are also characters of a 
maximal torus of G’. 
(iii) I do not find any example which shows the restriction on p is 
necessary. I conjecture that our results hold also for small p, for the 
restriction on p in the paper is non-essential. If it can be proved without the 
restriction on p that the restriction of H’(A) to each parabolic subgroup 
containing B has a filtration as mentioned in (5.8): then the restriction on p 
in Theorem B about the group of type B,, C,, D,, or G? can be omitted. 
However, for a group of type E or F, in order to omit the restriction on p, we 
have to do some more work. 
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