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In this paper we study an alternative way of treating Polish notation. Instead of proving
unique reading for a well-behaved set of terms, we interpret any string of the alphabet in
a monoid that extends, in a specifiable sense, the given algebra of functions.
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Bedeutungsvoll ist die scheinbar unwichtige Tatsache daß die logische Scheinbeziehungen wie ∨ und ⊃, der Klammern bedürfen —im Gegensatz zu den
wirklichen Beziehungen. (Though it seems unimportant, it is in fact significant that the pseudo-relations of logic, such as ∨ or ⊃ need brackets —unlike
real relations.) Wittgenstein, Tractatus 5.461
Would Wittgenstein have taken this line if he had known Polish notation?
1. Introduction
Polish notationwas invented by Jan Łukasiewicz in the twenties. It is a bracket-free functional notation of great simplicity.
Originally, the designation ‘Polish Notation’ was just used for Łukasiewicz’ specific notation system for propositional logic.
This includes e.g. writing ‘C’ instead of ‘→’ for implication. Later the usage was extended to include any bracket-free prefix
notation system designed à la Łukasiewicz.
Polish notation has found all kinds of application. It, or rather its reverse variant RPN, is employed in theHewlett–Packard
calculators. RPN was also used in the programming language Forth (see [3]). Finally, it is used in Postscript.
The usual way to treat Polish Notation mathematically is as follows. Consider an alphabet A. The strings over A, can be
considered as a monoid AA with the concatenation operation ∗ as monoidal operation and the empty string ε as unit. The
monoid AA is the free monoid over A. We now interpret the letters of A as function symbols by introducing an arity function
ar, which assigns to each letter a natural number. The class of terms is then defined inductively as the minimal class closed
under the following clause.
◃ If the arity of f is n, and if t0, . . . , tn−1 are terms, then ft0 . . . tn−1 is also a term.
As usual, we suppress writing ∗. We can view Σ := ⟨A, ar⟩ as a signature for algebras of one-sorted functions. The unique
reading theorem tells us that the domain of terms enriched by the functions [f] : ⟨t0, . . . , tn−1⟩ → ft0 . . . tn−1 is the
free algebra of signature Σ . The unique mapping associated to freedom gives us precisely recursion, allowing us to define
interpretations of terms in algebras of signatureΣ .
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Unique reading theorems like the one described above, show how structure can be recovered from the ‘linear’ string
format, by restricting the set of strings to the set of terms.
The present paper studies an alternative interpretation strategy.We do not restrict the set of strings to the terms in order
to obtain an appropriate free algebra, rather we extend the semantical algebra to a monoid, so that we can use the fact that
AA is a free monoid to provide the interpretation.
Example 1.1. Consider e.g. the alphabet 0,S,A. Let ar(0) = 0, ar(S) = 1, ar(A) = 2. We interpret 0 as the natural number
0, S as successor over ω and A as addition over ω.
Here is a sample term: AS0SS0. In the standard notation using brackets, we can view this as A(S(0), S(S(0))).1 The
term is interpreted as the function+ applied to 1 and 2. One way of looking at the interpretation of the term at hand — not
supported by the semantics— is to say thatA stands for+ ,S0SS0 stands for the pair ⟨1, 2⟩ and that thewhole term stands for
+ applied to ⟨1, 2⟩. However, in the standard reconstructionwe do not even consider such a string as S0SS0 as syntactically
well-formed. If we would allow the suggested reading, why not also the following one? AS stands for λxy · S(x) + y and
0SS0 stands for ⟨0, 2⟩.
The values of such extended readings will constitute the elements of the monoid ‘extending’ the standard algebra.
We will present our approach in a somewhat abstract form. This has the disadvantage of making a perfectly simple idea
complicated. On the other hand, further applications of the idea, such as the extension to the many-sorted case and the
treatment of the proper way of introducing variables in the Polish context become a matter of selecting the right strictly
monoidal category.
Thework in the present paper springs frommy interest in certain variants of dynamic semantics. In this kind of semantics
the division of labour between syntax and semantics is changed. Syncategorematical bits of language, like brackets, which
serve to make syntactic structure explicit, become meaningful objects which stand for instructions regulating the flow of
information on a more semantical level. The study of Polish Notation serves as the study of a pure case of this kind of
phenomenon. Seen in one way, Polish notation has a clearly structured syntax, connecting it to a free algebra. Seen in
another way, it is a syntax-free notation system instantiating a free monoid. All the work is now done by the semantics
with no constraints on the grammar.
Prerequisites
Thepaper presupposes someknowledge of basic category theory. The notions of category, functor, natural transformation
andpushout ought to be familiar.Wewillmakeuse of the notion of strictlymonoidal category. However, everything oneneeds
to know about this notion will be explained in the paper.
2. Two proofs of the unique reading theorem
In this section we provide two proofs of the unique reading theorem. Here is a statement of the unique reading theorem.
Let a signatureΣ = ⟨A, ar⟩ be given. Let T = ⟨Term, [·]⟩ be the term algebra with [f](t0, . . . , tn−1) := ft0 · · · tn−1. Then
T is a free algebra overΣ .
LetF be any free algebra of signatureΣ . We write f for the interpretation of f inF . LetΦ be the unique map fromF to T .
By an easy induction on the terms we see that Φ is surjective. We only need to check that Φ is injective, since, in this case,
Φ will be an isomorphism between F and T .
We show, by induction on the length of w, that if the term t is an initial substring of the term w, t = Φτ and w = Φν,
then τ = ν and, hence, t = w. Supposewe have the desired fact for all terms shorter thanw. Suppose t is an initial substring
of w and that w = Φν, where ν = g(ν0, . . . , νm−1), and, hence, w = gΦ(ν0) · · ·Φ(νm−1). Suppose further that t = Φτ ,
where τ = f(τ0 · · · τn−1) and, hence, t = f(Φ(τ0) · · ·Φ(τn−1)). Clearly, gmust be equal to f and, thus,mmust be n. Either
Φ(ν0) is an initial segment ofΦ(τ0) or vice versa. In both cases, by the Induction Hypothesis, we have ν0 = τ0. We proceed
with this reasoning to show that τi = νi, for i = 0, . . . , n− 1. It follows that τ = ν.
Here is the second proof. Consider any algebraA = ⟨D, I⟩ of signature Σ . Consider as language the set of all strings of the
alphabet A⊕D. Here⊕ is disjoint union. To simplify our notations, we will assume that A and D are already disjoint and we
will replace disjoint union by ordinary union. We build a rewrite system on this language by giving as rules:
◃ fd0 · · · dn−1 → d, if I(f)(d0, . . . , dn−1) = d.
It is easy to see that this system is orthogonal and strongly normalizing. Hence every term reduces to a unique normal form.
We define a relation S between terms and values as the smallest relation closed under the following rule.
◃ Suppose ar(f) = n and t0 S d0, . . . , tn−1 S dn−1, then ft0 · · · tn−1 S I(f)(d0, . . . , dn−1).
We now show by induction on terms that S is total and that if t S d, then t → d. Hence every term has a unique value. We
get the unique reading theorem by takingA to be the free algebra, since, by a simple induction, S considered as a mapping
is a morphism, which is inverse toΦ .
1 The standard bracket notation is not entirely uniform in style. Of course, it should be A(S(0()), S(S(0()))).
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3. Algebras and monoids
There is the well-known connection, exploited in functional programming languages, between the free monoid over an
alphabet A and the free algebra of signature ⟨A ∪ {c}, ar⟩, where ar(a) = 1, for a ∈ A, and ar(c) = 0. We will not pursue this
connection here. Rather we will study a different connection suggested by the proof of the unique reading theorem.
Consider a signature for algebras Σ = ⟨A, ar⟩. A Σ-monoid is a pair ⟨M, φ⟩, whereM = ⟨M, ·, id⟩ is a monoid, and
φ : A → M . A morphism f : S→ S′ ofΣ-monoids is a morphism of monoids such that φ′ = f ◦ φ.
To each element m of a monoid, we assign a function [m]n : Mn → M given by [m]n(m0, . . . ,mn−1) := mm0 · · ·mn−1.
(As usual, we suppress ‘·’.)
The prefix-functor PREF fromΣ-monoids toΣ-algebras is defined as follows. To theΣ-monoid S we assign the algebra
⟨M, I⟩, where M is the domain of S and I(f) = [φf]ar(f). Each morphism of Σ-monoids is assigned the morphism of Σ-
algebras with the same underlying function on the domain. Suppose that n := ar(f). We will sometimes write mf for fm.
Note that, if f : S→ S′, we have:
fI
′
(mf0, . . . ,m
f
n−1) = [fφ
′ ]n(mf0, . . . ,mfn−1)
= fφ′mf0 · · ·mfn−1
= fφfmf0 · · ·mfn−1
= (fφm0 · · ·mn−1)f
= ([fφ]n(m0, . . . ,mn−1))f
= (fI(m0, . . . ,mn−1))f
So PREF(f ) is indeed a morphism. Trivially PREF is a functor.
Let aΣ-algebraA = ⟨D, I⟩ be given. We construct a rewrite system on the strings over A⊕D as in Section 2. TheΣ-monoid
M0(A) is constructed as follows. The domain consists of the normal forms of the rewrite system. The ‘product’ x · y is the
normal form of xy. The unit is the empty string. φf := f for f of non-zero arity. φc := I(c) for constant c. (In short: φa is
the normal form of a.) It is easily seen that we did indeed define aΣ-monoid.
We define A˜ := PREF(M0(A)). Let ηA be the morphism fromA to A˜mapping d to d. Note that e.g. for f of arity n > 0:
[fφ]n(d0, . . . , dn−1) = the normal form of fd0 · · · dn−1
= I(f)(d0, . . . , dn−1)
We show that ηA is a universal arrow fromA to PREF.
M0(A) A
ηA ✲ A˜
S
g
❄
............
PREF(S)
PREF(g)
❄
............
f
✲
The diagram to the right shows that gdmust be fd. The diagram to the left shows that, for fwith ar(f) > 0, gfmust beψf,
where S = ⟨M, ψ⟩. Since the d’s and the f’s generate the domain ofM0(A), we see that if g exists, it must be unique.
To see that g exists, we define first g+ on the strings over A ⊕ D, by specifying that g+d := fd and g+f := ψf, where
f has non-zero arity, and that g+(uv) = g+(u) · g+(v). We show that if x → y, then g+x = g+y. It is clearly sufficient to
prove that fg
+
dg
+
0 · · · dg
+
n−1 = (fI(d0, . . . , dn−1))g+ . We have:
fg
+
dg
+
0 · · · dg
+
n−1 = fψdf0 · · · dfn−1
= [fψ ]n(df0, . . . , dfn−1)
= (fI(d0, . . . , dn−1))f
= (fI(d0, . . . , dn−1))g+
By Theorem 2(ii), p. 81, of [2], we find thatM0 can be extended to a left adjoint, sayM, of PREF. So we have proved:
Theorem 3.1. PREF has a left adjointM. Moreover, the universal arrows ηA are monomorphic embeddings.
We can see that Theorem 3.1 generalizes unique reading as follows. LetF be the freeΣ-algebra. Since left adjoints preserve
colimits, we find that M0(F ) is a free monoid on generators A. Ergo ηF is a monomorphic embedding of F into the prefix
algebra forΣ of the free monoid over A. The image of ηF is the algebra of terms, which is, by isomorphism, a free algebra.
In the remaining sections we will pursue a different idea of constructing a monoid from an algebra. The basic difference
is as follows. The functorM constructs monoids that are ‘intensional’, i.e. different ‘terms’ (A⊕ D-strings) over the algebra
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representing the same functionmay give rise to different elements of themonoid.Wewill study a construction that produces
amonoid that is ‘extensional’. The newconstructionwill not give rise to a functor, since extension of the domain of an algebra
makes it possible to add different values for previously co-extensional ‘terms’.
4. Polish composition
In this section we introduce polish composition over a category satisfying a number of additional conditions. We
prove that polish composition has the desired properties: it gives us a partial monoid on the arrows of the original
category (Theorem 4.5); polish composition extends the original composition of our category (under one extra condition)
(Theorem 4.7). We formulate a condition under which our monoid is total (Theorem 4.5).
The basic tool is a construction to transform a category into a monoid by adjusting composed arrows to fit each other.
We need an auxiliary concept — based on ideas of Vincent van Oostrom — the concept of an r-category.
4.1. r-categories
An r-category is a pair ⟨C, (· \ ·)⟩, where C is a category and where (· \ ·) is a partial binary operation on the arrows of
C, which satisfies the following constraints.
(1) If f and g are morphisms with the same domain and if the pushout of f and g exists, then f \ g and g \ f exist, making
x
f ✲ y
z
g
❄
f \ g✲ u
g \ f
❄
into a pushout. Conversely, if f \ g and g \ f exist, then the above diagram is a pushout diagram.
(2) We have:
◃ (f \ g) \ h ≡ f \ (h ◦ g),
◃ (h \ (f \ g)) ◦ (g \ f ) ≡ (h ◦ g) \ f .
Here ‘≡’ means that the left-hand side is defined iff the right-hand side is defined and, when defined, the left-hand side
and the right-hand side are equal. The diagram below illustrates these identities.
x ✛
idx x
f ✲ y
idy ✲ y
z
g
❄ f \ g ✲ u
g \ f
❄
v
h ◦ g
❄
idv
✲ v
h
❄(f \ g) \ h
f \ (h ◦ g) ✲ w
h \ (f \ g)
❄✛
idw
w
(h ◦ g) \ f
❄
(3) We have, for f : x → y,
◃ f \ idx = f ,
◃ idx \ f = idy.
Summarizing, our notion (· \ ·) satisfies the following equations. For f : x → y, we have:
R1. (f \ g) ◦ g ≡ (g \ f ) ◦ f ,
R2. (f \ g) \ h ≡ f \ (h ◦ g),
R3. (h \ (f \ g)) ◦ (g \ f ) ≡ (h ◦ g) \ f ,
R4. f \ idx ≡ f ,
R5. idx \ f ≡ idy.
A possible further equation that an r-category could fulfill is the following one.
R6. (f \ f ) = idy.
We call an r-category that satisfies R6 an r+-category. All our examples will be r+-categories.
We present a convenient sufficient condition for a category to be (extendable to) an r+-category. A category is skeletal if
all isomorphisms are identities. A theory has bounded pushouts if for any f : x → y, g : x → z, h : y → u and i : z → u,
there is a pushout for the pair f , g .
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Theorem 4.1. Suppose C is skeletal and has bounded pushouts. Then, C has a unique extension to an r+-category.
Proof. Suppose C is skeletal and has bounded pushouts. Since C is skeletal the arrows finishing the pushouts for f , g are
unique. We take these to be g \ f and f \ g . To get the desired equidefined identities, one uses the well-known pasting
lemmas for pushouts in combination with the existence of bounded pushouts. 
Open Question 4.2. Is there an example of a category that has bounded pushouts, but cannot be extended to an
r-category?
4.2. Definition of polish composition
LetA be a category. We want to extend the composition g ◦ f of the category to cases where cod(f ) ≠ dom(g). Let’s call
our extended composition ‘⋆’. The strategy that we will follow is, first, to ‘extend’ cod(f ) and dom(g) in a minimal way to a
common extension z. Subsequently we ‘lift’ f and g to morphisms f ′ and g ′ with cod(f ′) = z = dom(g ′). Finally, we take
g ⋆ f := g ′ ◦ f ′.
To implement the notion of extension, we stipulate that there is a bifunctor ~ onA that is strictly monoidal. This means
the following.
◃ (x ~ y) ~ z = x ~ (y ~ z), (f ~ g) ~ h = f ~ (g ~ h),
◃ e ~ x = x ~ e = x, ide ~ f = f ~ ide = f , for some designated element e.
The functoriality of ~ gives us the following principles.
◃ (g1 ◦ f1) ~ (g0 ◦ f0) ≽ (g1 ~ g0) ◦ (f1 ~ f0).
Here ‘≽’ means: if the left-hand side is defined, then so is the right-hand side. If both sides are defined, their values
are equal. The above formula is called the interchange law.
◃ idx ~ idy = idx~y.
The triple ⟨A,~, e⟩ is a strictly monoidal category. We could also view this triple as a 2-category, where ◦ is the horizontal
composition and where ~ is the vertical composition. (See [2], p. 44. For a more extensive treatment, see [1], chapter 7.)
ThemonoidB, given by~ and e, on the objects ofA can be considered as a one-object categorywith as arrows the objects
of our original category. We will confuse this category with B. To implement our construction we need that this category
B has an extension to an r-category. Thus, we are lead to the following definition.
Definition 4.3. A strictly r-monoidal category is a structure ⟨A,~, e, \ ⟩, where ⟨A,~, e⟩ is a strictly monoidal category and
the monoid B, on the objects of A with e and ~, is an r-category with subtraction operation \. We speak of a strictly r+-
monoidal category ifB with \ is an r+-category.
Note the confusing aspect of this definition: not A but B is an r-category. Finally, we present the definition of Polish
composition itself.
Definition 4.4. We work in a strictly r-monoidal category ⟨A,~, e, \ ⟩. Let the monoid on the objects ofAwith e and ~ be
B.
Consider, for i = 0, 1, the morphisms fi : xi → yi in A. Remember that in B, considered as a category, the xi
and yi are arrows and that \ operates on these arrows. Suppose that, in B, the pushout of y0 and x1 exists. So we have
(x1 \ y0) ~ y0 = (y0 \ x1) ~ x1. We lift f0 to f ′0 := idx1\y0 ~ f0 and f1 to f ′1 := idy0\x1 ~ f1. We take:
f1 ⋆ f0 := f ′1 ◦ f ′0 = (idy0\x1 ~ f1) ◦ (idx1\y0 ~ f0).
We note that f1 ⋆ f0 is defined if range(f0) \ dom(f1) exists.
4.3. Verification of the properties of polish composition
We verify that polish composition gives us a partial monoid.
Theorem 4.5. We work in a strictly r-monoidal category ⟨A,~, e, \ ⟩. Let B be the monoid on the objects of A with e and ~.
The arrows ofA with identity element ide and polish composition form a partial monoid. Hence, ifB has pushouts, then ide and
polish composition form a monoid.
Proof. We first show that ide is the identity element for ⋆.
We have, with ide in the role of f1 and f : x → y in the role of f0:
ide ⋆ f ≡ (idy\e ~ ide) ◦ (ide\y ~ f )
≡ (idy ~ ide) ◦ (ide ~ f )
≡ idy ◦ f
≡ f
Note that in the second step we use R4 and R5. Similarly, we find that g ⋆ ide = g .
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We show that ⋆ is associative.
Suppose that, for i = 0, 1, 2, fi : xi → yi inA. Consider (f2 ⋆ f1) ⋆ f0. Writing this out we obtain:
(A) (idy0\((x2\y1)~x1) ~ ((idy1\x2 ~ f2) ◦ (idx2\y1 ~ f1))) ◦ (id((x2\y1)~x1)\y0 ~ f0)
Note that (A) is defined iff the subscripts are defined. The term f2 ⋆ (f1 ⋆ f0) takes the form:
(B) (id((y0\x1)~y1)\x2 ~ f2) ◦ (idx2\((y0\x1)~y1) ~ ((idy0\x1 ~ f1) ◦ (idx1\y0 ~ f0)))
We replace idy0\((x2\y1)~x1) in (A) by idy0\((x2\y1)~x1) ◦ idy0\((x2\y1)~x1) and apply the interchange law. We obtain the following
term.
(C) (idy0\((x2\y1)~x1) ~ idy1\x2 ~ f2)◦ (idy0\((x2\y1)~x1) ~ idx2\y1 ~ f1)◦ (id((x2\y1)~x1)\y0 ~ f0)
Applying the functoriality to (C), we obtain:
(D) (idy0\((x2\y1)~x1)~(y1\x2) ~ f2)◦ (idy0\((x2\y1)~x1)~(x2\y1) ~ f1)◦ (id((x2\y1)~x1)\y0 ~ f0)
Note that (D) is defined iff the subscripts are defined iff (A) is defined.We rewrite (B) in the sameway, obtaining the following
term.
(E) (id((y0\x1)~y1)\x2 ~ f2)◦ (idx2\((y0\x1)~y1)~(y0\x1) ~ f1)◦ (idx2\((y0\x1)~y1)~(x1\y0) ~ f0)
It is clear that in order to obtain equality of (D) and (E) it is sufficient to show the following three equalities.
(1) y0 \ ((x2 \ y1) ~ x1) ~ (y1 \ x2) ≡ ((y0 \ x1) ~ y1) \ x2,
(2) y0 \ ((x2 \ y1) ~ x1) ~ (x2 \ y1) ≡ x2 \ ((y0 \ x1) ~ y1) ~ (y0 \ x1),
(3) ((x2 \ y1) ~ x1) \ y0 ≡ x2 \ ((y0 \ x1) ~ y1) ~ (x1 \ y0)
Noting that (1) and (3) are alphabetic variants, we see that the following two computations give us the desired result.
y0 \ ((x2 \ y1) ~ x1) ~ (y1 \ x2) R2≡ ((y0 \ x1) \ (x2 \ y1)) ~ (y1 \ x2)
R3≡ ((y0 \ x1) ◦ y1) \ x2
y0 \ ((x2 \ y1) ~ x1) ~ (x2 \ y1) R2≡ ((y0 \ x1) \ (x2 \ y1)) ~ (x2 \ y1)
R1≡ ((x2 \ y1) \ (y0 \ x1)) ~ (y0 \ x1)
R2≡ x2 \ ((y0 \ x1) ~ y1) ~ (y0 \ x1)
Thus we have derived (f2 ⋆ f1) ⋆ f0 ≡ f2 ⋆ (f1 ⋆ f0).2
Inspection of the above reasoning, shows that the only source of possible partiality is the lack of pushouts. So if B has
pushouts, then the result of our construction is a monoid. 
Remark 4.6. If, in the above construction, we add an element ‘undefined’ to our morphisms, we can consider the result of
our construction as a genuine monoid. A category is one form of partial monoid. The partial monoid of polish composition,
however, need not be a category.
We prove a final theorem.
Theorem 4.7. Consider a strictly r+-monoidal category ⟨A,~, e, \ ⟩. LetB be the monoid on the objects ofAwith e and~. Then
polish composition extends ordinary composition.
Proof. We show that, if f1 ◦ f0 is defined, then f1 ⋆ f0 = f1 ◦ f0. We have:
f1 ⋆ f0 ≡ (idy0\y0 ~ f1) ◦ (idy0\y0 ~ f0)
R6≡ (ide ~ f1) ◦ (ide ~ f0)
≡ f1 ◦ f0 
2 These computations are in a sense the heart of the paper. One could view the framework of strictly r-monoidal categories as a setting specifically
developed to give these computations their proper home.
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5. Stack numbers
Consider again Polish notation, e.g. the terms S0SS0 and AS. The desired interpretations of these terms are respectively
⟨1, 2⟩ and λxy · Sx + y. The machinery of the previous section will allow us to obtain these interpretations. However, we
will postpone this a bit, to do something simpler first: we will develop the calculus of the types of these terms. It is clear
that S0SS0 should have type 0 → 2, the type of a constant of arity 2, and AS should have type 2 → 1, the type of 2-
place function. Generally, the types arem → n, signifying that we are looking at a notation for a function fromm-tuples to
n-tuples.
To obtain a calculus of types, we consider the following categoryA. The objects are the natural numbers, ω. The arrows
are all pairs of natural numbers, ω2. We will write the pair ⟨m, n⟩ as m → n or n ← m. We define: 0 := (0 ← 0). The
functions dom, cod, id and composition are the obvious ones.
We take as the bifunctor ~, addition + on the objects and pairwise addition on the pairs. We will also write + for the
addition on pairs: (n → m) + (n′ → m′) = ((n + n′) → (m + m′)). It is easy to see that + is indeed a bifunctor. The
categoryB corresponding to the monoid ⟨ω,+, 0⟩ is skeletal and has pushouts. We find n \m = n −˙ m, where −˙ ismonus
or cut-off substraction: n −˙ m := max(n−m, 0). Note that (n −˙ m)+m = max(n,m) = (m −˙ n)+ n. We get:
(n1 ← m1) ⋆ (n0 ← m0) = (idn0−˙m1 + (n1 ← m1)) ◦ (idm1−˙n0 + (n0 ← m0))
= (((n0 −˙ m1)+ n1)← ((m1 −˙ n0)+m0))
Thus we obtain the monoid S := ⟨ω2, ⋆, 0⟩.
Example 5.1. Consider an alphabet {0, S, A}. We assign the function symbols 0, S and A, respectively, the types (1 ← 0),
(1 ← 1) and (1 ← 2). We consider as language the free monoid on 0, S and A. To each term we assign the value in the
monoid S of stack numbers, given by the unique map onmonoids extending the type assignment to 0, S and A. We can now
compute the type (2← 0) for S0SS0 and (1← 2) for AS.
We may consider the pairs (n ← m) of the monoid as a kind of numbers: stack numbers.3 α, β, . . . will range over stack
numbers.
We give an alternative way of viewing stack numbers. It is pleasant, for our explanation, to have our polish composition
move in the other direction. Thus, we define: α · β := β ⋆ α.
Consider the monoid on two generators pop and push generated by the equation push · pop = id. We can associate to
this monoid a rewriting system (in the language without brackets) given by:
◃ x · id ≥ x,
◃ id · x ≥ x,
◃ push · pop ≥ id.
This rewriting system is strongly confluent. Two terms are equal in our monoid iff they have the same normal form. The
normal forms are id, popm+1, pushm+1 and popm+1 · pushn+1. The mapping (m → n) → popm · pushn is an isomorphism of
monoids.
Writing ‘(’ for: push, and ‘)’ for: pop, and suppressing the · we can see that the stack numbers are the numbers of the
bracket test. For example, (())))(will reduce to ))(, the measure of ‘(un)balancedness’.
Finally, note that we have:
(((n0 −˙ m1)+ n1)− ((m1 −˙ n0)+m0)) = (n0 + n1)− (m0 +m1)
So the mapping (n ← m) → n−m is a morphism of monoids from S to the monoid ⟨Z,+, 0⟩ of the integers with+ and 0.
6. Monoidal interpretation of Polish Notation
We give the promised interpretation of Polish Notation. Let a non-empty domain D be given. We take, as our categoryA,
the categorywhichhas as its objects the natural numbers.We associate to eachnumbern, the setDn of sequences of elements
of D of length n. ∗ is concatenation of sequences; ε is the empty sequence. The arrows from m to n are the functions from
Dm to Dn. We takem′ ~m := m′+m and, for f : Dm → Dn, f ′ : Dm′ → Dn′ and τ = σ ∗ σ ′, where σ has lengthm and σ ′ has
length m′, we take: (f ′ ~ f )(τ ) := f (σ ) ∗ f ′(σ ′). The functor ~, as defined here, is a strictly monoidal cartesian product for
our category. Note that the monoidB is precisely the one of the previous section. Thus we can use our results do define the
polish composition of functions. Note that this composition will be total. The mapping TYPE : (f : Dm → Dn) → (m → n)
is obviously a morphism of monoids from the monoid of functions to S. Thus, the calculus of stack numbers does indeed
function as the calculus of types.
Consider any alphabet A. Suppose we have a mapping type assigning to each letter of A a stack number and a mapping
[[·]] assigning to each letter f of A a function of type type(f). The monoid, AA = ⟨A∗, ∗, ε⟩, of the strings over A, instantiates
3 Stack numbers are the simple stacking cells of [4,5].
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the free monoid generated by A. So we can uniquely extend type and [[·]] to all strings over A. We will call the extensions,
by abuse of language, again type and [[·]] . Note that TYPE ◦ [[·]] is a morphism of monoids from the monoid of strings to the
types. Moreover, TYPE ◦ [[·]] coincides with type on the letters. Hence, by uniqueness, we find type = TYPE ◦ [[·]] .
Example 6.1. We take:
◃ A := {0, S, A},
◃ type(0) := (1← 0), type(S) := (1← 1), type(A) := (1← 2),
◃ D := ω, [[0]] := λ · ⟨0⟩, the 0-ary function with output ⟨0⟩, [[S]] = λx · ⟨Sx⟩, [[A]] := λxy · ⟨x+ y⟩.
Here is a sample calculation.We analyseAS0SS0 as the result of applyingAS to0SS0. To get the value ofASwehave to apply
polish composition to λxy · ⟨x+ y⟩ and λx · ⟨Sx⟩. To make the functions composable we have to boost λx · ⟨Sx⟩ to λxy · ⟨Sx, y⟩.
the result of the composition is λxy · ⟨Sx+ y⟩. To get the value of 0SS0, we analyse it for example as the concatenation of 0
and SS0. Given this choice, we have to apply polish composition to λ · ⟨0⟩ and λ · ⟨2⟩. To make the composition work, we
pump up λ · ⟨0⟩ to λx · ⟨0, x⟩. Composition gives us as value of 0SS0: λ · ⟨0, 2⟩. Composition of λxy · ⟨Sx+ y⟩ and λ · ⟨0, 2⟩
yields λ · ⟨3⟩.
How does our present construction compare to the discussion in Section 3? Consider a signatureΣ = ⟨A, ar⟩ and consider a
Σ-algebraB = ⟨D, I⟩. In Section 3, we showed how to construct the freeΣ-monoidM(B) overB. The construction of the
present section provides for the domain D a monoid, say N0(D), of functions Dm → Dn for any m, n. We can extend N0(D),
to a Σ-monoid N(B) = ⟨N0(D), ψ⟩, by taking ψ(a) := I(a). We can show that emb0 with emb0(d) := {⟨ε, d⟩} uniquely
extends to an embedding emb : M(B) → N(B). Note that in M(B) different elements a and b of A will correspond to
different elements φa and φb of M(B). However, if I(a) = I(b), we will have ψa = ψb in N(B). So emb might identify
elements.
Note that N fails to be a functor from Σ-algebras to Σ-monoids. E.g. we could have a morphism f : B → C, where
IB(a) = IB(b), but IC(a) ≠ IC(b). Hence, ψB(a) = ψB(b) and ψC(a) ≠ ψC(b). So there is no possible way of supplying a
f N, since we must have f N(ψBa) = ψCa and f N(ψBb) = ψCb.
Open Question 6.2. Is there a good alternative choice of our categories to make N into a functor?
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