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Abstract 
Stability and desirable performance of vehicle control systems are directly dependent on the quality 
and accuracy of sensory and estimated data provided to the controllers. Tire forces and vehicle states 
such as lateral and longitudinal velocities are required information for most vehicle control systems. 
However, there are challenges associated with efficient estimation of tire forces and vehicle states. 
Furthermore, changes in vehicle inertial parameters, road grade, and bank angle all have major 
influences on both tire forces and vehicle states. Efficient identification of these parameters requires 
sufficient information about a set of vehicle states and tire forces. This duality relationship mandates 
the development of efficient methods for simultaneous estimation of tire forces, vehicle states, and 
vehicle and road parameters.        
This research proposes the design of an integrated estimation structure that can simultaneously 
estimate tire forces, vehicle velocity, vehicle inertial parameters, and road angles. The proposed 
structure is robust against variations in tire parameters because of tire brand, wear,  and road friction 
coefficient.  The methods developed in this thesis are all validated experimentally on multiple vehicle 
platform.  
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Chapter 1 
Introduction 
In this chapter, the scope and motivation behind this research are discussed. Objectives of this research 
are introduced, followed by a chapter description of the thesis contents.  
1.1 Motivation 
Most vehicle control systems utilize vehicle states such as longitudinal and lateral velocities, vehicle 
body angles, and tire forces (longitudinal, lateral, and vertical forces) in order to stabilize the vehicle 
and achieve the desired cornering performance. Advanced driver assistance systems (ADAS), electronic 
stability control (ESC), holistic corner control (HCC), and rollover avoidance systems are examples of 
such control systems.  
Vehicle states and forces depend on vehicle parameters, road angles and condition, and the vehicle 
maneuver. These parameters can be divided into three categories: 
1- Vehicle inertial parameters: These parameters include the vehicle mass, location of the 
vehicle’s center of gravity (COG), and moment of inertia matrix, and can change. Vehicle mass 
is the most important parameter among the vehicle inertial parameters.  It is reported that in 
light passenger vehicles, four occupants can result in a 20% change in the inertial properties, 
which affects the handling characteristics of the vehicle [1].   
2- Road bank angle and road grade: Vehicle controllers need to have these angles to generate 
accurate and proper commands for the vehicle contrtol stability. In addition, accurate estimation 
of the road grade can be used for transmission shift scheduling, vehicle longitudinal control, 
cruise control, and pitch angle estimation algorithms. Estimation of bank angle is useful for roll 
avoidance systems, lateral velocity estimation algorithms, and roll angle estimation algorithms.  
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3- Tire-road friction coefficient: The tire-road friction coefficient directly affects lateral and 
longitudinal tire forces that impact the vehicle handling performance. The investigation of this 
parameter is out of the scope of this thesis.  
Vehicle control systems often use fixed values for these parameters because of the associated 
difficulty and costs of real time estimation. Fixed parameters lead to a conservative controller design for 
the worst-case scenarios. Online identification of these parameters can significantly improve the 
performance of both the estimator and controller. However, because of the inherent interdependency 
between tire forces, vehicle states, vehicle inertial parameters, and road parameters, these problems 
cannot be solved separately. 
1.2 Objectives 
The main objective of this thesis is to develop an integrated estimation system that uses sensory data 
and vehicle dynamics to simultaneously estimate the vehicle states (longitudinal and lateral velocities of 
COG) and tire forces (lateral, longitudinal, and vertical forces) as well as identify vehicle inertial 
parameters and road angles (road grade and road bank angle). The estimation and identification 
algorithms will be implemented on a real car to validate the accuracy and effectiveness of the proposed 
methods. 
1.3 Overall estimation/identification structure 
Figure 1.1 shows the closed-loop of a general vehicle control system, as well as the integrated 
estimator that reconstructs the tire forces (longitudinal, lateral, and vertical tire forces), vehicle states 
(longitudinal and lateral velocities, roll and pitch angles of the vehicle body), vehicle mass, road bank 
angle, and road grade.  
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Figure 1.1. Closed loop of vehicle control system and communication between controller and estimator 
The focus of this thesis is on the development and validation of the Estimator block in the above 
figure. Figure 1.2 shows more details about this block. This figure clearly illustrates that the developed 
integrated estimation structure uses a parallel scheme to estimate states, forces, and parameters 
simultaneously. At each time step, the estimation block uses identified parameters in the previous step 
as constants, and the parameters’ identification block uses states and forces estimated in the previous 
step as known values. Therefore, the outputs of this parallel scheme would be the estimated states and 
tire forces plus the identified vehicle inertial parameters at each time instant.  
In this thesis, the vehicle states, tire forces and parameters are not estimated using a single estimation 
algorithm.  Each estimation block uses a separate algorithm to estimate a vehicle state, tire force in one 
direction, or a single vehicle parameter. This method is chosen because of the modularity of this 
estimation approach. Each of these blocks can be replaced with a new block which uses a different 
estimation algorithm or a different sensor set.    
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The significant constraint on the vehicle control process shown in Fig 1.1 is the limitation on the time 
available to estimate the required signals in order to generate the Ucontroller. This is referred to as the 
control loop frequency and in this thesis it is required to be 5 ms to run the tests that will be presented in 
Chapter 5. Hence, for each control command update cycle, all of the states, forces, and parameters need 
to be estimated in 5 ms and send to the controller. The estimation approach proposed is effective in the 
presence of this computational time constraint. 
 The required sensory data for this algorithm are tabulated in Table 1.1. A 6-axis inertial 
measurement unit (IMU), anti-lock braking system (ABS) sensor, steering wheel angle sensor, and 
wheel hub sensor are the devices employed to provide accurate measurements for the algorithm. The 
accuracy of some of these sensors is verified by comparing their outputs with other available sensors 
that measure the same physical quantities. For example, the accuracy of the measured longitudinal, 
lateral accelerations and yaw rate with the 6-axis IMU is verified through a comparison between the 6-
axis IMU outputs and a 3-axis IMU outputs. The accuracy of the measured velocity with the GPS has 
been verified through the comparison between the GPS outputs and the measured velocity using an 
optical sensor. 
The 6-axis IMU measures  the longitudinal and lateral accelerations and the yaw rate of the vehicle 
which are similar to a 3-axis IMU’s  outputs.  The special reason for  using 6-axis IMU is the ability to 
measure additional signals which are  the roll rate and pitch rate of the vehicle and vertical acceleration 
of the vehicle body. The meaasured pitch rate and roll rate are used to accurately estimate the roll and 
pitch angles of the vehicle body and to identify the road bank and grade angles. In addition, the vertical 
acceleration is used in the vertical tire force estimation algorithms.  
In conventional vehicles driving torques can be calculated using powertrain specifications [2]- [3], 
and braking torques can be calculated using measured pressure in braking system [4]. Furthermore, the 
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wheels’ torques (driving and braking torques) are available in electric vehicles using electric motor 
drives and brake pressure. 
The rates of changes in the vehicle parameters ane road angles are not fast. It is assumed that the 
vehicle mass is constant in each journy. When the vehicle mass is identifed, its value is fixed for the 
remainder of journey in the other estimation algorithms. The road angles are not constant and may 
change in each journey. Therefore, the road angles identification algorithm needs to estimate the angles 
dynamically throughout a given journy.   
 
Figure 1.2.  Integrated estimation structure 
Table 1.1. Required sensory data and their definitions  
Definition Sensor 
Longitudinal acceleration 6-axis IMU 
Lateral acceleration 
Vertical acceleration 
6-axis IMU 
6-axis IMU 
Yaw rate 6-axis IMU 
Roll rate 6-axis IMU 
Pitch rate 6-axis IMU 
Wheel angular velocity of each wheel ABS sensor 
Steering wheel angle  Steering wheel angle sensor 
Wheels’ torques Wheel hub sensor 
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1.4 Thesis organization 
The current thesis is organized as follows:  
Chapter 2: In this chapter, the literature on the estimation of tire forces and vehicle states, 
identification of vehicle inertial parameters, and identification of road bank angle and road grade is 
reviewed. The chapter covers the estimation methods that have been recently published in the literature. 
Differences between this work and the work of other researchers are discussed. 
 Chapter 3: In this chapter, the vehicle state estimation and tire force estimation algorithm are 
presented in detail.    
Chapter 4: In Chapter 4, road bank and grade angle identification algorithms are fully described. 
According to the sensitivity analysis, the vehicle mass is identified as an important parameter needed to 
be identified.    Then, a vehicle mass identification algorithm is developed.  
Chapter 5: This chapter introduces the test vehicles and the devices used for collecting data and 
experimental studies.  Following this, experimental studies to validate the proposed integrated 
estimation methods are presented.  
Chapter 6: This chapter summarizes the main contributions of the research. It also provides 
recommendations for future works.  
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Chapter 2 
Literature survey 
This chapter presents the relevant literature on estimation of tire forces and vehicle states, and 
identification of vehicle mass, road bank angle and road grade. The contributions of this thesis relative 
to recent development in the literature are discussed. 
2.1 Estimation of tire forces and vehicle states 
This section discusses the different existing tire force and vehicle state estimation algorithms in the 
literature.  
2.1.1 Estimation of tire forces 
There are various studies on estimation of vehicle tire forces in the literature using analytical tire 
models such as linear [5], Dugoff’s model [6], or semi-empirical models including the Pacejka’s tire 
model [7]. However, these tire models have parameters that should be tuned based on experimental data 
collected in different tests and for different road conditions. For example, Pacejka’s tire model - one of 
the most popular tire models - has seven parameters that change for different load and road conditions 
[7]. Therefore, using tire models and tuning the tire parameters for each road and load is a challenging 
task. Looking at the market, it is easy to figure out that the sensors to measure the tire forces are quite 
expensive. For example, a transducer that can measure six components (three forces and three 
moments) currently costs about €100,000 [8].  
One potentially advantageous solution for manufacturers is the estimation of these three elements of 
tire forces (longitudinal, lateral, and vertical - see Figure 2.1) based on the dynamic behavior of 
vehicles. First, this method can estimate the tire forces without any additional tests and tuning. Second, 
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this method is robust against changes in road conditions and tire parameters. Consequently, control 
systems can rely heavily on these tire force estimation schemes to achieve the desired response. The 
existing literature related to estimation of tire forces is reviewed in the next section.  
 
Figure 2.1. Tire forces acting on the tire. 
2.1.1.1 Estimation of vertical tire Forces: 
In the research literature, vertical tire forces have been estimated by using equations that represent the 
summations of longitudinal and lateral load transfer and the static loads on each wheel. Here, two of 
such methods are reviewed. Dumiati et al. in [9] used a four wheel vehicle model to estimate the 
vertical forces based on a Kalman filter (KF).  They applied three observers; the first for lateral load 
transfer estimation, which is based on roll dynamics, and two other observers derived from linear and 
nonlinear vehicle models are used to estimate the vertical forces. In the estimation of these forces, they 
assumed that the changes in these forces are slow, thus justifying the use of the random-walk model for 
estimation of these forces. The measurements employed were lateral acceleration, longitudinal 
acceleration, suspension displacement, roll, and yaw rate. The experimental results demonstrated the 
effectiveness of the algorithm. Cho et al. [10] used summations of longitudinal load transfer, lateral 
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load transfer, and static normal force to estimate the vertical forces. This estimator needs the observed 
or measured longitudinal and lateral accelerations and roll states to be fairly accurate.  
These algorithms are tested and the experimental results show their effectiveness. However, they are 
not accurate when the vehicle is moving on the road with bank and grade angles [9]-[10], or when extra 
weight is added to the vehicle [10].   
2.1.1.2 Estimation of longitudinal and lateral tire forces 
Most research papers have used wheel dynamics, or a combination of wheel dynamics and vehicle 
longitudinal dynamics to estimate the longitudinal tire force acting on each wheel. However, the 
estimation of lateral tire force acting on each wheel is a bigger challenge. According to the handling 
dynamics equations, the system is not observable when lateral tire forces are used as states of the 
system, and only the lateral tire force acting on each axle is being estimated.  
W. Cho et al. [10] designed a tire longitudinal force estimator based on a wheel dynamics model 
that used a wheel’s angular velocity, braking pressure, and shaft torque data. An energy function that 
used wheel angular velocity errors was defined, and the goal of the designed estimator was the 
minimization of the defined energy. Subsequently, the lateral tire forces acting on the front and rear 
axles were estimated by using the estimated longitudinal forces. Moreover, to estimate the longitudinal 
and lateral tire forces for large slip ratios, they combined the estimation of lateral and longitudinal tire 
forces by using a random-walk Kalman filter.  
Two algorithms were proposed in [11] to estimate longitudinal tire force based on the wheel 
angular velocity dynamics and longitudinal vehicle dynamics. In the first algorithm, the authors used 
the combination of wheel angular velocity dynamics and a random-walk model for estimating 
longitudinal tire force to avoid the need to numerically differentiate the wheel angular velocity. The 
second algorithm employed the longitudinal acceleration, longitudinal velocity (provided by global 
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position system (GPS) measurements), wheel angular velocities, and derivative of the angular velocities 
as the measurements to estimate the longitudinal tire force. They showed that there are five unknowns 
in the five equations: four equations for four wheel angular velocity dynamics, and one equation for 
longitudinal vehicle dynamics. By solving this set of equations, the longitudinal tire forces were 
estimated. 
The sliding mode observer (SMO) is another option for estimating longitudinal tire force [12]-[13]. 
The effectiveness of the algorithm was investigated by simulation results. However, wheel angular 
position measurements were used as the sensory data; these are not commonly measured in commercial 
vehicles. In addition, the estimator performance is dependent on the observer gains that need to be 
tuned for different maneuvers.   
Estimation of longitudinal and lateral tire forces based on the vertical tire force distribution has 
been investigated in [9]. According to this approach, the lateral and longitudinal tire forces acting on the 
front and rear axles were initially estimated. This was followed by the use of a defined coefficient, 
which in this case was the vertical tire force acting on the wheel divided by the vertical tire force acting 
on the related axle. Next, this coefficient was used to estimate the lateral and longitudinal forces acting 
on the left and right wheels.  
K. Huh [14] assumed that the time derivative of the lateral tire force is proportional to the roll rate, 
and the proportional constant is a slowly time-varying term. Using this assumption, the lateral tire force 
acting on each axle can be estimated by using dynamic equations related to a vehicle with four degrees 
of freedom (DOF) (longitudinal and lateral motion, yaw and roll motion) to design an EKF. 
Additionally, they distributed these lateral forces between the left and right wheel by using vertical tire 
force distribution. The simulation results revealed that the estimated results follow the true lateral tire 
forces relatively closely.  
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Based on existing literature, and to the best of our knowledge, no research considers the changes in 
the vehicle mass, road bank and road grade angles that can occur during each journey when designing 
tire force estimation methods. The subsequent sections provide a review of research literature that 
addresses the identification of vehicle parameters.   
2.1.2 Estimation of roll and pitch angles 
Roll angle information is necessary for accurate representation of a lateral dynamic model of the 
vehicle. In addition, this angle can be used to recognize and avoid rollover of the vehicle during harsh 
maneuvers.  Longitudinal dynamics of the vehicle can be described more accurately by incorporating 
information about the pitch angle of the vehicle body. The information about the pitch angle can be 
used to identify the road grade angle and estimate vehicle longitudinal velocity more accurately. 
  Roll and pitch angles of the vehicle body can be calculated/estimated with several sets of sensors. 
Suspension-deflection transducers can be used to estimate roll and pitch angles [15]. However, these are 
not common sensors on vehicles without semi-active or active suspension systems. Additionally, [16] 
shows that using only lateral acceleration signal is not enough to accurately estimate the roll angle, 
especially when the vehicle mass changes or when the vehicle is excited in the lateral direction very 
fast. The same problem exists if only the longitudinal acceleration is used to estimate pitch angle. An 
adaptive estimation structure to estimate roll angle is proposed. The authors used roll rate and lateral 
acceleration signals as the measurements signals.  In [17], an algorithm is proposed to estimate roll 
angle of the vehicle body using the measured lateral acceleration and roll rate signals. Because of the 
relations used in [17], this algorithm is not reliable when the rate of change in the lateral velocity, or the 
pitch angle of the vehicle body are large. A complicated estimation structure that used a six axis IMU, 
steering wheel- angle sensor, and wheel speed sensors to estimate roll and pitch angles of the vehicle 
body is developed in [18]. This structure estimates the vehicle body angles by combining the velocity 
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observer and longitudinal and lateral kinematic models. In [19], GPS and inertial navigation system 
(INS) sensors are used to estimate the roll angle of the vehicle body. By using the GPS signal, the 
sensors biases can be corrected so as not to deteriorate the performance of the proposed algorithm.   
According to this review, there are challenging problems when estimating roll and pitch angles. These 
problems related to: 
 Bias in sensory data  
 Accuracy of the estimated roll and pitch angles in both transient and stationary situations 
 Distinction between roll and bank angles, and distinction between pitch and grade angles 
The proposed estimation structure needs to use a sensor configuration that can handle the 
abovementioned situations, and accurately estimate the roll and pitch angles needed for the tire force 
estimation algorithm, velocity estimation algorithm, etc.  
2.1.3 Estimation of vehicle velocity 
Accurate estimation of vehicle longitudinal and lateral velocity is vital for vehicle control systems such 
as the traction control system (TCS), and ESC. These velocities are not measured directly in 
commercial vehicles due to a lack of cost effective and reliable sensors. Therefore, developing a 
reliable algorithm for estimation of these velocities using existing measurements from stock sensors is 
necessary. Such algorithms should also be accurate in the presence of unknown inputs such as bank 
angle and road grade, which affect several sensor outputs such as longitudinal and lateral accelerations. 
Therefore, estimation of vehicle lateral and longitudinal velocity is a challenging problem considering 
additive sensors bias, unknown inputs, sensor noise, and possible wheel slipping. 
In the literature, several vehicle velocity estimations have been proposed. Some approaches 
estimate both longitudinal and lateral velocities concurrently. For example, nonlinear observers 
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designed in [20], [21], [22], [23], [24] have been used to estimate longitudinal and lateral velocity. [25] 
and [26] used a limited-bandwidth integration technique. In [27] an algebraic approach based on 
numerical differentiation and diagnosis has been proposed to estimate both longitudinal and lateral 
velocities.  The kinematic model-based observer described in [28] is another approach to estimate the 
vehicle velocity in both longitudinal and lateral directions. Another observer used in the literature to 
estimate these velocities is extended Kalman filter (EKF) [29], [30], [31], [32].  
There are also some articles on estimating vehicle velocity in one direction. For instance, a 
combination of fuzzy and sliding mode observer has been used in [33] to estimate the vehicle 
longitudinal velocity. In [34] and [35], algorithms are proposed to estimate the vehicle longitudinal 
velocity by using an accelerometer and wheel encoders. An adaptive nonlinear filter method [36] is 
another practical approach in the literature to estimate vehicle velocity by using information from wheel 
velocities. The Kalman filter( [37], [38], [39]) is another type of estimator used to estimate vehicle 
longitudinal velocity. 
 In addition, there are reports that focus on estimation of sideslip angle to determine longitudinal 
and lateral velocities. For instance, [40] and [41] propose two methods to estimate longitudinal and 
lateral velocities and then use these estimates to obtain the side-slip angle. Furthermore, some of these 
approaches such as [26], [28], [29],[30], [32],[38] have not been tested and verified with a real vehicle.  
There are two common problems in the above-mentioned approaches that need to be considered in the 
vehicle longitudinal and lateral velocity estimations. First, accelerometer signals usually have additive 
bias, which often introduces errors in the estimated velocity.  This problem is not usually considered in 
the literature. Most reports assume that the lateral acceleration signal does not have bias. Also, some 
reports such as [21], [22] and [41] used a high-pass filter to deal with the accelerometer bias and road 
bank angle that are added to the measured signal. However, one needs to consider that such bias and 
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unknown road bank angle are not static and they often change. Therefore, using a fixed high-pass filter 
is not an effective way to mitigate this problem.  Secondly, when a wheel is slipping or locking, the 
angular velocity of such a wheel is not a reliable measure for vehicle velocity estimation.  This could 
happen often on low friction surfaces or when ABS is on. In [37] and [42] fuzzy logic was used to 
decrease the effect of wheel slippage. In [43], a method has been developed to estimate the longitudinal 
velocity using wheel speed measurements and a longitudinal acceleration signal. In [21]-[22], the 
authors propose a Luenberger observer whose gains are functions of longitudinal acceleration and 
wheel speeds  to decrease the effect of wheel slippage. In [38] and [39], the authors proposed an 
adaptive Kalman filter to estimate the longitudinal velocity. However, they ignored the effect of lateral 
velocity in their estimation algorithm. And, [39] is not applicable for conventional vehicles because the 
observer requires wheels’ torques. 
The proposed velocity estimation structure in this thesis will address these two challenges:  
1- Additive bias in the measured acceleration signals 
2- Effect of slippage in the estimated velocity   
 In the next section, the parameters that impact the vehicle state estimation are discussed and the 
relevant literature of identification of these parameters is reviewed.  
2.2 Identification of parameters 
Vehicle inertial parameters including center of gravity location, vehicle mass, and moment of inertia 
matrix are all parameters that play a role in determining vehicle states and tire forces. Moreover, 
distribution of the tire forces and vehicle states will change when the slope of the road varies. This 
section discusses the different parameter identification methods used in the research literature to 
identify these parameters. 
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2.2.1 Identification of vehicle inertial parameters 
The stability and desirable performance of a vehicle under different loading conditions are a necessary 
requirement in the development of active vehicle control systems. Depending on how the vehicle is 
loaded, its inertial parameters, including mass, moments of inertia, and spatial components for locating 
the center of gravity (COG), can have different magnitudes. Figure 2.2 illustrates the parameters related 
to COG location.  
It is reported that four occupants can result in a 20% change in the inertial properties of light 
passenger vehicles [1]. The effects of possible changes in inertial vehicle parameters on handling, ride, 
braking, and traction performance are widely investigated in research literature [44]-[45]. 
 
Figure 2.2. Center of gravity location.  
Rather than using nominal values of vehicle inertial parameters, the performance of vehicle stability 
controllers and driving assistant systems can be improved by proper online identification of vehicle 
inertial properties.  
There are practical requirements for the feasibility of an inertial parameter identification module for 
an economy-priced vehicle [46]: 
• Simplicity: to run in real time despite onboard processing limitations 
• Accuracy: to estimate inertial parameters within a 3-5% error bound 
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• Speed: to detect changes in a vehicle’s loading immediately after it is started and driven  
• Reliability: to operate successfully despite any instrumentation failures 
• Robustness: to handle disturbances (e.g., road grade) and variations in vehicle dynamics                                                                                  
         (e.g., drag) 
 • Cost: to be economically feasible when implemented in a car. 
Research that is currently available suggests a variety of strategies that can be used for the 
development of online vehicle inertial estimators. These algorithms can be classified into four major 
categories based on the dynamic properties used for estimation. These categories are: lateral/yaw 
dynamics [47]; longitudinal dynamics [48], [49], [46], [50]; suspension dynamics [1],[51];  and 
combinatory approach [52], [53], [3], [54]. 
Best and Gordon [47] developed an extended Kalman filter (EKF) that used lateral measurements 
for the estimation of vehicle states and vehicle mass.  The simulation and experimental results showed 
that the EKF can be used as an identifier. They have assumed the vehicle’s lateral velocity (or body side 
slip angle) as a measurement that can be measured by an integrated GPS/inertial body motion 
measurement system. This is not a commonly measured signal in commercial vehicles. 
Several methods have been used in the research literature to identify the vehicle mass based on the 
longitudinal vehicle dynamics. These methods have used the direct dynamic relationship between mass 
and longitudinal acceleration of the vehicle. Bae et al.  [48] proposed a recursive least squares to 
identify  vehicle mass and aerodynamic drag based on longitudinal forces, longitudinal acceleration, 
and GPS-based road grade measurements. This method requires uncommonly measured signals on 
commercial vehicles such as GPS measurements. Vahidi et al.  [49] used a recursive least squares 
method to estimate vehicle mass and road grade. Since these two parameters vary with different rates, 
the authors used two forgetting factors to improve the RLS performance for this application.   
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To estimate vehicle mass, H. K. Fathy et al.  [46] used the notion that inertial forces dominate 
longitudinal vehicle dynamics, while other resistive forces such as rolling resistance, drag force, and 
road grade force only influence the vehicle at low frequencies. The researchers designed a fuzzy 
supervisor to analyze the sensory data and used a recursive least squares algorithm to estimate the 
vehicle mass.  
A vehicle’s inertial properties directly affect vertical deflections of the suspension system. 
Availability of the sensors such as linear variable differential transformers (LVDTs) provides the proper 
tools to identify vehicle inertial parameters based on suspension sensory data. Rajamani and Hedrick 
[51] proposed adaptive observers for the combined estimation of a vehicle’s states and a number of 
vehicle parameters including mass.  
In [55], the authors  proposed a parallel mass and road grade identification algorithm. They 
assumed that the torques of the driven wheels are available, and longitudinal acceleration and 
longitudinal velocity are available signals. The algorithm identifies these two parameters with separate 
estimators. They showed that the parallel mass and road grade algorithm has the better performance in 
comparison with RLS and EKF algorithm. The algorithm is active when vehicle is moving in the 
straight line.  
Rozyn and Zhang [1] proposed a method based on modal analysis to extract the sprung mass, 
damping ratios, and mode shapes. They used a 12-DOF vehicle model as the vehicle simulation model, 
and prepared sensory data from this high order model. Next, a simplified 3-DOF vehicle model was 
employed to estimate the inertial properties. This was done by using the least squares algorithm and 
known equivalent stiffness of suspension systems. They used three corner accelerometers to provide the 
necessary information for the estimation algorithm. The method cannot accurately estimate the inertial 
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parameters in low-speed maneuvers because of the wheelbase filtering effect, which causes a delay 
between the front and rear measured acceleration signals.  
A combination of the aforementioned approaches can be used to estimate vehicle inertial 
parameters. H. Lee et al.  [52] presented a model-based mass estimation that used the combination of 
powertrain and vehicle longitudinal dynamics equations to identify vehicle mass. The vehicle mass was 
only accurately estimated when certain special conditions were satisfied, such as longitudinal 
acceleration above 0.1g, or engine RPM above 1500rpm.  The other approach is the combination of 
longitudinal and lateral vehicle dynamics, which has been investigated in [53]. One identifier is used 
only when vehicle is excited in longitudinal direction, and vehicle mass identified by employing the 
recursive least square. The other estimator is only used when vehicle is excited in the lateral direction. 
Therefore, vehicle lateral dynamics are used and RLS applied to estimate the vehicle mass. Since this 
algorithm requires the use of the estimated lateral tire forces, a linear tire model was used. Moreover, 
the road bank angle, which has an effect on lateral vehicle dynamics, was neglected. S. Solmaz et al. [3] 
presented a methodology based on a combination of the vehicle lateral and roll dynamics to estimate the 
longitudinal and height positions of the COG. In their estimation procedure, they designed multiple 
model schemes by using possible measures of each unknown parameter, followed by the use of a cost 
function to find the model with the least identification error. They assumed longitudinal velocity as a 
constant parameter and used a linear tire model. The accuracy and speed of convergence in this method 
is dependent on the number of models and perfectly tuned cost function parameters. Another approach 
for identification of the inertial parameters uses genetic algorithm [54]. This method cannot be applied 
for online parameter estimation because of its large computation time.  
According to this review, vehicle mass, location of the COG ( in three directions: longitudinal, 
lateral and vertical), yaw moment of inertia, and roll moment of inertia are the parameters that 
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researchers tried to identify. In the scope of this thesis, it is important to do a sensitivity analysis and 
recognize the parameters that have significant effects on the specific application, and then develop 
identification algorithms for them.  
2.2.2 Identification of road bank angle 
It is common to encounter sections on rural roads or poorly shaped curves on regular city roads that 
have insufficient bank angles. Furthermore, entrance or exit regions of highways usually have sections 
with a bank angle. It is difficult to measure this angle because it is coupled with other vehicle states 
such as roll angle and lateral acceleration obtained from sensory data. Equation (2-1) shows the 
measured lateral acceleration of road bank angle: 
     ̇   ̇                (2-1) 
where     is the measured lateral acceleration,  ̇  is the time-derivative of lateral velocity,   ̇ is yaw 
rate,   is the longitudinal velocity,    is road bank angle, and    is the vehicle roll angle. Equation 
(2-1) shows that the roll angle and road bank angle are coupled, as Figure 2.3 illustrates. Differentiating 
the roll angle estimation from the bank angle estimation is often a challenge, as is differentiating the 
estimation of road bank angle from the estimation of the vehicle lateral velocity. This is because both of 
them can change the lateral accelerometer’s signal at a similar rate. Therefore, the estimation of this 
angle provides valuable information for vehicle control systems, while also helping to distinguish the 
effects of bank angle and time derivative of the lateral velocity on the measured lateral acceleration [5]. 
According to the literature, the road bank angle can be estimated using the kinematic-based method 
[56], [57], or by combining kinematic-based and model-based methods [58], [59], [60], [61], [62], [5], 
[60] , [63].   
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Figure 2.3. Vehicle roll model on bank road 
One method to estimate the road bank angle is using the kinematic-based approach. To the best of 
this author’s knowledge, [56],[57] are the two papers that introduced this method. Since vehicle 
parameters such as vehicle mass, center of gravity location, and tire parameters are not used in the 
kinematic-based method, it is robust against changes in these parameters. Understandably, errors in the 
sensory data undermine the estimated states [41],[56]. For example, a drift appears in the estimated 
states due to the effect of integration bias error. D. Piyabonkarn et al. [56] estimated the road bank 
angle by using the measurements from lateral and vertical accelerometers. They extracted a kinematic 
relation between road bank angle and the sensory data. However, the proposed method in [56] does not 
have the ability to separate the roll angle from the road bank angle. In fact, they estimated the 
summation of the roll and bank angle.  In [57], a kinematic relation related to the lateral accelerometer 
was used to estimate the road bank angle via the time derivative of the estimated vehicle side-slip angle.  
Therefore, the accuracy of the estimated angle depends on the accuracy of the estimated side-slip angle 
and its derivative term. 
 
 
        
Road bank angle      
Roll angle  
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Another method that early researchers employed to estimate bank angle uses a combination of 
vehicle model-based and kinematic-based methods [58], [59], [60], [61], [62], [5], [60] , [63].  
Compared to the kinematic-based method, this approach is sensitive to changes in vehicle and tire 
parameters, but is robust against the sensor noise [21]. Different types of estimators have been used in 
the literature to estimate the road bank angle through the following combination: extended Kalman 
filter (EKF) [58], [21], [41], unknown input observers (UIO) [59], [60], dynamic filter compensation 
(DFC) [61], and proportional integral observer (PIO) [5],[62],[64].  
 An approximate equation was proposed by [27] that presented the relation between roll angle and 
lateral acceleration; therefore, this additional equation helped differentiate the estimation of roll angle 
from the road bank angle. The EKF was used as the estimator. A practical cahllenge in this method is 
tuning the tire model’s parameters for each road condition. Using fixed vehicle inertial parameters such 
as constant vehicle mass is another drawback of this algorithm.   
Tseng [61] proposed a practical approach to estimate the road bank angle based on measured 
signals. He introduced a dynamic factor based on the system transfer functions and sensory data. 
However, this approach has its limitations. For example, it is not accurate when there is a road with a 
low friction coefficient and bank angle. Furthermore, the method used a differential global position 
system (DGPS), which is uncommon in commercial vehicles. As proven by [5], this algorithm is also 
not robust against changes in tire parameters.   
The other approach that has been used to estimate the bank angle is an unknown input observer 
(UIO) [59].   It is extremely sensitive to the output changes [5]. There is a time derivative of the output 
that undermines the performance of the observer with the existence of noises on the sensory data, a 
common problem in real time applications. In [59], a nonlinear UIO used the kinematic relation of 
lateral acceleration and vehicle lateral dynamics to estimate the road bank angle. There is an inverse 
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term (the inverse of measurements divided by lateral velocity) in this approach that can lead to unstable 
behavior of the estimator during maneuvers with large side slips [59]. 
  In [32], road bank angle was considered as a disturbance that can be estimated by applying a 
disturbance observer. The weakness of this approach is using the DGPS measurements which is not a 
common type of sensor in commercial vehicles [5]. Moreover, the sampling rate of GPSs (1~5 Hz) 
available in the market is not high enough when compared to other common sensors such as the inertial 
measurement unit (IMU). Additionally, authors [5] have completed a robustness analysis which proved 
that the estimated road bank angle has a steady state error if model uncertainties exist. 
Proportional integral observer (PIO), which is a modification of Luenberger observers, not only 
uses the information of estimation error, but also data from previous time instances. It does so by 
applying the integral of the error [65]. The research papers that have applied this observer to estimate 
road bank angle are reviewed next. In [62],a two degree of freedom vehicle model was employed, and 
the road bank angle was considered to be an unknown input. Next, an observer that combined UIO and 
PIO has been designed to make the road bank angle estimation procedure insensitive to disturbances. 
This algorithm cannot separate the road bank angle from the roll angle, as the summation of these 
angles is estimated. Moreover, the approach is not robust against uncertainty in vehicle or tire 
parameters. J. Kim et al.  [5] have completed investigations about the robustness of various estimation 
algorithms against changes in tire parameters, such as dynamic filter compensation algorithm and UIO.  
They used a proportional integral observer whose gains were designed by the    filter, and used game 
theory to estimate the road bank angle. Although they showed that the algorithm worked accurately in 
the selected maneuvers that had constant longitudinal speed, there are still some weaknesses in this 
approach. Firstly, they used longitudinal velocity as one of the measurements; however, this sensory 
data is actually uncommon in commercial vehicles. They also did not investigate the robustness of the 
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algorithm against changes in vehicle inertial parameters. Also, due to the use of the linear tire model, 
the algorithm cannot accurately work in the nonlinear region of tire forces. In [64], a PIO is designed, 
and its gains are calculated by linear matrix inequality (LMI). Although the authors are able to estimate 
the road bank angle using such a method, the estimation is only valid for known vehicle inertial 
parameters and tire parameters.  
2.2.3 Identification of road Grade 
An accurate model of the longitudinal vehicle dynamics provides reliable data for vehicle control 
systems such as adaptive cruise control. Although there are well defined longitudinal vehicle models, 
the model parameters are not exactly known, and their variations can change the performance of the 
control system. Road grade is one of the parameters whose variation directly affects the vehicle 
longitudinal dynamics. Moreover, knowing this angle can help manage fuel consumption [66]. There is 
no sensor in commercial vehicles that can measure this angle.  In the literature, employing a well-
designed estimator is the method that is most referred to identify the road grade. Distinction between 
the road grade and pitch angle during acceleration or braking is another challenging problem that needs 
to be solved. Equation (2-2) illustrates the coupling between these two angles. It also presents the 
challenges regarding the estimation of road grade and the estimation of longitudinal velocity by using 
measured longitudinal acceleration. This is particularly difficult because both terms influence the 
longitudinal accelerometer signal with similar rates.  The relation between abovementioned variables is 
defined with 
      ̇   ̇                (2-2) 
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where     is the measured longitudinal acceleration,  ̇  is the time-derivative of longitudinal velocity, 
   is the lateral velocity,    is the vehicle pitch angle, and    is road grade.  Figure 2.4 shows the 
vehicle on a sloped road and depicts the angles in (2-2).  
 
Figure 2.4. A vehicle on a sloped road 
In most road grade estimation algorithms in the literature, the pitch angle is ignored during 
maneuvers on the sloped road.  Below, the literature that considered the road grade is reviewed.  
 In [2], two different methods were used to estimate the road grade. The first method used a 
kinematic relation and specifically measured longitudinal acceleration and vehicle speed. The second 
method used road grade estimation based on the vehicle longitudinal velocity and wheel torque, which 
was estimated using information from the powertrain system. The authors concluded that the first 
method is more expensive because it requires the use extra sensors for the acceleration signal. 
Furthermore, the first method is also sensitive to noise and bias in the accelerometer signal. While the 
second method is not as expensive, its error is bigger, and it is also more sensitive to vehicle parameters 
such as mass. It should be mentioned that in both methods, a summation of the pitch and road angles is 
estimated.    
The other benefit of road grade information is its application in fuel consumption, especially in high 
duty vehicles (HDVs) [66]. The recursive least squares algorithm is used in [49] to identify road grade 
for HDVs.  Estimation of road grade during gear shifting has been investigated, and due to the existence 
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of spikes in the estimated road grade, the authors proposed to turn off the estimator during and shortly 
after a gearshift in HDVs.  
In [55], the authors compared the RLS and EKF identification algorithms for vehicle mass and road 
grade identification. They proposed a parallel mass and grade estimation algorithm, too. In their 
proposed structure, they assumed that the torques of the driven wheels, longitudinal acceleration, and 
vehicle velocity are available. The proposed method can only identify road grade when the vehicle is 
moving in a straight line. It cannot identify the road grade when the vehicle is excited in the lateral 
direction.   
In [67], one gyro, one accelerometer, and a micro-electro-mechanical system (MEMS) barometer 
has been used to estimate the road grade. The advantage of this method is that the road grade is 
estimated without the use of a GPS signal. However, due to temperature, ventilation changes inside the 
car and variance of pressure measurements in different locations such as a tunnel, the accuracy of 
MEMS barometer measurements are subject to change [68]. 
J. Barrho et al.  [69] designed a linear Luenberger observer to estimate the road grade by employing 
longitudinal velocity and acceleration data without using a GPS signal. They proposed a flow chart 
based on several ruls that were working according to measurments to distinguish driving situations 
(moving downhill\uphill and braking\accelerating). They linearized the vehicle model, and assumed 
that the longitudinal force acting on the COG, the rolling resistance force, and the wind force are known 
signals. This approach cannot distinguish between the pitch angle and the road grade because it 
estimates the summation of both angles.  
Bae et al. [48] used a GPS system to measure the road grade with two methods: using two antennas 
differentially in the pitch plane, or by measuring the ratio of vertical to horizontal velocity using one 
antenna. In the first method, the authors used the low frequency portion of the measured signals by the 
  
 26 
differential GPS system to estimate the road grade. The first method is sensitive to change in the vehicle 
pitch angle, while the second is sensitive to vehicle bounce motions. Moreover, it should be mentioned 
that GPS signals are not reliable due to the propensity to outages and loss of signal in some 
situations[48]. The next section reviews papers that consider the estimation of both angles.   
2.2.4 Combined identification of road grade and bank angle  
In [70], a PI algorithm was used to estimate the road angles. The authors proved that by selecting 
appropriate gain tuned according to stability issues, the estimated angle can exponentially converge to 
the correct angle. The authors acknowledge that this algorithm cannot realistically handle the sensor 
noise and sensor offsets because these errors will be propagated to the estimated angle.  
In [71], a switching observer was used to estimate vehicle states and road angles. The vehicle 
differential equations were divided into two sub-models, and EKF was applied for each block. These 
blocks communicate with each other in such a way that one estimator predicted its sub-model states, 
while the states related to the other sub-model were held fixed. This method decreases the complexity 
and computational efforts of the EKF. This method estimates two road angles (road grade and bank 
angle) without looking at GPS signals. However, as the authors in [71] stated, the observability and 
robustness of the switching observer should be investigated. Moreover, road grades can be estimated 
accurately when the vehicle yaw angle is known. Unfortunately, commercial vehicles do not yet have a 
sensor that can measure this angle.  
2.3 Combined state and parameter estimation methods 
Simultaneous estimation of the vehicle inertial parameters and vehicle states has been investigated in 
[72], [73], [74], [75]. If the vehicle parameters are used as additional states, then both the vehicle states 
and parameters can be simultaneously estimated by a single Unscented Kalman Filter (UKF). This 
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approach is called the Joint Unscented Kalman Filter (JUKF), and is used in [72] and [76] to estimate 
vehicle states and certain vehicle inertial parameters, such as longitudinal location of the COG, roll and 
yaw moment of inertia, and vehicle mass. In [72], the simulation results showed that the parameters 
(mass, roll inertia, yaw inertia and longitudinal location of COG) can be identified. However, the large 
computation time limits the use of this algorithm for on-line application. Nuthong [73] used a JUKF to 
estimate an augmented state space that includes both the vehicle states and parameters. It was shown in 
[73] that a JUKF can estimate both vehicle states and parameters with computational efficiency and 
reasonable accuracy. However, the algorithm is not able to estimate the lateral tire force acting on each 
tire. Moreover, this method ignores the vertical tire forces that play a significant role in vehicle system 
dynamics. The algorithm can only work effectively if the parameters of the tire model are retuned for 
each road condition. 
 Wenzel et al.  [74] implemented a dual extended Kalman filter strategy for the identification of 
vehicle parameters (vehicle mass, yaw moment of inertia, and longitudinal location of COG), and the 
state estimation of a 4-DOF vehicle handling model. Their approach was based on parallelization of two 
interacting extended Kalman filters, each solving one of the associated problems. The simulation results 
demonstrated that the estimated vehicle mass was within a range of 4% of the real value. However, this 
algorithm cannot accurately estimate the vehicle parameters for different road conditions such as wet 
and icy roads. This is because of its reliance on a tire model (Magic Formula tire model) that requires 
tire parameter tuning based on the road condition. 
In [75], a dual structure was proposed that used UKF to estimate the vehicle states and vehicle 
mass, longitudinal COG location and yaw moment of inertia. The authors used a tire model that needs 
information about the road friction coefficient and tire parameters. In addition, the proposed structure is 
not robust against changes in the road angles.  
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2.4 Summary 
This chapter presented and reviewed the relevant literature on the estimation of tire forces, vehicle 
inertial parameters, and road angles. In the literature, tire forces, vehicle states, vehicle inertial 
parameters, and road angles were generally estimated individually, although they were also estimated 
simultaneously in [72], [73], [74], [75], [76]. However, all of these references have used tire models to 
calculate the tire forces. Additionally, no prior work has explored the integrated estimation of tire 
forces, vehicle states and vehicle inertial parameters and road angles.  
To address these concerns, this thesis propose an integrated estimation structure to simultaneously 
estimate tire forces acting on each wheel, as well as the vehicle states, vehicle inertial parameters, and 
road angles. This estimator is the primary contribution of this work. In the next chapter, the proposed 
integrated estimation structure will be presented in details.  
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Chapter 3 
Vehicle state estimation and tire force estimation algorithms  
In this chapter, the proposed vehicle state estimation algorithms including vehicle body roll and pitch 
angles as well as velocity estimation algorithms are fully presented. Furthermore, the developed 
algorithms for estimation of forces acting on each wheel in longitudinal, lateral and vertical directions 
are explained in detail.   
3.1 Roll and pitch angle estimation algorithms 
In this section, the proposed estimation algorithms for roll and pitch angles are introduced and 
explained in detail.  
3.1.1 Overall estimation algorithm  
A combination of the rates of changes of vehicle body angles and longitudinal and lateral accelerations 
of vehicle body are used to estimate the vehicle body’s pitch and roll angles. Both longitudinal and 
lateral accelerations are available from 3-axis IMU in the electronic stability control unit. This 
algorithm requires two extra sensors which are roll rate and pitch rate.  
 Figure 3.1 shows the overall structure of the proposed observer for roll and pitch angles’ estimation 
algorithms. In this figure, the terms in the parentheses are related to pitch angle estimation observer. 
This observer is utilizing a parallel structure. The bottom path is working based on the calculation of 
roll angle (pitch angle) in stationary conditions. The top path is working based on the integration of roll 
rate (pitch rate). Errors between low-pass filtered calculated angles in these two paths are multiplied by 
the observer gains, which are tuned according to the level of excitation in the lateral direction 
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(longitudinal direction). The outcome signal will be used to correct the errors because of long term 
effects. In the next sections, the design of this observer is explained in more detail.    
 
Figure 3.1.  Overall structure of roll and pitch angle estimation algorithms 
3.1.2 Roll and pitch angles’ estimation algorithms 
The measured roll rate ( ̇ ) can be written as [60]: 
 ̇   ̇   ̇   (3-1) 
where  ̇  is the roll rate of  the vehicle frame and  ̇  is the roll rate of vehicle body. Furthermore, the 
measured pitch rate ( ̇ ) is 
 ̇   ̇   ̇   (3-2) 
where  ̇  is the pitch rate of vehicle frame and  ̇  is the pitch rate of vehicle body. Consequently, the 
integration outputs of (3-1) and (3-2) will not be the vehicle body roll angle and pitch angle. Therefore, 
it is necessary to separate the vehicle frame angles from these two measurements.  
A 1-DOF roll plane model and a 1-DOF pitch plane model [77] can be used to estimate vehicle 
body angles when the vehicle parameters such as vehicle mass are known and the rate of changes in the 
vehicle body angles are not large [16]. Equations (3-3) and (3-4) represent the 1-DOF roll model and 1-
DOF pitch model, respectively: 
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   ̈         ̇                 (3-3) 
          
    ̈         ̇                  (3-4) 
where     and     are the moment of inertia around x and y axis of vehicle body coordinate system, 
respectively. The distance between center of gravity and pitch center is    , and     is the distance 
between centre of gravity and roll center. It is assumed that          are known. The roll damping 
stiffness and roll spring stiffness are    and   . The pitch damping stiffness and pitch spring stiffness 
are    and   , respectively.  
For most handling maneuvers the roll acceleration and roll rate terms (          
   ̈  and 
     ̇)) in (3-3) are small [16],[17]. Therefore, the roll angle of the vehicle body can be rewritten as 
     
    
  
      
 (3-5) 
The calculated angle using (3-5) can be called the stationary roll angle. This stationary roll angle, 
    , is used to correct the drift that results from the integration of the measured roll rate signal.      is 
then processed through a low-pass filter to remove the additive noises on the sensory data. The filtered 
output,       , is used to remove the drift using the following observer 
 ̇̂   ̇̂             ̂     
(3-6) 
 ̂ ̇    ̂    ̂              ̂      (3-7) 
 ̂      ̂   (3-8) 
where   and b are the low-pass filter coefficients,  ̂    is the filtered estimated roll angle. The states in 
the observer are  ̂  and  ̂ . The observer gains are    and   .  
 The calculated error terms in (3-6)  and (3-7) help to correct the drift in the estimated roll angle due 
to noise and bias in the measured roll rate. The integration of the measured roll rate will provide 
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accurate estimation during transient motion of the vehicle body. Additionally, in stationary conditions, 
the abovementioned correction term prevents any drift in the estimated angle. Consequently, the 
developed observer accurately estimates roll angle in both stationary and transition conditions.  
The absolute value of the derivative of lateral acceleration with respect to time is used to determine 
the level of lateral excitation. When this value is bigger than a pre-defined limit, it means that there is 
fast excitation in the lateral direction.  When the value is smaller than the limit, it means that the vehicle 
excitation in the lateral direction is small. After recognizing the level of lateral excitation, the following 
rules are used to tune    in the observer: 
 When the excitation of the vehicle in the lateral direction is fast, then a small number is 
assigned to   . In this situation, the calculated roll angle with (3-5) is not accurate, therefore    
is set to a small value to reduce the contribution of the correction term in the output of the 
observer.   
 When the excitation of the vehicle in the lateral direction is slow, then the correction term has 
more contribution. Therefore, a larger number is assigned to   .   
According to experimental tests, a small fixed value is assigned to   .  
By using the same algorithm, the pitch angle is estimated. The pitch angle in stationary conditions can 
be calculated with: 
     
    
  
     
 (3-9) 
This stationary pitch angle is used in the below observer to estimate the pitch angle of the vehicle body: 
 ̇̂   ̇̂              ̂     
 (3-10) 
 ̂ ̇    ̂    ̂               ̂      (3-11) 
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 ̂      ̂  (3-12) 
The stationary pitch angle is filtered with a low-pass filter (with gains    and   ) and is presented by 
      . The same low-pass filter is used to produce  ̂   .  ̂  and  ̂  which are the states in the pitch angle 
observer. The error terms in (3-10) and (3-11) are the adjustment terms to correct the drift errors in the 
estimated pitch angle in the stationary state conditions.  
     and     are observer gains. However,     is an adaptive gain and will change according to 
level of vehicle excitation in the longitudinal direction. This level of excitation is determined according 
to the value of the derivative of longitudinal acceleration. When this value is large, it means that the 
vehicle is accelerating fast or the driver is pushing down the brake pedal fast. When the value is small, 
it means that the vehicle is slowly accelerated or driver is pushing down the brake pedal smoothly. The 
rules below are used to set these gains: 
 When the level of excitation in the longitudinal direction is large, a small number is assigned to 
   . In this level of excitation, the correction term has to be small because of inaccuracy in the 
calculated stationary pitch angle with (3-9). 
 When the level of excitation in the longitudinal direction is small, a larger number is assigned 
to    . In this condition, the calculated stationary angle is accurate. Therefore, the correction 
term has more contribution.   
It is observed from experiments that     can be set to a small fixed value. Estimated roll and pitch 
angles ( ̂  and  ̂ ) with two abovementioned observers (Equations (3-5)-(3-8), and Equations (3-9)-
(3-12)) will be used in the developed algorithms in the next sections.  
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3.2 Tire force estimation algorithm  
In this part, the algorithms applied to estimate longitudinal, lateral and vertical forces acting on each 
wheel are presented.  
3.2.1 Longitudinal tire force estimation  
For estimation of the longitudinal forces, an observer is developed using the wheel dynamics model 
proposed in [10]. Inputs to this observer are torques acting on each wheel and measured angular 
velocity of each wheel. 
The wheel rotational dynamics equation is given by 
      ̇                        ,           ,           (3-13) 
where    and    are driving and braking torques, respectively. The time derivative of the angular 
velocity is  ̇,    is the effective tire radius that lies between the tire’s undeformed radius and static 
loaded radius [78]. The wheel moment of inertia around its spin axis is   , and       is the longitudinal 
tire force (see Figure 3.2). 
It is noted that driving and braking torques in (3-13) need to be calculated according to the vehicle’s 
powertrain specifications and brake system. In this thesis, these torques are assumed available and are 
measured using the wheel load measurement system that will be discussed in Chapter 5.   
It should be noted that since the dominant force in this estimation block is the longitudinal tire force, 
the effects of rolling resistance and wheel aerodynamic forces can be neglected. 
The wheel dynamics, (3-13), can be presented in the Laplace space as 
 
    
        
 
    
              
 
    
        
 (3-14) 
where both sides are filtered by a low pass filter         , and     is the related time constant. 
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Figure 3.2.  Simplified wheel dynamics model 
The angular velocity is estimated by adding the following observer which has a similar structure to 
proportional-integral-derivative (PID) controller: 
 
    
    ̂    
 
    
              
 
    
          
 
    
    ̃    
    
 
 
 ̃              ̃     
 (3-15) 
where  ,    and    are the PID gains,  ̂  is the estimated tire longitudinal force, and 
 ̃      ̂  (3-16) 
where  ̂ is the estimated wheel angular velocity. It is worth noting that in (3-13) and (3-16)   is the 
true angular velocity, and   is the measured angular velocity using the ABS sensor. In (3-15), driving 
and braking torques are used as inputs to estimate wheel’s angular velocity. The following Lyapunov 
function is defined to prove the stability of the proposed observer and extract estimated longitudinal 
forces according to the stability analysis: 
   
 
 
  ̃  
 (3-17) 
And,  ̇   ̇̃ ̃. Using (3-14), (3-15), and transferring  ̇ to Laplace domain 
       
 
  
     ̃     ̃    
 
 
 ̃           ̃  ̃ 
 (3-18) 
where  ̃         , and      and ̃    are zero. With selecting  
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 ̃   
  
  
(  
  ̃     
  
 
  ̃     
   ̃) 
 (3-19) 
and applying PID gains as:     
    ,   
    ,   
         ,  ̇    is guaranteed. Therefore, 
both ̃ and  ̃ will converge to zero. Consequently, the estimated longitudinal force becomes: 
 ̂       
 
  
(  
  ̃     
  
 
  ̃     
   ̃)  
 (3-20) 
This observer requires an initial value for the longitudinal force (    ). This initial value can be simply 
chosen as the initial drive torque divided by the effective tire radius. 
3.2.2 Vertical tire force calculation  
Typically, vertical tire forces are modeled without considering the effects of changes in the vehicle 
body roll and pitch angles and vertical motion of the vehicle body [10], [9], [8], [13]. To add these 
effects, vertical tire forces are calculated based on the acceleration of vehicle sprung mass in 
longitudinal, lateral and vertical directions, as well as  rotation around roll and pitch axes.  
Figure 3.3 depicts tire forces and acceleration components of the sprung mass in the vehicle pitch plane. 
In addition,   is the input that will be identified in Chapter 4.  Vertical forces acting on the front and 
rear axles are given by: 
      
    
 
(                     )   
  
 
(                     ) 
 (3-21) 
     
    
 
(                     )   
  
 
(                     ) 
 (3-22) 
where      is the measured vertical acceleration of COG,    is longitudinal distance between COG and 
front axle, and      is the height of the centre of gravity.  
Using these forces, the effective masses on the front and rear axles are defined as follows: 
  
 37 
     
   
 
   ,        
   
 
 
 (3-23) 
Figure 3.4 shows the sprung mass (rear view) in the roll plane and the forces which are acting on the 
sprung mass due to lateral motion of the vehicle.  The roll plane model and equations in (3-23) can be 
used to compute the vertical tire force of each wheel, individually. 
 
 
Figure 3.3. Pitch plane model (right side of the vehicle) 
For instance, vertical force acting on rear-right tire can be calculated by taking moment around contact 
point of the rear left tire (see Figure 3.4) and using equations (3-21), (3-22) and (3-23) as follows:  
 
 
Figure 3.4.  Roll plane model of rear axle (rear view of the vehicle) 
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∑                
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 (3-24) 
    ,           are calculated in the same way. 
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 (3-25) 
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 (3-26) 
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            ) 
 (3-27) 
where    and    are the front and rear track widths, respectively, and it is assumed that the height of 
front and rear roll centres are the same. The vertical tire forces for the wheels are                 and 
     . The required variables for calculation of these forces are longitudinal, lateral, and vertical COG 
accelerations     ,    ,       as well as pitch (    and roll      angles which are estimated using 
the algorithms introduced in the previous section. The accelerations are measured by an inertial 
measurement unit (6-axis IMU) which is connected to the vehicle body. It is important to note that 
     and     include the effects of gravity, vehicle body and road angles (road bank and road grade 
angles): 
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     ̇   ̇                 (3-28) 
     ̇   ̇                (3-29) 
3.2.3 Lateral tire force estimation 
The purpose of this module is to estimate the lateral tire force acting on each wheel. The estimated 
vertical and longitudinal tire forces, measured wheel steering angle, identified vehicle mass and 
estimated roll and pitch angles are the inputs. Yaw rate and longitudinal and lateral accelerations are the 
sensory data used in this estimation block. In this thesis, the parallel steering approximation is used to 
calculate the steering angle of wheels.  
Because of observability issues highlighted in [7],[79], estimation of lateral force acting on each 
wheel is a challenging problem. To address this problem, lateral forces acting on front and rear axles 
are estimated first. Then, these estimated forces are distributed between left and right wheels 
proportional to their normal corresponding forces.  
In a harsh maneuver however, where the wheels are slipping in the lateral direction, the estimated 
forces based on just vertical force distribution cannot exactly describe the actual changes in the lateral 
tire forces. Therefore, the equations governing the longitudinal and lateral forces and yaw moment are 
added to make this estimator more accurate in the extreme driving conditions and improve its 
robustness against wheel slippage. As a result, a handling model of the vehicle as shown in Figure 3.5  
is used. 
A random-walk model [31] that uses longitudinal and lateral acceleration and yaw moment signals 
is designed herein to handle the abovementioned conditions. The states for this estimator are defined as 
        ̂        (         )    ̂     ̂      (3-30) 
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        ̂        (         )    ̂     ̂     (3-31) 
         
  (3-32) 
where     ,     ,      and      are the real force values (see Figure 3.5 (a)) while  ̂   ,  ̂   ,  ̂    and 
 ̂    are the estimated ones.    ,     are the lateral forces acting on front and rear axles (see Figure 3.5 
(b)),  ̂        ,  ̂         are the estimated forces obtained from 
 ̂        
 ̂     ̂   
 ̂     ̂     ̂     ̂   
                 
 (3-33) 
 ̂        
 ̂     ̂   
 ̂     ̂     ̂     ̂   
                 
(3-34) 
The new states do not have dynamics, and are treated as random signals  
 ̇              (3-35) 
where     is the vector of process noise and   is an identity matrix. From the bicycle vehicle model 
(see Figure 3.5 (b)), longitudinal and lateral accelerations are related to the tire forces as: 
    
 
 
(                        ) 
 (3-36) 
    
 
 
(                       ) 
(3-37) 
 ̈  
 
   
 ((                   )         ) 
(3-38) 
where the steering angle     are the inputs,   is the yaw rate,     is the moment of inertia about the z-
axis, and     ,     are  
               (3-39) 
              (3-40) 
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(a) (b) 
Figure 3.5. Vehicle handling model (planar and bicycle vehicle models) 
The measurement equation, , can be represented in the state space form by using the newly defined 
states 
  
[
 
 
 
     (               ̂              )
     (           ̂                 )
    ̈  ((  ̂                        )     ̂          )]
 
 
 
                  
 (3-41) 
where      is the measurement noise. It is assumed that good estimates of the longitudinal forces are 
available i.e.       ̂   . Using this assumption and equations (3-30)-(3-32), (3-36)-(3-38) and (3-41), 
       can be written as 
       [
         
           
               
] 
 (3-42) 
Therefore, the discrete forms of the state and measurement equations can be summarized as  
                          (3-43) 
                       (3-44) 
Equation (3-42) is the source of nonlinearity in the system. It can be assumed that   is a time-varying 
parameter; therefore, equation (3-42) can be rearranged as 
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        [
        
       
           
] [
  
  
] 
 (3-45) 
According to equations (3-43) and (3-45), the observability matrix [16] is defined as 
            (3-46) 
where       . According to observability criteria [80], the system in (3-43) and (3-44) is observable 
for all values of  .   
3.2.3.1 Nonlinear observer 
The Extended Kalman filter (EKF) is a widely used state estimator in vehicle control applications [79], 
[31].  However, because the linearization of the system around the operating point and hence 
calculation of Jacobian matrices is required, the real-time implementation may not be computationally 
efficient [81], [82], [83]. Hence, the Unscented Kalman Filter (UKF) proposed in [82] can be a good 
alternative. It uses the unscented transformation technique [82] instead of the linearization and 
calculation of Jacobian matrices associated with the implementation of EKF.  
Figure 3.6 shows the structure of the proposed estimator using the UKF algorithm for a discrete 
time nonlinear system. Equations (3-43)-(3-44) are applied to estimate lateral tire forces acting on each 
wheel.  
This figure demonstrates the three steps involved in the UKF algorithm:  
1- Sigma points calculation: these points are a minimal set of carefully chosen weighted sample 
points around each state.  
2- States, covariance matrix and output prediction: in this step, information from the estimated 
states and the covariance matrix, in the time step    , and the calculated sigma points are 
used to predict the states, covariance matrix and outputs.   
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3- States and covariance matrix update: in this step, the new measurements are used to update the 
predicted states and covariance matrix in the previous step.   
In this structure,   ̅      is the predicted state,  ̅  is the updated state,  ̅    is the first element of the 
vector  ̅ ,  ̅    is the second element of the vector  ̅ .        is the predicted error covariance matrix, 
   is the update error covariance matrix, and  ̅      is the predicted output. For the sake of brevity, 
more details about the equations related to each of the above three steps can be found in Appendix I. 
The estimated states (i.e.  ̅   together with the initial rough estimates of the lateral forces ((3-33) and 
(3-34)) are used to estimate more accurate lateral forces acting on each axle ( ̂    ̂  ). Finally, lateral 
forces acting on each wheel are calculated based on vertical force distribution on the right and left 
wheels as follows: 
 ̂    
 ̂   
 ̂     ̂   
 ̂   
 (3-47) 
 ̂    
 ̂   
 ̂     ̂   
 ̂   
(3-48) 
 ̂    
 ̂   
 ̂     ̂   
 ̂   
(3-49) 
 ̂    
 ̂   
 ̂     ̂   
 ̂   
(3-50) 
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Figure 3.6.  Proposed lateral tire force estimation structure 
3.3 Vehicle velocity estimation algorithm 
The developed structure of the vehicle lateral and longitudinal velocities’ estimation is shown 
in Figure 3.7. Due to the coupling between longitudinal and lateral kinematic equations, a 
parallel structure is proposed to estimate longitudinal and lateral velocities of the vehicle, 
simultaneously.  
Longitudinal and lateral acceleration signals, yaw rate, wheels’ speeds and steering wheel 
angle are the required measurements for this algorithm. Additionally, the lateral velocity 
estimator (Block B2) needs the lateral and vertical forces acting on each tire provided by the 
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estimation algorithms in Section 3.2, the roll angle and road bank angle provided by the 
proposed estimation algorithms in Section 3.1 and Chapter 4.  Furthermore, Block B1 and B2 
are communicating together by sharing their outputs at the previous time step. In the next 
sections, these blocks are explained in detail.  
 
Figure 3.7. Overall structure of vehicle velocity estimation 
3.3.1 Longitudinal velocity estimator (Block B1) 
To estimate longitudinal velocity of vehicle at the centre of gravity, the vehicle motion in 
longitudinal direction is used that is defined as: 
 ̇       ̇                       (3-51) 
 ̇    (3-52) 
where    represents the bias in the sensory data,    and    are the vehicle longitudinal and 
lateral velocities, respectively.    represents the noise added to the measured signals. Equation 
(3-52) assumes that bias term does not have fast dynamics and hence its change in time is zero.   
The proposed algorithm depicted in Figure 3.8 is designed to estimate the longitudinal velocity. 
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The velocity of each individual wheel, longitudinal acceleration, yaw rate, wheel steering 
angle, estimated lateral velocity from previous step, estimated pitch angle (see Section 3.1) and 
identified road grade (see Chapter 4) are the required signals for this algorithm. The output of 
this structure is longitudinal velocity ( ̂   ) and estimated velocity at each corner, which are 
used in the lateral velocity estimation algorithm ( ̂     ). Each of the blocks shown in Figure 3.8 
is discussed shortly.  
The Kalman Filter (KF) is the observer used in this structure. A KF has two steps, which 
are prediction and correction. In the prediction step, vehicle longitudinal velocity and the bias 
are predicted, and then new measurements are used to correct the predicted states. The 
kinematic model ((3-51)-(3-52)) is used to predict the longitudinal velocity of the vehicle in 
KF. The predicted states are calculated by using: 
[
 ̂       
 ̂       
]  [
  
  
] [
 ̂     
 ̂    
]  [
(     ̇ ̂             ̂   ̂  )  
 
] 
 (3-53) 
where  ̂         and  ̂        are the predicted states,  ̂      and  ̂     are the estimated states in 
the previous time step,  ̂      is the estimated lateral velocity in the previous time step and    
is the sample time.  
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Figure 3.8.  Estimation structure of reference longitudinal velocity 
The wheels speeds are used to provide the measurement signals in the KF to update the 
predicted vehicle longitudinal velocity and the bias. Velocities at the centre of each of the four 
wheels are calculated and then transferred to vehicle COG. The “Transfer to COG” block in 
Figure 3.8 is used to calculate these velocities as follows:   
                         ̇
  
 
 
 (3-54) 
                         ̇
  
 
 
(3-55) 
                   ̇
  
 
 (3-56) 
                   ̇
  
 
 (3-57) 
where      ,      ,      ,       ,    ,    ,    ,     are the effective radiuses and wheels’ 
speeds of front-left, front-right, rear left and rear right wheels, respectively. The front and rear 
track-width of vehicle are    and   . Therefore, the measurement matrix used in the KF is 
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defined as: 
   [                                    ]  (3-58) 
However, these calculated velocities at the COG do not take into account the large slip that 
may happen during braking or traction for each wheel. For instance, the experimental data in 
Figure 3.9 is used to elaborate on the above fact.  Figure 3.9 shows that the angular velocities 
of the four wheels before time 8 s have approximately the same values. However, between 8 s 
and 12 s, they have not. Most notably, angular velocity of the front left wheel during 10.43 s to 
11.22 s is visibly increasing. Therefore, using information of such a wheel to estimate vehicle 
velocities within such time window can introduce large errors in the process.  
The “Slip Detection” block, shown in Figure 3.8, is used to address the above-mentioned 
problem. This block determines which wheels are slipping. The output of this block is a 
diagonal matrix, N, which is 4-by-4 matrix:  
  
[
 
 
 
      
      
      
      ]
 
 
 
 
 (3-59) 
This matrix is used by the KF to update the predicted states according to new measurements 
using: 
[
 ̂   
 ̂   
]  [
 ̂       
 ̂       
]     (   [
  
  
  
  
] [
 ̂       
 ̂       
]) 
 (3-60) 
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where    is the Kalman gain,  ̂    and  ̂    are the estimated states at the current time. For the 
sake of brevity, readers are referred to Appendix II for more details on the Kalman filter 
algorithm.  
Each diagonal entry of N is zero or one indicating if slip happens (1) or does not happen (0). 
To determine these diagonal entries, the “Slip Detection” block uses rules that are functions of 
current wheel speed (  ), moving average of a set of wheel speed data including current time 
and n previous wheel speed data (  ), vehicle longitudinal acceleration (   ) and estimated 
vehicle speed in previous step ( ̂    ).  Here, the rules used in this block are discussed: 
 
Figure 3.9. Experiment data of wheel angular velocities of electric vehicle. Slippages in front-left and rear-
left wheels highlighted. 
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 Rule 1: When the vehicle is accelerating (     ) the probability of slippage at the wheels 
on an axle with higher speed is more than wheels on the axle with lower speed. In addition, 
when the driver is pushing down the brake pedal (     ), wheels on the axle with the lower 
speed has higher likelihood of slippage.  
Then, during acceleration, if                     then          , or during 
braking, if                     then          . 
Rule 2: When a big slippage happens there is a fast and sharp change in the wheel angular 
velocity at the beginning of slippage. Monitoring the difference between moving average of the 
wheel angular velocity and current wheel angular velocity, these fast changes can be detected.   
Then, during acceleration, if |         |     then      .        
∑      
 
   
 
  and    is a 
predefined boundary. Although, the same rule is used during braking, the parameter,   , has 
different value during braking which is   
 . Parameters   ,   
   and the period selected for the 
moving average of each wheel angular velocity are tuned according to test data. The same rules 
are used for other wheels. 
Rule 3: Calculated vehicle longitudinal velocity using each individual wheel speed 
(Equations (3-54)-(3-57)) can be compared with the estimated vehicle longitudinal velocity in 
the previous time step to detect slippage in each wheel. A big slippage in a wheel usually starts 
with a fast change. However, the big slippage may continue without any further fast changes. 
This rule is used to detect the slippage in this situation.  
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Then, during acceleration, if |           ̂    |     then     .            is calculated by (3-54), 
and  ̂     is the estimated velocity in the previous time instant. And, during braking, if | ̂     
        |    
  then      .    and   
  are predefined boundaries with different values. And, 
their values are tuned according to experiment test data. The same rules are applied for other 
wheels. 
Rule 4: This rule focuses on the direction of changes in the wheel angular velocity to select 
the proper wheel speed measurement for the KF. When the vehicle is accelerating and the 
wheel speed is decreasing, the information received from this wheel is not used in the KF. For 
example, we can assume that the vehicle is accelerating and a big slippage happens in a wheel. 
If the slipping wheel wants to return to its normal condition, then its angular velocity will be 
decreased. During this window of time that the wheel is slipping and its angular velocity is 
decreasing, its angular velocity will not be used in the velocity estimation algorithm. And, 
when the vehicle is braking and the wheel speed is increasing, the speed of that wheel is not 
used in the measurement model of KF.  
For instance, during acceleration, if     (         )     then      , and during braking, 
if     (         )    then      . The same rules are applied for other three wheels. 
All of these four rules are checked for each wheel, and the information received by the 
wheels which satisfy all rules is used in KF. If all the diagonal entries in (3-59) become zero, 
then the algorithm will be a simple integration of  ̇  in (3-51) to calculate the vehicle 
longitudinal velocity. 
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3.3.2 Lateral velocity estimator (Block B2) 
Changes in the lateral velocity of the vehicle is presented by the following kinematic equation 
of the lateral motion 
 ̇                  ̇                       (3-61) 
where     is the bias and    is sensor noise. The bias term will create a drift in long term in 
lateral velocity calculation if equation (3-61) is integrated to calculate the lateral velocity.  
The effect of noise in    can be attenuated by filtering the sensory data (     ̇). To deal 
with this bias term, the lateral velocity will be estimated with combination of two different 
sources of information.  
To estimate the lateral velocity, two sources of information will be used: one source is lateral 
velocity information from the kinematic equation (3-61). The second source is the inverse tire 
model. Figure 3.10 shows the overall structure of this estimator. Lateral velocity is estimated 
by designing a combined algorithm that uses both sources, simultaneously. The top path in 
Figure 3.10 is using an inverse tire model to estimate the lateral velocity of each wheel; then 
these lateral velocities will be transferred to COG and their derivatives are calculated. The 
bottom path is working according to the kinematic approach to calculate the changes in the 
vehicle lateral velocity. The two abovementioned sources are weighted and combined together 
in the last block (see Figure 3.10) by using following equation   
 ̇̂     ̇̂                  ̇̂             (3-62) 
where the domain of         . When the vehicle is moving in a straight line, the proposed 
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estimator puts more weight on the velocity information from the tire model (  ̇̂          ). 
However, when the vehicle is excited in the lateral direction, the kinematic equation 
(  ̇̂           ) has more contribution in the estimation of the vehicle lateral velocity. This 
decision is made according to the yaw rate and its change with respect to time. When the yaw 
rate and its change are close to zero, it means that the vehicle is not doing a maneuver in the 
lateral direction. But, when the yaw rate is large or the change in yaw rate is large it means that 
the vehicle is excited in the lateral direction. Finally, by integration of  ̇̂  in (3-62), the lateral 
velocity is estimated. Calculation of both   ̇̂            and   ̇̂          are explained in more 
details in the following paragraphs.  
 
Figure 3.10. Estimation structure used to estimate reference lateral velocity. 
According to Figure 3.10,  ̇̂            is a combination of sensory signals (     ̇), and 
estimated signals ( ̂     ̂   ̂ ). Additionally,  ̂    is the output of the algorithm proposed in 
Section 3.3.1.   
Based on the proposed structure in Figure 3.10, the input of the inverse tire model is the 
calculated lateral and vertical forces (from Section 3.2) and sensory signals. The output is the 
estimation of the vehicle lateral velocity. The tire model used in this structure is a 1-D Lugre 
  
 54 
tire model [85]-[86]. This model is dynamic and is accurate even when the tire is in the 
nonlinear region [86]. This tire model is represented by:  
 ̇     
      
      
   |      | ,                         
 (3-63) 
  
  
  
        ̇        
 (3-64) 
                 
        
   
  (3-65) 
where   ,   and    are the stiffness coefficient, damping coefficient and the relative viscous 
damping coefficient, respectively. Because the contribution of    in (3-64) is small [86], it is 
assumed that     . The internal friction state is  ,    is the Stribeck relative velocity and   is 
a parameter to capture the steady state friction/slip characteristic. The normalized coulomb and 
static friction are    and   , respectively. The level of tire/road adhesion that changes 
according to road surface (icy, wet, dry,…) is  . The relative velocity is   , and is defined as 
follows for front wheels 
                   (3-66) 
Because the vehicles used in this thesis are front-wheel-steering vehicles,    is zero in the rear 
wheels. By using the tire parameters and the estimated lateral and vertical forces, equation 
(3-64) can be evaluated. Consequently,   and  ̇ are known. Hence, equation (3-63) can be 
rearranged as  
 ̇             
      
      
  
 (3-67) 
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   and  
      
      
 are varying parameters. Hence, equation (3-67) can be represented in the 
following format:  
       ,                           
          (3-68) 
where 
   ̇           (3-69) 
        
      
      
 ,  (3-70) 
           (3-71) 
where   is the vector of unknown parameters that can be identified using the measured signals, 
known variables, and a parameter identification method. In this thesis, recursive least square 
(RLS) method is adopted as the parameter identification algorithm. RLS utilizes the following 
cost function: 
     ∑[           ̂   ]
 
 
   
 
 (3-72) 
According to this cost function, the following update equations can be derived to identify the 
system parameters: 
 ̂     ̂      
              
                 
 
 (3-73) 
     
 
 
       
                     
                    
 
 (3-74) 
where   is the output error (       ̂).   is the covariance matrix and it is a diagonal 
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matrix (           and    is 0.001).   is the forgetting factor. 
Using the estimated longitudinal velocity at the centre of each wheel at the previous time step, 
   which is the output of RLS algorithm, and (3-66) the lateral velocity at the centre of each 
wheel is calculated. Using the lateral velocity of each wheel, the lateral velocity of COG is 
calculated as: 
                   ̇  ,                            (Front tires)  (3-75) 
                   ̇   ,                        (Rear tires)  (3-76) 
The average of the lateral velocities in equations (3-75)-(3-76) is the estimated lateral velocity 
of the COG based on the inverse tire model. Using the derivative of this estimated lateral 
velocity, the kinematic model (see (3-61)), and equation (3-62), the lateral velocity can be 
calculated.  
3.4 Summary 
In this chapter, a structure was proposed to estimate vehicle body’s roll and pitch angles and 
forces acting on each wheel individually. In addition, an estimation algorithm was proposed to 
estimate the vehicle longitudinal and lateral velocities. The proposed roll and pitch angle 
estimation algorithms estimated vehicle body angles during low and high excitations. The 
proposed tire forces estimation algorithms estimated forces acting on each tire in three 
directions without using tire model. The proposed velocity estimation algorithms estimated the 
vehicle longitudinal and lateral velocities concurrently.   
 In the next chapter, road bank angle and road grade identification algorithms used by the 
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proposed velocity estimation structure will be presented. In addition, the sensitivity of tire 
forces and the proposed velocity estimation algorithms to changes in vehicle and tire 
parameters will be investigated. According to this investigation, parameters which have 
significant effect on the vehicle state estimation algorithm will be selected to develop 
identification algorithms for them.   
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Chapter 4 
Vehicle parameters and road angles identification algorithms  
The sensors used  in vehicles such as inertial measurment unit (IMU) sensor, accelerometers or 
gyros are attached to the vehicle body. Changes in road angles or vehicle body angles impact 
the outputs of these sensors. In addition, road bank and grade angles have influences on the 
lateral and longitudinal velocity estimation algorithms proposed in Chapter 3. Two 
identification algorithms which are kinematic-based methods are proposed to identify bank and 
grade angles. The distinction between the effect of the vehicle body angles and the road angles 
is investigated through the analysis of the kinematic relations between the coordinate systems 
that is discussed in this chapter. 
Additionally, the sensitivity of the developed estimation algorithms in the previous chapter to 
vehicle inertial and tire parameters is investigated to identify parameters that have significant 
effects on the performance of estimation algorithms.  
4.1 Road bank angle and road grade  
In this section, kinematic relations between angular velocities of the vehicle are defined. This 
information is then used to develop the proposed observer for identification of road bank angle and road 
grade.   
4.1.1 Vehicle coordinate systems 
Vehicle states can be described in different coordinate systems. Selection of the proper coordinate 
system is very important because the vehicle states can have different values in each of these coordinate 
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systems. Figure 4.1 shows the main coordinate systems commonly used in the representation and 
analysis of vehicle system dynamics.  
 
Figure 4.1. Coordinate systems  
The body coordinate system is attached to the vehicle body. The frame coordinate system is attached to 
the unsprung mass of the vehicle. The direction of z-axis of the intermediate coordinate system is the 
same as the global coordinate system. The intermediate coordinate system is rotating around the z-axis 
with the same yaw rate as the vehicle. In the next section, the kinematic relations between angular 
velocities in these coordinate systems are investigated to calculate the rates of changes in the road bank 
and grade angles.   
4.1.2 Kinematic relations between vehicle body, frame and road angular rates 
Roll rate ( ̇ ), pitch rate ( ̇ ) and yaw rate ( ̇ ) of the vehicle frame cannot be measured. However, 
these rates can be defined as a function of vehicle body angluar rates ( ̇   ̇   ̇ ) and measured rates 
( ̇   ̇   ̇ ) by the 6-axis IMU sensor.  The rotation matrix from the vehicle frame coordinate to the 
vehicle body coordinate is given by: 
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             (4-1) 
when     and     are rotation matrixes around    and   , respectively , and can be written as: 
     [
   
               
                
] 
 (4-2) 
     [
                
   
               
] 
 (4-3) 
Using the above transformations, the relation between measured rates and frame rates is given by the 
following equation: 
[
 ̇ 
 ̇ 
 ̇ 
]   [
 ̇ 
 ̇ 
 ̇ 
]      [
 ̇ 
 ̇ 
 ̇ 
] 
 (4-4) 
The equation can be reorganized as: 
[
 ̇ 
 ̇ 
 ̇ 
]  (    )
  
 ([
 ̇ 
 ̇ 
 ̇ 
]  [
 ̇ 
 ̇ 
 ̇ 
]) 
 (4-5) 
Additionally, the kinematic relation between the vehicle frame coordinate and the global coordinate is 
defined. By using the rotation angles of the vehicle frame, the transformation matrix from the vehicle 
frame coordinate to the global coordinate or vice versa can be calculated as: 
[
  ̇
  ̇
 ̇ 
]     [
 ̇
 
 
]      [
 
 ̇
 
]        [
 
 
 ̇
]      [
 ̇
 ̇
 ̇
] 
 (4-6) 
where 
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   [
             
              
   
]. 
 (4-7) 
In (4-6), the first rotation is by angle   around the  - axis, the second rotation is by angle   around the 
 - axis, and the last rotation is by   around the  - axis. Therefore, the relation between the angular 
velocity of the vehicle frame coordinate and the change in the Euler angles can be written as: 
[
 ̇
 ̇
 ̇
]      
  [
  ̇
  ̇
 ̇ 
]   [
                          
               
                            
] [
 ̇ 
 ̇ 
 ̇ 
] 
 (4-8) 
However, to calculate the changes in the road bank angle ( ̇ ) or road grade ( ̇ ), one needs to find the 
angular velocity vector represented in the intermediate coordinate system [87]. This relation can be 
written as: 
[
  ̇
   ̇
 ̇ 
]  [
        
   
         
] [
 ̇
 ̇
 ̇
] 
 (4-9) 
Substitution of (4-8) in (4-9) gives the relationship between the angular velocity vector represented in 
the intermediate coordinate and the same vector described in the vehicle frame coordinate: 
[
  ̇
   ̇
 ̇ 
]      [
 ̇ 
 ̇ 
 ̇ 
] 
 (4-10) 
where 
     [
                               
               
                                            
] 
 (4-11) 
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The above kinematics equations will be used in the proposed road angle identification algorithm 
presented in the next sections. Since the vehicle frame angles with respect to the intermediate 
coordinate system are road angles, angles in (4-11) can be interpreted as the road angles. 
4.1.3 Overall identification algorithm  
Sensory data used in the proposed identification algorithm (Figure 4.2) are the roll rate ( ̇ ), pitch rate 
( ̇ ), longitudinal acceleration (   ), and lateral acceleration (   ). Vehicle body angles are the 
estimated angles in Section 3.1, vehicle longitudinal velocity is the estimated velocity in Section 3.3.1.  
The rates of estimated vehicle body angles are used to calculate the angular velocity of the vehicle 
frame coordinates by using (4-5). Then, these signals and the identified bank angle and road grade 
from the previous step by (A) and (B) in Figure 4.2  are used to calculate the changes in road angles 
using (4-10). In the next sections, the blocks will be explained in detail. 
 
Figure 4.2. Overall identification algorithm structure 
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4.1.4 Road bank angle identification 
In steady state conditions, the changes in vehicle lateral velocity ( ̇ ) are small; so the road bank angle 
can be calculated using the lateral kinematics relation: 
 ̇       ̇                  (4-12) 
 ̇              
  (
     ̇   
 
)   ̂  
 (4-13) 
However, this is not valid when vehicle is excited in lateral direction ( ̇   ). In this situation, the 
angular velocity vector in (4-10) is used to calculate the bank angle. The following relationships present 
the proposed road bank angle observer. 
 ̇̂   ̇            ∫            
      
  
 
 (4-14) 
 ̇̂      ̂      ̂            
 (4-15) 
              ̂    (4-16) 
where   and b are the low-pass filter coefficient (used in LPF blocks in Figure 4.3),  ̂    is the filtered 
estimated bank angle,        is the filtered calculated bank angle in steady state conditions. The 
estimated bank angle is filtered using the same low-pass filter. In (4-14) the correction terms are in the 
form of a proportional-integral-derivative (PID) observer. The PID observer’s gains (  ,   , and   ) 
can be tuned according to test data obtained from the test vehicle as described in Chapter 5. Other 
correction term in (4-15) has a gain,  , that is set to a small value. 
Figure 4.3 shows the structure of the bank angle observer. The lateral excitation block monitors the 
changes in yaw rate and differentiates the yaw rate to recognize the situation when the vehicle is 
laterally excited. When the vehicle is excited in lateral direction, the yaw rate or its rate is large. In this 
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condition, the output of lateral excitation block would be zero because the calculated      is not 
accurate. Otherwise, the output is unity. 
 
Figure 4.3. Bank angle identification algorithm 
4.1.5 Road grade identification 
In the longitudinal kinematic relation of the vehicle, (4-17),   ̇   is usually small especially when the 
vehicle is not excited in the lateral direction.  
 ̇       ̇         ̂       (4-17) 
When the vehicle is not excited in the lateral direction, the road grade can be calculated as: 
         (
 ̇      
 
)   ̂  
 (4-18) 
Therefore, the proposed identifier for the road grade converges to the angle calculated in (4-18) when 
the vehicle does not have excitation in the lateral direction. When the vehicle is excited in the lateral 
direction, the road grade will be calculated using  ̇  as shown in (4-10). Switching between these two 
modes can be achieved by a dynamic detector block which has the same logic as discussed in the 
previous section. The following relationships describe the road grade observer: 
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 ̇̂   ̇   
 
         
 
 ∫           
 
  
       
  
 
 (4-19) 
 ̇̂     
   ̂     
   ̂    
         
 (4-20) 
               ̂    (4-21) 
where    and    are the low-pass filter coefficient,  ̂    is the filtered estimated road grade, and        is 
the filtered calculated road grade using (4-19) and (4-20).   
  is the observer gain which is set to a small 
value. The PID correction terms used in (4-19) are tuned during experiments. 
4.2 Vehicle inertial parameters 
In this section, the parameters that have significant effect on the vehicle state estimation algorithms 
presented in the previous chapter are recognized using a sensitivity analysis. Then, an identification 
algorithm is developed to identify this parameter.  
4.2.1 Sensitivity analysis 
The following vehicle inertial parameters are used in the estimation algorithms 
 vehicle mass ( ) 
 COG’s longitudinal location (  ), 
 COG’s lateral location (    ), 
 COG’s height location (    ), 
 moment of inertia about z-axis (   ). 
These parameters are depicted in Figure 4.4.  
The vehicle COG’s location and moment of inertia change with changes in the vehicle mass. Vehicle 
mass changes when extra persons or bags are added into the vehicle. Table 4.1 shows the effect of 
  
 66 
changes of vehicle mass on these parameters. The information in this table is according to Chevrolet 
Equinox 2011 specifications. It is assumed that the mass of each person is 80 (kg), and each bag 
weights 30 (kg).  
 
 
Figure 4.4. Vehicle COG location 
This table shows that the maximum changes in the longitudinal location (  ) of COG, height of COG 
and moment of inertia around z-axis occur when the driver, 3 passengers and 2 bags are in the vehicle. 
The longitudinal location of the COG moves back by 122 mm compared to its unloaded position. The 
height of the COG moves down by 29 mm. The vehicle inertial moment around the z-axis increases by 
39.5 kg m
2
 The maximum change in the lateral location of COG (    ) is encountered when the driver 
is added to the vehicle. In this case, the lateral location of the COG moves towards the left side of the 
vehicle by 12.45 mm.  
A sensitivity analysis will be applied using the ranges of changes in the vehicle inertial parameters 
shown in Table 4.1. The purpose of this sensitivity analysis is recognizing the parameters that have 
significant role on the estimation algorithms proposed in Chapter 3.  
The performance of the estimation algorithms in Chapter 3 is evaluated using normalized root mean 
square error (NRMS), which is calculated as follows:   
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√∑ (           ̂         )
  
     
                
 
 (4-22) 
where           is the measured signal, and  ̂          is the estimated signal, and   is the number of 
collected samples during the vehicle maneuver considered in the analysis. The NRMS error considers 
the whole measured and estimated signals in each maneuver. Therefore, it is used to evaluate the overall 
performance of the proposed estimation structure during different maneuvers. 
Table 4.1. Changes in vehicle inertial parameters  
Vehicle mass (kg)    (mm)      (mm)      (mm)     (kg m
2) 
Empty 1421.2 -3.07 647.47 4600 
Case1: Empty + Driver  1429.6 -9.38 640.87 4600.5 
Case2: Empty + Driver +1 person (front-right) 1437.3 2.86 634.40 4600.6 
Case3: Empty + Driver +2 persons 
(front-right & rear-left) 
1471 -8.62 628.72 4606.6 
Case4: Empty + Driver +3 Persons 
(front-right & rear-left & rear-right) 
1502.20 
 
2.69 623.20 4617.1 
Case5: Empty + Driver +3 persons +2 Bags 
(front-right & rear-left & rear-right) 
1543.3 
 
2.63 618.48 4639.5 
     
4.2.1.1  Sensitivity analysis for tire force estimation algorithms 
In this section, the effects of changes in vehicle inertial parameters on tire force estimation algorithms, 
proposed in Chapter 3, are investigated to recognize the vehicle inertial parameters that need to be 
identified. The slalom maneuver is selected for this analysis because during this maneuver both 
longitudinal and lateral dynamics are excited. Figure 4.5 depicts the measured torques acting on each 
wheel, steering wheel angle, longitudinal and lateral acceleration signals during this maneuver. 
According to this figure, the vehicle is excited in both longitudinal and lateral directions. During this 
experimental test, a driver and one passenger are in the vehicle. The tire force estimation algorithms in 
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Chapter 3 are used for each of the test cases in Table 4.1 to evaluate the effect of changes in each of 
the parameters by varying one parameter at a time.  Table 4.3 to Table 4.7  show the effect of changes 
in vehicle inertial parameters on the estimated forces. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 4.5. Measured signals: (a) torques acting on each wheel, (b) steering wheel angle, (c) longitudinal 
acceleration, (d) lateral acceleration.  
Table 4.2 shows the minimum and maximum values of the measured forces in the vertical and lateral 
directions. For instance, the differences between minimum and maximum values of the vertical and 
lateral forces acting on the rear left tire are 6655 N and 9096 N, respectively. 
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Table 4.2. Minimum and maximum values of the measured vertical and lateral forces 
                                                                 
Min  1602 1370 1313 1326 -7562 -2953 -5748 -3116 
Max 10600 11440 7968 8745 2892 8674 3348 8220 
         
Effect of changes in vehicle mass on the force estimation algorithm 
In this section, the sensitivity of the proposed estimation algorithms to changes in vehicle mass is 
investigated.  It is assumed that vehicle mass is the only parameter that changes. These changes are 
according to cases 1 to 5 discussed in Table 4.1. It is worth mentioning that the proposed estimations 
algorithm for the longitudinal forces does not use the vehicle mass. Therefore, it is not sensitive to this 
vehicle parameter.  
Table 4.3 shows the effect of changes in the vehicle mass on the estimated vertical and lateral forces 
acting on each wheel. The variations in the vehicle mass have significant effect on the estimated 
vertical forces. For example, NRMSE variations are 6.88% to 11.6% for the rear-left tire. The changes 
in the vehicle mass have an effect on the estimated lateral forces. However, the variations in the 
calculated NRMSEs in the estimated lateral forces are less than variations of NRMSEs in the estimated 
vertical forces.  
Effect of changes in longitudinal location of the COG on the force estimation algorithm 
Table 4.4 shows that the changes in the longitudinal location of the COG have an effect on the 
estimated vertical forces and lateral forces. NRMSEs for the estimated vertical force of the rear-left 
wheel show the maximum variations, which are between 7.23% to 10.10%. NRMSEs of the estimated 
vertical forces for the other tires do not show significant changes. NRMSEs of the estimated lateral 
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forces have small variations. For instance, the variations of NRMSEs for the rear left are between 
13.50% to 14.20%. 
Table 4.3 Sensitivity of (a) vertical force and (b) lateral estimation algorithm to changes in the vehicle mass 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
     7.02 6.91 7.47 8.56 9.62 
     6.39 6.21 6.88 7.67 8.66 
     6.88 7.37 8.56 10.19 11.60 
     6.9 6.29 6.00 6.36 7.24 
     7.49 7.47 7.70 8.11 8.53 
     5.80 5.76 6.37 7.12 7.77 
     13.53 13.52 13.70 14.02 14.36 
     12.75 12.75 12.40 12.15 12.03 
 
Table 4.4 Sensitivity of (a) vertical force and (b) lateral force estimation algorithms to the changes in the 
longitudinal location of COG 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
     6.96 6.85 6.91 7.13 7.90 
     6.24 6.21 6.33 6.62 7.01 
     7.23 7.80 8.61 9.59 10.10 
     6.4 6.08 6.00 6.19 7.16 
     7.49 7.47 7.47 7.53 7.69 
     5.83 5.76 5.51 5.43 5.45 
     13.51 13.52 13.71 13.89 14.20 
     12.82 12.75 12.39 12.23 12.07 
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Effect of changes in height of COG on the force estimation algorithm 
Even though changes in the height of COG have effects on the estimated vertical and lateral force, these 
effects are not significant according to Table 4.5.   
Table 4.5 Sensitivity of (a) vertical force and (b) lateral force estimation algorithm to changes in the height 
of COG 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
     6.84 6.85 7.22 7.30 7.39 
     6.18 6.21 6.44 6.51 6.57 
     7.34 7.80 7.51 7.55 7.59 
     6.28 6.08 6.35 6.38 6.41 
     7.38 7.47 7.81 7.90 7.99 
     5.78 5.76 5.76 5.76 5.76 
     13.62 13.52 13.22 13.75 13.08 
     12.75 12.75 12.75 12.75 12.75 
 
 
Effect of changes in lateral location of COG on the force estimation algorithm 
According to Table 4.6, changes in the lateral location of COG do not have a significant effect on the 
estimated vehicle vertical and lateral forces.  
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Table 4.6 Sensitivity of (a) vertical force and (b) lateral force estimation algorithm to changes in the lateral 
location of COG 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
     6.81 6.87 6.80 6.88 6.88 
     6.44 6.26 6.37 6.24 6.25 
     6.99 6.26 7.12 7.31 7.29 
     6.15 6.21 6.09 6.24 6.22 
     7.38 7.47 7.38 7.46 7.46 
     5.78 5.76 5.89 5.82 5.82 
     13.62 13.52 13.61 13.54 13.55 
     12.66 12.75 12.61 12.72 12.71 
 
Effect of changes in moment of inertia around z-axis on the force estimation algorithm 
The moment of inertia around the z-axis,    , is only used in the lateral force estimation algorithm. 
According to Table 4.7, the estimated lateral forces are not sensitive to changes in this parameter.  
Table 4.7 Sensitivity of lateral force estimation algorithm to changes in the moment of inertia around z-axis 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
     7.49 
 
7.47 
 
7.48 7.48 7.47 
     5.80 
 
5.76 
 
5.79 5.78 5.76 
     13.53 
 
13.52 13.52 13.52 13.52 
     12.75 
 
12.75 12.75 12.75 12.75 
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4.2.1.2 Sensitivity analysis for velocity estimation algorithm 
Vehicle inertia parameters used in the velocity estimation algorithms are: vehicle mass, longitudinal, 
lateral and vertical location of the COG. The slalom maneuver is selected to investigate the sensitivity 
of the estimation algorithm to these parameters. During this maneuver, minimum and maximum values 
of the lateral velocity are -2.26 m/sec and 2.30 m/sec. Changes in the longitudinal velocity are between 
0 m/sec and 45.23km/hr.  
According to Table 4.8 to Table 4.11, changes in the vehicle inertial parameters do not have a 
significant effect on the estimated lateral and longitudinal velocities.  This is one of the benefits of 
using the kinematic model proposed in Section 3.3 in Chapter 3 to estimate vehicle velocity.  
Table 4.8 Sensitivity of longitudinal and lateral velocity estimation algorithms to changes in vehicle mass 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   1.13 1.13 1.13 1.13 1.13 
   8.30 8.34 8.38 8.43 8.46 
 
Table 4.9 Sensitivity of longitudinal and lateral velocity estimation algorithms to changes in longitudinal 
location of COG 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   1.13 1.13 1.13 1.13 1.13 
   8.30 8.34 8.38 8.43 8.46 
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Table 4.10 Sensitivity of longitudinal and lateral velocity estimation algorithms to changes in lateral 
location of COG 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   1.13 1.13 1.13 1.13 1.13 
   8.36 8.34 8.29 8.28 8.27 
Table 4.11 Sensitivity of longitudinal and lateral velocity estimation algorithms to changes in moment of 
inertia around z-axis 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   1.13 1.13 1.13 1.13 1.13 
   8.36 8.34 8.29 8.28 8.27 
4.2.1.3 Sensitivity analysis for roll and pitch angle estimation algorithm 
Vehicle mass and height of the COG are two vehicle inertial parameters used in the roll and pitch angle 
estimation algorithms. It is assumed that the roll and pitch stiffnesses are constant in this analysis.  
The double lane change (DLC) maneuver is used to investigate the sensitivity of the roll angle 
estimation algorithm to changes in the vehicle inertial parameters. During this maneuver, the measured 
roll angle of the vehicle body is between 3.842 deg and -4.12 deg. NRMSEs in Table 4.12 and Table 
4.13 are calculated for the time window when the DLC maneuver is executed. Therefore, the parts of 
the maneuver where the vehicle is accelerating at the start and is braking at the end are not used in the 
calculation of these NRMSEs.  
Acceleration and braking maneuver, executed in a straight line, is used to analyze the sensitivity of 
the pitch angle estimation algorithm to vehicle inertial parameters. In this maneuver, the measured pitch 
angle during this maneuver is between -0.79 deg to 1.35 deg. Figure 4.6 shows the measured 
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longitudinal and lateral acceleration signals related to these maneuvers. In these maneuvers, the driver 
and two more persons are inside the test vehicle.  
 
(a) 
 
(b) 
 
(c) 
(1)  
(d) 
Figure 4.6. (a),(b) Measured longitudinal and lateral acceleration during DLC maneuver, (c),(d) measured 
longitudinal and lateral acceleration during acceleration and brake maneuver. 
Table 4.12 and Table 4.13 show the effect of changes in the vehicle mass and height of the COG on the 
estimated roll and pitch angles. According to these tables, the vehicle mass and height of the COG have 
visible effects on the estimated roll and pitch angles. However, the changes in vehicle mass have more 
effect on the estimated roll and pitch angles in comparison to changes in vertical location of the COG. 
The vertical location of COG does not have considerable effect on roll and pitch angles during the 
abovementioned maneuvers. Variations in pitch angle are between 6.55% and 9.19% because of 
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changes in the vehicle mass, but variations in this angle are between 6.86% and 8% due to changes in 
the height of COG.  
Table 4.12 Sensitivity of roll and pitch estimation algorithms to changes in vehicle mass 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   6.92 5.87 5.39 5.62 6.22 
   9.19 8.17 7.34 8.10 9.00 
 
Table 4.13 Sensitivity of roll and pitch estimation algorithms to changes in height of the COG 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   5.53 5.40 5.39 5.51 5.75 
   6.86 7.07 7.34 7.64 8.00 
 
Vehicle mass and longitudinal locations of the COG are the two parameters that have significant effects 
on the estimated vertical and lateral forces. According to the sensitivity analysis conducted in Section 
4.2.1, between these two parameters, the changes in vehicle mass have more effect on the estimated 
forces.  
The sensitivity analyses show that changes in lateral location of the COG and yaw moment of 
inertia around the z-axis do not have significant effects on the estimated forces, velocities and vehicle 
body angles.  
Additionally, changes in the height of the COG have an effect on the estimated forces and roll/pitch 
angles. But, the impact of changes in this parameter is not comparable to changes in the vehicle mass on 
the estimated states and forces.  
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Figure 4.7 depicts the main observation from the results discussed above. It shows that, in this 
sensitivity analysis, the most important parameter among the vehicle inertial parameters is the mass.   
 
Figure 4.7. Sensitivity of estimation algorithms to the changes in vehicle inertial parameters 
 Therefore, a vehicle mass identification algorithm is proposed to improve the accuracy of the 
estimated vehicle states and forces. Furthermore, the identified mass can be further used to determine 
other vehicle parameters such as longitudinal or vertical location of the COG.  
4.2.2 Vehicle mass identification 
Extra passengers or luggage will change vehicle mass. In addition, the road grade is an unknown 
parameter that may change during each journey and has considerable effect on the longitudinal vehicle 
dynamics.  Although, the road grade is identified in the previous section, it is assumed that this angle is 
an unknown parameter in this section to identify vehicle mass with an independent identification 
algorithm. In this way, the error that may happen during tests in the proposed algorithm in Section 4.1 
does not have any effect on the proposed identification algorithm in this section.  
In general, the sum of the vehicle longitudinal forces can be expressed in terms of the longitudinal 
acceleration as follows  
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 (4-23) 
where    is the air drag coefficient,    is the vehicle front area,    is the longitudinal velocity 
(estimated in Section 3.3.1),   is the rolling resistance coefficient,   is the summation of vehicle body 
pitch angle (  ) and road grade (  ), and   is the gravity constant. In this thesis, it is assumed that the 
air drag and rolling resistance coefficients are known and fixed.      in (4-23) is defined as:   
                                 (4-24) 
where  
      ̂      ̂      (4-25) 
      ̂      ̂      (4-26) 
In (4-25) and (4-26),  ̂      ̂      ̂      ̂     are the estimated longitudinal forces from Section 3.2.1. 
     is the summation of lateral forces acting on front wheel. By using the moment around the z-axis 
acting on the rear wheel (see Figure 4.8),       is calculated as: 
    ̈  (                     )           (4-27) 
      
(    ̈             )
       
  
     
        
 
 (4-28) 
where     is the moment of inertia around the  -axis,   ̈ is the yaw angular acceleration,     is the 
measured lateral acceleration,   is the wheelbase,    is the distance between rear axle of vehicle and the 
COG,   is the wheel steering angle, and      is the lateral force acting on the front axle.  
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Figure 4.8. Bicycle vehicle model 
With substitution of (4-24) and (4-28) in (4-23), the longitudinal dynamics can be presented in a new 
format: 
    
     (4-29) 
where  
      
     
 
       
 (4-30) 
  
              
(    ̈              )
 
            
 
 
            
 (4-31) 
  
   
 
 
                       
(4-32) 
  is a combination of the measured signals,    is the vector of known variables and parameters, and    
is the vector of unknown parameters. The recursive least squares method is used to identify these 
unknown parameters [49]. Since there is enough excitation in the first part of each journey in the 
longitudinal direction, vehicle mass can be identified accurately in the first few seconds of each 
journey. Therefore, a switch is designed to run the recursive least squares (RLS) algorithm until the 
changes in the identified vehicle mass are small or less than a predefined limit over a period of time. 
After this time elapse,   is the only unknown parameter in (4-29) that can be calculated. In the 
remainder of this thesis, the mass according to the method proposed in this section will be used as the 
vehicle mass.  
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4.3 Sensitivity analysis for changes in tire parameters 
In the longitudinal force estimation algorithms, the effective tire radius and wheel moment of inertia are 
used. The tire effective radius is used in the velocity estimation algorithm. Additionally, the Lugre tire 
model used in the lateral velocity estimation algorithm requires several parameters [85]. Therefore, the 
aim of this section is to conduct an investigation of the sensitivity of the lateral velocity estimation 
algorithm to changes in these tire parameters.  
4.3.1 Sensitivity of the estimation algorithm to effective tire radius 
The longitudinal velocity and longitudinal force estimation algorithms use the effective tire radius to 
estimate vehicle speed and longitudinal forces acting on each tire. This parameter for each tire changes 
according to load on the tire, wear and tire pressure. Therefore, a reasonable range of changes in the 
effective tire radius is required to perform the sensitivity analysis.  
Information in Table 4.1 is used to calculate the load on each tire by adding extra mass to the 
vehicle. Next, tire deflection due to the load on each tire is calculated. The equation below [88] is used 
to calculate the effective tire radius for cases defined in Table 4.1.  
     
   (     (
  
  
))
     (
  
  
)
   
 (4-33) 
where    is the loaded radius and    is unloaded radius. According to this method, when there are four 
persons in the car with two bags, the deflection of each tire in the rear is close to 2 mm. Table 4.14 
shows the results of a sensitivity analysis with the assumption that changes in the effective tire radius is 
between 0 mm to 5 mm which is more than twice the value calculated above using (4-33). These 
NRMSEs are calculated during a slalom maneuver that introduces large lateral load transfers according 
to Figure 4.5 and Table 4.2. According to Table 4.14, the velocity estimation algorithm is not 
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significantly sensitive to changes in the effective tire radius. Additionally, the sensitivity of the 
longitudinal tire force estimation algorithm to changes in this parameter is not considerable.   
Table 4.14 Sensitivity of longitudinal and lateral velocity and longitudinal forces acting on each wheel to 
changes in tire effective radius 
 NRMS (%) 
Case 1 Case 2 Case 3 Case 4 Case 5 
   1.23 1.39 1.57 1.77 1.99 
   8.17 8.36 8.50 8.70 8.80 
     6.35 6.40 6.44 6.49 6.53 
     10.13 10.17 10.22 10.26 10.31 
     7.73 7.75 7.77 7.79 7.82 
     7.30 7.32 7.35 7.37 7.40 
 
4.3.2 Sensitivity of the estimation algorithm to parameters of Lugre tire model 
The lateral velocity estimation algorithm uses the inverse Lugre tire model. The parameters of this tire 
model used in this estimation algorithm are        . Here, a sensitivity analysis is performed to 
investigate the sensitivity of the lateral velocity estimation algorithm to changes in these parameters. 
This sensitivity analysis is performed for a slalom maneuver (see Figure 4.5).  In this sensitivity 
analysis, at each case, one of these parameters for all tires changes from -80% up to 100%. Table 4.15 
shows the result of this analysis. This table clearly shows that the estimated lateral velocity in the 
slalom maneuver, where the vehicle is highly excited in the lateral direction, is not sensitive to changes 
in tire model parameters (       ).  
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Table 4.15 Sensitivity analysis of lateral velocity estimation algorithm to changes in tire model parameters 
 NRMS (%) 
Case 1 (-80%) Case 2 (-40%) Case 3 (40%) Case 4 (80%) Case 5 (100%) 
   8.38 8.34 8.34 8.34 8.34 
   8.34 8.34 8.34 8.34 8.34 
  8.34 8.34 8.34 8.34 8.34 
4.4 Summary 
In this chapter, road bank and grade angles identification algorithms were proposed. These angles are 
used as the inputs for vehicle longitudinal and lateral velocity estimation algorithms proposed in 
Chapter 3.  Sensitivity of the tire force estimation algorithm and vehicle state estimation algorithms to 
changes in parameters used in these algorithms were investigated. In addition, according to the results 
of the sensitivity analyses, a vehicle mass identification algorithm was proposed.  The identified vehicle 
mass is used in the proposed vehicle state estimation and tire force estimation algorithms in Chapter 3. 
In the next chapter, the developed algorithms in Chapters 3 and 4 will be validated experimentally using 
a test vehicle in various road test scenarios.  
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Chapter 5 
Test vehicle and experiments  
This chapter begins by presenting the test vehicles. Several tests are defined to calculate the vehicle 
parameters such as vehicle mass and location of center of gravity. Different scenarios such as double 
lane change (DLC), slalom, launch, acceleration and brake maneuvers on the dry, slippery and icy roads 
are used to evaluate the performance of the proposed algorithms in Chapter 3 and 4. Normalized root 
mean square (NRMS) error is used to compare the measured and estimated signals. The test vehicles 
are tested in different test track facilities located at Waterloo Fire Department, General Motors Proving 
Grounds in Milford and Kinross in Michigan, US.  
5.1 Test vehicle  
Vehicles with different sources of energy, internal combustion engine (ICE) and electric vehicles (EV), 
and with different powertrain settings (four-wheel drive, rear-wheel drive) have been used to verify the 
developed estimation/identification algorithms presented in Chapter 3 and 4. These vehicles which are 
shown in Figure 5.1 are: 
 2006 Cadillac STS (ICE, four-wheel drive) 
 2008 Opel Corsa (EV, four-wheel drive) 
 2011 Equinox (EV, rear-wheel drive) 
 2011 Equinox (EV, four wheel drive) 
These vehicles are equipped with multiple sensors and devices to measure the required data to validate 
the effectiveness of the proposed parameter estimation algorithm. Figure 5.2 shows the sensing 
equipment available on these vehicles. These sensors are: 
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 Wheel load measurement system (Figure 5.2 (a) and (e)): This measurement device, which is 
from the Michigan Scientific Corporation, is used to measure the tire forces (        ), the 
acting torques on the center of each wheel (        ), and the angular velocities of each 
wheel. The load wheel interface electronics is used for each wheel force transducer to handle 
coordinate transformation and the user interface. Figure 5.3 shows that this sensor measures the 
forces on the side of the wheel. Thus, the force measured at the sensor point should be adjusted 
based on the wheel geometry to generate the tire forces at the contact patch.  
The specifications of the electric motors (see Figure 5.4) utilized in the EV are used to calculate 
the drive torques in each wheel. Additionally, braking torques are calculated using the pressure 
in the braking system. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.1. Test vehicles: (a) 2006 Cadillac STS which is a conventional vehicle, (b) 2008 Opel Corsa which 
is an EV and four wheel drive, (c) 2011 Chevrolet Equinox which is rear wheel drive and an EV, (d) 2011 
Chevrolet Equinox which is four wheel drive and an EV.   
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(a) Wheel load sensor 
 
(b) AutoBox 
 
(c) Height sensor 
 
(d) GPS antenna (e) 6-axis IMU 
 
(e) Load wheel 
interface 
 
 
(f) CAN Bus and connector  
(g) Speed sensor 
 
Figure 5.2. Sensors and devices used to record data.  
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 Wheel angular velocity sensors (Figure 5.2 (g)): These signals are available from ABS sensors 
in the Cadillac vehicle in Figure 5.1 (a). Also, in EV vehicles (Figure 5.1 (b)-(d)), wheel 
encoders are used to measure the wheel angular velocity. 
 
Figure 5.3. Location of measurement unit 
 
Figure 5.4. In-wheel motor 
 Inertial and GPS navigation system (Figure 5.2 (d) and (e)): The RT2500 Inertial and GPS 
Navigation System from OxTS Company is used in the experiments. This product is a compact 
device that includes the inertial measurement unit (IMU) and GPS. The IMU is a six axis unit 
that can measure longitudinal, lateral and vertical accelerations, as well as roll, yaw and pitch 
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rates. Longitudinal and lateral velocity of the vehicle and location of the vehicle are the 
measured signals using the GPS.  
 Optical sensor: This sensor is used to measure the longitudinal and lateral velocity of the 
vehicle.  
 3-axis IMU: This sensor is the stock IMU used by vehicle stability control system. Yaw rate 
and longitudinal and lateral accelerations of the vehicle are measured using this sensor.  
 Steering wheel angle sensor: The steering wheel angle is measured using an encoder. 
Therefore, the steering angle of the front wheels is available using the measured signal and the 
reduction ratio of the steering mechanism. To obtain this ratio, a simple test procedure was 
designed. Initially, the steering wheel was tuned. Then, its angle and the angle of front wheels 
were recorded for a number of predefined angles. Figure 5.5  depicts the way that the angle of 
the wheel was calculated.  
 
Figure 5.5. Calculated angles of the left-front wheel on the ground for gear ratio measurement 
 Height sensors (Figure 5.2 (c)): These are laser sensors that are installed at each corner of the 
vehicle body to measure the vertical displacement of the vehicle body at that corner. In the 
stationary condition on a flat surface, the outputs of these sensors are not exactly the height of 
each corner, as they often have offsets, see Figure 5.6. Theses offsets are calculated to measure 
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vertical displacements at each corner with higher accuracy. These vertical displacements are 
used to calculate the roll and pitch angles of vehicle body by: 
     (
                 
  
) 
 (5-1) 
     (
                 
   
) 
 (5-2) 
where    ,     ,    ,      are vertical displacement of front-left, rear-left, front-right and rear-
right corners of vehicle, respectively. The calculated pitch angle and roll angle of the vehicle 
body are     and    , respectively.  
 
Figure 5.6. Difference between measured height with the height sensor and vertical distance between sensor 
and ground 
Figure 5.7 shows the connection map of abovementioned sensor is used for gathering vehicle data. The 
sampling rate is 200 Hz. Control Area Network (CAN), and the load wheel interface electronic box 
sends the analog signals data to the AutoBox module. The Autobox is a box that contains processor and 
input/output boards, and is a convenient environment for using a dSpace real-time system for 
experiments.  The proposed estimation algorithms developed in Chapters 3 and 4 are coded in 
MATLAB/SIMULINK and implemented on the real-time computer in the AutoBox. The data is then 
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sent to a laptop computer for processing and visualization. This processing is done during the tests and 
in real-time.  
 
Figure 5.7. Experiment setup for data collection and online estimation 
5.2 Vehicle parameters 
Vehicle parameters such as the wheelbase, front and rear width tracks are quite easy to measure. 
However, parameters such as the center of gravity location and wheel moment of inertia require more 
calculations to compute.  In this section, the methods used to calculate the vehicle parameters are 
discussed.    
Center of gravity (COG) location  
The location of the COG is an important parameter for the proposed estimation algorithms in Chapters 
3 and 4. To calculate the location of the COG in the horizontal plane, four weight scales were used to 
measure the weight of the vehicle in the corners (see Figure 5.8). By using this static information, the 
location of the COG is calculated using: 
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   (5-3) 
        (5-4) 
          
           
  
   (5-5) 
                  (5-6) 
where   ,    are the distances between the front and rear of the vehicle and the COG, respectively. The 
vehicle wheelbase is  , and      ,       are the vertical forces acting on the front-left wheel and rear-left 
wheel, respectively. The front-track width is   , and     ,      ,     ,      are the distances between the 
COG and the four corners of  the vehicle. It is assumed that the front and rear track widths are the same. 
To calculate the height of the COG, the vehicle is located on an inclined surface as shown in Figure 5.9. 
The vertical forces acting on the front and rear wheels and the surface angle (  ) are used to calculate 
height of the COG [89]-[90]. 
 
(a) 
 
(b) 
Figure 5.8. (a) Scale used to measure weight at each corner, (b) location of COG 
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Figure 5.9. Vehicle sitting on the scale to measure height of COG 
Summation of force moments about the front axle in Figure 5.9 yields: 
∑      √     
    (          (       )       )    
(5-7) 
where    is the height of front wheels,    is the angle of surface,    is the radius of front wheel. 
Solving (5-7) for     gives: 
      
             √     
 
    
    
(5-8) 
where        is the vertical force acting on the rear axle on the flat surface in the stationary case: 
       
   
 
 (5-9) 
In (5-7) and (5-8), it is assumed that the rear and front tires have the same wheel radius.  
Wheel moment of inertia 
To calculate the wheel moment of inertia, the left and right front tires are removed and then connected 
together by a wire. The COG of the connected tires is located in the middle plane. Next, a roll test was 
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designed to calculate the wheel moment of inertia based on [73]. The connected wheels were released 
from the top of an inclined surface, and the time t was recorded when the wheels reached the bottom of 
the surface. This test was performed 10 times for different ramp heights. The wheel moment of inertia 
was then calculated using:  
   
 
 
  
        
  
      
 (5-10) 
where   is the mass of wheels,   is the height of the ramp,   is the length of ramp,   is the wheel 
radius, and    is the wheel moment of inertia. This parameter was calculated for each test; the average 
of these parameters for all the tests was used as the wheel moment of inerta. Moreover, it is assumed 
that the wheel moment of inertia of the four wheels is the same. 
5.3 Observers gain tuning 
The gains in the developed estimation algorithms in Chapter 3 need to be tuned prior to implementation 
on actual vehicles. In this section, the observers gains tuning approach is discussed.  
The observers gains in the roll and pitch angle estimation algorithms are tuned according to the 
vehicle behavior and based on the rules discussed in Section 3.1.2.  
The same estimation algorithm is used to estimate the longitudinal forces acting on the four wheels. 
The range for each observer gain was calculated to satisfy the Lyapunov stability criteria discussed in 
Section 3.2.1. Table 5.1 shows the observer gains used in the experimental tests that will be discussed 
in the next section.  
Table 5.1 PID gains used in longitudinal force estimation algorithm 
                               
100 1 0.001 
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The performance of UKF is compared with that of the EKF [80] for the same initial conditions and 
covariance matrices in the lateral force estimation algorithm. The required parameters for these methods 
are summarized in Table 5.2. In this table,     is the number of states,     and     are responsible for 
distribution of the sigma points around the mean value of the states.      should be a small number 
(            [84], and     is set to a small number as well.     is a pre-specified process noise 
covariance matrix. Uncertainties in the covariance prediction are represented by an average noise level 
(       
     ).      is measurement noise covariance matrix which is assumed to have a normal 
distribution with zero mean values. If the sensors have good measurement accuracy, the additive noises 
are small (         
     ). Both     and     are assumed to be diagonal matrixes. Consequently, the 
process and measurements noises are uncorrelated. 
Table 5.2 UKF and EKF Parameters, matrixes and initial values used in lateral force estimation algorithm 
Symbol Quantity (UKF) Quantity (EKF) 
    2 2 
     0.5 - 
    0.1 - 
    2 - 
                
      
                  
      
      [0,0]  [0,0] 
The Kalman filter used in the longitudinal velocity estimation algorithms requires the initial 
conditions, covariance matrix of the process noise and the covariance matrix of the 
measurement noise are listed in Table 5.3.  
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The tire model used in the lateral velocity estimation algorithm requires several parameters. 
These parameters have different values for the tires used in each test vehicle. For instance, tire 
parameters of the Opel Corsa are tabulated in Table 5.4. The Vehicle Researchteam at 
University of Waterloo has tuned these parameters according to experimental data. 
Table 5.3 KF Parameters, matrixes and initial values used in longitudinal velocity estimation algorithms 
Matrix Value 
         
       
          
       
             
Table 5.4 Parameters of 1-D Lugre tire model. 
Parameter 
Unit 
    
      
   
      
   
      
  
      
   
(-) 
   
(-) 
      
( ) 
Front-left tire 100 0.8 0 18 1.1 1.4 0.351 
Front-right tire 100 0.8 0 18 1.1 1.4 0.351 
Rear-left tire 100 0.8 0 18 1.1 1.4 0.351 
Rear-right tire 100 0.8 0 18 1.1 1.4 0.351 
5.4 Test results 
In this section, the performance of the developed estimation and identification algorithms in Chapters 3 
and 4 are investigated. Estimated forces and states are compared with the output of sensors on the test 
vehicles, and parameters are compared with the actual ones. It must be  mentioned that at each 
experiment, the number of passengers inside the vehicle was recorded to calculate the actual values of 
the vehicle parameters.  
5.4.1 Roll and pitch angle estimation algorithms  
The performance of the roll and pitch angles estimation algorithms is evaluated during two harsh 
maneuvers that excite the vehicle in both longitudinal and lateral directions.  
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5.4.1.1 Acceleration and braking maneuver 
In the first maneuver, the vehicle is accelerated from zero speed and then the driver pushes down the 
brake pedal, fast. The driver repeates this maneuver two more times in a straight line. In this maneuver, 
the vehicle is highly excited in the longitudinal direction. Figure 5.10 shows the measurment signals, 
which are longitudinal and lateral accelerations, steering wheel angle and vehicle longitudinal speed. 
The longitudinal acceleration is changing between -5.5        and 5       , and the lateral 
acceleration between -1       and 0.5      .  
Figure 5.11 shows a comparison between the measured and estimated vehicle body’s pitch and roll 
angles. This figure shows that vehicle pitch angle estimated accurately. The calculated NRMSE 
discussed in Section 4.2.1 during this test is 6.28% for pitch angle. The maximum of the vehicle body 
pitch angle is 1.68 deg which happens because of longitudinal load transfer. The estimated pitch angle 
is accurately following the calculated angle obtained using the height sensors on the test vehicle with 
(5-1) and (5-2).  The calculated NRMSE for roll angle is 22.56%. In this test, the roll angle of vehicle 
body is small and its maximum value is less than one degree.  Therefore, the RMS error between the 
estimated and measured roll angles is less than 0.2 deg.    
5.4.1.2 Double lane change (DLC) maneuver 
According to Figure 5.12, in this maneuver, the vehicle is accelerated and then excited in the lateral 
direction while applying the steering angle. In addition, during time 5 s to 8 s, the vhicle is also excited 
in the longitudinal direction. Therefore, in this maneuver, there are three types of excitation: 1- 
longitudinal excitation, 2-lateral excitation, 3- combination of longitudinal and lateral excitation.  
Figure 5.13 compares the angles from the estimation algorithm and the measured angles. The 
estimated roll angle is accurately tracking the measured roll angle of vehicle body. During this 
maneuver the roll angle of vehicle body is between -4 deg to 3.8 deg. The calculated NRMSE between 
  
 96 
estimated and measured signals  is 7.88% for the roll angle.  The estimated pitch angle is also following 
the measured pitch angle of the vehicle body. The maximum pitch angle, which is 1.5 deg, is related to 
the first part of the maneuver that is estimated accurately. In addition, when the vehicle is exciting in 
both longitudinal and lateral direction, the pitch angle is estimated accurately, as well. NRMSE between 
measured and estimated signals is 9.63% for the pitch angle. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.10. Acceleration and braking maneuver:  (a) vehicle longitudinal acceleration, (b) lateral 
acceleration, (c) steering wheel angle, (d) longitudinal velocity.  
0 5 10 15
-6
-4
-2
0
2
4
6
Time (s)
L
o
n
g
it
u
d
in
a
l 
A
c
c
e
le
ra
ti
o
n
 (
m
/s
2
)
0 5 10 15
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Time (s)
L
a
te
ra
l 
A
c
c
e
le
ra
ti
o
n
 (
m
/s
2
)
0 5 10 15
-25
-20
-15
-10
-5
0
5
10
15
20
25
Time (s)
S
te
e
ri
n
g
 W
h
e
e
l 
A
n
g
le
 (
d
e
g
)
0 5 10 15
0
2
4
6
8
10
12
Time (s)
L
o
n
g
it
u
d
in
a
l 
V
e
lo
c
it
y
 (
m
/s
)
  
 97 
 
(a) 
 
(b) 
Figure 5.11. Acceleration and braking maneuver:  (a) estimated pitch angle, (b) estimated roll angle 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.12. DLC maneuver: (a) vehicle longitudinal acceleration, (b) vehicle lateral acceleration, (c) 
vehicle steering angle, (d) vehicle speed.  
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(a) 
 
(b) 
Figure 5.13. DLC maneuver: (a) estimated pitch angle, (b) estimated roll angle 
5.4.2 Tire force estimation algorithm and vehicle mass identification algorithm  
In this section, the experiment results for three different scenarios are discussed. Two maneuvers have 
been done on the dry road, and the last one has been done on the slippery road. The performance of 
UKF is compared with that of the EKF for the same initial conditions and covariance matrices to 
estimate the lateral forces acting on each wheel. 
5.4.2.1 Slalom test 
In this test, as shown in Figure 5.14, a slalom maneuver is performed at a constant velocity of 55 
     . High lateral acceleration in the range of                  
   was observed during the 
maneuver, which enables assessment of the estimation performance for nonlinear tire regions.  
Additionally, in the first part of the maneuver, the vehicle is accelerated to            
  , and the 
friction brakes when applied to all wheels during the time between      and     . The minimum 
longitudinal acceleration is            for this maneuver.  
a) Identification of vehicle mass 
Since the vehicle is accelerated in the first part of the maneuver, there is enough excitation in the 
longitudinal direction to identify the vehicle mass. Figure 5.15 shows the performance of the proposed 
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identification algorithm in Section 4.2.2. The error between the identified vehicle mass and the actual 
mass is 2.91%. Also, the identification algorithm’s output converges to the final estimate in less than 5 
seconds.  
b) Estimation of longitudinal tire forces  
Figure 5.16 depicts the comparison between estimated and measured longitudinal tire forces during the 
slalom maneuver. The test vehicle is a four-wheel drive and the torques distribution for front and rear 
wheels are different. Figure 5.16 demonstrates that the estimation algorithm’s performance is accurate 
in estimating the longitudinal forces for such maneuver and the convergence speed is reasonably fast. 
Nevertheless, there are small differences between the measured and estimated longitudinal forces in 
some regions. The main source of these discrepancies is the unmodeled rolling resistance and air drag 
forces.  However, based on the results given in Table 5.5, the performance of the estimator is 
satisfactory. NRMS errors for all wheels are between       and        
  
(a) (b) 
  
(c) (d) 
Figure 5.14. Slalom maneuver: (a) Torques acting on each wheel, (b) Steering wheel angle, (c) Lateral 
acceleration, (d) Longitudinal acceleration 
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Figure 5.15. Comparison between the actual vehicle mass and identified mass. 
  
(a) Front-left tire (b) Front-right tire 
  
(c) Rear-left tire (d) Rear-right tire 
Figure 5.16. Estimation results for longitudinal tire forces 
Table 5.5. NRMS errors and maximum longitudinal forces acting on four wheels 
                     
                                          
                             
c) Calculation of vertical tire forces  
Figure 5.17 depicts calculated vertical tire forces versus their measured signals. The results in the 
figure show that the calculated tire vertical forces match the measured forces by the wheel load 
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measurement system. There are differences between calculated and measured forces in the first part of 
the maneuver because of the initial error in the identified vehicle mass. As a result of the longitudinal 
load transfer to the back of vehicle, these errors are larger on the rear wheels. Additionally, 
uncertainties in the estimates of other vehicle inertial parameters such as location of centre of gravity 
contribute to these errors. NRMS errors and maximum absolute normal forces are tabulated in Table 
5.6.  NRMS errors are less than 7% for all four wheels. 
 
 
(a) Front-left tire (b) Front-right tire 
 
 
(c) Rear-left tire (d) Rear-right tire 
Figure 5.17.  Estimation results for vertical tire-road friction force by using 6-axis IMU signals 
Table 5.6. NRMS errors and maximum normal forces acting on four wheels 
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d) Estimation of lateral tire forces  
Figure 5.18 shows the estimated and measured lateral tire forces acting on each wheel. The results in 
this figure indicate that the performances of EKF and UKF are comparable.  Table 5.7 shows the 
maximum lateral force acting on each wheel and NRMS errors. NRMS errors between measured and 
estimated forces are between 7.2% and 13.54%. Because the vehicle is highly excited in lateral 
direction, there are several factors that contribute to the errors in Table 5.7. Camber angle is one of 
these factors. The test vehicle’s wheels have positive camber angle. Uncertainties in vehicle inertial 
parameters are other source of errors between estimated and measured lateral forces. 
Table 5.7. NRMS errors and maximum lateral forces acting on four wheels 
                     
                                              
                              
 
  
(a) Front-left tire (b) Front-right tire 
  
(c) Rear-left tire (d) Rear-right tire 
Figure 5.18. Estimation results for lateral tire force using UKF. 
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5.4.2.2 Double lane change (DLC) test 
The DLC is another common maneuver, performed at a constant speed that mostly excites the lateral 
vehicle dynamics. Figure 5.19 shows wheel torques, steering wheel angle, and vehicle longitudinal and 
lateral acceleration during this maneuver. The double lane change maneuver is performed with a 
constant velocity ( 50      ). In Figure 5.19, the test vehicle is highly excited in both longitudinal 
and lateral directions (                 
   and                 
  ).  
a) Identification of vehicle mass 
Figure 5.20 shows the identified vehicle mass in this maneuver. The error between the identified 
vehicle mass and actual mass is 0.68%. The vehicle mass is identified in less than 4 seconds.  
b) Estimation of longitudinal tire forces 
Figure 5.21 depicts the measured and estimated longitudinal tire forces for the four wheels. The 
measured results demonstrate the accurate performance of the longitudinal force estimation. Table 5.8 
shows that NRMS errors are between 5.36% and 6.22% for all wheels. 
c) Estimation of vertical tire forces  
In the DLC maneuver, between time 7 sec and 12.5 sec, a lateral load transfer is observed (Figure 5.22). 
The estimated vertical forces are presenting by dashed lines in Figure 5.22. The calculated forces have 
good agreement with the measured ones. All NRMS errors for four wheels are less than 6.68% (Table 
5.9). In the first part of the maneuver, because of the longitudinal load transfer to the back of the vehicle 
and errors in the identified vehicle mass, there are errors between the estimated forces and measured 
forces acting on the rear wheels.   
d) Estimation of lateral tire forces 
Figure 5.23 compares the estimated and measured lateral tire forces. Similar to the previous discussion 
for the slalom maneuver, UKF and EKF have comparable performances during the DLC maneuver.  
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Table 5.10 shows that the maximum forces acting on the four wheels and the NRMS errors of the UKF 
estimator presented in Chapter 3. The NRMS errors for all wheels are between 5.47% and 18.29%.  
The time delay between the estimated forces and measured ones in Figure 5.23 are due to the low-pass 
filtering of the sensory data. The biggest NRMSE is that of the rear-right wheel especially when the 
vehicle is moving in a straight line. The main reason is the effect of un-modelled camber angle.   
  
(a) (b) 
 
 
(c) (d) 
Figure 5.19. DLC maneuver: (a) Torques acting on each wheel, (b) Steering wheel angle, (c) Lateral 
acceleration, (d) Longitudinal acceleration 
 
Figure 5.20. Comparison between the actual vehicle mass and identified mass. 
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Table 5.8. NRMS errors and maximum longitudinal forces acting on four wheels 
                     
                                        
                             
 
 
 
 
(a) Front-left tire (b) Front-right tire 
 
(c) Rear-left tire 
 
(d) Rear-right tire 
Figure 5.21. Estimation results for longitudinal tire forces. 
Table 5.9. NRMS errors and maximum normal forces acting on three wheels 
                     
                                        
                             
Table 5.10.  NRMS errors and maximum lateral forces acting on wheels 
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(a) Front-left tire (b) Front-right tire 
  
(c) Rear-left tire (d) Rear-right tire 
Figure 5.22. Estimation results for vertical tire forces 
  
(a)  Front-left tire 
(b)  Front-right tire 
  
(c)  Rear-left tire (d)  Rear-right tire 
Figure 5.23. Estimation results for lateral tire force using UKF. 
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5.4.2.3 Slalom maneuver on a slippery road and higher vehicle mass 
In this section the vehicle is tested on a slippery road. The vehicle is moving in the straight line and 
then a sine wave steering angle is applied in a constant velocity ( 25 km/hr). Figure 5.24 shows the 
vehicle accelerations, wheel torques and steering wheel angle in this maneuver. Additionally, in this 
test, more weight (200 kg) has been added to the vehicle. Figure 5.25 shows that the mass identification 
algorithm is robust against changes in the road conditions. The mass identification algorithm can 
identify the vehicle mass with 2.54% error.  Figure 5.26 shows a comparison between the estimated 
longitudinal forces and the measured forces. In addition, Table 5.11 shows the NRMS errors and 
maximum forces applied to each wheel in the longitudinal direction.   
  
(a) (b) 
  
(c) (d) 
Figure 5.24. Slalom maneuver: (a) Torques acting on each wheel, (b) Steering wheel angle, (c) Lateral 
acceleration, (d) Longitudinal acceleration 
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The results for estimation of vertical forces are shown in Figure 5.27. The algorithm can reliably 
estimate the vertical forces with NRMS errors less than 4.28%. The errors in the identified vehicle mass 
in the first part of the maneuver mainly contribute to the vertical tire force estimation errors.   Figure 
5.28 demonstrates the performance of the lateral force estimation algorithm on the slippery road. The 
vehicle is not moving before time 1.16 s, and there are errors between the measured and estimated 
forces during that time. These errors have different signs for left and right wheels because of the camber 
angle effect. However, after the vehicle moves, the measured lateral forces is close to zero because the 
vehicle is not excited in lateral direction until     s. Same as the previous tests, UKF and EKF have 
comparable performances. NRMS errors for all wheels are less than 13.46% (Table 5.13). 
 
Figure 5.25. Comparison between the actual vehicle mass and identified mass 
Table 5.11.  NRMS errors and maximum longitudinal forces acting on four wheels 
                     
                                
                             
Table 5.12.  NRMS errors and maximum normal forces acting on three wheels 
                     
                                
                             
Table 5.13. NRMS errors and maximum lateral forces acting on three wheels 
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                            (a )  Front-left tire (b)  Front-right tire 
  
(c)  Rear-left tire (d)  Rear-right tire 
Figure 5.26. Estimation results for longitudinal tire forces 
  
                            (a )  Front-left tire (b)  Front-right tire 
  
(c)  Rear-left tire (d)  Rear-right tire 
Figure 5.27. Estimation results for vertical tire forces 
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(a) Front-left tire (b) Front-right tire 
 
 
(c) Rear-left tire (d) Rear-right tire 
Figure 5.28. Estimation results for lateral tire force using EKF and UKF. 
5.4.3 Velocity estimation algorithm  
In this section, the performance of the proposed velocity estimation algorithm is investigated. In 
addition, the estimated longitudinal velocity is compared with the output of the proposed approach in 
[39] which uses the motor torque on each wheel to detect excessive slippage. In this thesis, the 
proposed estimation algorithm does not use any torque information. However, the algorithm proposed 
in [39] needs the braking torque acting on each wheel  for the braking maneuvers.  Even in electric 
vehicles, the conventional friction braking system is also used as the back-up in conjunction with the 
regenerative braking system. An accurate calculation of the braking torques in all driving conditions is 
not an easy task. In the conventional friction-based braking system, magnitude of braking torques can 
be affected by many factors such as humidity between rotor and braking pads. 
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5.4.3.1 Slalom maneuver 
Figure 5.29 shows the longitudinal and lateral acceleration of vehicle body, wheel steering angle, and 
wheel torques acting on the four wheels in this maneuver. The vehicle is moving at the constant 
velocity of  32 km/h during time 12 sec to 23.7 sec and in this time window the slalom maneuver is 
performed. In this time window, the vehicle is highly excited in the lateral direction and the range of 
lateral acceleration is                         
   . Finally, the friction brakes are applied, 
especially on the front wheels, to stop the vehicle at time 25 sec. It is noted that the driving torques of 
all four wheels are the same during the traction in the first part of the maneuver and slalom maneuver.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.29. Salaom maneuver: (a) longitudinal acceleration, (b) lateral acceleration, (c) steering wheel 
angle, (d) torque acting on each wheel. 
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Figure 5.30 (a) depicts the wheels speeds, which are varying during the lateral excitation. Figure 5.30 
(b) shows the comparison between estimated and measured longitudinal velocity of the vehicle and the 
estimated longitudinal velocity according to the approach in [39]. The results in this figure clearly show 
that the performance of the proposed estimation algorithm and the longitudinal velocity estimation 
algorithm in [39] are comparable. The estimated velocity does not have any drift and the NRMS error 
between the estimated signal and the measured one is 0.74%.  
Figure 5.31 (a) shows the estimated lateral velocity of the vehicle and measured lateral velocity of the 
GPS. The NRMS error between the estimated velocity and the measured one is 6.29%. To evaluate the 
performance of the proposed velocity estimation structure and bias effect, the estimated lateral velocity 
is compared with calculated velocity using pure integration of (3-61). The latter is depicted in Figure 
5.31(b). 
  
(a) (b) 
Figure 5.30. (a) Wheels’ speeds, (b) comparison between measured vehicle longitudinal velocity (using GPS) 
and estimated velocity. 
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(a) (b) 
Figure 5.31.  (a) Comparison between estimated vehicle lateral velocity and measured lateral velocity by 
GPS, (b) calculated vehicle lateral velocity using integration. 
The comparison between the estimated lateral velocity (Figure 5.31 (a)) and calculated velocity based 
on pure integration (Figure 5.31 (b)) illustrates that the proposed estimation algorithm in Chapter 3 
significantly removes the drift in the estimation. Figure 5.31 (b) shows that the drift appears in this 
maneuver when the vehicle is not excited in the lateral direction or changes in lateral direction are not 
fast.  
5.4.3.2 Slalom maneuver on a slippery road 
This test is performed on a slippery road (     ). A sine wave steering angle is applied at a constant 
velocity 43 (km h
-1
). After 10 (s), the friction brakes are applied to stop the vehicle. Figure 5.32 shows 
the vehicle accelerations, steering wheel angle and torques applied on each wheel by the in-wheel 
motors in the Opel. 
Figure 5.33 (a) shows that the right and left wheels have different speeds because of the applied steering 
angle. After 10 (s), the front wheels are locked because the brake system is applied to lock the wheels 
and control the vehicle. Figure 5.33 (b) shows that the performances of the proposed longitudinal 
velocity estimation algorithm in this thesis and the approach in [39] are comparable. Additionally, it 
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shows the performance of the longitudinal velocity estimation algorithm when the vehicle is moving on 
the slippery surface. It shows that the estimation algorithm does not use the speed information of the 
front wheels especially when these wheels are slipping and their speeds are zero. Additionally, there is 
no fluctuation or drift in the estimated velocity. The NRMS errors between the estimated signals and 
the measured ones are 7.43%. Figure 5.34(a) shows a comparison between calculated and estimated 
lateral velocities. The NRMS errors between the estimated signals and the measured ones are 8.34%. 
After time 11.51 (s), there is drift in the calculated velocity using integration because slower changes in 
the lateral dynamics after time 11.51 (s) until the end of the maneuver.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.32.  (a) Longitudinal acceleration, (b) lateral acceleration, (c) steering wheel angle, (d) torque 
acting on each wheel. 
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(a) (b) 
Figure 5.33.  (a) Wheels’ speeds. After 10 (s), front wheels are locked by the brake system. (b) comparison 
between measured vehicle longitudinal velocity (using GPS) and estimated velocity. 
  
(a) (b) 
Figure 5.34. (a) Comparison between estimated vehicle lateral velocity and measured lateral velocity by 
GPS, (b) calculated vehicle lateral velocity using integration. 
5.4.3.3 Launch maneuver on an icy road 
In this maneuver, the road surface is icy and      . The test vehicle starts moving from zero velocity, 
and reaches a final speed of 25 (km h
-1
). Figure 5.35 shows the measured longitudinal and lateral 
accelerations, wheel torques and steering wheel angle. During this test, the traction control was off. In 
less than 1 second traction torques suddenly increase, and after that it start decreasing in less than 2 
seconds (see Figure 5.35(d)). According to Figure 5.36 (a), all four wheels are slipping during time 1.55 
(sec) to 8.38 (sec). After this time window, the wheels return to normal rotation without high slip. 
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These slippages are detected using the slip detection block presented in Figure 3.8. Therefore, the 
wheels speeds are not used in the longitudinal velocity estimation algorithm during the abovementioned 
period of time. Figure 5.36 (b) shows a comparison between the estimated and measured longitudinal 
velocity of the vehicle. The absolute error between measured and estimated velocity in this period of 
time is less than 0.2 (m s
-1
). And, NRMS errors between the estimated signals and the measured ones 
are 1.95%. The results in Figure 5.36(b) indicate that the performance of the proposed algorithm in 
Section 2 and that in [39] are   comparable in the launch maneuverer on the icy road with all four 
wheels excessively slipping. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 5.35.  (a) Longitudinal acceleration, (b) lateral acceleration, (c) steering wheel angle, (d) torque 
acting on each wheel. 
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(a) (b) 
Figure 5.36.  (a) Wheels’ speeds. Four wheels are slipping during acceleration. (b) Comparison between 
measured vehicle longitudinal velocity (using GPS) and estimated velocity. 
Figure 5.37 (a) shows the estimated lateral velocity which is close to zero, because the vehicle is 
moving in a straight line. There is no drift in the estimated velocity. Minor differences between the 
measured lateral velocity using the GPS and the estimated one are less than 0.05 (m s
-1
). Figure 5.37 (b) 
shows the calculated lateral velocity using numerical integration. This figure clearly shows the drift 
because of noise in measured signals and bias in the measured lateral acceleration signal, which is          
-0.18(m s
-2
). 
  
(a) (b) 
Figure 5.37. (a) Comparison between estimated vehicle lateral velocity and measured lateral velocity by 
GPS, (b) calculated vehicle lateral velocity using integration. 
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5.4.4 Road bank and grade identification algorithms 
In this section, two scenarios will be discussed to demonstrate the performance of road bank and 
grade angle identification algorithms.  These scenarios are on a banked road and an inclined road, 
respectively.  
Because the vehicle has not been equipped with a device to measure the road angle, it is not possible to 
compare the identified angles with the measurements. Therefore, for comparison purposes the equations 
below are used as the calculated road angles in the regions when the vehicle is moving on the constant 
road angle [5]: 
           
  (
     ̇    ̇     
 
)      
(5-11) 
           
  (
     ̇    ̇    
 
)      
(5-12) 
The lateral and longitudinal accelerations  ̇   and  ̇    are calculated from the measured lateral 
velocity and longitudinal velocity, respectively. It is noted to mention that the outputs of above 
equations are filtered with a first order low-pass filter. 
5.4.4.1 Test on banked road 
In the first part of this test, the vehicle is approximately on a flat road. Then, the vehicle starts moving 
on the banked road. Also, there is a transition part between flat road and banked road that has both bank 
and grade angles.  
 Figure 5.38 shows the measured longitudinal and lateral acceleration, steering wheel angle, vehicle 
speed and location of the vehicle for this test.  According to Figure 5.38 (e), the vehicle is moving in 
straight line and then it enters into a road section that looks like a bowel with the bank angle. The road 
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is similar to highway exit ramps. The vehicle speed is between 0 m/s to 10.5 m/s, longitudinal 
acceleration is between 0 m/s
2
 to 3 m/s
2
, and lateral acceleration is between 2.5 m/s
2
 and -1.5 m/s
2
.  
Figure 5.39 (a) shows the comparison between the identified bank angle, calculated bank angle with 
(5-11) and the reference angle based on  the available GM literature . According to Figure 5.39 (a), the 
identified bank angle is following the reference signal. In the first part of the maneuver, the road has a 
small bank angle close to 1.5 deg, and after the transition part (from    4.5 s to 6.5 s), the road bank 
angle increases to approximately 15 deg.  
 Figure 5.39 (b) shows the identified road grade and the calculated angle with (5-12). The identified 
road grade before and after the transition part is smaller than one degree. However, during the transition 
part, the road grade increases and then decreases. This happens because the vehicle is moving up from a 
flat horizontal surface to the large bank angle.  
5.4.4.2 Test on uphill 
In this test, the vehicle is moving on an uphill in a straight line. The grade angle of this road is close to 
16% which is 9.09 deg.  As shown in Figure 5.40, the vehicle is accelerated form 4.4 m/s to the 
constant speed close to 5.5 m/s. The lateral acceleration is constant and close to -0.3 m/s
2
. Figure 5.40 
shows the complete path that the vehicle is driven on.  
Figure 5.41 shows the identified bank and grade angles.  Figure 5.41 (a) shows that the identified 
bank angle is following the calculated signal based on  (5-12). The identified bank angle is between -0.5 
deg to 2 deg. The delay at the first part of the identification process is because of the low-pass filter 
used for the static bank angle calculation as explained in Section 4.1.4 of Chapter 4.  
Figure 5.41 (b) shows the identified road grade and the reference angle reproduced from existing  GM 
literature . The identified road grade closely matches the reference values. The constant road grade is 
identified in 1.2 s.    
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 5.38. Banked road test (a) longitudinal acceleration, (b) lateral acceleration, (c) vehicle speed, (d) 
wheel steering angle, (e) path driven by vehicle during maneuver 
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(a) 
 
(b) 
Figure 5.39.  Identified road angles: (a) identified bank angle, (b) identified road grade 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
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(e)  
(f) 
Figure 5.40. Uphill test: (a) longitudinal acceleration, (b) lateral acceleration, (c) vehicle speed, (d) wheel 
steering angle, (e) path driven by vehicle during maneuver, (f) pitch rate 
 
(a) 
 
(b) 
Figure 5.41.  Identified road angles: (a) identified bank angle, (b) identified road grade 
5.4.4.3 Effect of road angles on the velocity estimation algorithm 
Road angles are inputs to the proposed velocity estimation algorithm in Chapter 3. Hence, in this 
section we investigate the effect of these angles on the estimated longitudinal and lateral velocities.  
Banked road test 
Figure 5.42 shows the performance of the velocity estimation algorithm on the banked road. According 
to Figure 5.42 (a), the estimated velocity without use of information about the actual bank angle 
diverges and does not provide accurate estimation. The measured lateral velocity with the GPS has a 
drift and is not accurate. Therefore, the measured lateral velocity by means of an optical sensor is used 
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to verify the estimation algorithm performance. The estimated lateral velocity is following the measured 
signal from the optical sensor with no visible drift. Figure 5.42(b) shows the performance of the 
estimation algorithm with and without utilization of road grade identification.  The estimated 
longitudinal velocities in these two conditions are the same, because the estimation algorithm is using 
the measured wheel speeds to correct the errors in the prediction step of Kalman filter (see Section 2.3). 
According to Figure 5.42(c), considerable slip does not happen in the wheels. Therefore, the slip 
detection block enables the Kalman filter to use all of these measured signals to estimate longitudinal 
velocity.   
 
(a) 
 
(b) 
 
(c) 
 
Figure 5.42. Performance of velocity estimation algorithm: (a) lateral velocity estimation algorithm, (b) 
longitudinal velocity estimation algorithm, (c) wheels’ speeds 
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Uphill test 
Figure 5.43 shows the performance of the velocity estimation algorithm on the uphill course shown in 
Figure 5.40(e). Same as in the previous section, the measured velocity using GPS has a drift in the first 
part of the test. The estimated lateral velocity with and without road grade are comparable because the 
road does not have significant bank angle. The estimated lateral velocity is following the measured 
signal obtained from the optical sensor. The estimated longitudinal velocities with and without the 
identified road grade have comparable performance (shown in Figure 5.43 (b)). This happens because 
there is not an excessive slippage in the measured wheel angular velocity of all wheels (see Figure 5.43 
(c)).  
 
(a) 
 
(b) 
 
(c) 
 
 
Figure 5.43. Performance of velocity estimation algorithm: (a) lateral velocity estimation algorithm, (b) 
longitudinal velocity estimation algorithm, (c) wheels’ speeds 
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5.5 Summary 
In this chapter, the performance of the developed estimation and identification algorithms in Chapters 3 
and 4 was investigated. Four different instrumented vehicles were used to examine the performance of 
the proposed algorithms for the selected maneuvers that excite various vehicle dynamics.  
Roll and pitch angle estimation algorithms were tested with two scenarios. In the first scenario, the 
vehicle was excited in longitudinal direction during acceleration and brake maneuvers. In the second 
scenario, the vehicle was excited in the lateral direction during a DLC maneuver.   
Tire force estimation and vehicle mass identification algorithms were tested in three scenarios, one 
DLC on dry road and two slalom maneuvers on dry and slippery roads. During these maneuvers, tire 
force estimation algorithms were examined in both longitudinal and lateral dynamic excitations.  
The proposed vehicle velocity estimation algorithm in Chapter 3 was tested during three scenarios. Two 
slalom maneuvers on the dry and slippery roads and one launch maneuver on an icy road. The vehicle 
was excited in both longitudinal and lateral directions during two first maneuvers, and was excited in 
the longitudinal direction in the last maneuver. 
In the last part of this chapter, road bank and grade angle identification algorithms were tested. In the 
first scenario the vehicle was driven on a banked road, and in the second scenario the vehicle was 
driven uphill. In addition, the effect of the road angles on the velocity estimation algorithm was 
investigated.  
The accuracy of the estimated forces, vehicle body angles, vehicle velocity, identified vehicle mass and 
road angles were analysed, and NRMS error between measured and estimated or identified signals were 
calculated for the abovementioned scenarios.  The test results showed the accuracy of the proposed 
estimation and identification algorithms during excitation of vehicle in various directions.   
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Chapter 6 
Conclusions and future work 
6.1 Conclusions and Summary 
In this thesis, a unified estimation/identification structure was developed to estimate vehicle states and 
tire forces, and to identify vehicle mass and road bank and grade angles. The accuracy of the developed 
structure was verified through experiments in different test scenarios. Conventional and electrified 
vehicles with different type of powertrain settings (rear-wheel drive and four-wheel drive) were used to 
conduct the verification tests.   
The developed structure is modular. Each of the proposed estimation algorithms can be substituted 
with a different estimation algorithm that might use a different set of sensory data. Because of the 
modularity of the developed structure, it can be used in a vehicle with different power sources or 
different powertrain systems. The estimation and identification algorithms developed in this thesis are 
briefly reviewed here.   
 Roll and pitch estimation algorithm: roll angle of the vehicle body is estimated by this 
algorithm using measured roll rate and lateral acceleration. Measured pitch rate and 
longitudinal acceleration are used in the vehicle pitch estimation algorithm to estimate the pitch 
angle of the vehicle body.  The observer estimated the roll angle according to the behavior of a 
vehicle in steady state and transient conditions in the lateral direction.  Therefore, the proposed 
roll angle estimation algorithm considered both low excitation and large excitation of vehicle in 
the lateral direction.  
The proposed pitch angle estimation algorithm had a similar structure as above. It considered 
the longitudinal excitation instead of the lateral excitation. The experimental results in harsh 
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maneuvers, including acceleration-brake and DLC maneuvers, show that the proposed roll and 
pitch angle estimation algorithms are accurate during both low and high excitations.  
 Tire force estimation algorithm: tire forces in longitudinal, lateral and vertical directions for 
each individual wheel are estimated by this algorithm.  The developed estimation algorithm did 
not require any tire model. Therefore, it was not sensitive to tire parameters. It was assumed 
that the wheel torques were available in this structure. The resultant torque acting on each 
wheel and wheel angular velocity of each wheel were used to estimate longitudinal forces.  
Vertical forces are estimated according to longitudinal and lateral load transfers. Measured 
longitudinal, lateral and vertical acceleration signals were used to estimate these forces. 
Estimated pitch and roll angles were used to calculate more accurate load transfers during 
longitudinal and lateral excitations.  
Estimated longitudinal and vertical forces were used to estimate lateral forces acting on each 
wheel. Measured yaw rate, lateral and longitudinal acceleration are required signals for the 
measurement model of the unscented Kalman filter used to estimate these forces. Vertical force 
distribution was used in the proposed estimation algorithm to calculate the lateral force acting 
on each wheel.  
Experiments (three maneuvers; two slalom maneuvers and one DLC) on dry and slippery roads 
verified the proposed estimation structure. In all maneuvers, the maximum NRMS error at any 
wheel was 7.00% for the vertical tire forces, and 7.07% for the longitudinal tire forces. 
Maximum NRMS errors at any wheel were 18.29% for the lateral tire forces. 
 Vehicle velocity estimation algorithm: a parallel estimation algorithm was proposed to estimate 
longitudinal and lateral velocity concurrently. An adaptive Kalman filter was used to estimate 
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the longitudinal velocity of the vehicle. A slip detection block was used to determine the wheels 
encountering no slip. Then, the measured speed of these wheels was utilized as the measured 
signals in Kalman filter model to estimate the longitudinal speed of the vehicle. In this 
algorithm, the measured longitudinal acceleration, yaw rate, estimated lateral velocity from 
previous step, estimated pitch angle and road grade were used for the longitudinal model in the 
Kalman filter. This algorithm was not sensitive to changes in tire parameters because it did not 
require a tire model.  
Vehicle lateral velocity was estimated according to the behavior of the vehicle in the lateral 
direction. When the vehicle was not highly excited in the lateral direction, the inverse tire 
model was used to estimate the lateral velocity. When the vehicle was highly excited in the 
lateral direction, the proposed algorithm used the lateral vehicle kinematic model to estimate 
the lateral velocity of the vehicle. Measured vehicle lateral acceleration, yaw rate, wheels’ 
speeds, and estimated vehicle longitudinal velocity from previous step, estimated roll angle and 
identified bank angle were the signals used in this estimation algorithm.  Sensitivity analysis 
conducted in Chapter 4 revealed that the estimation algorithm was not sensitive to changes in 
the tire model parameters.  
The proposed algorithm was tested on dry, slippery and icy roads in slalom and launch 
maneuvers. The results verify the effectiveness of the proposed estimation algorithm during 
maneuvers with longitudinal and lateral excitations.  
 Vehicle mass identification algorithm: according to the sensitivity analysis in Section 4.2.1, the 
vehicle mass was the most important parameter with a significant effect on the accuracy of the 
vertical forces, roll and pitch angle estimation algorithms. Therefore, an identification 
algorithm was specifically developed to identify vehicle mass based on longitudinal and lateral 
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dynamics of the vehicle. A RLS approach was used to identify the unknown mass during each 
journey. Torque acting on each wheel, wheels speeds, longitudinal acceleration, lateral 
acceleration, yaw rate and estimated longitudinal velocity were the signals used in the 
identification algorithm.  The test results demonstrated the accuracy of the developed 
identification algorithm. The maximum error of the identified vehicle mass algorithm was 
2.91% in three maneuvers (slalom and DLC on the dry road, and slalom on the slippery road).  
 Road bank and road grade angles identification: these two unknown parameters are the inputs 
of the velocity estimation algorithm and hence need to be identified. According to the 
relationship between the vehicle coordinate systems in Figure 4.1, the road angles rates were 
calculated. Then, an observer that utilizes the vehicle dynamics behavior was developed to 
identify road bank and grade angles concurrently. The accuracy of this algorithm was verified 
in experiments on the banked road and uphill road. In addition, the effect of these angles on the 
estimated vehicle velocity in longitudinal and lateral directions was investigated. The results 
demonstrate that the bank angle has significant effect on the estimated lateral velocity. The road 
grade does not have a significant effect on the estimated longitudinal velocity because of the 
use of wheel speed data in the estimation algorithm. Road grade has a significant effect on the 
accuracy of the estimated longitudinal velocity when all wheels are slipping at the same time.   
6.2 Future work 
To improve the accuracy and reliability of the algorithms developed in this thesis, the following 
directions for future research are suggested:  
 The torque acting on each wheel is used in the tire force estimation algorithm and 
vehicle mass identification algorithm. Ability to estimate or calculate the traction and 
brake torques will extend the use of the developed structure on conventional vehicles.  
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  The effect of rolling resistance and drag force can be added to the longitudinal vehicle 
dynamic used in the longitudinal force estimation algorithm. An investigation of the 
effect of rolling resistance and drag on the accuracy of the estimated forces can be 
useful.  
 The proposed structure can be utilized to design an adaptive tire model. Connecting the 
proposed algorithms in this thesis with a tire model can help identify tire parameters 
and road friction coefficient.  
 Output of some estimation or identification algorithms are used as inputs in other 
estimation or identification algorithms. Hence, it will be beneficial to provide 
maximum and minimum bounds for the states and parameters in different conditions. 
By defining adaptive boundaries for the outputs of each algorithm, impact potential of 
failures in one estimated state or in an identified parameter on deteriorating the 
performance of whole structure can be reduced.  
 Considering the effect of camber angle on the lateral force estimation can improve the 
accuracy of the estimated forces at both low and high excitation scenarios.  
 Suspension dynamics can be considered in the tire normal force estimation algorithm to 
enhance the accuracy of vertical force estimation.  
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Appendix I 
 Unscented Kalman filter estimation algorithm 
An unscented Kalman filter (UKF) is applied to estimate lateral tire forces. The UKF is an 
approximation method that uses a minimal set of carefully chosen weighted sample points, referred to 
as sigma points[81].  
The state-space equations are:  
                      (AI-1) 
                    (AI-2) 
The UKF algorithm can be expressed as follows for the nonlinear system above: 
Initialization 
 ̅         (AI-3) 
          ̅       ̅  
    (AI-4) 
where  ̅  and    are the initial state and covariance, respectively. 
Sigma points calculation and prediction 
This algorithm uses      sigma points that are generated as 
          ̅    (AI-5) 
          ̅    √                          (AI-6) 
where   is the number of states,  ̅     and      are the estimated state and covariance, respectively, 
and  
                (AI-7) 
where   and   are responsible for the distribution of sigma points around the mean value of the states. 
  should be a small number (          [84], and   is set to a small number. 
These sigma points are propagated by: 
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and the states and covariance are predicted by: 
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where   
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  is the weight for the mean and   
  is the weight for the covariance of sigma points.   is a constant 
used to incorporate a part of the prior knowledge about the distribution of     For Gaussian 
distributions,     is optimal [84].   is a pre-specified process noise covariance matrix. 
Based on the information above, the sigma points and outputs can be updated by: 
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Measurement update 
  ̅  ̅  ∑  
 (           ̅     )
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(AI-17) 
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 (           ̅     )
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     ̅  ̅   ̅  ̅ 
   (AI-19) 
where   is the measurement noise covariance matrix, assumed to have normal distribution with zero 
mean values.  
  ̅  ̅  is the innovation covariance, and   ̅  ̅  is the cross correlation matrix. The filter gain,   , is 
computed based on these covariance matrices.  Finally, the covariance and states can be updated by: 
              ̅  ̅   
   (AI-20) 
 ̅   ̅        (    ̅     )  (AI-21) 
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Appendix II 
Kalman filter estimation algorithm 
The states of a linear systems can be estimated by using a Kalman filter [80]. Here, the discrete 
Kalman filter equations will be presented. 
The state-space equations are  
                      (AII-1) 
             (AII-2) 
The algorithm is initialized as follows: 
 ̅         (AII-3) 
          ̅       ̅  
    (AII-4) 
where  ̅  and    are the initial state and covariance, respectively. 
Prediction step: 
In the next step, the covariance error matrix and states will be updated for each time step         
             
     (AII-5) 
 ̂         ̂             (AII-6) 
where   is the processing covariance matrix error,        is the updated covariance error matrix, and  
  ̂      is the predicted states.  
Correction step: 
Kalman gain will be calculated for each time step. Moreover, the covariance error matrix will be 
calculated.  Finally, the states will be estimated.  
           
  (          
   )
  
  (AII-7) 
                      (AII-8) 
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 ̂    ̂               ̂       (AII-9) 
where   is the measurement covariance matrix error,    is the Kalman gain,    is the corrected 
covariance matrix, and  ̂  is the estimated states.  
