Abstract-The class imbalance problem is a well-known classification challenge in machine learning that has vexed researchers for over a decade. Under-representation of one or more of the target classes (minority class(es)) as compared to others (majority class(es)) can restrict the application of conventional classifiers directly on the data. In addition, emerging challenges such as overlapping classes, make class imbalance even harder to solve. Class overlap is caused due to ambiguous regions in the data where the prior probability of two or more classes are approximately equal. We are motivated to address the challenge of class overlap in the presence of imbalanced classes by a problem in pervasive computing. Specifically, we are designing smart environments that perform health monitoring and assistance. Our solution, ClusBUS, is a clustering-based undersampling technique that identifies data regions where minority class samples are embedded deep inside majority class. By removing majority class samples from these regions, ClusBUS preprocesses the data in order to give more importance to the minority class during classification. Experiments show that ClusBUS achieves improved performance over an existing method for handling class imbalance.
I. INTRODUCTION
As machine learning techniques mature and are used to tackle scientific problems, a variety of challenges arise due to the nature of the underlying data. A well-recognized challenge that has attracted growing attention from both academia and industry is the class imbalance problem. The class imbalance problem is concerned with the performance of machine learning classifiers when one or more target classes (the minority class(es)) is under-represented in comparison with the other classes (the majority class(es)). This problem exists in many problem domains such as cancerous cell identification [1] , oilspill detection [2] , fraud detection [3] , keyword extraction [4] , and text classification [5] , where identifying members of the minority class is critical, sometimes more so than achieving optimal overall accuracy for the majority class. In spite of making progress in this area, researchers are facing new emerging challenges that make the problem harder to solve with existing techniques. One such niche yet critical problem is class overlap in which data samples appear as valid examples of more than one class. This situation occurs widely in character recognition [6] and drug design [7] , where data samples from different classes have very similar characteristics. The minor differences that are present between the samples of two different classes are usually difficult to capture using only data attributes proposed by the domain experts. As a result, there is a growing need to deal with this issue algorithmically. We are motivated to pursue the challenge of handling data with class overlap in the presence of imbalanced classes by a problem in pervasive computing. Specifically, we are designing smart environments that perform health monitoring and assistance.
The world's population is aging, with the estimated number of individuals over the age of 85 expected to triple by 2050 [8] . Currently, 50% of adults aged 85+ need assistance with everyday activities, with one in three households anticipated to have at least one family member with cognitive decline within the next decade [9] . Because more individuals are living longer with chronic diseases (e.g., Alzheimers disease, heart disease, osteoporosis) there will be an emerging shortage in the care workforce. Therefore, we must consider innovative health care options if we are to provide quality care to our aging population. Moreover, with proactive health care and real-time intervention, we can reduce caregiver burden.
Studies have shown that smart environment technologies can detect errors in activity completion and might be utilized to extend independent living in one's own home without compromising safety [10] , [11] . One type of intervention that is valuable for individuals with cognitive impairment is automated prompts that aid with activity initiation and completion. To date, most applications of the smart environment technology for intervention have relied upon partial or full expert design of prompting rules [12] , [13] . Our approach to automating prompting-based intervention for activity completion is to emulate the timing of caregiver prompts while an individual performed everyday activities. To automate prompt timing, we are designing machine learning algorithms that use the experimenter prompt delivery situations as ground truth for determining whether a current sensor-based activity step is a prompt or a no-prompt step.
To determine the ability of a machine learning algorithm to generate appropriate activity-aware prompts, we performed a study in our smart home testbed with healthy older adults and individuals with mild cognitive impairment. While the participants performed daily activities, an ambient sensor network monitored motion, door open/shut status, and specific item use throughout the testbed, and the experimenter issued a prompt remotely via a tablet or a smart phone if the participant faced difficulty in activity completion. The raw sensor data collected from this study are converted into a machine readable structured dataset ("prompting" data, as we would refer to it) by adding temporal and spatial features/attributes to individual activity steps. As there were very few situations when the par-ticipants needed prompts, there are far fewer prompt samples than no-prompt, and this makes the prompting data inherently imbalanced. Moreover, the current sensor suite does not allow crisp differentiation of some prompt situations from noprompt. This causes ambiguity of class label for a significant portion of prompting data. This study was primarily focused on proposing a machine learning model that can predict prompt situations in daily activities. Therefore, in this paper we do not perform any analysis of the causal relationship between cognitive health conditions (such as MCI and Alzheimer's) and the variance of prompt types. However, interested readers can take a look at the study done by Dawadi et al. [14] on the correlation of cognitive health and performing complex daily tasks based on activity monitoring in smart homes.
As the accurate classification of prompt samples, which is in the minority, is critically more important than identification of no-prompt samples, which is in the majority, we propose a solution that addresses both class imbalance and overlap. Our solution ClusBUS, is a clustering-based undersampling technique, that identifies data regions where minority class (prompt) samples are embedded deep inside majority class samples. By removing majority class samples from these regions, ClusBUS preprocesses the data in order to give the prompt class more importance during classification.
II. PROBLEM DEFINITION
Although, both the problems of class imbalance and overlap can exists in data with multiple classes, due to a general consensus in the literature [1] , [2] , [3] and our current application objective, in this paper we deal with data that has one minority and one majority class. A widely accepted rule of thumb is: any dataset that contains less than ∼ 10% minority class samples is considered to be imbalanced. Because the goal of supervised learning algorithms is to optimize prediction accuracy for the entire set of available data points, most approaches ignore performance on the individual class labels. As a result, the highest-performing algorithm will label all points from an imbalanced dataset as members of the majority class despite the fact that all of the minority class samples are incorrectly classified. On the contrary, in many real-life problems accurate classification of minority class samples is critically important. For example, in the mammography dataset where the minority class represents cancerous and majority class represents healthy, a biased prediction would result in the prediction of cancerous patients being healthy. Credit card fraud detection and network security threat detection are some of the other examples where this kind of prediction is not desirable.
The class overlap [15] occurs when there are ambiguous regions in the data where the prior probability for both classes is approximately equal. This makes it difficult or impossible to distinguish between the two classes, primarily because it is difficult to make a principled choice of where to place the class boundary in this region since it is expected that the accuracy would be equal to the proportion of the volume assigned to each class. Figure 1 visually illustrates the difference between normal data with a crisp class boundary and data with class overlap. The combination of imbalanced and overlapping classes makes the resultant problem more difficult than solving them independently. Experiments with human participants in our smart home testbed show that there are certain prompt situations where the sensor triggering signature is quite similar to the situations when the participant would probably need no prompt. This kind of situation is prevalent in daily activities that involve object interactions. As our current infrastructure does not have dedicated sensors to track object usage, it is difficult to gauge from the raw sensor data if the participant actually committed an error in such activities. Thus, the absence of sufficient data attributes to differentiate between prompt and no-prompt classes causes class overlap. Our claim is verified by plotting the prompting data in a 3-dimensional space using Principal Component Analysis for dimensionality reduction, which is a well-known technique of data visualization. Figure 2 shows that the minority class samples are highly embedded in the majority class, thus making them inseparable if fed as is to the classifiers. Moreover, due to infrastructural limitations, it is not possible to add new differentiating features to the current dataset, leaving us with the only option of addressing the problem algorithmically.
As a solution to the overlap problem, the literature primarily talks about preprocessing the data before using it to learn a classification model. Preprocessing data to address class overlap is usually a two step process shown in Figure 3 . The first and most crucial step is to identify regions of overlap in the data space. This is followed by handling samples in the overlapping region by using methods that mainly fall into three categories [16] : separating, merging and discarding. We discuss these methods in the following section. The approach taken in this paper also uses preprocessing by performing a clustering-based undersampling of the overlapping region to achieve a better learning model.
III. RELATED WORK
While there has not been a significant effort to address class overlap in the presence of imbalanced classes, these two problems have been studied substantially in isolation.
Learning from imbalanced class datasets is a niche, yet critical area in supervised machine learning. Therefore, a wide spectrum of related techniques have been proposed [17] , [18] for improved classification of minority class samples. The most common approach is to resample or modify the dataset in a way that balances the class distribution. Naive resampling methods include oversampling the minority class by duplicating existing data points and undersampling the majority class by removing chosen data points. However, random over-sampling and under-sampling increases the possibility of overfitting and discarding useful information from the data, respectively. Therefore, techniques such as SMOTE [19] and Borderline-SMOTE [20] employ intelligent ways of oversampling to synthetically generate new minority class samples in Euclidean space.
Similarly, the problem of overlapping classes or ambiguous data has been studied for over a decade, particularly in the areas of character recognition and document analysis [6] , text classification, credit card fraud detection, and drug design [7] . A major hindrance to deal with overlapping class data is the identification of ambiguous or overlapping regions. Tang et al. [21] proposed a k-Nearest Neighbor based approach to extract ambiguous regions in the data. Visa et al. [22] performed a fuzzy set representation of the concept and incorporated overlap information in the fuzzy classifiers. In addition, Xiong et al. [16] used the one-class classification algorithm Support Vector Data Description (SVDD) to capture the overlapping regions in real-life datasets.
Handling samples of overlapping regions is as important as identifying such regions. Xiong et al. [16] proposed that the overlapping regions can be handled with three different schemes: discarding, merging and separating. The discarding scheme ignores the overlapping region and learns on rest of the data that belongs to the non-overlapping region. For example, SMOTE + Tomek Links [23] is one such method. The merging scheme considers the overlapping region as a new class and uses a 2-tier classification model. The upper tier classifier focuses on the entire dataset with an additional class representing the overlapping region. If a test sample is classified as belonging to the overlapping region, the lower tier classifier which works only on the overlapping region is used. For instance, Trappenberg et al. [24] proposed a scheme that refers to the overlapping region class as IDK (I don't know) and predicts the class label of test data only when it is first classified as IDK. The authors argue that by losing prediction accuracy on IDK, a drastic increase in confidence can be gained on the classification of the remaining data. In the separating scheme, the data from overlapping and nonoverlapping regions are treated separately to build the learning models. Tang et al. [21] proposes a multi-model classifier named Dual Rough Support Vector Machine (DR-SVM) which combines SVM and kNN under rough set technique. kNN is used to extract boundary patterns or overlapping regions. Two different SVMs are then trained for the overlapping and nonoverlapping regions.
There is systematic investigative work on handling class overlap in the presence of imbalanced classes. Prati et al. [25] , [26] illustrated the cause of imbalanced class distribution posing a problem in the presence of high degree of class overlap. They showed that overlap aggravates the problem of imbalance and is sufficient to degrade the performance of the classifier on its own. Garcia et al. [27] analyzed the effects of the combined problems on instance-based classification scenario. On the other hand, a category of data cleansing methods tackle the problem by cleaning up unwanted overlapping between classes by removing pairs of minimally distanced nearest neighbors of opposite classes, popularly known as Tomek links [28] . SMOTE+ENN and SMOTE+Tomek [29] utilize the capability of Tomek links to clean the data. However, the cleansing techniques are not desirable for datasets that have inherent class overlap or absolutely rare minority class samples that can cause loss of highly informative data.
In this paper, we take a preprocessing approach similar to the discarding scheme to deal with the overlapping classes. Instead of designating the boundary samples as noise, our approach considers them as crucial for decision making in the overlapping region. The minority class points in the overlapping region are retained and the majority class points are discarded to make a clear distinction.
IV. SMART HOME INFRASTRUCTURE
Our smart home infrastructure is used to replicate near ideal day to day lives of individuals in their homes. The testbed is a two-story apartment equipped with sensors that monitor motion, door open/shut status, and usage of water, burner, and specific items throughout the apartment. Figure 4 gives a highlevel understanding of our current infrastructure.
We performed a study in our smart home with 128 volunteer participants, aged 50+, who are healthy older adults or individuals with mild cognitive impairment. Clinically-trained psychologists watch over a web camera as the participants perform 8 different activities. On observing a participant facing difficulty initiating or completing an activity, the psychology experimenters remotely issue an audio/video prompt containing activity specific instructions via a tablet location nearest to the participant or a smart phone. The prompt timings are logged into the database along with the sensor events, denoted by date, time, sensor identifier, and sensor status, that are collected continuously. A human annotator annotates the sensor events with corresponding activity and a sub-step that act as the ground truth. Table I shows a snippet of annotated sensor events. On the basis of ground truth information, the feature vector for every activity sub-step present in the Fig. 4 . Smart Home System Architecture database is generated that consists of temporal, spatial and contextual features. We can view automated prompting as a supervised learning problem in which each activity step is mapped to a "prompt" or "no-prompt" class label. Thus, automated prompting emulates natural interventions provided by a caregiver. A very crucial step in making sense of raw sensor data is in understanding its hidden patterns. In order to do so, appropriate attributes (or features) of the raw data should be exposed to the machine learning algorithms to make accurate and desired classification. We use annotated sensor data to generate relevant and distinguishable temporal and spatial features of the activity steps. Thus, each step of an activity is treated as a separate training sample and pertinent features are defined to describe the step. The annotations are also used to describe if an activity step received a prompt by tagging the data sample corresponding to the step with a "prompt" or "no-prompt" class label. The features used in the current study are summarized in Table II . Machine learning classifiers are applied on the refined dataset to predict if a sample, which is an abstraction of an activity step, belongs to the "prompt" or "no-prompt" class.
The sensor data 1 collected from 128 participants of our study is used to train classification models. Out of 53 predefined activity steps, 38 are recognizable from the raw data by the human annotators. The rest of the activity steps are unrecognizable due to their close association with specific object interactions that could not be tracked by the current sensor infrastructure. In our study, participants were issued 1 
VI. CLUSBUS: CLUSTERING-BASED UNDER-SAMPLING
Class imbalance and overlap are strongly coupled with each other when it comes to learning from class imbalanced data. Denil et al. proved [30] this by performing hypothesis tests. They also showed that if overlap and imbalance levels are too high, good performance cannot be achieved regardless of the amount of available training data. We hypothesize that by addressing the overlap problem, we would be able to get rid of the detrimental effects of class imbalance to some extent. Therefore, we employ a Clustering-Based Under-Sampling (ClusBUS) technique to get rid of the overlapping classes.
The idea of devising this technique is derived from the use of Tomek links [28] combined with other sampling methods such as Condensed Nearest Neighbor [31] and SMOTE [29] . Given two data samples E i and E j belonging to different classes, and d(E i , E j ) being the distance between E i and E j , a (E i , E j ) pair is called a Tomek link if there is no sample
Quite naturally, if two samples form a Tomek link, then either one of these samples is noise or both samples are on or near the class boundary. Tomek links are used both as a data cleansing method by removing samples of both classes, and as an under-sampling method by eliminating only majority class samples from the links. For instance, One-sided selection (OSS) [32] is an undersampling method that applies Tomek links followed by the application of Condensed Nearest Neighbor (CNN). In this method, Tomek links are used to remove noisy and borderline majority class samples. As a small amount of noise can make the borderline samples fall on the wrong side of the decision boundary, borderline samples are considered unsafe. CNN is used to remove samples from the majority class that are far away from the decision boundary. The rest of the majority and minority class samples are used for the purpose of learning. As opposed to using Tomek links in OSS to find minimallydistant nearest neighbor pairs of opposite class samples and Algorithm 1: ClusBUS 1: Let S be the original training set. 2: Form clusters on S denoted by Ci such that 1 < i < |C|. 3: Find the degree of minority class dominance for all Ci by: ri = # minority class samples in Ci |Ci| 4: For clusters that satisfy 0 < ri < 1 and r ≥ τ (where, τ = f (r)
is an empirically determined threshold for r and is uniform over all the clusters), remove all the majority class samples and retain the minority class samples. First, the entire training data is clustered ignoring the class attribute using Euclidean distance as the distance measure. The degree of minority class dominance of each cluster, denoted by r, is calculated as the ratio of number of minority class samples to the size of the cluster. Therefore, r = 0 indicates that all the samples of the cluster belong to the majority class, and r = 1 indicate that all the samples belong to the minority class. For clusters with 0 ≤ r ≤ 1, the majority class samples are removed if r is equal to or greater that an empirically determined threshold τ . Clearly, if the τ is low, more majority class examples would be removed as compared to when τ is high. This method creates a "vacuum" around the minority class samples in each cluster and thus helps the machine learning classifiers learn the decision boundary more efficiently. The ClusBUS algorithm is summarized in Figure  5 .
Theoretically, there is no restriction on the choice of clustering algorithm that should be used to identify clusters containing samples from both classes. However, we avoid any form of partitioning-based clustering method in our experiments for a couple of reasons. Firstly, partitioning-based clustering requires user intervention to specify the number of clusters that need to be formed from the data. Secondly, these methods form spherical clusters only, which might not be the ideal cluster shape in many datasets. Therefore, in this study, we use a density-based clustering algorithm, namely, Density-Based Spatial Clustering of Applications with Noise or DBSCAN [33] , [34] . DBSCAN forms arbitrary shapes of clusters in the data that are not necessarily spherical (Gaussian). Moreover, as we do not make any assumption on the distribution of the data, the notion of density on which DBSCAN is based is more meaningful than specifying the number of clusters and forcing the data to be partitioned accordingly. In the following, we provide a brief background description of DBSCAN. DBSCAN is a density based clustering technique that treats clusters as dense regions of objects in the data space that are separated by regions of low density, mostly representing noise. An object that is not contained in any cluster is considered as noise. In other words, DBSCAN defines a cluster as a maximal set of density-connected points. The neighborhood of an object or data point is defined by a parameter . If the -neighborhood of a data point contains at least a minimum Algorithm 2: DBSCAN 1: Search for clusters by checking ε-neighborhood of each point. 2: If ε-neighborhood of a point p contains more than MinPts, a new cluster with p as core point is created. 3: Iterate collection of directly density-reachable points from the core points. 4: Terminate when no new point can be added to any cluster. Fig. 6 . DBSCAN Algorithm number of other points denoted by MinPts, then the point is called a core point, and the -neighboring points are directly density-reachable from the core point. A point p is densityreachable from point q with respect to and MinPts, if there is a chain of objects p 1 , . . . , p n , where p 1 = q and p n = p such that p i +1 is directly density-reachable from p i with respect to and MinPts. In a similar way, a point p is density-connected to q if there is a point o in the same data space such that both p and q are density-reachable from o with respect to and MinPts. The algorithm is summarized in Figure 6 .
The degree of minority class dominance is a very crucial factor for the selection of candidate clusters to perform undersampling. An appropriate choice of threshold τ could directly affect the performance of the classifiers. We take an empirical approach (described in the following section) to determine τ by choosing a value between min and median of r.
VII. EXPERIMENTS AND RESULTS
We use four commonly known machine learning classifiers to perform our experiments and thus validate the effectiveness of our proposed data preprocessing approach: C4.5 decision tree (C4.5), k-nearest neighbor (kNN), naive Bayes classifier (NBC) and a Sequential Minimal Optimization version of support vector machines (SVM). We perform a 5-fold cross validation on the data where the training and test data in each fold retains the ratio of class imbalance and overlap, and the training data is preprocessed using ClusBUS.
Unlike most classification scenarios, classification performance for imbalanced and overlapping datasets cannot be evaluated using conventional performance measures such as accuracy and error rate. For instance, a random algorithm that classifies all the samples in the prompting data as noprompt class would yield 96% accuracy (∼3.94% of the data belongs to the prompt class), although all predictions for prompt samples are incorrect. Therefore, it is critical to evaluate the classifiers with performance metrics that capture classification performance for both classes. We report the True Positive (TP) rate (prompt class being the positive class) that represents the ratio of activity steps that are correctly classified as requiring a prompt, and the False Positive (FP) rate that represents the ratio of no-prompt steps that are classified as prompt steps. The TP rate is thus capable of measuring the performance of the classifiers separately for the prompt class. An ROC curve plots a classifier's FP rate on the x-axis and the TP rate on the y-axis. Thus it illustrates the classifier's performance without taking into account class distribution or error cost. We report area under the ROC curve (AUC) to evaluate the performance over the costs and distributions. We also report the geometric mean of true positive and true negative rates (G-mean = √ T P Rate × T NRate) to measure the effectiveness of a classifier on both of the classes together.
In the current application, false positives are more acceptable than false negatives. While a prompt that is delivered when it is not needed is a nuisance, that type of mistake is less costly than not delivering a prompt when one is needed, particularly for individuals with dementia. However, considering that the purpose of this research is to assist people by delivering fewer number of prompts, there should be a trade-off between the correctness of predicting a prompt step and the total accuracy of the entire system.
Due to the unavailability of any implementation of approaches that provide a unified solution to address class imbalance and overlap, we compare the performance of ClusBUS with a well-known oversampling technique, known as known as SMOTE [19] . SMOTE oversamples the minority class by creating "synthetic" samples based on spatial location of the samples in the Euclidean space. Oversampling is performed by considering each minority class sample and introducing synthetic examples along the line segments joining any or all of the k-minority class nearest neighbors. The k-nearest neighbors are randomly chosen depending upon the amount of oversampling that is required. Synthetic samples are generated in the following way: First, the difference between the minority class sample under consideration and its nearest neighbor is computed. This difference is multiplied by a random number between 0 and 1, and it is added to the sample under consideration. This results in the selection of a random point in the Euclidean space, along the line segment joining two specific data samples. Consequently, by adding diversity to the minority class, this approach forces the decision boundary between the two regions to be crispier. However, SMOTE does not guarantee that the generated samples would belong to the minority class, especially when the samples from the majority and minority classes overlap. We use SMOTE to produce a 50:50 distribution of minority and majority class samples, which is considered near optimum [35] .
As mentioned in the previous section, candidate clusters for undersampling are chosen on the basis of an empirically determined threshold τ on the degree of minority class dominance r. In order to determine τ , we assume real values of r as q-quantile ordered data. Quantiles are points taken at regular intervals from the cumulative distribution function of a random variable which in our case is r. Dividing ordered data into q essentially equal-sized data subsets is the motivation for q-quantiles. We vary τ from the boundary values of first quantiles for q-quantile values of r where 2 < q < 10. Based on these threshold values, we preprocess the prompting data using ClusBUS and feed it to a C4.5 decision tree classifier. The plots for TP rate, FP rate and AUC obtained by applying C4.5 on prompting data using different values of τ are shown in Figure 7 . A uniform trend in the performance measures indicate that there is no further improvement of a classifier after 1st quantile boundary value of a 4-quantile model of ordered r values. Therefore, further experiments with other classifiers are performed with τ = 0.25.
We compare the performance of the four classifiers on the prompting data using the following preprocessing techniques: (a) no preprocessing (represented as Original in the plots), (b) SMOTE, and (c) ClusBUS. The performance results are plotted in Figure 8 . It is quite clear from the figure that all four classifiers perform better when preprocessed using ClusBUS than with no preprocessing or when preprocessed by SMOTE. TP rate and G-means show statistically significant improvement over Original and SMOTE (p < 0.05). An interesting thing to note is that the improvement varies across different classifiers which can be attributed to the underlying principle of the classifiers and how SMOTE and ClusBUS effect those principles. For example, the performance of SMOTE is worse when used with C4.5 and kNN than when used with SVM. This is because SVM uses a kernel function that helps in separating overlapping classes to some extent. The consistent improvement of ClusBUS across all four classifiers is a strong evidence that it can be used as a reliable preprocessing techniques irrespective of the classifier.
ClusBUS results in better AUC over Original for all classifiers except NBC. However, there is no notable improvement in AUC when compared with SMOTE. This is because ClusBUS induces minor increase in FP rate. ROC curves are plotted as FP rate versus TP rate. Therefore, a minor increase in FP rate can cause the curve to deviate away from the top-left corner which is the ideal target for any classifier. Although this can be considered as the only limitation of ClusBUS from a theoretical perspective, it is found in the literature that most sampling techniques often cause increase in FP rate. However, the minor increase in FP rate does not demean the advantages and improvement of ClusBUS on other methods. This is because ClusBUS does not entail any costly data synthesis technique like SMOTE, but performs undersampling of majority class training samples that belong to the overlapping region. Moreover, from our application perspective achieving a low FP rate does not justify classifying prompt situations as no-prompt.
VIII. CONCLUSION
This paper proposes ClusBUS, a preprocessing technique to deal with class overlap problem in the presence of imbalanced classes in data. The proposed method helps us in better identification of potential prompt situations in daily human activities performed in smart homes. The effectiveness of ClusBUS is established by an improved performance over a widely known technique to handle class imbalance, SMOTE. We plan to further test our approach on datasets from other problem domains such as network intrusion detection, credit card fraud detection, etc. We will also compare our approach with other unified solutions that address class imbalance and overlap such as SMOTE+ENN and SMOTE+Tomek. 
