Principles of Bacterial Taxonomy
The last decade has seen increasing emphasis on measurement and quantitation in all fields of classification, including diagnosis. These developments are well illustrated by the use of numerical taxonomy in bacteriology, and though they cannot be transferred without modification to every sort of medical use, they have implications for the development of similar studies in clinical medicine and other fields. For example, most techniques of automated cytology rely heavily on concepts derived from numerical taxonomy (e.g. Wied et al. 1970) , and attempts are now being made to apply it to clinical classification and diagnosis (e.g. Baron & Fraser 1968 , Capon & Jellett 1968 . Other uses include those in genetics, where these methods can be used to search for antisera specific for the products of given allelic genes, or to elucidate linkage maps (Selwood 1969 , Gillie & Peto 1969 .
The basic steps in numerical taxonomy follow those used in any method of classification (Sokal & Sneath 1963 , Sneath 1972 . The bacteriologist starts with a set of strains of bacteria and performs a large number of tests upon them. The resulting table of reactions is the primary data that are fed into the computer in a suitably coded form. Most methods give equal weight to each character, and this leads in the simplest case to counting the agreements between each pair of strains over the set of characters. The percentage of agreements is taken as the estimate of the similarity between that pair of strains. The similarities are then tabulated in a chequerboard table of strains versus strains.
Such tables are not easy to interpret directly if the number of strains is large, any more than the voluminous primary data. It is usual, therefore, to employ techniques like cluster analysis and factor analysis to summarize the main features of the bacterial variation by looking for taxonomic groups that correspond more or less closely to known species (or to new and undescribed species, an event which is quite common). It is also usual to look for larger groupings of species that can be treated as genera and the like. Numerical methods have given taxonomies that are generally closely concordant with evidence from other sources such as DNA pairing.
Quite a distinct step is the setting up of schemes for identifying unknown strains with previously established species. This clearly cannot be done before the species are defined. Similarly, before the species are known it is not possible to pick out those characters which are best for identifying strains (the diagnostic characters); but after the taxonomic groups have been established it is easy to choose a small number of suitable characters which can be given increased weight for diagnosis. Weighting of characters thus emerges at the end of the classificatory process, although it is not deliberately introduced at the start. A new development of considerable practical potential is the advent of computer-aided identification of bacteria; a good account of the most advanced system yet developed is provided by Lapage et al. (1970) .
The high cost in time and money of microbiological tests is leading to increased automation in the bacteriological laboratory, as in other medical laboratories. This also reinforces the trend toward quantitation. In addition, more attention is now being paid to test reproducibility (a question on which there has been widespread complacency) and the effect of experimental errors on classification or diagnosis. Animal taxonomy is a way of attempting to describe, in finite terms, the infinite assemblage of animals. This assemblage, even if limited to a particular group like the mammals, consists of an astronomical number of individuals, ephemeral and of incredible diversity, no two being identical. Clearly, therefore, the problems of taxonomy are statistical. The taxonomist studies samples, usually preserved in museums, but however much field work he includes he cannot hope to enlarge his samples beyond a very minute proportion of the number of animals in the populations that his samples represent, to say nothing of future generations. The taxonomist therefore operates in two stages: (1) he examines the variability in collected samples; (2) he predicts to what extent the variability present in his samples reflects a similar pattern of variability present in nature. Both these stages involve statistical approaches.
The basic problem of the taxonomist is to distinguish between different kinds of variation, and in particular, given a collection of animals, to recognize as such any variation due to sex, age, season, &c., so that he may detect any discontinuities of variation indicating the presence of discrete groups that are prevented from sharing their characteristics by their inability to interbreed, i.e. to recognize the basic groups that we call species. Having recognized the species, the next task is to economize in their description (recognizing that any animal has an almost infinite number of characteristics) by erecting a hierarchy of groups with characters in common. A further task is to describe variation within the species, which in the absence of reproductive barriers tends to be continuous rather than discontinuous.
In animals that are fairly closely related, e.g. at the species or subspecies level, there are unlikely to be many purely qualitative differences. A lion and a tiger, for example, differ in one conspicuous qualitative character, the pattern of the coat, but most of the other differences are subtle ones of shape, size and proportion, which can be objectively studied only by measurement. Since no two individuals are identical, such characters must be expressed in terms of means and measures of variance. A large number of measurements can be used, for example to represent the shape of the various parts of the skull, but this immediately leads to problems of correlation of characters. Several statistical techniques of multivariate analysis have been developed to tackle this problem.
In the higher classification of mammals there is less need to take subtle measurements in order to distinguish groups. The differences are superabundant. At the time of Linnaeus the number of teeth was established as one of the fundamental characters in mammalian taxonomy. In the dog family it is almost 100 years since any comprehensive classification was carried out. The Indian wild dog, Cuon alpinus, was placed in a separate genus from the wolf, Canis lupus, partly because it has only two rather than three lower molars. There may well be other reasons for considering it very different from the genus Canis, but the unsatisfactory situation remains that the stability of the classification depends upon how important one rates third lower molars. There are many cases where classifications have been successively changed by detailed studies of particular organs, such as the auditory bullk or the os penis, that have been believed particularly important. The only hope of stability is to consider all characters simultaneously, and the numerical approach is required to handle and synthesize the large amount of information that accrues if one examines a large number of characters in a large number of species.
This kind of numerical classification, following the principles outlined by Professor Sneath (see above, p 851), has not been extensively used in mammals, but it could play a valuable role in stabilizing classifications. The most promising use of these techniques is not in the study of 'new' characters but in making better use of all the relevant data that have accumulated throughout 200 years of the study of mammals. By starting with those characters that show most clear-cut variation within a group and successively adding less and less prominent ones, stable and meaningful classifications can probably be produced
