Abstract. We show that one can lift locally real analytic curves from the orbit space of a compact Lie group representation, and that one can lift smooth curves even globally, but under an assumption. 
Introduction
In [1] we investigated the following problem: Let P (t) = x n − σ 1 (t)x n−1 + · · · + (−1) n σ n (t) be a polynomial with all roots real, smoothly parameterized by t near 0 in R. Can we find n smooth functions x 1 (t), . . . , x n (t) of the parameter t defined near 0, which are the roots of P (t) for each t? We showed that this is possible under quite general conditions: real analyticity or no two roots should meet of infinite order. This problem can be reformulated in the following way: Let the symmetric group S n act R n by permuting the coordinates (the roots), and consider the polynomial mapping σ = (σ 1 , . . . , σ n ) : R n → R n whose components are the elementary symmetric polynomials (the coefficients). Given a smooth curve c : R → σ(R n ) ⊂ R n , is it possible to find a smooth liftc : R → R n with σ •c = c? In this paper we tackle the following generalization of this problem. Consider an orthogonal representation of a compact Lie group G on real vector space V and σ = (σ 1 , . . . , σ n ) : V → R n , where σ 1 , . . . , σ n is a system of generators for the algebra R[V ]
G of invariant polynomials on V . Given an smooth curve c : R → R m with values in σ(V ), does there exist a smooth liftc : R → V with c = σ•c? We show that this is true locally under similar conditions as for the case of the symmetric group and the elementary symmetric functions (i.e. the case of polynomials). Global results we get for smooth curves and for real analytic curves only in the case of polar representations (in particular for finite groups). In order to glue the local lifts of a real analytic curve we have to control their non-uniqueness. We try do to this by looking for orthogonal lifts (which are orthogonal to each orbit thy meet).
Here many interesting unsolved problems arise, we suceed only in the case of polar representations. Similar lifting problems have been treated for smooth homotopies in [9] , and for diffeomorphisms (for Coxeter groups only) by [3] . Lemma. Let (y 1 , . . . , y n ) ∈ σ(V ) ⊆ R n . Then, for each t ∈ R, (t d 1 y 1 , . . . , t d n y n ) ∈ σ(V ).
Invariants and their values
Proof. If (y 1 , . . . , y n ) = σ(v) for v ∈ V , then (t d 1 y 1 , . . . , t d n y n ) = σ(tv).
Let t → c(t) ∈ σ(V ) be a smooth curve in R n , defined for t near 0 in R. The curve c is called (smoothly) liftable if there exists a smooth curve t → c(t) ∈ R n such that c = σ • c. The curve c is called a smooth lift of c.
Similarly we consider real analytic lifts of real analytic curves.
Orthogonal lifts.
A smooth lift c is called an orthogonal lift if it is orthogonal to each orbit where it meets, i.e. for each t we have c ′ (t)⊥G.c(t). We suspect that an orthogonal lift of a curve which is nowhere infinitely flat exists and is unique up to the action of a constant in G. See 4.2 below where we prove this for polar representations.
Note that orthogonal lifts may be not unique up to a constant in G if we drop the assumption that c is not infinitely flat. Namely, consider the action of S 1 by scalar multiplication on C ∼ = R 2 . Then σ(z) = |z| 2 . Any curve c : R → R which is non-negative and flat at a discrete set of 0's can be lifted to R 2 along straight lines to 0 ∈ R 2 ; at 0 we can change the angle arbitrily.
Note that smooth lifts may exist but not orthogonal lifts, as example [1] , 7.4 shows: there the compact group O(2) acts by conjugation on the space V of symmetric 2 × 2-matrices, a polar representation. An orthogonal lift would lie in a section, without loss in the standard section of diagonal matrices, and this would mean a smooth choice of eigenvalues.
Removing fixed points. Consider the subspace
Since σ 0 is an isomorphism of vector spaces and σ = σ 0 ×σ 1 , the study of σ reduces to one of σ 1 : a curve c = (c 0 , c 1 ) is (orthogonally) liftable over σ = σ 0 × σ 1 if and only if c 1 is (orthogonally) liftable over σ 1 . So without loss we suppose from now on that V G = {0}. Then there exist no Ginvariant linear forms on V and v → v|v is a G-invariant homogeneous polynomial on V of degree 2; so we may also assume that σ 1 (v) = v|v and d 1 = 2.
If y 1 , . . . , y n are the coordinates on R n , we have then:
(1) For x ∈ σ(V ), y 1 (x) = 0 implies x = 0.
Description of σ(V ).
We recall some results of Procesi and Schwarz [4] . Let I := {P ∈ R[R n ] : P • σ = 0} be the ideal of relations of the generators σ 1 , . . . , σ n in R[y 1 , . . . , y n ], and let Z ⊂ R n be the corresponding real algebraic set Z := {y ∈ R n : P (y) = 0 for all P ∈ I}. Then σ
G is an isomorphism. Since σ is a polynomial map, its image σ(V ) ⊂ Z is a semialgebraic set. Since G is compact, σ is proper and separates orbits of G, thus it induces a homeomorphism between V /G and σ(V ). Let | denote also the G-invariant dual inner product on V * . The differentials dσ i : V → V * are G-equivariant, and the polynomials v → dσ i (v)|dσ j (v) are in R(V ) G and are entries of an n × n symmetric matrix valued polynomial
There is a unique matrix valued polynomialB on Z such that B =B • σ. For a real symmetric matrix A let A ≥ 0 indicate that A is positive semidefinite.
Denote by x i (i = 1, . . . , n) some orthonormal coordinates on V . Then (v) = 0 means that the rank of dσ(v) is larger or equal to s. The rank of dσ(v) takes its maximum at regular v, and it is the codimension of any regular orbit in V .
A simple calculation shows that ∆
Then we have by Sylvester's theorem
For further use let us also note here how removing of fixpoints as in 2.3 affects thẽ ∆ Proof. Let a i and b i for i = 1, . . . , s be the line with number i of A and B, respectively, so a i ∈ (R n ) * and b ⊤ i ∈ R n . Then we have in terms of the standard basis e i of R n and their dual basis e i of (R n ) * :
⊥ be the normal space to the orbit at v, and let N If c is real analytic then any orthogonal lift is also real analytic.
Proof. Let v ∈ V be a regular point with σ(v) = c(0). Let S be a normal slice at v, which can be chosen so small that the isotropy group G v acts trivial on S.
⊥ → R n is injective, by the following argument: Choose coordinates z i on S centered at v, let h be a small bump function on S which equals 1 near v. Since G/G v ×S ∼ = G.S equivariantly, hz i extends to a smooth G-invariant function on V , and by Schwarz' theorem [8] there exists a smooth func-
Now (making S smaller if necessary) σ|S : S → R n is an embedding of a submanifold whose image is open in σ(V ), and by the implicit function theorem there are coordinates on R n centered at c(0) = σ(v) such that σ|S : (z 1 , . . . , z m ) → (z 1 , . . . , z m , 0, . . . , 0). Then clearly c is uniquely smoothly liftable near t = 0 tõ c : R → S. Via the embedding S ⊂ V we get a smooth lift, which however is not orthogonal in general (only for polar representations).
− − → S is a fiber bundle, and orthogonal projection onto the vertical bundle w T (G.w) defines a (real analytic) (generalized or Ehresmann) connection on this fiber bundle, see [5] , section 9. The horizontal lift of the curvẽ c through any point in G.v is then an orthogonal lift of c, and it is uniquely given by its initial valuec(0) ∈ G.v.
3.2.
For a smooth function f defined near 0 in R let the multiplicity or order of flatness m(f ) at 0 be the supremum of all integer p such that f (t) = t p g(t) near 0 for a smooth function g.
where now g(0) = 0. Let c be a smooth curve in V such that m(c) ≥ r > 0. Then m(σ i • c) ≥ rd i .
Multiplicity Lemma.
Let c = (c 1 , . . . , c n ) be a smooth curve in σ(V ) ⊆ R n . Then, for integers r, the following conditions are equivalent:
. . , t rd n b n (t)) = c(t), and we get 
Suppose now indirectly that for some k > 1 we have
We consider the following continuous curve in R n for t ≥ 0:
By lemma 2.1 the curve c (m) (t) ∈ σ(V ) for t > 0, and since σ(V ) is closed in R n by 2.4, also c (m) (0) ∈ σ(V ). Since m < r the first coordinate of c (m) (t) vanishes at t = 0, thus by 2.3. (1) c (m) (0) = 0. In particular for those k with m k = md k we have c k,m k (0) = 0 and, therefore, m(c k ) > m k , a contradiction.
3.4.
Let r ∈ N and let c be a smooth curve in R n with values in σ(V ) such that c k (t) = t m k c k,m k (t) for smooth c k,m k , and suppose that m k ≥ rd k . Consider the smooth curve
By Lemma 2.1 c (r) (t) lies into σ(V ). If c (r) is liftable at 0 and c (r) is its smooth (real analytic) lift, t →c(t) := t r c (r) (t) is a smooth (real analytic) lift of c. If c (r) is an orthogonal lift, then alsoc, and conversely, since
. Moreover the orthogonal liftc is uniquely determined as orthogonal lift of c up to the action of a constant element in G if and only if c (r) has this property as orthogonal lift of c (r) .
Thus the problem of the existence of an orthogonal smooth lift of c near 0 and its uniqueness reduces to the one for c (r) . 
Reduction Lemma. In this situation let c(t) = (c 1 (t), . . . , c n (t)) be a smooth curve in σ(V ) such that c(0) = σ(v). Then there exists a smooth curve 
G such thatf |S agrees with f near v, by the following argument: (g, y) → f (y) is a smooth function G×S → R which is G v -invariant and thus factors to a G-invariant function G × G v S ∼ = G.S → R. We may multiply it by a G-invariant smooth function on V with support in G.S which equals 1 near the orbit G.v to obtainf .
In particular we obtainτ i ∈ C ∞ (V )
Suppose c = (c 1 , . . . , c n ) is a smooth curve on σ(V ) such that c(0) = σ(v). Since the image of a slice under σ is an open neighborhood of σ(v) in σ(V ) we may suppose that c(t) is contained in σ(W ), where W is a sufficiently small
In the real analytic case we have to replace the smooth mapping h ∈ C ∞ (R n , R m ) from above by a real analytic one. By omitting some of the τ j if necessary let us first suppose without loss that the following two equivalent conditions hold:
(a) τ 1 , . . . , τ m is a minimal system of homogeneous generators of R[N v ] G v , i.e. there does not exist a polynomial relation of the form
2 , where
+ the space of all invariant polynomials on on N v which vanish at 0 N v = v. Clearly a polynomial relation as in (a) induces a nontrivial linear relation. If conversely (b) is wrong then we have a i τ i = |α|≥2 c α ta α , where the α are multiindices. Let j be such that a j = 0 and that τ j has minimal degree among them. Then we get ta j = i>j b i τ i + |α|≥2 c ′ α ta α . If on the right hand side we omit all terms of degree different to deg τ j all terms involving τ j vanish and we have a relation as forbidden in (a). So (a) and (b) are equivalent statements.
Note that we have
wherel is polynomial andh is smooth. Let us now pass to the infinite Taylor developments at 0, identify the polynomials with their Taylor series, and get
•l • τ, since we may truncate the series of h at some order higher than all the degrees of the τ i 's. Since τ 1 , . . . , τ m induces a real basis of R[
2 the last equation implies that for the derivative we have Then there exists a real analytic liftc in V of c, locally near each t ∈ R.
Proof. We may assume that V G = 0, and that all assumptions from 2.3 hold. We first show that there exist orthogonal lifts of c locally near each point t 0 ∈ R, without loss t 0 = 0, through any v ∈ σ −1 (c(0)). We do this by the following algorithm in 3 steps, which always stops, since it either gives an orthogonal local lift, or it reduces the lifting problem to a situation where the the group is replaced by an isotropy group of of nonzero vector, which either has smaller dimension, or at least less connected components (if it is already finite, e.g.).
Step 1. If c(0) = 0 corresponds to a regular orbit, unique orthogonal real analytic lifts exist through all v ∈ σ −1 (c(0)), by 3.1. ⊥ , or assume that again 0 is the only fixpoint.
Step 3 In the former case by the multiplicity lemma 3.3 we have m(c i ) ≥ rd i for some r ≥ 1; so we can write c i (t) = t rd i c i,rd i (t) and we can consider the curve c (r) = (c 1,2r , . . . c n,rd n ). By lemma 2.1 this curve c (r) takes values in σ(V ), and ifc (r) is a lift of c (r) , then t → (t Proof. We may assume that V G = 0, and that all assumptions from 2.3 hold. We first show that we can lift c locally near t 0 ∈ R, without loss t 0 = 0, through any v ∈ σ −1 (c(0)). We do this by the following algorithm in 3 steps, which always stops in step 1, since step 2, followed by step 3, reduce the lifting problem to a situation where the the group is replaced by a smaller isotropy group of a nonzero vector and smaller s. 
so that by matrix theory (use lemma 2.5 twice) 
We now reproduced the starting situation for the curve c • c) = ∞, a contradiction. In the former case by the multiplicity lemma 3.3 we have m(c i ) ≥ rd i for some r ≥ 1; so we can write c i (t) = t rd i c i,rd i (t) and we can consider the curve c (r) = (c 1,2r , . . . c n,rd n ). By lemma 2.1 this curve c (r) takes values in σ(V ), and ifc (r) is a lift of c (r) , then t → (t 
is not infinitely flat. So we can continue in step 1 or step 2. This finishes the proof of the existence of local lifts. Then for each t 0 ∈ I there exists a smooth curve g in G defined near t 0 such thatc 1 (t) = g(t).c 2 (t) for all t near t 0 . The real analytic version of this result is also true.
Proof. We prove this by induction on the size (dimension, and number of connected components in the case of the same dimension) of G.
Without loss let t 0 = 0. We also choose g 0 ∈ G withc 1 (0) = g 0 .c 2 (0), or assume without loss thatc 1 (0) =c 2 (0).
Let us first remove the fixpoints V G and let us assume that the assumptions from 2.3 hold. Note that then c(0) = 0 if and only ifc i (0) = 0.
Step 1. If c(0) = 0 thenc i (t) = t rc i,r (t) withc i,r (0) = 0, and σ •c i,r = c (r) in the setting of step 3 of 3.7. If we can find g(t) ∈ G with g(t).c 1,r (t) =c 2,r (t) then we also have g(t).c 1 (t) = t r .g(t).c 1,r (t) = t r .c 2,r (t) =c 2 (t). Thus we may assume that c(0) = 0.
Step 2. If c(0) = 0, then for a normal slice S v at v =c 1 (0) we know that r : G.
v is the projection of a fiber bundle associated to the principal bundle G → G/G v . Then r •c 1 and r •c 2 are two smooth curves in G/G v defined near t = 0, which admit smooth lifts g 1 and g 2 into G (via the horizontal lift of a principal connection, say). Then t → g j (t) −1 .c j (t) are two smooth curves in S v , lifts of c. We may now remove the fixpoints N G v v containing v, then we have to apply step 1, and have reduced the situation to the smaller group G v . Note that if v is a regular point then G v acts trivially on N v and the two lifts are automatically the same.
In the real analytic situation the proof is the same: one has to use a real analytic principal connection in step 2. Proof. By 3.7 there exist local smooth lifts near any t ∈ R. Now let I be a maximal open interval such that a smooth liftc 1 : I → V of c exists. We claim that I = R. If not, it is bounded from above (say), let t 0 be its upper boundary point. By the first part of the proof there exists a local smooth liftc 2 of c near t 0 , and a t 1 < t 0 such that bothc 1 andc 2 are defined near t 1 . By lemma 3.8 there exists a smooth curve g in G, locally defined near t 1 , such thatc 1 (t) = g(t).c 2 (t). We consider the right logarithmic derivative X(t) = g ′ (t).g(t) −1 ∈ g and choose a smooth function χ(t) which is 1 for t ≤ t 1 and becomes 0 before g ceases to exist. Then Y (t) = χ(t)X(t) is smooth and defined near [t 1 , ∞). The differential equation h ′ (t) = Y (t).h(t) with initial condition h(t 1 ) = g(t 1 ) then has a solution h in G defined near [t 1 , ∞) which coincides with g below t 1 . Then
is a smooth lift of c on a larger interval.
Theorem. Polar representations.
Let ρ : G → O(V ) be a polar orthogonal representation of a compact Lie group G, see [2] , and let σ : V → R n be the mapping whose components are generators of the algebra of invariant polynomials. Let c : R → R n be a curve with c(R) ⊂ σ(V ) which is either real analytic, or smooth but for some r satisfies the two conditions 4.1. (1) and (2) .
Then there exists a global orthogonal real analytic or smooth liftc : R → V with σ •c = c. If moreover G is connected then an orthogonal lift is unique up to the action of a constant in G.
A representation is polar if there exists a linear subspace Σ ⊂ V , called a section or a Cartan subspace, which meets each orbit orthogonally. See [2] and [6] . Then through each point of V there is a section, which is the normal to the tangent of any regular orbit it meets. The trace of the G-action is the action of the generalized Weyl group W (Σ) = N G (Σ)/Z G (Σ) on Σ, which is a finite group, and is a reflection group for connected G. We shall also need the following generalization of the Chevalley restriction theorem, which is due to Chuu Lian Terng, see [6] If c is real analytic there are local lifts over σ|Σ into Σ by theorem 3.6. We claim that these local lifts are unique up to the action of a constant element in W . Namely, letc 1 andc 2 be real analytic lifts defined on an interval I. Choose a convergent sequence t i ∈ I and elements α i ∈ W with α i .c 1 (t i ) =c 2 (t i ). Since W is finite, by passing to a subsequence we may assume that all α i = α ∈ W . But then the real analytic curvesc 2 and α.c 1 coincide on a converging sequence, so they coincide on the whole interval.
Thus we may glue the local lifts to a global real analytic liftc in Σ, which as curve in V is then orthogonal.
It remains to show that for two orthogonal liftsc 1 ,c 2 : R → V of c there is a constant element g ∈ G with g.c 1 (t) =c 2 (t) for all t, or that they are equal if c 1 (0) =c 2 (0). We may also assume thatc 1 lies in a section Σ, by the first assertion.
From lemma 3.8 we get thatc 1 (t) = g(t).c 2 (t) for some smooth or real analytic curve g : I → G, locally near each t 0 , with g(t 0 ) = e. We consider the right logarithmic derivative X(t) := g ′ (t).g(t) −1 ∈ g. Differentiatingc 1 (t) = g(t).c 2 (t) we getc
.c 2 (t) = X(t).c 1 (t), where the left hand side is orthogonal to the orbit throughc 1 (t), and the right hand side is tangential to it, so both sides are zero and X(t) lies in the isotropy Lie algebra gc 1 (t) for each t.
The curvec 1 lies in the section Σ, and Σ carries the structure of walls and Weyl chambers from the action of the Coxeter group W , which encodes the stratification into different orbit types of the G-action on V . In particular the isotropy algebras g v are constant for v in each submanifold of the stratification of Σ given by intersections of walls. g v becomes larger if v is contained in more walls.
For the final argument we first assume thatc 1 is real analytic. Then it hits intersections of walls only in isolated points if it is not contained in them forever. But this means, that X(t) ∈ gc 1 (t) lies in a fixed isotropy algebra (the smallest which it meets) for a dense open subset of t ′ s, thus for all t. But then g(t) lies in the corresponding isotropy group and thus does not movec 1 . Soc 2 =c 1 .
Ifc 1 is not real analytic we have to use a more complicated argument to get a dense set of t's as above. We consider the stratification of Σ and let L be the intersection of all walls containingc 1 (R). Let r = dim(L). From theorem 2.6 applied to the action of the Weyl group W on Σ, it follows that the linear span of grad σ 1 (x), . . . , grad σ n (x) equals (T x (W.x) ⊥ ) W x = Σ W x , which is just the intersection of all walls containing x. For generic x ∈ L we choose two different basis grad σ i 1 (x), . . . , grad σ i r (x) and grad σ j 1 (x), . . . , grad σ j r (x) of L, then the Gram matrix we have that ∆ j 1 ,...,j r i 1 ,...,i r
•c 1 does not vanish identically sincec 1 hits generic points of L. Any minor of size r which does not vanish identically alongc 1 is constructed by choosing two such bases, since forc 1 (t) generic in L the minor is not zero there exactly if the corresponding gradients form bases of L. But if we assume thatc 1 hits some smaller intersection L 1 of walls at times t which are not isolated, then they cluster at a point t 0 . By lemma 4.3 there are real analytic orthogonal vector fields with the same wedge as the gradients, and one of them has to vanish along L 1 . This one composed withc 1 is then flat at t 0 , thus the determinant is also. Hence each function ∆ j 1 ,...,j r i 1 ,...,i r
•c 1 has a zero of infinite order at t = t 0 . This contradicts 4.1. (2), since the r here is the same as there: Any larger minor vanishes on L since any s > r of the gradients are linearly dependent on L. So we may conclude the proof as in the real analytic case.
4.3. Lemma. Gram-Schmidt procedure. Let x i : R → V be real analytic or smooth curves, defined near 0, such that t → x 1 (t) ∧ · · · ∧ x n (t) does not vanish of infinite order at 0.
Then there exist real analytic or smooth curvesx i : R → V , defined near 0, such that x i ,x j = 0 for i = j and x 1 (t) ∧ · · · ∧ x k (t) =x 1 (t) ∧ · · · ∧x k (t), for all k and all t.
Proof. We use induction on n. For n = 1 we putx 1 = x 1 . So let x 1 , . . . , x n+1 be given, and by induction we may assume that x 1 , . . . , x n are pairwise orthogonal. No x i is infinitely flat at 0 by assumption, so we may write x i (t) = t n i y i (t) where y i (0) = 0 and y 1 , . . . , y n are still everywhere orthogonal. Then x n+1 (t) := x n+1 (t) − n i=1 y i (t), x n+1 (t) y i (t), y i (t) y i (t) solves the problem.
