Although aerial image-based bathymetric mapping can provide, unlike acoustic or LiDAR (Light Detection and Ranging) sensors, both water depth and visual information, water refraction poses significant challenges for accurate depth estimation. In order to tackle this challenge, we propose an image correction methodology, which first exploits recent machine learning procedures that recover depth from image-based dense point clouds and then corrects refraction on the original imaging dataset. This way, the structure from motion (SfM) and multi-view stereo (MVS) processing pipelines are executed on a refraction-free set of aerial datasets, resulting in highly accurate bathymetric maps. Performed experiments and validation were based on datasets acquired during optimal sea state conditions and derived from four different test-sites characterized by excellent sea bottom visibility and textured seabed. Results demonstrated the high potential of our approach, both in terms of bathymetric accuracy, as well as texture and orthoimage quality.
Introduction
Compared with onshore aerial mapping, bathymetry mapping from aerial platforms in shallow waters is considered a much more time-consuming and costly process. However, it is still a more efficient operation than ship-borne echo-sounding methods or underwater photogrammetric methods [1] , especially when it comes to shallower (less than 10 m depth) clearwater areas. A very important additional feature of image-based seabed mapping is that a permanent record of other features is obtained in the coastal region, such as tidal levels, coastal dunes, benthic communities, marine litter, rock platforms, and beach erosion [2] . These benefits are especially evident in the coastal zones of up to 10 m depth, in which most of the economic activities are concentrated, even though many alternatives for bathymetry have been reported recently [3] . Hence, this dynamically changing zone is prone to accretion or erosion and is an area in need of further methodological development, since there are no robust and cost-effective solutions for seamless underwater and overwater mapping tasks. On the one hand, image-based mapping techniques generally fail due to wave breaking effects and water refraction. On the other hand, echo-sounding techniques fail due to the short sensor-to-object distances [4] . At the same time, bathymetric LiDAR systems with concurrent imaging data acquisition deliver valuable and very accurate information, albeit at great cost, especially for small scale surveys. In addition, even though in terrestrial environments, multi-view stereo reconstruction and texture mapping pipelines can be executed operationally, this is not the same for the marine environment and, especially, for the seabed. In particular, despite the accurate and precise depth maps that can be derived from bathymetric LiDAR [5] , the production of seabed orthoimages is still a challenging task due to refraction.
Towards this end, in this paper, we proposed an image-based refraction correction methodology based on the exploitation of structure from motion (SfM) and recent machine learning tools. The proposed approach corrects refraction in the image space and recovers in a reliable manner shallow bathymetric information from aerial imaging datasets acquired over calm water surfaces. The developed procedure can be integrated in a straight-forward way into modern photogrammetric workflows, based on SfM and multi-view stereo (MVS), supporting coastal engineering and mapping applications.
Related work and Contribution
The adverse refraction effect has driven scholars to suggest several correction models for two-media photogrammetry, most of which are dedicated to specific applications generalized over many applications. The majority of these models are most commonly used in aerial photogrammetry for mapping large areas, while only a few of them were developed for close-range applications [6, 7] . Two-media photogrammetric techniques first were reported in the early 1960s [8, 9] and described the basic optical principles, proving that photogrammetric processing through water is possible. In the literature, two main approaches to correct refraction in through-water photogrammetry can be found: analytical or image-based. The first approach is based on the modification of the collinearity equation [7, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , while the latter is based on resampling the original image to correct for water refraction [4, 6, 23] . According to [10] , there are two ways to analytically correct the effects of refraction in two-media photogrammetry: deterministic (explicit) or unsettled (ambiguous, iterative). The iterative method is employed to resolve the refraction effect, either in the object space [12] or in image space [10] . In the latter case, the whole multimedia problem is simplified to the radial shift computation module [23] , which is the main concept of this study.
Authors in [6] corrected the refraction effect on the image by reprocessing the radial distance of each pixel, according to a depth map derived for each image, of which the grey values were assigned according to the real depth, which was measured using traditional surveying techniques. Then, a new image was gradually constructed using the determined radial distances. The most recent approach to resolving the refraction effect in the image space is presented in [4] . These authors proposed an iterative simplified algorithm for water refraction correction within the existing photogrammetric pipeline. In this proposed correction model, a provisional DSM (digital surface model) was used in order to correct the refraction on the image iteratively. After computing a provisional but erroneous DSM, images were corrected from the refraction effect, and a new DSM was calculated using the corrected imagery. The solution converged after three to four iterations. Results over two test sites suggested that the mean distance between the LiDAR ground truth data and the resulting dense point clouds was between 0.20 m and 0.50 m, depending on the depth.
Finally, a new approach to correct the refraction on the image-based point clouds was suggested in [24, 25] , which also presented extensive research on the state of the art. In order to overcome the water refraction errors in a generic and accurate way, the authors employed machine learning tools, which can learn the systematic underestimation of the estimated depths. A support vector regression (SVR) model was developed, based on known depth observations from bathymetric LiDAR surveys, which was able to accurately recover bathymetry from point clouds derived from SfM-MVS procedures.
In the work reported here, a refraction correction methodology applied in image space is proposed, exploiting SfM and machine learning techniques. Instead of using the erroneous provisional DSMs and iterate the whole process three to four times (as suggested in [4] ), which is a time-consuming and computationally expensive solution, a DSM created by the predicted corrected depths is used to correct the aerial imagery and facilitate orthoimages and textures generation. The correct DSM, which is fed into the algorithm is predicted using the SVR approach, originally presented in [24, 25] .
For a variety of applications, having the correct depth information solely in the form of point clouds, as resulting from the approach presented in [24, 25] , is not enough. Consequently, in the work presented here, the original imagery is also resampled to eliminate the refraction phenomenon. This facilitates a much more accurate and reliable SfM process, delivering a more accurate and reliable external and internal orientation of the images, directly related to the corrected DSM. This enables the faster and more accurate generation of orthoimagery and detailed textures of the 3D models of the seabed, which are very important for a number of applications, such as archeological or benthic community mapping and image-based seabed classification. Contrary to analytical correction approaches, the results of the proposed approach can be used by any SfM-MVS software in order to produce accurate bathymetric and visual results, while analytical correction approaches must be incorporated in the SfM-MVS process, which is not allowed in most commercial software. Compared with existing image-based approaches, the solution presented here proved to be more accurate and much faster than previously published works.
As with any method for seabed mapping using low-altitude aerial RGB imagery, the implementation of the proposed method is restricted by various environmental factors, including the sea state conditions, the visibility of the bottom, and the presence of texture on the seabed. To achieve accurate bathymetric results, the sea surface must be as flat as possible at the time of image acquisition in order to have optimal sea bottom visibility and satisfy the geometric assumption of a flat-water surface. In the case of a wavy surface, errors would be introduced [4, 6, [24] [25] [26] [27] . Obviously, water turbidity and water visibility are additional constraints. The sea bottom must include texture, random patterns, and adequate features to ensure salient point detection and matching. Moreover, sun glint, which depends on the sun angle, may cause direct reflections on the water surface and create bright spots on images. Therefore, the sun elevation should be low during image acquisition (less than 30 degrees), with large angles of incidence with respect to the water surface and the sensor. Finally, caustics [1] may also appear in the aerial imagery, especially when the seabed of the shallower areas (less than 3 m depth) is imaged having a sun angle more than 30 degrees over the horizon, and small waves also exist. However, this phenomenon is eliminated when the ground sampling distance (GSD) is equal to or greater than the width of the caustics on the seabed, and no further actions should be taken in these cases.
The rest of the article is organized as follows: In Section 2, the datasets used are described, while, in Section 3, the proposed methodology is presented and justified. In Section 4, the tests performed and the experimental results are presented. Section 5 discusses the results of the proposed method, while Section 6 concludes the paper.
Datasets
The proposed methodology was applied in four different test areas in Cyprus and Greece with datasets acquired for real-world shallow bathymetry mapping tasks but under optimal sea state and water visibility conditions.
Agia Napa Test Area
The first area used is in Agia Napa, Cyprus, where the seabed reaches a depth of 14.8 m. The flight was executed with a Swinglet CAM fixed-wing UAV (unmanned aerial vehicle) with a Canon IXUS 220HS camera having 4.3 mm focal length, 1.55 µm pixel size, and 4000 × 3000 pixels. In total, 383 images were acquired, from an average flying height of approximately 209 m, resulting in a 6.3 cm average GSD (ground sampling distance). A total of 40 control points measured with RTK (real-time kinematic) accuracy (±0.03 m) were used, located only on land. The georeferencing achieved an RMSE (root mean square error) of 5.03, 4.74, 7.36 cm in X, Y, and Z, respectively, and average reprojection error of 1.11 pixels after the adjustment. 
Amathounta Test Area
The second test area used is in Amathounta, Cyprus, where the seabed reaches a maximum depth of 5.57 m. The flight here was executed with the same UAV. A total of 182 images were acquired, from an average flying height of 103 m, resulting in 3.3 cm average GSD. A total of 29 control points measured with RTK accuracy were used, located only on land, resulting in an adjustment with RMSEs of 2.77, 3.33, 4.57 cm in X, Y, and Z, respectively, and a reprojection error of 0.645 pixels.
Cyclades-1 Test Area
The third area used is in Cyclades, Greece, where the seabed reaches a depth of 6.9 m. The flight was executed with a Phantom 4 UAV with an FC330 camera having a 3.61 mm focal length, 1.56 µm pixel size, and 4000 × 3000 pixels. In total, 449 images were acquired from three different average flying heights of approximately 88 m, 70 m, and 35 m. A total of 14 control points measured with RTK accuracy were used, located only on land. The georeferencing was realized with RMSE of 1.45, 1.03, 1.88 cm in X, Y, and Z, respectively, and an average reprojection error of 0.28 pixels after the adjustment.
Cyclades-2 Test Area
The fourth area used is also in Cyclades, Greece, where the seabed reaches a depth of 4.05 m. The flight was executed with the same Phantom 4 UAV with an FC330. In total, 203 images were acquired from two different average flying heights of approximately 75 m and 33 m. A total of 11 control points measured with RTK accuracy were used, located only on land. The georeferencing was realized with an RMSE of 2.03, 1.44, 2.13 cm in X, Y, and Z, respectively, and an average reprojection error of 0.30 pixels after the adjustment. Table 1 presents the flights and image-based processing details of the four different test areas. It could be noticed that the four areas have different average flying heights, indicating that the suggested solution is not limited to specific flying heights or GSD's. The common system used for measuring the ground control points (GCPs) for the test sites located in Cyprus was the Cyprus Geodetic Reference System (CGRS) 1993, while for the test sites located in Greece, the Greek Geodetic Reference System (GGRS) 1987 was used. 
Proposed Methodology
As already mentioned, the straightforward way to apply water refraction correction into the existing pipeline of commercial SfM-MVS software is image transformation and resampling. However, in order to apply refraction correction, the focal distance, which varies per pixel depending on the air-water ratio [23] , should be known a priori, which is not the case for any aerial data acquisition system.
In order to correct image refraction for aerial image-based bathymetry mapping, we propose a methodology that exploits recent machine learning tools able to estimate bathymetry in shallow waters. The overall architecture of the proposed approach is illustrated in Figure 1 . Following aerial image data collection and Ground Control Points (GCPs) measurement, an initial SfM-MVS is executed. The resulting initial dense point cloud with systematic depth underestimation is corrected by employing the recently developed DepthLearn solution [24, 25] for the seabed points. The updated (merged) DSM with recovered seabed bathymetry is used to differentially rectify the initial aerial image dataset. A new SfM is finally executed based on the refraction-free imaging dataset in order to update the interior and exterior orientation of the cameras, before orthomosaicing. During the last stages, texture and orthoimages can be generated based on the merged DSM generated by the corrected dense point clouds using DepthLearn [24, 25] and the initial dry-land points. Details for every processing step are elaborated in the following subsections.
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Following the aerial data acquisition step, a standard SfM-MVS approach should be employed in order to obtain the required data for applying the proposed refraction correction methodology (i.e., the interior and exterior orientation of the cameras and the initial dense point cloud ( Figure 2) ). Regarding the interior orientation of the cameras, a self-calibration approach was followed, and thus accurate GCPs' measurements were of very high importance. In test areas like those used in this article, where GCPs were placed only on land, it is crucial to extend the GCPs' covered area far from the shoreline, towards the land, in order to ensure a proper self-calibration, having GCPs scattered all over the images and to avoid large depth errors in the farthest parts of the block. In general, a minimum number of 10-15 GCPs are required for a reliable self-calibration [28] .
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Seabed Point Cloud Extraction
The DepthLearn [24, 25] correction tool should be applied only to the derived seabed points. Therefore, these points were extracted from the initial cloud. To perform this extraction, the points having an elevation equal or less than the sea surface level (measured at the time of the flight with an RTK Global Navigation Satellite System (GNSS) receiver) were considered as seabed points, while the rest as dry land points. A filtering step was then applied based on a Statistical Outlier Removal (SOR) [29] approach in order to remove noise from the point cloud and facilitate the creation of a more accurate DSM in the later steps. In particular, SOR is based on the distribution of point to knearest neighbor distances (in this paper, k = 8). For each point, the mean distance from it to all its neighbors is computed. By assuming that the resulting distribution is Gaussian with a local mean and a standard deviation, all points whose mean distances are outside an interval defined by the global distances mean and standard deviation can be considered as outliers and trimmed from the point cloud. This approach was considered necessary because image-based seabed point clouds produced using uncorrected imagery are prone to noise due to the effect of refraction on the Dense Image Matching (DIM) process, especially in deeper areas or areas with seagrass or poor texture [25] . In Figure 3 , the seabed point clouds with natural colors (Figure 3a ,b,e,f) are presented, while their corresponding bathymetry is illustrated in Figure 3c 
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Refraction Correction
SVR-Based Refraction Correction on the Dense Point Clouds
The Support Vector Regression (SVR) method described in [24, 25] was adopted in order to correct the apparent depth of each point of the initial seabed dense point clouds for the four test sites and produce the recovered dense point clouds. A linear SVR model describing the relation of the real (Z) and the apparent (Z0) with high accuracy was used to predict the correct depth of the erroneous point clouds. In [24, 25] , the SVR model fits according to the given training data; the LiDAR depths (Z) and the apparent depths (Z0) of a great number of 3D points. After fitting, the real depth can be predicted in the cases where only the apparent depth is available.
As concluded there, the developed SVR models have significant potential for generalization over different areas, and they can be used when no LiDAR data are available. As such, for the approach presented here, the already developed in [24, 25] SVR model trained on Dekelia, i.e., on another test site, was used to predict the correct depths of the dense point clouds for the four test areas. The model of the Dekelia test site was selected since it is totally independent compared to the four test sites used in this article, thus proving, as well, the high potential of generalization capabilities of the models developed in [24, 25] . It is important also to stress that the data used for training the Dekelia model were obtained with a different camera than the one used in Cyclades-1 and Cyclades-2 test sites and various flight patterns. This process went beyond currently available iterative approaches for image refraction correction because the bathymetric information is available a priori, facilitating faster and more accurate image correction.
Merged DSM Generation Using the Corrected Dense Point Clouds
After correcting the dense point clouds for refraction effects, a new DSM of the area was created. To achieve that, the recovered dense point clouds were first merged with the dry land dense points. This merged DSM was created directly in the geographic reference system where the camera 
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Merged DSM Generation Using the Corrected Dense Point Clouds
After correcting the dense point clouds for refraction effects, a new DSM of the area was created. To achieve that, the recovered dense point clouds were first merged with the dry land dense points. This merged DSM was created directly in the geographic reference system where the camera positions were already calculated in order to facilitate later the calculation of ground intersections (X, Y, Z) using the projection center of the camera and the image coordinates of points. In Figure 4 , the merged point clouds are illustrated with the same color-scale, while, in Figure 5 , the generated merged DSMs of the four test areas are presented.
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In order to implement the refraction correction procedure, we followed certain principles. The relation between an object point on the seabed, camera position, and the respective image point is shown in Figure 6 , where the air-water interface is assumed to be planar. The XY plane of the photogrammetric coordinate system X, Y, Z is defined as the boundary plane, hence Z = 0 for the sea level; the Z-axis is perpendicular to this plane with its positive direction upwards. Without the presence of the water, a seabed point A (XA, YA, ZA) is imaged at position a in the image plane, fulfilling the collinearity equation. However, when water is present, the seabed point A (XA, YA, ZA) is imaged at position a' in the image plane due to the refraction effect. The apparent position of point A (XA, YA, ZA) is point A' (XA, YA, ZA'), laying always in a shallower depth than the real point A (XA, YA, ZA), and the image point a is always closer to the projection of the principal point of the camera on the image plane than point a'. Considering this, the main aim of the image refraction correction approach presented here is to resample the original image containing image points like a' to a refraction-free image containing image points like a ( , ). Starting from a pixel a on the image plane having image coordinates (x, y), it is possible to estimate its seabed coordinates (X A , Y A , Z A ) using the interior and exterior orientation of the image, calculated already by the SfM process and the refraction corrected DSM (merged DSM). The line-surface intersection using a single collinearity function is an iterative process itself, but the Z component can be easily calculated. Also, exploiting the results of the SfM process, such as the georeferenced images following bundle adjustment, it is easy to identify if a point lies on the ground or the seabed by its height in the merged DSM. If point A has Z A above zero (usually zero is assigned to mean sea level), it can be omitted from further processing. If zero doesn't correspond to sea level, then a reference point on the seashore, gathered during GCPs acquisition, may indicate the elevation of the water surface. That way, lakes could also be accommodated by a reference point in the shore and setting the water level Z in the code.
In particular, the refraction correction steps, implemented in MATLAB environment, were:
(a) Grid Creation
A grid was created based on the original image size and every 5 pixels. Then, it was duplicated into the transformed grid. The nodes of this grid would serve later as control points in the final image warping. Experiments performed also using a grid step of 1 pixel suggested that a grid step of 5 pixels was the fastest solution that did not compromise the accuracy of the results. This was because 5 pixels on the ground was almost equal to the GSD size of the merged DSM used for each of the test sites. As such, the area of 3 × 3 pixels in the interior of the 5 × 5 cell was smaller or equal to but not bigger than the GSD of the merged DSM. As a result, for each of the 3 × 3 pixels, in most cases, the same depth value was assigned.
(b) Interior Orientation
For every (x α , y α ) point of the grid, the parameters of the interior orientation were applied, and the new position of the node (x α , y α )' was calculated. For the radial distortion, Brown's model [30, 31] , formulated in Equation (1), was applied:
where k 1 , k 2 , k 3 are the radial distortion coefficients, and r is the distance from a point (x α , y α ) to the center of radial distortion. For the tangential distortion, Equation (2), as formulated in [32] , was used:
where P1, P2, P3, and P4 are the tangential distortion coefficients of the lens, and r is the distance from a point (x α , y α ) to the center of tangential distortion.
(c) Collinearity Equation Intersection with the Merged DSM
Then, the collinearity equation was applied, and its intersection (X A , Y A , Z A ) with the ground determined the point imaged at (x α , y α )', as calculated using the available georeferenced DSM.
(d) c mixed Calculation
For every point on the merged DSM, which has Z < 0 m, this Z was used to calculate c mixed for this specific point, according to the percentage of air and water distance traveled by the ray. The c mixed was then used for the reprojection of that point back to the original image plane, which was taken with c air . Adopting Equation (3) of [23] , the focal length (i.e., camera constant) of the camera was expressed by c mixed = (P air n air + P water n water ) c air
where c mixed is the camera constant of the camera in the two-media, c air is the calibrated camera constant of the camera in air, P air and P water are the percentages of the ray traveling on air and water, respectively, and n air and n water the refraction indices, respectively; it was easy to calculate c mixed by using c air , considering n air equal to 1 and approximating n water by Equation (4) [33] or measuring it directly.
where S, T, l are the water salinity, water temperature, and light wavelength, respectively. The most challenging part of Equation (3) is the calculation of the ray traveling percentages in water and air since in most cases this is a priori unknown and changes for every point (pixel) of the image. Nevertheless, in our approach, the refraction corrected merged DSM was available due to DepthLearn [24, 25] , and thus it was possible to retrieve this information from the external orientation of the image and the real depth (Z A ) of point A ( Figure 6 ).
(e) Point Reprojection
Having estimated the c mixed for point A, the correct position a (x α , y α ) of the image point a' could be calculated by applying the collinearity equation (Equation (5)) and solving for x α , y α :
is the position of the camera, (X A , Y A , Z A ) the position of point A on the seabed, R αωϕκ the rotation matrix of camera O, and λ α the scale coefficient. Then, the inverse camera calibration model was applied by solving Equation (1) for r in order to calculate (x α , y α )" on image plane and place (x α , y α )" at the corresponding cell in the transformed grid.
(f) New Image Creation-Grid-Based Image Warping
Finally, a new image was created by resampling using a grid and transformed grid and bicubic interpolation. To that end, a Delaunay triangulation [34] of the fixed control points was created to map corresponding moving control points (the nodes of the transformed grid) to the fixed control points (the nodes of the grid). The mapping was linear (affine) for each triangle and continuous across the control points but not continuously differentiable, as each triangle had its own mapping. In a piecewise linear transformation, linear (affine) transformations were applied separately to each triangular region of the image [35, 36] .
Bathymetry and Seabed Mapping
SfM with Refraction-Free Dataset Generate Orthoimages and Textured 3D Models
For updating the SfM solution, the refraction-free images were now employed. In this way, the correct interior and exterior orientations for the cameras would be calculated and would facilitate the generation of more accurate orthoimages and textures. Orthoimages and textured models could be generated using the corrected imagery, and the 3D mesh produced using the refraction corrected point cloud; MVS could even be performed from scratch, should there is a specific need for it.
Experimental Results and Validation
In this section, experimental results and validation over four different test sites after applying the proposed methodology are presented.
Refraction-Free Images
Figure 7a,b illustrates two example images from the Agia Napa dataset along with the corresponding refraction-free ones (d) and (e). In a similar way, Figure 7c illustrates an original image from the Amathounta test site together with the corresponding refraction-free image (f). Since c mixed is by default larger than c air in all depth cases because n water > n air , an overall image shrinkage occurred, hence raw information were kept within the initial image frame, while areas with missing information due to shrinkage were kept black. This can be observed in Figure 7d -f zoomed areas. In Figure 7g -i, the differences between the respective images of the first and the second row are illustrated.
Remote Sens. 2020, 12, x FOR PEER REVIEW 12 of 26 Figure 7g -i, the differences between the respective images of the first and the second row are illustrated. By observing the corrected and initial imagery, one could notice that differences are only apparent in underwater regions and that these differences are increasing with depth (from right to left, for all the images in Figure 7 ) as expected. Moreover, in all cases (Figure 7g-i) , there is a small circular area (red dotted circle) in the nadiral point of each image, and, around it, the refraction effect is minimal. This area is bigger as the depth of the imaged seabed decreases (from the left image to the right image) since the effect of refraction is less in shallow areas than in deeper areas. This is also explained by the nature of the refraction phenomenon on the imagery [6, 23] . Indeed, it behaves like a radial shift, taking into account the central projection image formation model. The center of this area of the image, having almost no refraction, is the nadiral point of the image. This area of the image is created by light rays that are characterized by a very small incidence angle (Figure 6 ), which, according to Snell's law, leads to a very small refraction angle ( Figure 6 ). Moreover, assuming a flat air-water interface and a perfectly perpendicular optical axis, the light ray that matches with the nadiral axis has a zero angle of incidence and thus is not affected by the refraction phenomenon. However, the latter is never achieved in a real-world dataset, such as the ones used here. On the contrary, the amount of correction and thus the differences between the images are increasing as the By observing the corrected and initial imagery, one could notice that differences are only apparent in underwater regions and that these differences are increasing with depth (from right to left, for all the images in Figure 7 ) as expected. Moreover, in all cases (Figure 7g-i) , there is a small circular area (red dotted circle) in the nadiral point of each image, and, around it, the refraction effect is minimal. This area is bigger as the depth of the imaged seabed decreases (from the left image to the right image) since the effect of refraction is less in shallow areas than in deeper areas. This is also explained by the nature of the refraction phenomenon on the imagery [6, 23] . Indeed, it behaves like a radial shift, taking into account the central projection image formation model. The center of this area of the image, having almost no refraction, is the nadiral point of the image. This area of the image is created by light rays that are characterized by a very small incidence angle (Figure 6 ), which, according to Snell's law, leads to a very small refraction angle ( Figure 6 ). Moreover, assuming a flat air-water interface and a perfectly perpendicular optical axis, the light ray that matches with the nadiral axis has a zero angle of incidence and thus is not affected by the refraction phenomenon. However, the latter is never achieved in a real-world dataset, such as the ones used here. On the contrary, the amount of correction and thus the differences between the images are increasing as the distance from the image center increases, since the amount of refraction is more intense for light rays captured far from the image center.
Assessing Quantitatively the Improvements on the SfM Results
A well-established methodology for evaluating SfM performance is to compare the sparse point cloud to some ground truth with the same data representation [37] . Towards this end, and taking into account that for the image correction approach a corrected dense point cloud was used, there is no need to evaluate the dense point cloud again, the comparison of the sparse point clouds with LiDAR ground truth data was performed for the Amathounta and Agia Napa test site, demonstrating the positive effect of the image correction on the accuracy of the results and the performance of the image correction approach. For the Cyclades-1 and Cyclades-2 test areas, since LiDAR data were not available, comparisons performed using checkpoints measured with a Total Station (an electronic/optical instrument used for surveying) on-site and acquired together with the image data. Together with the sparse point cloud produced by the corrected data, results from four state of the art refraction correction algorithms are presented and evaluated.
Ground Truth Data
LiDAR point clouds of the submerged areas and Total Station points were used for evaluating the developed methodology. The LiDAR point clouds were generated with the Leica HawkEye III (Leica Geosystems AG, Heerbrugg, Switzerland), a deep penetrating bathymetric airborne LiDAR system. This system includes an up to 500 kHz infrared channel (1064 nm) for topographic applications, a 10 kHz bathymetric channel (532 nm) for high accuracy and high data density for deep water, and a 35 kHz bathymetric channel optimized for shallow water and the transition zone towards the shore [38] . Table 2 presents the details of the ground truth data used. Even though the specific LiDAR system can produce point clouds with accuracy of 0.02 m in topographic applications according to the manufacturers, when it comes to bathymetric applications, the system's range error is in the order of ±0.15 m for depths up to 1.5 Secchi depths [38] , similar to other conventional topographic airborne scanners. Regarding the Total Station points, a realistic nominal bathymetric accuracy could be estimated to be 0.05 m, taking also into account the penetration of the pole into the seabed.
Qualitative and Quantitative Assessment on the Produced Sparse Point Clouds
Since the dense point cloud regeneration after the correction of the imagery is not necessary, and there is no ground truth for the exterior orientations of the cameras, to evaluate the results of the proposed image correction methodology, the sparse point clouds of the updated SfM solution were evaluated. To that end, the sparse point clouds generated using the initial imagery, and the sparse point clouds resulted from the corrected imagery using the proposed methodology were compared with the LiDAR point clouds or the Total Station points using the Multiscale Model to Model Cloud Comparison (M3C2) [39] module in Cloud Compare freeware [40] to demonstrate the changes and the differences produced by our image correction approach. The M3C2 algorithm offers accurate surface change measurement that is independent of point density [39] . Additionally and in order to stress out the accuracy of the presented methodology compared with some state of the art refraction correction approaches, the ground truth point clouds of the four test areas were compared with the sparse point clouds resulted from the image-based refraction correction approach, described in [4] , and 3D space correction approaches [20, 24, 25, 41] . Since the methodology delivered by the authors in [24, 25] is already described in Section 1.1, the rest of the refraction correction methodologies are described in the following paragraph.
Authors in [41] presented a relatively simple approach for refraction correction of bathymetric elevation models using a small angle approximation. There, Snell's Law was applied to the river bed surface to increase the apparent water depths by a multiplier of 1.34 (i.e., the refractive index of clear water) to account for the effects of refraction. The refraction correction is calculated by assuming that the angles i and r ( Figure 6 ) are less than 10 • . In [20] , a more sophisticated multi-angle refraction correction approach was proposed. This author used the 3D dense point clouds and applied an iterative refraction correction method based on the positions and view angles of all the cameras used within the photogrammetric reconstruction of the position of each point in the cloud. In this article, for applying the methods described in [41] and [20] , the python script delivered by the authors was used [42] . Regarding the parameters used for filtering the depth values produced by [20] , a maximum angle of 35 • and a maximum distance of 110 m were selected for Amathounta test site, for Agia Napa test site, a maximum angle of 35 • and a maximum distance of 220 m were selected, for Cyclades-1 test site, a maximum angle of 35 • and a maximum distance of 95 m were selected, while for Cyclades-2 test site, a maximum angle of 35 • and a maximum distance of 85 m were selected.
In Figure 8 (first row), it could be observed that the distances between the reference data and the original image-based point clouds increase in proportion to the depth. In all the test cases demonstrated in the first row of Figure 8 , the Gaussian mean of the differences (x) was significant. It reached 0.67 m in the Amathouda test site, 1.71 m in the Agia Napa test site, 0.32 m in Cyclades-1 test site, and 0.54 m in Cyclades-2 test site (Table 3 ). These comparisons clarified that the refraction effect cannot be ignored in seabed mapping applications using low altitude aerial imagery. The dashed lines in red represent the accuracy limits generally accepted for hydrography, as introduced by the International Hydrographic Organization (IHO) [43] . As could be observed in the first row of Figure 8 , the majority of the points in both areas are far from the red dashed lines representing these accuracy limits. The last row of Figure 8 presents the histograms of the cloud to cloud distances (M3C2) between the ground truth and the sparse point clouds produced from corrected imagery of the image correction approach presented in this paper.
The second, third, fourth, fifth, and sixth rows of Figure 8 illustrate the comparison results between the ground truth and the sparse point clouds produced by [41] , [20] (filtered in fourth and unfiltered in third), [24, 25] , and [4] , respectively. Table 3 presents the results of all the tests performed. Both in Figure 8 and Table 3 , a great improvement in the sparse point clouds, and thus the SfM accuracy, was achieved by the approach of this paper compared with the uncorrected ones. More specifically, in Amathounta test site, the initial 0.67 m mean distance was reduced to −0.19 m, in Agia Napa test site, the initial 1.71 m mean distance was reduced to −0.04 m, in Cyclades-1, the 0.32 m initial mean distance was reduced to −0.02 m, while in Cyclades-2, the 0.54 m initial mean distance was reduced to −0.06 m, including outlier points, such as seagrass, that were not captured in the ground truth clouds for all the cases or were caused due to point cloud noise again in areas with seagrass or poor texture. It is also important to stress out here that the results of the proposed approach outperformed the results of the image-based iterative approach presented in [4] in these test sites. For all the test sites, the resulting mean distances in the sparse point cloud met and exceeded the accuracy standards generally accepted for hydrography, as introduced by the International Hydrographic Organization (IHO), where in its simplest form, the vertical accuracy requirement for shallow water hydrography can be set as a total of ±25 cm (one sigma) from all sources, including tides [43] .
Remote Sens. 2020, 12, x FOR PEER REVIEW 15 of 26 Figure 8 . The histograms of the M3C2 distances between the ground truth and the uncorrected and corrected image-based sparse point clouds derived from the SfM for Amathounta (first column), Agia Napa (second column), Cyclades-1 (third column), and Cyclades-2 (fourth column) test sites, respectively. The dashed lines in red represent the accuracy limits generally accepted for hydrography, as introduced by the International Hydrographic Organization (IHO) [43] . M3C2 distances are in meters.
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The histograms of the M3C2 distances between the ground truth and the uncorrected and corrected image-based sparse point clouds derived from the SfM for Amathounta (first column), Agia Napa (second column), Cyclades-1 (third column), and Cyclades-2 (fourth column) test sites, respectively. The dashed lines in red represent the accuracy limits generally accepted for hydrography, as introduced by the International Hydrographic Organization (IHO) [43] . M3C2 distances are in meters. Compared with the results of the rest of the tested refraction correction approaches, for all the tested areas, the approach presented by Agrafiotis et al., in [24, 25] , outperformed the rest. This result also justifies the selection of this approach for the correction of the dense point clouds before the DSM generation. Compared with the accuracy levels reached by Agrafiotis et al., in [24, 25] , the approach presented here reached the same levels of accuracy in Agia Napa, Cyclades-1, and Cyclades-2 test sites, while in Amathounta, results were not of the same accuracy; however, they still met the standards of IHO [43] . However, [24, 25] did not deliver corrected image data but only point clouds, thus being less useful when image products are required. The difference in the performance of the presented approach is explained in Section 4.5. Regarding the rest of the compared refraction correction approaches, both [20] and [41] were developed for correcting the effects of refraction on shallow water riverbeds, and they seemed to produce quite accurate and reliable results, especially when filtering was applied in [20] . The improved accuracy of the proposed image correction approach could be explained by the fact that the already available approaches [20] and [41] are using the camera positions and the point clouds that are produced using the refracted imagery, which affects SfM and MVS processes and degrades the results. Regarding the approach presented in [24, 25] , this method is also correcting point clouds generated by the refracted imagery, but not exploiting the interior and exterior orientations of the camera, as done in [20] and [41] , and thus is less affected by those. The approach presented here, by correcting the imagery from refraction, seems to overcome the transferred errors from the initial orientations, because the SfM results are being updated, delivering a more accurate geometry of the block and more accurate SfM results. Figure 9 illustrates parts of the textured 3D models of Amathounta, Agia Napa, Cyclades-1, and Cyclades-2 test sites. There, a textured model created by a mesh, produced using the refraction corrected point cloud, and the original uncorrected imagery is presented in the left column in order to highlight that when textured models are needed, the correction of the seabed point cloud and the mesh is not enough and image correction is also needed. In Figure 9 (right column), the textured model created using the mesh, produced using the refraction corrected point cloud, and the corrected imagery using the proposed approach is presented. By comparing these results, it is clearly obvious (especially in the areas inside the orange dashed rectangle) that the details of the seabed on the textured model created using the uncorrected imagery are degraded, especially when depth increases (Figure 9c-d) or presents detailed rock formations with abrupt changes in elevation (Figure 9b-d) and Figure 9g-h) . This leads to a significant loss of information on the textured 3D model and to an unreliable representation of the seabed, highlighting the critical need to correct the original dataset from refraction and update the SfM solution. At the same time, as can be observed in Figure 9e ,f, dry land areas are remaining unchanged, highlighting the effects of the refraction on the reliability of the created models of the seabed. Figure 9 . Indicative textured 3D models from Amathounta (a,b); Agia Napa (c,d); Cyclades-1 (e,f); and Cyclades-2 (g,h) test sites with the initial uncorrected (left column) and the refraction-free (right column) datasets. Figure 10 illustrates parts of the orthoimages of Amathounta, Agia Napa, Cyclades-1, and Cyclades-2 test sites. Orthoimages created using the merged DSM and the original imagery are presented in the left column, while in the right column, orthoimages using the merged DSM and the corrected imagery are presented. Dashed lines are used to facilitate the comparison between the left and the right column; red dashed lines pass from the red dots, which represent a specific point in the orthoimage of each test site produced using the uncorrected imagery. The orange dashed line passes from the orange dots, which represent the same specific point (being in red in the left column) in the orthoimage of each test site produced using the corrected imagery. The horizontal displacements of the marked points on the orthoimages are reported also in Figure 10 . Contrarywise to the textured 3D models (Figure 9 ), in the orthoimages, no important qualitative differences can be spotted. However, remarkable horizontal differences can be found in the direction that the depth increases. In more detail, in the Amathounta test site (Figure 10a,b) , where the GSD of the orthoimage was 3.64 cm/pix, differences of 5-8 pixels can be spotted in an average depth of 1.60 m, leading to horizontal errors of 18.2 cm-29.12 cm. In the Agia Napa test site (Figure 10c,d) , where the GSD of the orthoimage was 7.72 cm/pix, differences of 23-26 pixels can be spotted in a depth of 13.80 m, leading to horizontal errors of 177.5 cm-200.7 cm. In the Cyclades-1 test site (Figure 10e,f) , where the GSD of the orthoimage was 3.08 cm/pix, differences of 18-21 pixels can be spotted in a depth of 2.24 m, leading to horizontal errors of 55.4 cm-64.7 cm. Finally, in the Cyclades-2 test site (Figure 10g,h) , where the GSD of the orthoimage was 2.01 cm/pix, differences of 6-17 pixels can be spotted in a depth of 1.98 m, leading to horizontal errors of 12.06 cm-34.17 cm.
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Remote Sens. 2020, 12, x FOR PEER REVIEW 18 of 26 Figure 9 . Indicative textured 3D models from Amathounta (first row), Agia Napa (second row), Cyclades-1 (third row), and Cyclades-2 (fourth row) test sites with the initial uncorrected (left column) and the refraction-free (right column) datasets. Figure 10 illustrates parts of the orthoimages of Amathounta, Agia Napa, Cyclades-1, and Cyclades-2 test sites. Orthoimages created using the merged DSM and the original imagery are presented in the left column, while in the right column, orthoimages using the merged DSM and the corrected imagery are presented. Dashed lines are used to facilitate the comparison between the left and the right column; red dashed lines pass from the red dots, which represent a specific point in the orthoimage of each test site produced using the uncorrected imagery. The orange dashed line passes from the orange dots, which represent the same specific point (being in red in the left column) in the orthoimage of each test site produced using the corrected imagery. The horizontal displacements of the marked points on the orthoimages are reported also in Figure 10 . Contrarywise to the textured 3D models (Figure 9 ), in the orthoimages, no important qualitative differences can be spotted. However, remarkable horizontal differences can be found in the direction that the depth increases. In more detail, in the Amathounta test site (Figure 10a,b) , where the GSD of the orthoimage was 3.64 cm/pix, differences of 5-8 pixels can be spotted in an average depth of 1.60 m, leading to horizontal errors of 18.2 cm-29.12 cm. In the Agia Napa test site (Figure 10c,d) , where the GSD of the orthoimage was 7.72 cm/pix, differences of 23-26 pixels can be spotted in a depth of 13.80 m, leading to horizontal errors of 177.5 cm-200.7 cm. In the Cyclades-1 test site (Figure 10e,f) , where the GSD of the orthoimage was 3.08 cm/pix, differences of 18-21 pixels can be spotted in a depth of 2.24 m, leading to horizontal errors of 55.4 cm-64.7 cm. Finally, in the Cyclades-2 test site (Figure 10g,h) , where the GSD of the orthoimage was 2.01 cm/pix, differences of 6-17 pixels can be spotted in a depth of 1.98 m, leading to horizontal errors of 12.06 cm-34.17 cm. (e) (f) (g) (h) Figure 10 . Parts of the orthoimages of Amathounta (first row), Agia Napa (second row), Cyclades-1 (third row), and Cyclades-2 (fourth row) test sites. In the left column, the orthoimages generated using the uncorrected imagery are presented, while in the right column, the results using the refraction corrected imagery are presented.
Results suggested that when depth increases, horizontal errors on the orthoimages are increasing if no refraction corrections are applied to the images. In shallow areas, these errors might not be obvious. However, in deeper areas, such as Agia Napa (Figure 10c,d) , Cyclades-1 ( Figure  10e ,f), and Cyclades-2 (Figure 10g,h) , the horizontal differences are evident and very important. The magnitude of these errors depends on the depth error and the position of the point on the image. These differences cannot be neglected for accurate seabed representation in an orthoimage. Consequently, the refraction correction of the imagery to be used for the orthoimage generation is necessary even if a correct DSM of the seabed is available.
Error Propagation within the Sequential Steps of the Proposed Approach
In this subsection, certain factors that affect the overall accuracy of the produced refraction-free images are discussed. In order to estimate the effect and the amount of error that propagates, the corrected dense point clouds were compared with their respective ground truth point clouds, described in detail in Section 4.2.1. For the Amathounta test site, the mean M3C2 distance [39] between the compared dense point clouds reached 0.03 m with a standard deviation of 0.35 m; for the Agia Napa test site, the mean M3C2 distance was calculated as 0.085 m with a standard deviation of 0.49 m; for the Cyclades-1 test site, the mean M3C2 distance was calculated as −0.01 m with a standard deviation of 0.09 m; while for the Cyclades-2 test site, the mean M3C2 distance was calculated as −0.01 m with a standard deviation of 0.31 m.
To evaluate the effect of these errors in the image correction procedure, through their use in the merged DSM creation, two examples are provided with a seabed point A laying at 5 m depth at the Amathounta and Agia Napa datasets. In particular, taking into account that the average flying height for Amathounta dataset was 103 m and for Agia Napa 209 m, the following can be calculated: Figure 10 . Parts of the orthoimages of Amathounta (a,b), Agia Napa (c,d), Cyclades-1 (e,f), and Cyclades-2 (g,h) test sites. In the left column, the orthoimages generated using the uncorrected imagery are presented, while in the right column, the results using the refraction corrected imagery are presented.
Results suggested that when depth increases, horizontal errors on the orthoimages are increasing if no refraction corrections are applied to the images. In shallow areas, these errors might not be obvious. However, in deeper areas, such as Agia Napa (Figure 10c,d) , Cyclades-1 (Figure 10e,f) , and Cyclades-2 (Figure 10g,h) , the horizontal differences are evident and very important. The magnitude of these errors depends on the depth error and the position of the point on the image. These differences cannot be neglected for accurate seabed representation in an orthoimage. Consequently, the refraction correction of the imagery to be used for the orthoimage generation is necessary even if a correct DSM of the seabed is available.
To evaluate the effect of these errors in the image correction procedure, through their use in the merged DSM creation, two examples are provided with a seabed point A laying at 5 m depth at the Amathounta and Agia Napa datasets. In particular, taking into account that the average flying height for Amathounta dataset was 103 m and for Agia Napa 209 m, the following can be calculated:
For the Amathounta test site, point A is having a real depth 5 m and a calculated depth of 5.03 m (real depth plus the mean distance computed by M3C2). Then, the c mixed for the real depth and the c mixed for the calculated depth can be computed using Equation (3); c mixed = (P air n air + P water n water ) c air = (0.9537037037037037 1 + 0.04629629629629628 1.34) 2827.05 = 2871.55 pixels c mixed = (P air n air + P water n water ) c air = (0.9534388595760437 1 + 0.046561140423956315 1.34) 2827.05 = 2871.80 pixels
The difference between c mixed and c mixed was calculated:
To compute the effect of this difference in the image coordinates of points a and a' that are the projections of the non-refracted and the refracted ray coming from seabed point A, respectively, two different radial distances were considered for testing: 100 pixels and 1500 pixels.
For a point a having radial distance r 100 pixels;
r c mixed = 101.574 pixels and r c mixed = 101.583 pixels, ∆r c mixed = 0.009 pixels For a point a having radial distance r 1500 pixels;
r c mixed = 1523.61 pixels and r c mixed = 1523.75 pixels, ∆r c mixed = 0.160 pixels For the same point in Agia Napa test site having a real depth 5 m and a calculated depth of 5.085 m (real depth plus the mean distance computed by M3C2), the c mixed for the real depth and the c mixed for the calculated depth were calculated using Equation (3); c mixed = (P air n air + P water n water ) c air = (0.97663551401869161 + 0.02336448598130836 1.34) 2852.34 = 2874.99 pixels c mixed = (P air n air + P water n water ) c air = (0.9762477520610972 1 + 0.02375224793890285 1.34) 2852.34 = 2875.37 pixels
r c mixed = 100.794 pixels and r c mixed = 100.808 pixels, ∆r c mixed = 0.014 pixels For a point a having radial distance r 1500 pixels;
r c mixed
In the tests performed above, the differences observed between c mixed − c mixed and r c mixed − r c mixed when adding the mean distance as a constant value were considered negligible.
In addition to the aforementioned analytical estimation, Figure 11 presents the differences ∆c mixed of the c mixed calculated using the real depth and the c mixed calculated using the calculated depth of a point. Solid lines represent the ∆c mixed calculated for Amathounta (in green), Agia Napa (in blue), Cyclades-1 (in cyan for 35 m flight height and in orange for 70 m), and Cyclades-2 (in light green for 35 m flight height and in red for 70 m) by adding the mean distance calculated for each site as a constant value to the hypothetical real depth. Dashed lines represent the ∆c mixed calculated by adding the mean distance and the standard deviation, while dotted lines represent the ∆c mixed calculated by adding the mean distance minus the standard deviation. That way, the maximum ∆c mixed can be calculated for each depth. calculated by adding the mean distance minus the standard deviation. That way, the maximum Δc mixed can be calculated for each depth.
Our results suggested that the larger the depth, the smaller the differences between c mixed and c mixed ′. Moreover, when the standard deviation was added, the Δc mixed calculated for the Cyclades-2 test site with a flight height of 35 m, the c mixed was affected the most by the errors present in the DSM, even though they were smaller than the errors at the Agia Napa test site. This result can be explained by the fact that the total added error in Cyclades-2 (35 m) had a greater effect on the percentages of air and water in the total light ray distance, being shallower and having a very small flight height. Excluding this test case, which was the worst, Δc mixed was not more than 3.5 pixels in Amathounta and Cyclades-2 (70 m) test site and no more than 2.7 pixels in Agia Napa test site, while the Δc mixed for the Cyclades-1 test site remained below 2 pixels for all the flight heights. In the typical case, Δc mixed was not more than 0.4 pixels for all the tested cases. Figure 11 . The computed radial distance differences and the c mixed differences for all the test sites. Figure 12 presents the radial distance differences Δ c mixed in relation to the radial distance r for two different depths, 50 and 15 m, for all the test sites. Solid lines represent the Δc mixed calculated for Amathounta (in green), Agia Napa (in blue), Cyclades-1 (in cyan for 35 m flight height and in orange for 70 m), and Cyclades-2 (in light green for 35 m flight height and in red for 70 m) by adding the mean distance calculated for each site as a constant value to the hypothetical real depth. Dashed lines represent the Δ c mixed calculated by adding the mean distance and the standard deviation, while dotted lines represent the Δ c mixed calculated by adding the mean distance minus the standard deviation. That way, the maximum Δ c mixed can be calculated for each of the two tested depths. The larger the value (error) added in the real depths, the larger the radial distance differences Δ c mixed . On the contrary, by observing the results among Figure 12a -d, the deeper the point is, the smaller the radial distance differences Δ c mixed are. For example, in the Amathounta test site, presenting the larger differences between Figure 12a ,b, the maximum Δ c mixed calculated for the depth of 5 m was 2.2 pixels on the edge of the image and 1.9 pixels for the depth of 15 m. For the same depths, the maximum Δ c mixed in the Agia Napa test site was calculated as 1.8 and 1.6 pixels, respectively. Coming to the typical case, Δ c mixed reached 0.2 and 0.12 pixels in the Amathounta test site, while for the same depths in the Agia Napa test site, Δ c mixed reached 0.25 and 0.23 pixels, respectively, for the radial distance of 2000 pixels, being the edge of the image. Coming now to Figure 12c ,d that present the Δ c mixed over the Cyclades-1 and Cyclades-2 datasets, it is obvious that the smaller the flight height, the larger the Δ c mixed calculated, as observed also in Figure 11 . For the Cyclades-1 dataset, the maximum Δ c mixed calculated for the depth of 5 m was 1.1 pixels on the edge of the image and 0.8 pixels for the depth of 15 m and flight height of 35 m; hence for flight height of 70 m, the calculated Δ c mixed was even smaller. Our results suggested that the larger the depth, the smaller the differences between c mixed and c mixed . Moreover, when the standard deviation was added, the ∆c mixed calculated for the Cyclades-2 test site with a flight height of 35 m, the c mixed was affected the most by the errors present in the DSM, even though they were smaller than the errors at the Agia Napa test site. This result can be explained by the fact that the total added error in Cyclades-2 (35 m) had a greater effect on the percentages of air and water in the total light ray distance, being shallower and having a very small flight height. Excluding this test case, which was the worst, ∆c mixed was not more than 3.5 pixels in Amathounta and Cyclades-2 (70 m) test site and no more than 2.7 pixels in Agia Napa test site, while the ∆c mixed for the Cyclades-1 test site remained below 2 pixels for all the flight heights. In the typical case, ∆c mixed was not more than 0.4 pixels for all the tested cases. Figure 12 presents the radial distance differences ∆r c mixed in relation to the radial distance r for two different depths, 50 and 15 m, for all the test sites. Solid lines represent the ∆c mixed calculated for Amathounta (in green), Agia Napa (in blue), Cyclades-1 (in cyan for 35 m flight height and in orange for 70 m), and Cyclades-2 (in light green for 35 m flight height and in red for 70 m) by adding the mean distance calculated for each site as a constant value to the hypothetical real depth. Dashed lines represent the ∆r c mixed calculated by adding the mean distance and the standard deviation, while dotted lines represent the ∆r c mixed calculated by adding the mean distance minus the standard deviation. That way, the maximum ∆r c mixed can be calculated for each of the two tested depths. The larger the value (error) added in the real depths, the larger the radial distance differences ∆r c mixed . On the contrary, by observing the results among Figure 12a -d, the deeper the point is, the smaller the radial distance differences ∆r c mixed are. For example, in the Amathounta test site, presenting the larger differences between Figure 12a ,b, the maximum ∆r c mixed calculated for the depth of 5 m was 2.2 pixels on the edge of the image and 1.9 pixels for the depth of 15 m. For the same depths, the maximum ∆r c mixed in the Agia Napa test site was calculated as 1.8 and 1.6 pixels, respectively. Coming to the typical case, ∆r c mixed reached 0.2 and 0.12 pixels in the Amathounta test site, while for the same depths in the Agia Napa test site, ∆r c mixed reached 0.25 and 0.23 pixels, respectively, for the radial distance of 2000 pixels, being the edge of the image. Coming now to Figure 12c ,d that present the ∆r c mixed over the Cyclades-1 and Cyclades-2 datasets, it is obvious that the smaller the flight height, the larger the ∆r c mixed calculated, as observed also in Figure 11 . For the Cyclades-1 dataset, the maximum ∆r c mixed calculated for the depth of 5 m was 1.1 pixels on the edge of the image and 0.8 pixels for the depth of 15 m and flight height of 35 m; hence for flight height of 70 m, the calculated ∆r c mixed was even smaller. For the same depths, the maximum ∆r c mixed in the Cyclades-2 test site was calculated as 4.5 and 2.8 pixels, respectively. Coming to the typical case, ∆r c mixed reached 0.18 and 0.11 pixels in the Cyclades-1 test site, while for the same depths in the Cyclades-2 test site, ∆r c mixed reached 0.22 and 0.18 pixels, respectively, for the radial distance of 2000 pixels, being the edge of the image. Again, our results suggested that the larger the depth, the smaller the differences between r c mixed and ', since they clearly depend on the calculated c mixed . Similarly, the Amathounta and Cyclades-2 test sites were more affected when the standard deviation was added as a constant error, presenting ∆r c mixed . Considering the results in Figure 11 and Figure 12 , in the majority of the cases, the amount of the errors introduced in the DSM by the refraction correction approach that is applied on the dense point clouds is not capable of affecting the overall accuracy of the proposed approach for correcting image refraction, especially in the typical case. Subpixel errors were transferred in cases, where the mean errors applied were not affecting the image correction quality and accuracy. However, areas having larger mean M3C2 distances might exist due to the presence of seagrass and sandy bottom areas, leading to larger Δc mixed and Δ c mixed , and thus affecting the image correction approach. This is the reason why even the depth correction approach applied on the dense point cloud proved to be the most accurate among the ones compared in Table 3 , ensuring a more accurate image refraction correction; the mean distances calculated for the proposed approach in this paper (Table 3 ) are always greater from the results of the method of Agrafiotis et al., in [24, 25] , used to correct the dense point clouds. Taking into account this and in order to translate the results Figure 11 and Figure 12 about the transferable errors in the whole process into measurable distances, the differences between the mean distances of the sparse point clouds corrected by [24, 25] and the proposed approach were calculated; For Amathounta test site, it was 0.10 m; for Agia Napa test site, it was 0.01 m; for Cyclades-1 test site, it was 0.04 m, and for Cyclades-2 test site, it was 0.02 m. Considering sea level alterations, ripples, and the anaglyph of the seabed, we concluded that the amount of the errors that were Considering the results in Figures 11 and 12 , in the majority of the cases, the amount of the errors introduced in the DSM by the refraction correction approach that is applied on the dense point clouds is not capable of affecting the overall accuracy of the proposed approach for correcting image refraction, especially in the typical case. Subpixel errors were transferred in cases, where the mean errors applied were not affecting the image correction quality and accuracy. However, areas having larger mean M3C2 distances might exist due to the presence of seagrass and sandy bottom areas, leading to larger ∆c mixed and ∆r c mixed , and thus affecting the image correction approach. This is the reason why even the depth correction approach applied on the dense point cloud proved to be the most accurate among the ones compared in Table 3 , ensuring a more accurate image refraction correction; the mean distances calculated for the proposed approach in this paper (Table 3 ) are always greater from the results of the method of Agrafiotis et al., in [24, 25] , used to correct the dense point clouds. Taking into account this and in order to translate the results Figures 11 and 12 about the transferable errors in the whole process into measurable distances, the differences between the mean distances of the sparse point clouds corrected by [24, 25] and the proposed approach were calculated; For Amathounta test site, it was 0.10 m; for Agia Napa test site, it was 0.01 m; for Cyclades-1 test site, it was 0.04 m, and for Cyclades-2 test site, it was 0.02 m. Considering sea level alterations, ripples, and the anaglyph of the seabed, we concluded that the amount of the errors that were propagated within the presented approach was not capable of affecting the overall accuracy of the proposed approach, being in most of the cases less than the GSD.
Discussion
Compared with the point clouds of the ground truth, the sparse point clouds that were produced based on the refraction-free dataset managed to achieve accuracy within the IHO standards [43] , outperforming existing approaches. This finding could be explained by the fact that similar approaches [20] and [41] are using the camera positions calculated using the refracted imagery, which certainly affected the performance of SfM and MVS processes. Regarding the approach presented in [24, 25] , even though it is also correcting point clouds generated by the refracted imagery, it is not exploiting the interior and exterior orientations of the cameras, as done in [20] and [41] , thus being less affected by those factors. Moreover, the SVR model developed in [24, 25] was trained on point clouds generated using refracted imagery and, consequently, had "learned" to avoid errors introduced by the erroneous cameras positions.
On the contrary, the approach presented here, by correcting the initial imagery from refraction, overcomes the transferred errors resulting from the initial orientations, since SfM results are being updated, delivering a more accurate geometry of the block and more accurate SfM results.
By correcting the imagery for refraction effects, a variety of applications becomes possible, offering more information in addition to the standard seabed surface/anaglyph. With the proposed approach, the generation of accurate, reliable, and detailed orthoimages and textures for the seabed 3D models is achieved as an additional and very valuable deliverable for many applications. Orthoimages can be produced based on the merged DSM, the updated camera positions, and the refraction-free images. Having corrected the imagery, which is the primary source of information for all the image-based mapping applications, semantic information can be then used as a primary input to the SfM-MVS process in order to produce semantically labeled 3D point clouds. It also facilitates a wide range of exploitations of the available visual information, such as seabed classification, coral reefs monitoring, general benthic community mapping, marine litter mapping, and more.
As with any method based on imagery, limitations were imposed in areas having texture of low quality and non-static objects (e.g., sand and seagrass areas respectively) since SfM-MVS might fail in these areas. Also, for most of the cases (except small lakes that are surrounded by land), the unfavorable position of the GCPs in the photogrammetric block situated on the shore might also compromise the accuracy of the block and the point cloud, respectively, in the deeper areas of the seabed that are far from the GCPs. Additionally, favorable conditions, such as clear water, calm water surface, and bottom texture, are required in order to improve the results of the SfM-MVS processing and eliminate the noise of the generated image-based point cloud. Areas having larger mean M3C2 distances may remain due to the presence of factors like the aforementioned ones, thus affecting the image correction approach following the already described error propagation chain. However, in the majority of the cases, the amount of the errors introduced in the merged DSM is not capable to affect the overall accuracy of the proposed approach, when optimal flight, visibility, and wave conditions apply.
Conclusions
A new approach for correcting the effects of water refraction on aerial imagery was presented in this study. This approach first exploits DepthLearn [24, 25] , a recent machine learning procedure that can recover depth on the derived dense point clouds, and then corrects the refraction effect on the original imaging dataset, exploiting image transformation and resampling techniques. That way, the operational SfM and MVS processing pipelines are ultimately executed on a refraction-free set of aerial datasets, resulting in highly accurate bathymetric maps. At the same time, this approach allows for robust, cost-effective mapping of the coastal zone, both land and sea bottom, for image and dense point cloud deliverables.
The developed approach was tested and validated over four different test sites in Greece and Cyprus having different flight plans, different UAV systems, different sensors, but the same optimal weather conditions. A qualitative evaluation of the proposed approach was performed through the visual assessment of the textured models created by the merged DSM and the original uncorrected imagery and the textured models created by the merged DSM and refraction-free imagery. Results suggested a great improvement in the detail and the quality of the textured 3D models when the results of the proposed approach are used. The quantitative evaluation was performed through a comparison of the sparse point clouds produced after the corrected imagery with ground truth points and through a comparison between orthoimages created by the merged DSM and the original uncorrected imagery and orthoimages created by the merged DSM and refraction-free imagery. Results suggested that the proposed refraction correction approach produces refraction-free images in a very accurate and reliable way, outperforming existing approaches. Also, when these refraction-free images are used, more accurate and reliable orthoimages of the seabed can be generated. For all the test sites, the proposed method met and exceeded the accuracy standards generally accepted for hydrography, as introduced by the International Hydrographic Organization (IHO), where in its simplest form, the vertical accuracy requirement for shallow water hydrography can be set as a total of ±25 cm (one sigma) from all sources, including tides [43] .
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