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Abstract
We provide the first convergence analysis of local gradient descent for minimizing
the average of smooth and convex but otherwise arbitrary functions. Problems of
this form and local gradient descent as a solution method are of importance in
federated learning, where each function is based on private data stored by a user
on a mobile device, and the data of different users can be arbitrarily heterogeneous.
We show that in a low accuracy regime, the method has the same communication
complexity as gradient descent.
1 Introduction
We are interested in solving the optimization problem
min
xPRd
#
fpxq def“ 1
M
Mÿ
m“1
fmpxq
+
, (1)
which is arises in training of supervised machine learning models. We assume that each fm : Rd Ñ
R is an L-smooth and convex function and we denote by x˚ a fixed minimizer of f .
Our main interest is in situations where each function is based on data available on a single device
only, and where the data distribution across the devices can be arbitrarily heterogeneous. This
situation arises in federated learning, where machine learning models are trained on data available
on consumer devices, such as mobile phones. In federated learning, transfer of local data to a single
data center for centralized training is prohibited due to privacy reasons, and frequent communication
is undesirable as it is expensive and intrusive. Hence, several recent works aim at constructing new
ways of solving (1) in a distributed fashion with as few communication rounds as possible.
Large-scale problems are often solved by first-order methods as they have proved to scale well with
both dimension and data size. One attractive choice is Local Gradient Descent, which divides the
optimization process into epochs. Each epoch starts by communication in the form of a model
averaging step across all M devices.3 The rest of each epoch does not involve any communication,
and is devoted to performing a fixed number of gradient descent steps initiated from the average
model, and based on the local functions, performed by all M devices independently in parallel. See
Algorithm 1 for more details.
˚Work done during an internship at KAUST.
:King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
3In the practice of federated learning, averaging is performed over a subset of devices only. Usually, only
those updates are averaged which are received by a certain time window. Here we focus on an idealized scenario
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Algorithm 1 Local Gradient Descent
Input: Stepsize γ ą 0, synchronization/communication times 0 “ t0 ď t1 ď t2 ď . . . , initial
vector x0 P Rd
1: Initialize xm0 “ x0 for all m P rM s def“ t1, 2, . . . ,Mu
2: for t “ 0, 1, . . . do
3: form “ 1, . . . ,M do
4: xmt`1 “
#
1
M
řM
j“1pxjt ´ γ∇fjpxjt qq, if t “ tp for some p P t1, 2, . . . u
xmt ´ γ∇fmpxmt q, otherwise.
5: end for
6: end for
The stochastic version of this method is at the core of the Federated Averaging algorithm which has
been used recently in federated learning applications, see e.g. [7, 10]. Essentially, Federated Aver-
aging is a variant of local Stochastic Gradient Descent (SGD) with participating devices sampled
randomly. This algorithm has been used in several machine learning applications such as mobile
keyboard prediction [5], and strategies for improving its communication efficiency were explored
in [7]. Despite its empirical success, little is known about convergence properties of this method and
it has been observed to diverge when too many local steps are performed [10]. This is not so sur-
prising as the majority of common assumptions are not satisfied; in particular, the data is typically
very non-i.i.d. [10], so the local gradients can point in different directions. This property of the data
can be written for any vector x and indices i, j as
}∇fipxq ´∇fjpxq} " 1.
Unfortunately, it is very hard to analyze local methods without assuming a bound on the dissimilarity
of ∇fipxq and ∇fjpxq. For this reason, almost all prior work assumed bounded dissimilarity [8, 16,
17, 18] and addressed other less challenging aspects of federated learning such as decentralized
communication, nonconvexity of the objective or unbalanced data partitioning. In fact, a common
way to make the analysis simple is to assume Lipschitzness of local functions, }∇fipxq} ď G for
any x and i. We argue that this assumption is pathological and should be avoided when seeking
a meaningful convergence bound. First of all, in unconstrained strongly convex minimization this
assumption can not be satisfied, making the analysis in works like [14] questionable. Second, there
exists at least one method, whose convergence is guaranteed under bounded gradients [6], but in
practice the method diverges [3, 12].
Finally, under the bounded gradients assumption we have
‖∇fipxq ´∇fjpxq‖ ď ‖∇fipxq‖` ‖∇fjpxq‖ ď 2G. (2)
In other words, we lose control over the difference between the functions. Since G bounds not
just dissimilarity, but also the gradients themselves, it makes the statements less insightful or even
vacuous. For instance, it is not going to be tight if the data is actually i.i.d. since G in that case will
remain a positive constant. In contrast, we will show that the rate should depend on a much more
meaningful quantity,
σ2f
def“ 1
M
Mÿ
m“1
}∇fmpx˚q}2,
where x˚ is a minimizer of f . Obviously, σf is always finite and it serves as a natural measure of
variance in local methods. On top of that, it allows us to obtain bounds that are tight in case the
data is actually i.i.d. We note that an attempt to get more general convergence statement has been
made in [13], but sadly their guarantee is strictly worse than that of minibatch Stochastic Gradient
Descent (SGD), making their contribution minor.
We additionally note that the bound in the mentioned work [8] not only uses bounded gradients,
but also provides a pessimistic OpH2{T q rate, where H is the number of local steps in each epoch,
and T is the total number of steps of the method. Indeed, this requires H to be Op1q to make the
where averaging is done across all devices. We focus on this simpler situation first as even this is not currently
understood theoretically.
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rate coincide with that of SGD for strongly convex functions. The main contribution of that work,
therefore, is in considering partial participation as in Federated Averaging.
When the data is identically distributed and stochastic gradients are used instead of full gradients
on each node, the resulting method has been explored extensively in the literature under different
names, see e.g. [1, 14, 15, 19]. [11] proposed an asynchronous local method that converges to the
exact solution without decreasing stepsizes, but its benefit from increasing H is limited by constant
factors. [9] seems to be the first work to propose a local method, but no rate was shown in that work.
2 Convergence of Local GD
2.1 Assumptions and notation
Before introducing our main result, let us first formulate explicitly our assumptions.
Assumption 1. The set of minimizers of (1) is nonempty. Further, for every m P rM s def“
t1, 2, . . . ,Mu, fm is convex and L-smooth. That is, for all x, y P Rd the following inequalities
are satisfied:
0 ď fmpxq ´ fmpyq ´ x∇fmpyq, x´ yy ď L2 }x´ y}2.
Further, we assume that Algorithm 1 is run with a bounded synchronization interval. That is, we
assume that
H
def“ max
pě0 |tp ´ tp`1|
is finite. Given local vectors x1t , x
2
t , . . . , x
M
t P Rd, we define the average iterate, iterate variance
and average gradient at time t as
xˆt
def“ 1
M
Mÿ
m“1
xmt Vt
def“ 1
M
Mÿ
m“1
‖xmt ´ xˆt‖2 gt def“ 1M
Mÿ
m“1
∇fmpxmt q, (3)
respectively. The Bregman divergence with respect to f is defined via
Df px, yq def“ fpxq ´ fpyq ´ x∇fpyq, x´ yy .
Note that in the case y “ x˚, we have Df px, x˚q “ fpxq ´ fpx˚q.
2.2 Analysis
The first lemma enables us to find a recursion on the optimality gap for a single step of local GD:
Lemma 1. Under Assumption 1 and for any γ ě 0 we have
‖rt`1‖2 ď ‖rt‖2 ` γL p1` 2γLqVt ´ 2γ p1´ 2γLqDf pxˆt, x˚q, (4)
where rt
def“ xˆt ´ x˚. In particular, if γ ď 14L , then ‖rt`1‖2 ď ‖rt‖2 ` 32γLVt ´ γDf pxˆt, x˚q.
We now bound the sum of the variances Vt over an epoch. An epoch-based bound is intuitively what
we want since we are only interested in the points xˆtp produced at the end of each epoch.
Lemma 2. Suppose that Assumption 1 holds and let p P N, define v “ tp`1 ´ 1 and suppose
Algorithm 1 is run with a synchronization interval H ě 1 and a constant stepsize γ ą 0 such that
γ ď 14LH . Then the following inequalities hold:
vÿ
t“tp
Vt ď 5Lγ2H2
vÿ
i“tp
Df pxˆi, x˚q `
vÿ
i“tp
8γ2H2σ2f ,
vÿ
t“tp
3
2
LVt ´Df pxˆt, x˚q ď ´1
2
vÿ
t“tp
Df pxˆi, x˚q `
vÿ
t“tp
12Lγ2H2σ2f .
Combining the previous two lemmas, the convergence of local GD is established in the next theorem:
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Theorem 1. For local GD run with a constant stepsize γ ą 0 such that γ ď 14LH and under
Assumption 1, we have
fpx¯T q ´ fpx˚q ď 2‖x0 ´ x˚‖
2
γT
` 24γ2σ2fH2L, (5)
where x¯T
def“ 1T
řT´1
t“0 xˆt.
2.3 Local GD vs GD
In order to interpret the above bound, we may ask: how many communication rounds are sufficient
to guarantee fpx¯T q ´ fpx˚q ď ? To answer this question, we need to minimize TH subject to the
constraints 0 ă γ ď 14L , 2}x0´x˚}
2
γT ď 2 , and 24γ2σ2fH2L ď 2 , in variables T,H and γ. We can
easily deduce from the constraints that
T
H
ě 16}x0 ´ x˚}
2

max
#
L, σf
c
3L

+
. (6)
On the other hand, this lower bound is achieved by any 0 ă γ ď 14L as long as we pick
T “ T pγq def“ 4}x0 ´ x˚}
2
γ
and H “ Hpγq def“ 1
4 max
!
L, σf
b
3L

)
γ
.
The smallest H achieving this lower bound is Hp 14L q “ min
"
1,
b
L
3σ2f
*
.
Further, notice that as long as the target accuracy is not too high, in particular  ě 3σ2L , then
max
!
L, σf
a
3L{
)
“ L and (6) says that the number of communications of local GD (with pa-
rameters set as H “ Hpγq and T “ T pγq) is equal to
T
H
“ O
ˆ
L}x0 ´ x˚}2

˙
,
which is the same as the number of iterations (i.e., communications) of gradient descent. If  ă 3σ2L ,
then (6) gives the communication complexity
T
H
“ O
˜?
Lσf
3{2
¸
.
2.4 Local GD vs Minibatch SGD
Equation (5) shows a clear analogy between the convergence of local GD and the convergence rate
of minibatch SGD, establishing a 1{T convergence to a neighborhood depending on the expected
noise at the optimum σ2f , which measures how dissimilar the functions fm are from each other at
the optimum x˚.
The analogy between SGD and local GD extends further to the convergence rate, as the next corol-
lary shows:
Corollary 1. ChooseH such thatH ď
?
T?
M
, then γ “
?
M
4L
?
T
ď 14HL , and hence applying the result
of the previous theorem
fpx¯T q ´ fpx˚q ď 8L‖x0 ´ x˚‖
2
?
MT
` 3Mσ
2
fH
2
2LT
.
To get a convergence rate of 1{?MT we can choose H “ O `T 1{4M´3{4˘, which implies a total
number of ΩpT 3{4M3{4q communication steps. If a rate of 1{?T is desired instead, we can choose
a larger H “ O `T 1{4˘.
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3 Experiments
To verify the theory, we run our experiments on logistic regression with `2 regularization and
datasets taken from the LIBSVM library [2]. We use a machine with 24 Intel(R) Xeon(R) Gold
6146 CPU @ 3.20GHz cores and we handle communication via the MPI for Python package [4].
Since our architecture leads to a very specific trade-off between computation and communication,
we also provide plots for the case the communication time relative to gradient computation time is
higher or lower. In all experiments, we use full gradients ∇fm and constant stepsize 1L . The amount
of `2 regularization was chosen of order 1n , where n is the total amount of data. The data partitioning
is not i.i.d. and is done based on the index in the original dataset.
We observe a very tight match between our theory and numerical results. In cases where communi-
cation is significantly more expensive than gradient computation, local methods are much faster for
imprecise convergence. This was not a big advantage though with our architecture, mainly because
full gradients took a lot of time to be computed.
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Figure 1: Convergence of local GD methods with different number of local steps on the ’a5a’ dataset.
1 local step corresponds to fully synchronized gradient descent and it is the only method that con-
verges precisely to the optimum. The left plot shows convergence in terms of communication rounds,
showing a clear advantage of local GD when only limited accuracy is required. The mid plot, how-
ever, illustrates that wall-clock time might improve only slightly and the right plot shows what
changes with different communication cost.
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Figure 2: Same experiment as in Figure 3, performed on the ’mushrooms’ dataset.
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Supplementary Material for:
First Analysis of Local GD on
Heterogeneous Data
4 Proofs
We first provide two technical lemmas which relate the quantities xˆt, Vt and gt, x˚ and ∇fmpxmt q
for m “ 1, 2, . . . ,M . These lemmas are independent of the algorithm.
Lemma 3. If Assumption 1 holds, then
‖gt‖2 ď 2L2Vt ` 4LDf pxˆt, x˚q. (7)
Proof. Starting with the left-hand side,
‖gt‖2 ď 2‖gt ´∇fpxˆtq‖2 ` 2‖∇fpxˆtq‖2
“ 2
∥∥∥∥∥ 1M
Mÿ
m“1
∇fmpxmt q ´ 1M
Mÿ
m“1
∇fmpxˆtq
∥∥∥∥∥
2
` 2‖∇fpxˆtq‖2
ď 2
M
Mÿ
m“1
‖∇fmpxmt q ´∇fmpxˆtq‖2 ` 2‖∇fpxˆtq‖2
ď 2L
2
M
Mÿ
m“1
‖xmt ´ xˆt‖2 ` 2‖∇fpxˆtq‖2,
where in the second inequality we have used convexity of the map x ÞÑ }x}2. The claim of the
lemma follows by noting that
‖∇fpxˆtq‖2 “ ‖∇fpxˆtq ´∇fpx˚q‖2 ď 2LDf pxˆt, x˚q.

Lemma 4. Suppose that Assumption 1 holds. Then,
´2
M
Mÿ
m“1
xxˆt ´ x˚,∇fmpxmt qy ď ´2Df pxˆt, x˚q ` LVt. (8)
Proof. Starting with the left-hand side,
´2 xxˆt ´ x˚,∇fmpxmt qy “ ´2 xxmt ´ x˚,∇fmpxmt qy ´ 2 xxˆt ´ xmt ,∇fmpxmt qy . (9)
The first term in (9) is bounded by convexity:
´xxmt ´ x˚,∇fmpxmt qy ď fmpx˚q ´ fmpxmt q. (10)
For the second term, we use L-smoothness,
´xxˆt ´ xmt ,∇fmpxmt qy ď fmpxmt q ´ fmpxˆtq ` L2 ‖x
m
t ´ xˆt‖2. (11)
Combining (11) and (10) in (9),
´2 xxˆt ´ x˚,∇fmpxmt qy ď 2 pfmpx˚q ´ fmpxmt qq
` 2
ˆ
fmpxmt q ´ fmpxˆtq ` L2 ‖x
m
t ´ xˆt‖2
˙
“ 2
ˆ
fmpx˚q ´ fmpxˆtq ` L
2
‖xmt ´ xˆt‖2
˙
.
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Averaging over m,
´2
M
Mÿ
m“1
xxˆt ´ x˚,∇fmpxmt qy ď ´2 pfpxˆtq ´ fpx˚qq ` LM
Mÿ
m“1
‖xmt ´ xˆt‖2.
Note that the first term is the Bregman divergence Df pxˆt, x˚q and the second term is just Vt, hence
´2
M
Mÿ
m“1
xxˆt ´ x˚,∇fmpxmt qy ď ´2Df pxˆt, x˚q ` LVt,
which is the claim of this lemma. 
Proof of Lemma 1. Note that xˆt`1 “ xˆt ´ γgt always holds. Then we have,
‖xˆt`1 ´ x˚‖2 “ ‖xˆt ´ γgt ´ x˚‖2
“ ‖xˆt ´ x˚‖2 ` γ2‖gt‖2 ´ 2γ xxˆt ´ x˚, gty
“ ‖xˆt ´ x˚‖2 ` γ2‖gt‖2 ´ 2γ
M
Mÿ
m“1
xxˆt ´ x˚,∇fmpxmt qy
Let rt “ xˆt ´ x˚, then using Lemmas 3 and 4,
‖rt`1‖2 ď ‖rt‖2 ` γ2‖gt‖2 ´ 2γ
M
Mÿ
m“1
xxˆt ´ x˚,∇fmpxmt qy
(7)ď ‖rt‖2 ` γ2
`
2L2Vt ` 4LDf pxˆt, x˚q
˘´ 2γ
M
Mÿ
m“1
xxˆt ´ x˚,∇fmpxmt qy
(8)ď p1´ γµq ‖rt‖2 ` γL p1` 2γLqVt ´ 2γ p1´ 2γLqDf pxˆt, x˚q.
If γ ď 14L , then 1´ 2γL ě 12 and 1` 2γL ď 32 , and hence
‖rt`1‖2 ď ‖rt‖2 ` 3
2
γLVt ´ γDf pxˆt, x˚q,
as claimed. 
Proof of Lemma 2. Let gmt “ ∇fpxmt q, then noting that xmt`1 “ xmt ´ γgmt when tp`1 ą t ą tp
and xmtp “ xˆtp we have,
Vt “ 1
M
Mÿ
m“1
‖xmt ´ xˆt‖2 “ 1M
Mÿ
m“1
∥∥∥∥∥∥xmtp ´ xˆtp ´ γ
tÿ
i“tp
gmi ´ gi
∥∥∥∥∥∥
2
“ γ
2
M
Mÿ
m“1
∥∥∥∥∥∥
tÿ
i“tp
pgmi ´ giq
∥∥∥∥∥∥
2
ď γ
2
M
Mÿ
m“1
pt´ tpq
tÿ
i“tp
‖gmi ´ gi‖2
ď γ
2H
M
Mÿ
m“1
tÿ
i“tp
‖gmi ´ gi‖2
ď γ
2H
M
Mÿ
m“1
tÿ
i“tp
‖gmi ‖2.
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Then we have
‖gmi ‖2 ď p1` αq ‖gmi ´∇fmpxˆiq‖2 `
`
1` α´1˘ ‖∇fmpxˆiq‖2
ď p1` αq ‖gmi ´∇fmpxˆiq‖2 `
`
1` α´1˘ p1` βq ‖∇fmpxˆiq ´∇fmpx˚q‖2
` `1` α´1˘ `1` β´1˘ ‖∇fmpx˚q‖2.
Putting α “ 2, β “ 13 , we get
‖gmi ‖2 ď 3‖gmi ´∇fmpxˆiq‖2 ` 2‖∇fmpxˆiq ´∇fmpx˚q‖2 ` 6‖∇fmpx˚q‖2
ď 3L2‖xmt ´ xˆt‖2 ` 2 p2LDfmpxˆt, x˚qq ` 6‖∇fmpx˚q‖2.
Averaging with respect to m,
1
M
Mÿ
m“1
‖gmt ‖2 ď 3L2Vt ` 4LDf pxˆt, x˚q ` 6σ2.
Hence we have,
Vt ď γ2H
tÿ
i“tp
1
M
Mÿ
m“1
‖gmt ‖2 ď γ2H
tÿ
i“tp
`
3L2Vi ` 4LDf pxˆi, x˚q ` 6σ2
˘
.
Summing up the above inequality as t varies from tp to v “ tp`1 ´ 1,
vÿ
t“tp
Vt ď γ2H
vÿ
t“tp
tÿ
i“tp
`
3L2Vi ` 4LDf pxˆi, x˚q ` 6σ2
˘
ď γ2H
vÿ
t“tp
vÿ
i“tp
`
3L2Vi ` 4LDf pxˆi, x˚q ` 6σ2
˘
“ 3L2γ2H2
vÿ
i“tp
Vi ` 4Lγ2H2
vÿ
i“tp
Df pxˆi, x˚q `
vÿ
i“tp
6γ2H2σ2.
Noting that the sum
řv
t“tp Vt appears on both sides, we have`
1´ 3L2γ2H2˘ vÿ
t“tp
Vt ď 4Lγ2H2
vÿ
i“tp
Df pxˆi, x˚q ` 6γ2H2σ2.
Note that because γ ď 14LH ď 1?15LH , then our choice of γ implies that 1´ 3L2γ2H2 ě 45 , hence
vÿ
t“tp
Vt ď 5Lγ2H2
vÿ
i“tp
Df pxˆi, x˚q `
vÿ
i“tp
15
2
γ2H2σ2.
For the second part, we have
vÿ
t“tp
3
2
LVt ´
vÿ
i“tp
Df pxˆi, x˚q ď
ˆ
15
2
L2γ2H2 ´ 1
˙ vÿ
i“tp
Df pxˆi, x˚q `
vÿ
i“tp
45
4
Lγ2H2σ2.
Using that γ ď 14LH we get that 152 L2γ2H2 ´ 1 ď ´12 , and using this we get the second claim. 
Proof of Theorem 1. Starting with Lemma 1, we have
‖rt`1‖2 ď ‖rt‖2 ` γ
ˆ
3
2
LVt ´Df pxˆt, x˚q
˙
ď ‖rt‖2 ` γ p2LVt ´Df pxˆt, x˚qq .
Summing up these inequalities gives
Tÿ
i“1
‖rt‖2 ď
T´1ÿ
i“0
‖rt‖2 ` γ
T´1ÿ
i“0
p2LVi ´Df pxˆi, x˚qq ,
10
and using that T “ tp for some p P N, we can decompose the second term by double counting and
bound it by Lemma 2, then using double counting again,
γ
T´1ÿ
i“0
p2LVi ´Df pxˆi, x˚qq “ γ
pÿ
k“1
tk´1ÿ
i“tk´1
p2LVi ´Df pxˆi, x˚qq
ď ´γ
2
pÿ
k“1
vÿ
i“tp
pDf pxˆi, x˚qq `
pÿ
k“1
vÿ
i“tp
12Lγ3H2σ2
“ ´γ
2
T´1ÿ
i“0
pDf pxˆi, x˚qq `
T´1ÿ
i“0
12Lγ3H2σ2.
Using this in the previous bound,
Tÿ
i“1
‖rt‖2 ď
T´1ÿ
i“0
‖rt‖2 ´ γ
2
T´1ÿ
i“0
pDf pxˆi, x˚qq `
T´1ÿ
i“0
`
12Lγ3H2σ2
˘
.
Rearranging we get,
γ
2
T´1ÿ
i“0
pDf pxˆi, x˚qq ď
T´1ÿ
i“0
‖rt‖2 ´
Tÿ
i“1
‖rt‖2 `
t´1ÿ
i“0
`
12Lγ3H2σ2
˘
“ ‖r0‖2 ´ ‖rT ‖2 `
T´1ÿ
i“0
`
12Lγ3H2σ2
˘
ď ‖r0‖2 ` T
`
12Lγ3H2σ2
˘
.
Dividing both sides by γT {2 we get,
1
T
T´1ÿ
i“0
pDf pxˆi, x˚qq ď 2r0
γT
` 24Lγ2H2σ2.
Finally, using Jensen’s inequality and the convexity of f we get the required claim. 
11
