Abstract. In this paper we describe and analyze Krylov subspace techniques for accelerating the convergence of waveform relaxation for solving time-dependent problems. A new class of accelerated waveform methods, convolution Krylov subspace methods, is presented. In particular, we give convolution variants of the CG algorithm and the GMRES algorithm and analyze their convergence behavior. We prove that the convolution Krylov subspace algorithms for initial value problems have the same convergence bounds as their linear algebra counterparts. Analytical examples are given to illustrate the operation of convolution Krylov subspace methods. Experimental results are presented which show the convergence behavior of traditional and convolution waveform methods applied to solving a linear initial value problem as well as the convergence behavior of static Krylov subspace methods applied to solving the associated linear algebraic equation.
vergence to the same degree as their linear algebra counterparts [23] . An analysis of why linear acceleration of waveform relaxation can, in general, be expected to be limited is given in [28] .
One acceleration method for waveform relaxation that does, in fact, provide the same degree of acceleration as the analogous linear algebra method is convolution SOR, developed in [30, 31] . Inspired by convolution SOR, we use a convolution-based approach to develop an entirely new class of algorithms for accelerating the convergence of waveform relaxation, namely, convolution Krylov subspace methods. As particular exemplars of this new class of algorithms, we develop and analyze convolution GMRES (CGMRES) and biconvolution CG (BiCCG) . Analysis of these methods shows that the convolution algorithms for linear differential equations and the corresponding algorithms for the associated linear algebraic equations have the same convergence rate bounds. In other words, the convolution Krylov subspace methods accelerate the convergence of waveform relaxation to the same degree as their linear algebra counterparts.
In the next two sections, we first review waveform relaxation and the L 2 Krylov subspace techniques presented in [19] . The convolution Krylov subspace methods are then developed and analyzed. Experimental results comparing various waveform approaches are presented, and we conclude with a discussion and suggestions for further work.
Waveform relaxation.
The mathematical description of waveform methods that we will be use throughout this paper is based on the model initial value problem:
d dt x(t) + Ax(t) = f (t),
where A ∈ R n×n , f (t) ∈ R n is a given input, and x(t) ∈ R n is the unknown vector to be computed over an interval of interest [0, T ].
In (2.1), let A = M − N be a splitting of A. The waveform relaxation algorithm based on this splitting is expressed in matrix form as follows.
Algorithm 1 (waveform relaxation for linear systems). for x k+1 (t) on [0, T ]. Using operator notation, the waveform relaxation iteration can be expressed as (2.2) where the variables are defined on L 2 ([0, T ], R n ). The operator
is defined by (Kx)(t) = It is obvious then that x will satisfy (I − K)x = ψ, (2.4) where I is the identity operator.
Properties.
In this section we briefly review some relevant properties of the operator K.
Remark. Associated with the initial value problem (2.1) is a linear algebraic problem Ax = b. (2.5) Similarly, associated with the waveform relaxation equation (2.4) is a preconditioned linear system of equations
In what follows, we relate properties (in particular, spectral properties) of M −1 N to properties of K and relate the behavior of algorithms applied to (2.4) to the behavior of algorithms applied to (2.6).
Lemma 2.1. The operator K as defined in (2.3) is compact, has zero spectral radius, and has adjoint operator K * given by (K * x)(t) = Remark. In general, K is not self-adjoint with respect to the L 2 inner product, even when M −1 N , the matrix for the corresponding linear system, is symmetric in R n (or Hermitian in C n ). Since K is compact with zero spectral radius, a straightforward convergence result can be stated.
Theorem 2.2. The waveform relaxation algorithm (2.2) generates a sequence of iterates {x k } such that x k → x as k → ∞. Although K has zero spectral radius, it is highly nonnormal and thus the characteristics of the operator are far from trivial. That is, the spectrum itself provides very little insight into the behavior of iterative methods involving the operator K. One approach to understanding iterative methods involving K is to consider the case for T → ∞, in which case spectral properties of the operator apparently do provide information about the behavior of iterative methods involving K. A detailed analysis of waveform relaxation for the T → ∞ case is given in [23] .
Unfortunately, the spectrum of K is discontinuous as a function of T -for any finite T , the spectral radius of K is zero. Thus, the degree to which the results for infinite T apply to real problems (which necessarily use finite T ) is problem-dependent. One tool for understanding the behavior of K for finite T , and one that in some sense unifies the two cases of finite and infinite T , is pseudospectral analysis [38] .
Definition. Let X be a Banach space with norm · . The -pseudospectrum of a densely defined closed linear operator A : X → X is defined as
where it is understood that (λI − A) −1 = ∞ for λ ∈ Λ(A). Here Λ(A) is the spectrum of A.
The following result (the proof is given in [22] ) shows that the pseudospectrum is continuous as T → ∞.
Example.
To aid our subsequent discussion, we provide a graphical illustration of the spectrum and pseudospectrum of K for the model problem (2.1). We take A to be a symmetric positive definite matrix:
which is obtained, e.g., from discretizing the one-dimensional heat equation with spatial discretization ∆x. For this example, we use a Jacobi splitting to obtain M and N from A, and we take ∆x = 1/16, n = 17, and ε = 10 −3 . Figure 2 .1 shows the spectra and pseudospectra of K T and K ∞ for A given in (2.7), where
Since the matrix M −1 N is normal, the pseudospectrum of K ∞ is also very close to the spectrum. The spectra and pseudospectra were plotted using the formulae given in [22] . Note that Λ ε (K T ) does not have a known formula (only bounds are known), and so it is not plotted.
3. Hilbert space acceleration methods. For solving linear algebra problems, Krylov subspace algorithms form sequences of approximate solutions {x k } with
where x 0 is the initial estimate for x and r k = b − Ax k is the residual associated with the kth iterate. That is, each x k is a member of the affine Krylov subspace
Algorithms for generating {x k } typically do so by enforcing some type of Galerkin or minimal residual condition on the iterates. To enforce these conditions, it is only necessary that the underlying space has certain geometric properties, namely, that a notion of orthogonality exists. This is usually taken to mean Hilbert space, but, as we will see, it seems that Hilbert space geometry may be too strong and that weaker geometric conditions can yield effective methods (see the discussion in section 7). Thus, Krylov subspace algorithms can readily be extended from R n to Hilbert space (a fact that has been known since the early development of Krylov subspace iterative methods for linear algebra [10] ). By embedding (2.4) into an appropriate Hilbert space, it is a rather straightforward matter to develop Krylov subspace acceleration techniques for waveform relaxation. A natural Hilbert space for this problem is
3.1. Waveform GMRES. By Lemma 2.1, it is obvious that K is not self-adjoint with respect to the L 2 inner product. Thus, in order to accelerate waveform relaxation, we must restrict our attention to those Krylov subspace algorithms suitable for nonHermitian linear systems. At present, the premier such algorithm is the GMRES algorithm of Saad and Schultz [33] .
The waveform GMRES (WGMRES) algorithm is as follows. Algorithm 2 (WGMRES).
3. Form approximate solution:
Remark. Symbolically, this algorithm is identical to the GMRES algorithm on R n . The difference is that the vectors and vector-space operations are understood to be defined on the Hilbert space
Analysis of WGMRES.
In order to analyze WGMRES, it is useful to recall that GMRES is a Galerkin method. The use of a Galerkin method over a Krylov space generated by (I − K) is discussed in [25] and [29] , where the approach is called the method of moments (see also [42] ). The following two results can be found in [19, 21] . 
As an immediate consequence, we have that WGMRES converges. Unfortunately, because of the nonnormality of the operator K, nothing much can be said about the rate of convergence, particularly in relationship to the spectrum of M −1 N (or, more to the point, in relationship to the behavior of GMRES applied to solving a linear system of equations based on M −1 N ). Although precise statements about the convergence behavior of GMRES cannot be made, certain (rather pessimistic) qualitative statements can be made. Nevanlinna considered the general case of linear acceleration of waveform relaxation in [28] , with the conclusion that significant speedups (of the sort one sees for linear algebra problems) would not be achievable in general.
Intuitively, we can see that it is much more difficult for GMRES to be effective when applied to waveform relaxation. Figure 2 .1 shows the spectrum and pseudospectrum of K. For the matrix problem, the spectrum of M −1 N consists of a set of distinct eigenvalues on the real axis. For the waveform problem, the pseudospectrum of K fills a two-dimensional region in the complex plane. Clearly, it is much more difficult to find a good minimizing polynomial for the waveform case than for the linear algebra case. In fact, by using conformal mapping techniques, it is possible to show that there is, in fact, no essential speedup possible for WGMRES for a large class of problems [37] (on the infinite interval).
However, all is not lost. Similar pessimistic results hold for waveform relaxation accelerated with SOR [23] . However, with the use of convolution techniques, Reichelt developed a variant of SOR for waveform relaxation that does for (2.4) what algebraic SOR does for (2.6) [31] . That convolution techniques can provide the desired rate of acceleration for SOR gives us hope that similar results can be achieved for Krylov subspace techniques. We develop such a class of algorithms and prove their rates of convergence in the next section.
Convolution methods.
The principle behind convolution SOR (CSOR), and, indeed, the convolution methods developed in this paper, is that rather than simply taking linear combinations of waveform iterates, the methods take sums weighted by a convolution kernel. The resulting algorithms thus circumvent the limitations of linear acceleration as described in [23] and [28] . In fact, CSOR and the convolution Krylov subspace algorithms developed here exhibit speedup precisely comparable to that in the associated linear algebra problem.
CSOR.
A waveform relaxation algorithm using CSOR for solving (2.1) is shown in Algorithm 3. The algorithm takes an ordinary Gauss-Seidel waveform relaxation step to obtain a value for the intermediate variable x with a scalar parameter ω. With the convolution, the CSOR method correctly accounts for the temporal frequency-dependence of the spectrum of the Jacobi waveform relaxation operator (e.g., Jacobi waveform relaxation smoothes high frequency components of the error waveform more rapidly than low frequency components) by, in effect, using a different SOR parameter for each frequency [31] .
Algorithm 3 (Gauss-Seidel waveform relaxation with CSOR acceleration).
• Solve for scalar waveform
• Overrelax to generate
Convolution Krylov subspace algorithms.
In this section and the next, we incorporate convolution into the Krylov subspace approach for accelerating waveform relaxation. We begin by identifying some key spaces and associated operations to be used in what follows.
Assume f, g ∈ L 2 (R, R) are functions, and
where f (t) = f (−t), and x(t) = x(−t). Remark. Although the above formulae are defined in general for L 2 functions, one important subset of L 2 that will figure prominently is C 0 ([0, ∞), R), the compactly supported continuous functions, and we will be working with this space in what follows. The following technique is purely for the analysis of the algorithms, although the implementational computations are not related to it. For brevity we will indicate
From the basic operational calculus [26, 27, 36] , it is known that convolution induces a ring structure on C 0 ([0, ∞), R). As with any ring structure, this ring structure, can be algebraically extended to a quotient field (in a manner similar to extending the ring of integers to the field of rational numbers). Define Q to be the set of ordered pairs ("fractions")
By a result of Titchmarsh [36] , there are no zero divisors; i.e., f g = 0 implies that either f = 0 or g = 0. The axiomatic operations required for field structure are then readily defined. An operational calculus has been developed on this basis, adding a theoretical underpinning to the operational calculus of Heaviside [26, 27] .
A result of Foiaş shows that the range of convolution is dense in L 1 , a result that was later extended to the continuous case [7, 35] . More recently, a constructive proof of these results has been given by Bäumer [2] . As a direct consequence of the injectivity and dense range properties of convolution, we have the following.
Lemma 4.1. Let Q be the quotient field induced by the convolution ring
Remark. Q is, in fact, a space of generalized functions; the limit lim i→∞ φ i may not necessarily exist in C 0 ([0, ∞), R). For example, the element in Q identified with f/f is the Dirac δ-distribution. In this regard, Q is a completion of C 0 ([0, ∞), R) with respect to the convolution operator. Notice that a function f ∈ C 0 ([0, ∞), R) can be identified with any quotient of the form
Using this definition of convolution between elements of Q and continuous functions, we can readily create a vector space over the field Q using convolution. 
Proposition 4.2. Let Q be the quotient field induced by the convolution ring
The m-dimensional convolution Krylov subspace generated by A and r 0 is defined to be
Notice that this definition of the convolution Krylov subspace differs from the usual definition of a Krylov subspace due to the convolution operator; by span we mean combinations under convolution. However, as with methods that use the traditional definition of a Krylov subspace, we seek to find the element of K m (A, r 0 ) that best satisfies (2.4).
Examples.
Using convolutions in Krylov subspace methods may seem counterintuitive. To demonstrate the general operation of convolution Krylov subspace methods, we present two examples.
Example. Consider the following initial value problem:
where A is a 2 × 2 matrix
For splitting A = M − N with M = 2I, in order to solve (I − K)x = ψ, we choose
By the Galerkin conditions,
which is the analytic solution for (4.2).
Example. Let us consider another initial value problem:
In this case, we take splitting A = M − N with M = 0. Again choose
As in the last example, by using the Galerkin conditions, we can find
and
which is the analytic solution for (4.3).
Fourier transform.
Define the Fourier-Laplace transform on L 2 (R, R) to be
Remarks.
1. x, y (ξ) = x(ξ), y(ξ) , where ·, · is the Hermitian inner product in C n , and ξ ∈ R.
2. x, y = y, x = y, x .
is a meromorphic function with discrete poles [1] . (Here · · indicates normal division.) 4. Under the convolution inner product " ·, · ," the convolution adjoint operator of K is the same as the L 2 adjoint operator K * of K. Thus, even with real symmetric A, K is not self-adjoint with respect to ·, · . Since convolution is closely related to the Fourier transform (which is isometric on the L 2 (R, R) space), we restrict our analysis to L 2 spaces. In this context, we view
The convolution GMRES algorithm.
In this section, we introduce the convolution GMRES (CGMRES) algorithm. Analogous to GMRES for linear systems of equations, CGMRES is appropriate for operator systems where A is not self-adjoint with respect to the convolution inner product.
Algorithm 4 (CGMRES). Let
be a bounded linear operator. By Bäumer [2] , A is extendable to C 0 ([0, ∞), R n ), the vector-valued generalized function space, i.e., the completion of C 0 ([0, ∞), R n ) under operator A, which is a vector space over Q due to the commutative of A and . Let
3. Compute y m , the minimizer of (β (δ 0 , 0, . . . , 0)
, and δ 0 is the Dirac δ-distribution. Remarks.
1. In the above algorithms, "| · | " is the Euclidean norm defined in C n , and " ∨ " means the inverse Fourier transform.
By x/f for
x ∈ C 0 ([0, ∞), R n ) and f ∈ C 0 ([0, ∞), R) we mean the vector (x 1 /f, x 2 /f, . . . , x n /f ) T ∈ Q n .
It is not hard to see that there is a compactly supported sequence
which is well-defined on the completion vector space C 0 ([0, ∞), R n ) over Q.
Convergence of CGMRES.
To analyze the convergence of the CGMRES algorithm we begin with the convolution Petrov-Galerkin conditions f − Ax, w = 0 ∀w ∈ AK, where for brevity K indicates K m (A, r 0 ). Based on these conditions, we say that f − Ax is convolutionally perpendicular to AK. Note that x, y = 0 if and only if x(ξ),ŷ(ξ) = 0 for all ξ ∈ R. Therefore, after taking Fourier transforms, the CGMRES algorithm becomes the GMRES algorithm for the linear algebraic equation 
Then the residual r
2 is the condition number of X under the 2-norm. Proof. For each fixed ξ ∈ R, it is known that
The right-hand side of the above inequality is bounded by κ 2 (X) (k) |r 0 (ξ)| 2 . Integrating both sides in ξ, we get the desired inequality.
In order to estimate (k) , we assume that eigenvalues of A are included in an ellipse E(c, e, a), centered at c, with focal distance e and semimajor axis a, which excludes the origin.
Assume a kth order polynomial p satisfies
is of degree k in z and q ξ (−iξ) = 1. For fixed ξ,
and then q(z) = q ξ (z). Therefore, the above two sets are equal. Hence,
By an estimate in [32, p. 192 
where C k is the kth order Chebyshev polynomial. Hence,
The following is a key lemma for analyzing the convergence of CGMRES. 
Proof. By the definition of the Chebyshev polynomial C k (z), or by noticing that C k (z) has real coefficients, we have C k (z) = C k (z). As an immediate consequence,
In order to find the minimum, define
Let w = ρe iθ such that
By a computation, we get
where 
and ρ > 1. By introduction, one can prove that sin(mθ) ≤ m sin θ for 0 < θ < π 2 and m ∈ N. Also, notice that ρ + ρ −1 > 2. Hence, in order to prove g(ρ, θ) > 0, it is sufficient to prove that
is a strictly increasing function for ρ > 1, which implies g(ρ) > g(1) = 0. This proves the lemma. Notice that the Chebyshev polynomial
Therefore, by the last lemma, we have the following consequence.
Corollary 4.5. If c is a complex number and e = 0 is real, then
Finally, we have the following convergence result for CGMRES. 
Remark. Thus, CGMRES applied to (2.4) is bounded by the same rate of convergence as GMRES applied to the associated problem (2.6).
Biconvolution acceleration methods.
The CGMRES algorithm demonstrates that the use of convolution can accelerate waveform relaxation in a manner similar to GMRES applied to the associated linear algebra problem. However, there is still something unsatisfying about the algorithm in that even for Hermitian A one must use CGMRES. In this section, we turn our attention to a method that exploits Hermitian properties of the matrix A, namely, biconvolution CG (BiCCG). The development of BiCCG will use a convolution bilinear form in place of the convolution inner product used by CGMRES.
We begin by defining the following bilinear form: for w, z ∈ C n . Note that this is not the typical inner product in C n . It is, however, the bilinear form used in the BiCG algorithm [8] , hence the name "biconvolution CG." 3. Since, by assumption, functions and vectors are compactly supported, f x and [x, y] are in fact in L 2 .
The BiCCG algorithm.
The CG algorithm is a popular and effective iterative method for solving symmetric positive definite systems of equations [11, 13] . Waveform extensions (using scalar parameters) of the CG algorithm are not welldefined, even for symmetric positive definite A, since, in general, the operator K is not self-adjoint with respect to the L 2 inner product. On the other hand, as we will see below, it is possible to develop a well-defined waveform extension to CG using convolution, i.e., the BiCCG algorithm.
Definition. An operator A :
If A is Hermitian, the operator K is convolution self-adjoint with respect to the convolution bilinear form " 
If A is convolution self-adjoint and convolution definite on L 2 ([0, T ], R n ), then we can define the following BiCCG algorithm (analogous to CG).
be a bounded linear operator. As before, A is extendable to C 0 ([0, ∞), R n ), the vector-valued generalized function space, which is again a vector space over
Note that the Fourier transform of the BiCCG algorithm for A = I − K is the BiCG algorithm (see [6, 8, 13] ) for matrix A(ξ) = (iξI + M ) −1 (iξI + A). Therefore, we can view the BiCG algorithm (for a complex system) as a continuation of the CG algorithm (for a real system). Also, notice that by [5] there is a CG algorithm for matrix A(ξ) = (iξ + d) −1 (iξI + A).
Laplace and Fourier transforms.
To analyze the convergence of the BiCCG algorithm, we first give some definitions for weighted Sobolev spaces (see [16] ) and introduce some results related to Laplace and Fourier transforms.
Definition. For a real number λ > 0, α ≥ 0, define the weighted Sobolev space H α λ (R, R) according to
In particular, if λ = 1, then the weighted H α 1 space is the regular H α space [16] . Also notice that H α λ can be defined by another equivalent norm as follows:
T is real symmetric positive definite, where U U T = I, and 0
By the definition, we can see that
which makes H α A a Hilbert space with norm
. Now we want to study the relationship between the Laplace transform and the Fourier transform.
Since f ∈ L 2 ([0, T ], R), and the trivial extension of f to L 2 (R, R) is compactly supported, the Fourier transform of f is therefore entire in C. By Cauchy's theorem,
where R is a rectangle as shown in the figure at the right. Therefore,
By a property of the Fourier transform (see [12] ), lim α→∞ f (α + is) = 0. Also, since ( f (α + is)) 2 is absolutely integrable,
The third term becomes −
Let β → ∞, and then by
Hence, we conclude that
since f (−is) is the Laplace transform and is real. We denote the Laplace transform by Lf (s) = f (−is). This relationship between the Laplace and Fourier transforms plays an important role in what follows.
For subsequent analysis, we require the following definition (see [16] ).
Definition.
If we assume that f ∈ H 1/2 0 ([0, ∞), R), then by Cauchy's theorem again,
Combining (5.1) and (5.2) yields a key lemma.
Because of this key equality, we can give the following definitions.
, and real symmetric and positive definite A = U diag(λ 1 , . . . , λ n )U T with U U T = I and 0 < λ 1 ≤ · · · ≤ λ n . Define an A-weighted inner product by
The new normed space is again a Hilbert space and is denoted by K
Remarks.
1. By integration over a wedge instead of over a rectangle as in Lemma 5.2, one can see that
This means the integral 
x > 0} is the positive half ray of R.
Convergence of the BiCCG algorithm.
By using the projection properties and Chebyshev polynomials, one can prove the following well-known theorem [32] for CG applied to the linear system Ax = b. 
where x * is the exact solution. Proof. By taking Fourier transform on the BiCCG algorithm, we can see that, for each m, 
Since A is positive definite, there exists an unitary matrix U such that
where Λ = diag(λ 1 , . . . , λ n ), and 0 < λ 1 ≤ · · · ≤ λ n . It is easy to see that
Notice that
is an increasing function on [0, +∞), we have
Multiplying both sides of (5.5) by (s + d), we obtain
Integrating both sides of (5.6) with respect to s and taking the square root gives the desired inequality (5.3).
Remarks. 1. Thus, under the weighted K
1/2
A norm, BiCCG applied to (2.4) is bounded by the same rate of convergence as CG applied to the associated problem (2.6). 2. Another important point to note is that, for the Laplace transform, we have the pointwise inequality (5.4). For the Fourier transform, it is not known whether a similar pointwise inequality is true or not. Such an inequality with the Fourier transform is unnecessary, however, because, by Theorem 5.4, it is the integral of the Fourier transforms of x * − x m and x * − x 0 which must satisfy a similar inequality. Notice that, since ((I − K) n )ˆ= ((I − K)ˆ) n , and the CG algorithm terminates in finite steps, we have the following result regarding finite termination.
Corollary 5.5. The BiCCG algorithm applied to (2.4) terminates in finite steps.
Remark. For the algebraic equation (2.5), the CG algorithm terminates in finite steps. For the differential equation (2.1), we should expect that finite termination is possible [34] . Although the finite termination property is typically not important in practice, the fact that convolution Krylov subspace methods exhibit this property is another indication that they are the "right" generalization from linear algebra problems to waveform problems. The Hilbert space methods in section 3 do not exhibit finite termination.
Numerical experiments.
In this section, we present preliminary experimental results using convolution Krylov subspace methods. For our model problem, we take the one-dimensional heat equation with unit spatial dimension and T = 64 for the temporal dimension. The problem is discretized with 64 spatial points and 32 temporal points and is integrated using backward-Euler.
Two convolution Krylov subspace methods are examined: BiCCG and the convolution variant of the generalized conjugate residual algorithm [4] , CGCR. The CGCR algorithm is included rather than convolution GMRES because, although it is theoretically equivalent to GMRES, it is much simpler to implement. Thus, the CGCR results should be taken to be indicative of CGMRES.
The experimental code for BiCCG was written in C++, using the CG module from the IML++ class library [3] . Although IML++ was developed for solving linear systems of equations, by using it with a waveform class and by overloading the appropriate operators, the same CG code was able to be used for both linear algebra problems and waveform problems. The code for CGCR was similarly based on a GCR module (auxiliary to the IML++ library distribution). The experimental code for CSOR and WGMRES was written in C. The convolution kernel for CSOR was obtained according to the algorithms given in [30, 31] .
Elements in Q were applied to functions by first convolving with the numerator and then deconvolving with the denominator. The deconvolution was implemented in a variety of ways, including computation of (f g ) ∨ , inversion of the convolution based recurrence, and a Newton iteration. All approaches gave similar results. Figure 6 .1 compares the convergence rates of waveform relaxation, WGMRES, CSOR, and BiCCG applied to solving the model problem. We also show the performance of CG applied to solving the corresponding linear algebra problem. For this experiment, BiCCG and CGCR have remarkably better convergence behavior than the other waveform methods and is, in fact, much better than CG itself. This be- them. The authors also wish to thank the referees for their careful reading and helpful suggestions for strengthening this paper.
