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The doping-dependent, near-band-edge optical-absorption coefficient CY (hv) was deduced from 
optical transmission measurements in n-type GaAs thin films. The selenium-doped films were 
grown by metalorganic chemical-vapor deposition and do ed to produce room-temperature 
electron concentrations from 1.3 x 10” to 3.8X 1018 cm- P . The transmission measurements 
covered photon energies between 1.35 and 1.7 eV and were performed on double 
heterostructures with the substrate removed by selective etching. The results show good 
qualitative agreement with previous studies and good quantitative agreement, except for the 
heavily doped samples. For na=3.8 X 10” cme3, a( 1.42 eV> is approximately four times that 
reported by previous workers. Secondary-ion-mass spectrometry measurements on flms grown 
under differing conditions demonstrate that a(hv) is sensitive to electrically inactive dopants 
and supports the hypothesis that precipitates or compensation influenced previous 
measurements. These comprehensive results on high-quality, uncompensated material should 
prove useful for fundamental studies of optical transitions in n-type GaAs as well as for 
modeling optoelectronic devices. 
I. INTRODUCTION 
Knowledge of the doping dependence of the near- 
band-edge absorption coefficient versus photon energy 
a(hv) is vital to describe photoluminescence in GaAs,lm3 
to calculate the emission spectra for GaAs lasers,j to model 
photon recycling in double heterostructures,s-8 and to test 
band-structure calculations of heavily doped G~As.~-” 
Workers in these fields typically make use of the classic 
and comprehensive study of a(h) by Casey, Sell, and 
Wecht,12 but in a later paper, Casey and Stern4 expressed 
concern about the data for n-type GaAs. Their concern 
stemmed from the fact that they were unable to model 
theoretically the measured a(hv), its use in the van 
Roosbroeck-Shockley expressiont3 did not produce the 
measured emission spectra,4 and because the results dif- 
fered from those of previous efforts5i4 Because the mea- 
surements of Casey and co-workers were performed on 
melt-grown GaAs, there was concern that compensation 
and precipitates might have influenced the results.4 In spite 
of these concerns, workers have continued to use the data 
of Casey and co-workers because there are no other com- 
prehensive data available. 
In this article we present a comprehensive character- 
ization of the doping-dependent, near-band-edge absorp- 
tion coefficient in n-type GaAs grown by modern epitaxial 
techniques. Transmission experiments were used to deduce 
a(hv) over the photon energy range of 1.35-1.7 eV. The 
six selenium-doped films had room-temperature electron 
concentrations from 1.3~ 10” to 3.8 x lOi cmA3 and were 
grown by metalorganic chemical-vapor deposition 
(MOCVD). While the qualitative agreement with Casey 
and co-workers’ work is good, we find important quantita- 
tive differences. For electron concentrations less than lo’* 
cmm3, we find good agreement with Casey and co-workers’ 
data for the absorption tail, but for higher energies we find 
that a is 20%-25% larger than is Casey and co-workers’. 
At the highest electron concentration studied, we find that 
a( 1.42 eV) for our samples is four times higher than that 
measured by Casey and co-workers. We demonstrate that 
Casey and co-workers’ measurements were likely influ- 
enced by compensation in his samples. This new and com- 
prehensive data for high-quality, n-type GaAs will prove 
useful for basic studies as well as for device modeling. 
II. EXPERIMENTAL PROCEDURES 
The n-GaAs films were double heterostructures 
(DHs) grown by MOCVD at atmospheric pressure on 
horizontal-Bridgman substrates heated to 740 “C by radio- 
frequency induction. The growth rate was 6 pm/h, except 
for the films with nc=2.4~10’~ cmM3 for which the 
growth rate was 4 pm/h. The doping agent was hydrogen 
selenide (from Scott Specialty Gases) diluted to 55 ppm 
with hydrogen, and the sources were trimethyl aluminum, 
trimethyl gallium, and 100% arsine. The V/III ratio was 
maintained at 30, with the exception of the films with 
no= 2.4 X lOI crne3 for which the V/III ratio was 45. Fur- 
ther details of the growth are described elsewhere.15 
The basic structure of the DHs is shown in Fig. 1. The 
cladding Alc3Gao.TAs layers provide carrier confinement 
for lifetime measurements” while the Alas5Ga0.15As acts 
as an etch-stop layer.16 The electron concentrations tabu- 
lated in Table I were measured by the van der Pauw tech- 
nique using the thickest film at each concentration. The 
selenium concentration was measured by secondary-ion- 
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FIG. 1. The basic structure of the double heterostructures grown for this 
study. The Ab,ssGa,,,sAs layer acts as an etch stop. 
mass spectrometry (SIMS) in a Cameca IMS-3f using ce- 
sium as the ionizing source. The electron concentration 
was found to be approximately equal to the selenium con- 
centration for all films except those grown at 4 pm/h 
(no=2.4x 10” crnm3 ). Table I lists the measured thick- 
ness of each of the DHs used in this study. The thicknesses 
were determined with a scanning electron microscope 
(SEM) by viewing an adjacent piece of the wafer after it 
had been “stained” by a 25 s dip in a solution of de-ionized 
(DI) water, hydrofluoric acid (HF), and 30% hydrogen 
peroxide (H,O,) mixed with a ratio of 10: 1:l 
DI:HF:H202. 
To prepare the samples for the transmission experi- 
ments, a hole was etched through the substrate by wet 
chemical etching. The samples were placed face down in 
black wax melted on a glass slide. The wax covered the 
edges and part of the substrate, leaving an area of the 
substrate exposed in the middle. The mounted sample was 
then immersed in a room-temperature solution of 50 g of 
granular citric acid dissolved in 50 ml of DI water and 10 
ml of H202. The typical etching time before the 
Alcs5Gac,sAs layer was exposed was 36 h. Since this mix- 
ture etches Ales5Gac15As as much as 100 times more 
slowly than it etches GaAs,16>18 the area of exposed 
Al,,s,Gacl,As looked specular relative to the rough back 
of the substrate. Once this specular area of exposed 
AlossGac15As was large enough (2-3 mm in diameter), 
the sample was rinsed in DI and the Ales5GaelsAs layer 
was removed by a 30 s dip in hydrogen fluoride (HF) 
diluted with DI to 5% by volume. (HF removes high mole 
fraction AlGaAs much faster than it does low mole frac- 
TABLE.1. Measured GaAs electron densities and thicknesses for each of 
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FIG. 2. Block diagram of the experimental setup. 
tion AlGaAs. “J ) The sample was then unmounted by 
soaking in trichloroethane. The thin film was still attached 
at the periphery to the substrate, so the sample was easily 
handled with tweezers. Where the substrate was removed, 
the thinner DHs (w <4 ym) exhibited a slight bowing 
possibly due to the lattice mismatch of the GaAs-AlGaAs 
interfaces, but no evidence of strain was observed in the 
results. 
Figure 2 shows a block diagram of the experimental 
apparatus. The output of a 1000 W halogen lamp was fo- 
cused onto the input slit of a Q m scanning monochromator. 
The slit widths were set to 0.3 mm which allowed a band- 
pass of less than 2 nm full width at half-maximum at 545 
nm. (This was measured by observing the output of the 
monochromator illuminated with a mercury vapor lamp.) 
A long-pass filter with a 50% cutoff at A=630 nm was 
used to block higher-order wavelengths transmitted 
through the monochromator. The output of the monochro- 
mator was collimated using a fused silica plano convex lens 
and an aluminum mirror with a radius of curvature of 1.0 
m. The focusing mirror had a 0.1 m radius of curvature, 
narrowing the light beam to an area about 2 mm in diam- 
eter. Light detection was by an Sl photomultiplier used at 
room temperature. The measurements were taken while 
the room temperature was 18-20 “C. The output wave- 
length of the monochromator was varied from 700 to 1000 
nm in steps of 2.0 nm. Data were taken over all wave- 
lengths with the sample illuminated from the back side, 
and then data were recorded with the sample removed. 
Ill. DEDUCING ABSORPTION COEFFICIENT FROM 
TRANSMITTANCE 
This section describes the general technique we use to 
analyze the transmittance data, and then as an aid to un- 
derstanding we detail the analysis for the samples with 
no=3.7X 101’ cmm3 . The transmittance T( hv), or fraction 
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of light transmitted through a three-layer absorbing struc- 
ture, is a complicated function of the complex indices of 
refraction and thicknesses of the three layers.20S” For 
strongly absorbed light, interference effects are minimal, 
which greatly simplifies the expression for T(hv). Addi- 
tional simplifications result because there is no absorption 
in the AlssGas7As cladding layers for the wavelength 
range of interest, and because the reflectivity at the 
AlssGaeTAs-GaAs interfaces is less than 1 %.22-24 Sell and 
Casey used these simplifications to write the transmittance 
of a three-layer Al,Ga,-&/GaAs/Al,Ga, -As structure 
as25 
2 -n(hv)uJ (1-R) e 
T(hv) = 1 -R2e--2a(hv)w * (1) 
For our work, R is the reflectance of a single 
air-AlejGao.-IAs interface (not the reflectance of the three- 
layer structure), and w is the thickness of the GaAs active 
layer. Equation ( 1) ignores interference effects, which only 
affect measurements with weakly absorbed light. In Eq. 
( 1) both T(hv) and w are determined experimentally so 
only R is needed to deduce a(hv). 
For very low-energy photons the DHs are nonabsorb- 
ing Fabry-Perot cavities; the well-known relationship be- 
tween the transmittance of a Fabry-Perot cavity and R is 
written as26 
(1-R>2 
T’(hv)=( 1-R)2+4R sin2 8 ’ (2) 
where 0 =2nwn,s/L, and neK is the index of refraction. 
Equation (2) shows that there is no unique value of 
T’ (hv) from which we can deduce a value for R. We can, 
however, define a quantity T,,, which is the average of 
T’ (hv) for photons below the band gap. T’ (hv) in Eq. (2) 
peaks in intervals of 0=mr, where m is an integer, so to 
find T,“, theoretically one integrates Eq. (2) for one period 
between 0 = rnr and 0 = (m + 1) rr [two arbitrary peaks in 
T’(hv)] and divides by the length of the integrand n- (this 
is detailed in the Appendix). The result of this 
integrationz7 is that 
(3) 
which directly relates TaV, and R. T, can be computed 
from experiment by averaging the T(hv) data over the 
range of photon wavelengths where 0.9<d<l.O ,um and 
a(hv) =O. For all electron concentrations, T,,, of the 
thickest DH was within *O.Ol of 0.54. Equation (3) 
yields R=0.30*0.01 and Eq. (4) below gives-values of 
3.4&O. 1 for the index of refraction of the Alo.sGae7As 
layers. Previous authors22923 obtained n-3.4 in nominally 
undoped Alc3Gae,As for this range of photon energies. 
An issue which arises in using Eq. ( 1) to relate T( hv) 
and a (hv) is that Eq. ( 1) assumes that R is independent of 
energy. To demonstrate that this generates little uncer- 
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FIG. 3. Transmittance vs photon wavelength for two DHs with 
n0=3.7X 10”cmS3. The oscillations for photon energies below the band- 
gap energy are due to interference effects which one can model by treating 
the DH as a Fabry-Perot cavity. 
where data for n, the index of refraction of the nonabsorb- 
ing Ale3GaeTAs layers, are taken from the literature for 
nominally undoped Alo.3Gae7As.23 We find that R=0.31 
AO.01 for the photon energies of interest, which is similar 
to that deduced from T,,,. The reason we deduce R from 
T,,, rather than from the literature data for n of the 
Als3Gae,As is that our Alc3Gac7As layers are highly 
doped and the literature data are for nominally undoped 
Ab.3Gao.7As. 23 
Using Eq. (1)) we have the greatest confidence in the 
a(hv) deduced from the measured transmittance for 
O.OOS<T(hv)<0.35. T(hv) ~0.005 is the limit of our ex- 
perimental accuracy, and for T( hv) > 0.35, multiple inter- 
nal reflections can cause increased uncertainty. Figure 3 
shows the transmittance for two of the DHs with 
~2~~3.7~ 1017 cmw3. The oscillations for photon energies 
below the band-gap energy are due to interference effects 
which one can model by treating the DH as a Fabry-Perot 
cavity. The transmittance of the sample with w=2.32 pm 
peaks near 1.0, which indicates that the surfaces are spec- 
ular. By noting the regions of the plots of Fig. 3 where 
O.O05(T(hv) ~0.35, it is observed that each of the two 
DHs has a different wavelength range for which a (hv) can 
be deduced. Each DH thickness, therefore, contributes to a 
different region of the final plot of a (hv) . Overlap between 
two regions provides a check for self-consistency. An illus- 
tration of this is shown in Fig. 4 which plots the contribu- 
tion from each of the three DHs used to deduce a(hv) for 
no=3.7 X lOi cmm3. The broken and solid lines delineate 
the contributions of each DH to the deduced a (hv) . 
The low-energy region of the curve shows how the 
interference effects seen in Fig. 3 can generate oscillations 
in the results if T(hv) >0.35. [Only for the thickest DH at 
each electron concentration were data for T(hv) > 0.35 
used.] The phase of a photon is highly sensitive to the index 
of refraction and thickness of each layer; we could not 
model the phase for our structures, because we do not 
know the precise thicknesses of the Alo.,Gae7As layers and 
because there are no data for the index of refraction for 
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FIG. 4. Plot showing how each double-heterostructure thickness [regions 
(l)-(3)] contributes to determining a(hv) for no=3.7X lOI cm-“. The 
region of the curve with smallest a(hv) also shows how the interference 
effects seen in Fig. 3 can generate oscillations in the results. The line 
drawn through the oscillations is the result of a least-squares fit to the log 
of a(hv). This was done for all doping concentrations in a like manner to 
produce the tinal results. 
heavily doped Alo.3G%.-IAs. We therefore “draw” a line 
through the oscillations by performing a least-squares fit to 
the log of a(hv) deduced from the T(hv) data of that 
particular DH. This was done for all electron concentra- 
tions in a like manner to produce the final results. Inter- 
estingly, we found that the magnitude of the Fabry-Perot- 
like oscillations in T( hv) increased with increasing 
selenium concentration, making it increasingly difficult to 
deduce a(hv) for weakly absorbed light. Figure 5 illus- 
trates this by showing a (hv) deduced from Eq. ( 1) for the 
8.7 pm DH with no=3.8X 10” cme3 and also shows the 
least-squares fit for a(hv) of that DH. Although the oscil- 
lations are much stronger than those depicted in Fig. 4, the 
least-squares fit describes the data nicely. 
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FIG. 5. Plot comparing a@) before and after least-squares fit to the 
data deduced from l%q. (1) for the 8.7 pm DH with no= 3.8 x lo’* cmm3. 
FIG. 7. Room-temperature results of ar(hv) for n0>2.2X 10” cm-‘. Also 
shown is a(h) for no= 1.3X 10” cm. 3 for reference. 
10' -9 ' r I 
1.35 1.40 1.45 1.50 1.55 1.60 
FIG. 6. Room-temperature results of cr(hv) for n&1.0X 1OL8 cme3. 
IV. RESULTS 
Figures 6 and 7 show the results for the six electron 
concentrations. For ~1~ <1.0X lo’* cme3, the data dis- 
played in Fig. 6 show behavior that is qualitatively similar 
to that of previous authors.2v’2”4 The data show the ex- 
pected exponential absorption tail known as the Urbach 
tai1.28 Blakemore has reviewed possible causes of the Ur- 
bath tail seen in previous studies. In accordance with pre- 
vious concentration-dependent works,212*14 the slope of the 
absorption tails in Figs. 6 and 7 is observed to decrease 
with increasing electron concentration; this effect is typi- 
cally attributed to tails in the density of states, caused-by 
the impurity atoms.4’30 As no increases, the absorption tail 
is shifted to higher energies, which is due to the filling of 
electron states, known as the Burstein shift.31 Of special 
note is the fact that the value of a(hv) at hv= 1.7 eV for 
no=3.7x 1017 cmm3 is about 9% below the corresponding 
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IZ,,= 1.0 X lOi cmw3 (see Table II). A similar effect was 
also observed by Casey and co-workers for n,-,=5.9X IO” 
cms3. 
As shown in Fig. 7, the slope of the absorption tail 
continues to decrease with increasing electron concentra- 
tion for no> 10” cmw3, and the magnitude of the Burstein 
shift continues to increase. At high energies a( hv) ap- 
proaches nearly the same value for those four electron con- 
centrations depicted in Fig. 7, and with the exception of 
4,=3.7X lOI’ cmm3, the values of a(hv) at hv= 1.7 eV for 
all concentrations are within 2.32 ht.07 X lo4 cm-‘. Table 
II lists the values of a(hv) for five of the six electron 
concentrations; the data for no=2.4X lOI8 cme3, omitted 
because they are inconsistent with the others, are discussed 
in Sec. V. 
A significant aspect of these results is that a(hv) for 
n,=2.2X 1Or8 crnm3 and n,-,=2.4~ lOI8 cm-s are quite dis- 
similar while a(hv) of 2.4 and 3.8X 10” cmh3 are nearly 
indistinguishable. Remember that the films with 
no = 2.4 X lOI cm-3 were grown at a slower rate by adjust- 
ing the III-V flow ratio. In Sec. V we discuss results of 
SIMS measurements which show that the actual concen- 
tration of selenium in the films with the electron concen- 
tration of no=2.4X10’8 cmm3 was Ns,=4.1X101* 
atoms/cm3, far greater than the free-electron concentra- 
tion given by the van der Pauw technique. 
Uncertainty in the results for extracted a(hv) arises 
largely from uncertainty in T(hv), R, u), and the interfer- 
ence effects. Measured values for T(hv) and w should be 
accurate to within l%, and Sec. III showed that R is ac- 
curate to within about 3%-which leads to ~3% uncer- 
tainty in the quantity ( 1 -R) 2. This means that the ex- 
pected uncertainty of a(hv) deduced from data within the 
range for which 0.005<T(hv)<0.35 is about 3%, and this 
is consistent with the results for hv= 1.7 eV. 
V. DISCUSSION 
We now quantitatively compare our results to the 
often-cited data reported by Casey and co-workers,” 
which is the most comprehensive study of a (hv) in n-type 
GaAs. Casey and co-workers combined transmission mea- 
surements on thick samples to determine a(hv) for values 
less than lo3 cm-’ and a Kramers-Kroenig3’ analysis of 
reflection measurements to determine higher a (hv) . Since 
the carrier concentrations of our samples differ from those 
of Casey and co-workers, the “results” we present from 
their work are actually interpolated to the electron concen- 
trations we measured in our samples. Also, Casey and co- 
workers did not measure the absorption tail of their sample 
with no=5.0x lOi cmh3, but instead used Sturge’s data33 
to complete the plot. Finally, to quantitatively compare the 
results in the absorption edge, one must first account for 
the expected change in the band gap due to differences in 
the measurement temperatures [about 0.5 meV/K near our 
measurement temperature of T~r292 K (Ref. 29)]. Casey 
and co-workers’ data, measured at T=297 K and shown 
in Figs. 8 and 9, do not include the -2.5 meV shift because 
it is not observable for the scale used in those figures. 
For our ~ze= 1.3 X 10” cme3 samples, we find a steeper 
absorption tail than did Casey and co-workers, but a slope 
similar to that of Sturge. Our a(hv) above the band gap 
are larger than the data of Casey and co-workers by about 
20%-25%. For n,=3.7~10’~ and 1.0~ lOI8 cmm3, our 
results agree with those of Casey and co-workers for a (hv) 
< 3000 cm-‘, as represented in Fig. 8 for n0=3.7X101’ 
cme3; but, again, our a(hv) above the band gap are larger 
than the data of Casey and co-workers. Thus, we do find 
strong quantitative agreement with Casey and co-workers, 
but only in a narrow range of electron concentration and 
only in the region where they relied on transmission exper- 
iments for deducing a(hv). Casey and Stern felt that the 
Kramers-Kroenig analysis would be less accurate on 
n-type GaAs than on p-type GaAs,4 so the discrepancy for 
high-energy photons is not surprising. 
At higher electron concentrations, we find that our 
data differ substantially from those of Casey and co- 
workers for no=2.2 and 3.8 x 10” cms3, but are similar in 
the absorption edge for n0=2.4X 1018 cme3. Figure 9 com- 
pares our results for n,,=3.8~ 1018 cmm3 to those of Casey 
and co-workers interpolated to n,=2.4 and 3.8X 1018 
cm -‘. For n0=3.8X 1018 cmm3, our data show a steeper 
Urbach tail and the absorption edge occurs at a lower pho- 
ton energy, as evidenced by the fact that a= 1000 cm-’ at 
hv= 1.43 eV for our data and at hv= 1.47 eV for that of 
Casey and co-workers, after the band-gap shift. The ratio 
of a for hv= 1.42 eV of this work to Casey and co-workers 
at no=3.8X 10” cmm3 after the band-gap shift is about 
four. Although our results for no= 3.8 X lOi cmv3 do not 
agree with Casey and co-workers’ for no=3.8X 1018 cms3, 
our results for no=3.8X 10” cmm3 agree quite well with 
their a(hv) for no=2.4X lOi cmw3. Remembering that 
our a(hv) for no=2.4X lOI8 and 3.8X lOi cmw3 are quan- 
titatively similar, we conclude that our a(hv) for 
no=2.4X 1018 cmw3 agree reasonably well with Casey and 
co-workers’ interpolated data. We discuss below the fact 
that our films with na=2.4 and 3.8X 1018 cm-3 and their 
wafers with no interpolated to no=2.4X lOi cmM3 all have 
similar dopant or impurity concentrations although vary- 
ing electron concentrations. We conclude that it is the sim- 
ilarity of the impurity concentrations that leads to the sim- 
ilarity in a (hv) among the three samples with data plotted 
in Fig. 9. 
Figure 10 shows the SIMS data for our films grown by 
MOCVD. Each sample was probed in several different ar- 
eas and the measured dopant concentrations averaged to 
determine the selenium concentration in each sample. The 
data that were averaged for each sample were within 
-i: 15% of each other in all cases and within f 10% for all 
but the sample with no=2.2X lOI8 cmp3. Since SIMS is 
more accurate when trying to find relative concentrations 
rather than absolute concentrations, the SIMS results were 
then scaled using the lowest electron concentration mea- 
sured by the van der Pauw technique to produce the data 
points in Fig. 10. The abscissa of Fig. 10 is the electron 
concentration as measured by the van der Pauw technique, 
the ordinate is the selenium concentration as measured by 
SIMS, and the line represents the expected electron con- 
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TABLE II. Absorption coeliicient vs electron concentration and photon energy or wavelength. 
Absorption coefficient vs electron concentration 
A Energy 1.3 x IO” 3.7x 10” 1.0x 10’8 2.2x 1oL8 3.8x 10” 

































































































































27.6 20.9 27.9 . . I  
37.0 33.8 39.6 45.5 
50.5 53.8 55.5 59.2 
70.2 83.7 77.2 76.7 
99.4 127.4 106.0 98.4 
143.4 189.8 143.9 125.6 
210.5 276.3 192.9 159.2 
315.4 394.6 256.1 200.7 
480.8 549.8 335.8 251.1 
747.5 750.7 435.2 3 12.0 
1 185.1 1 002.3 557.9 385.4 
1814.3 1 306.8 705.7 472.4 
2 785.9 1 667.9 883.2 575.1 
3 742.1 2 080.2 1091.7 695.9 
4 798.6 2 534.0 1 332.8 835.8 
5 729.0 3 019.8 1 608.0 997.2 
6 492.4 3 514.8 1917.4 1 181.0 
7 210.4 3 993.2 2 256.9 1 388.6 
7 847.3 4 433.3 2 623.9 1621.7 
8 303.2 4 916.6 3 013.0 1880.1 
8 653.6 5 303.1 3 467.4 2 163.7 
9 042.8 5 781.7 3 926.2 2 472.1 
9 300.4 6 285.6 4 461.2 2 805.4 
9 574.6 6 762.2 5 030.4 3 158.7 
9 764.8 7 298.4 5 539.7 3 528.6 
9 981.5 7 790.1 6 083.6 3 915.4 
10 200.3 8 198.8 6 494.4 4 310.4 
10 431.0 8 675.9 6 902.1 4 710.8 
10 685.2 9 013.8 7 298.5 s 050.1 
10 944.2 9 397.2 7 643.6 5 391.2 
11 219.9 9 804.8 8 053.3 5 800.0 
11 527.3 10 042.0 8 383.0 6 225.7 
11 696.1 10 476.2 8 756.3 6 656.4 
12 026.7 10 95 1.9 9 209.2 7 105.0 
12 216.8 11 468.9 9 584.9 7 562.4 
I2 591.7 11 947.8 9 837.9 8 022.3 
12 809.3 12 449.8 10 337.8 8 490.9 
13 038.5 12 895.7 10 790.5 8 966.8 
13 074.8 13 366.6 11 288.6 9 453.4 
13 318.9 13 771.6 11655.1 9 927.2 
13 557.3 14 181.0 12 078.8 10 413.0 
13 619.0 14 487.5 12 513.1 10 898.2 
13 875.1 14 8 10.4 12 794.8 11 367.5 
13 941.5 15 151.6 13 298.7 11 843.7 
14 218.2 15 375.1 13 619.3 12 312.1 
14 266.0 15 591.3 13 938.8 12 777.5 
14 3 14.4 15 832.0 14 287.2 13 223.2 
14 617.0 16 048.7 14 670.3 13 661.5 
14 942.4 16 134.0 15 096.0 14 098.4 
14 999.1 16 361.9 15 145.4 14 508.5 
15 325.1 16 598.8 15 602.5 14 922.0 
15 387.1 16 673.5 14 094.8 15 295.7 
15 745.1 16 903.5 16 153.6 15 678.8 
15 779.02 17 163.0 16 207.8 16 035.3 
15 848.1 17 391.7 16 771.7 16 372.4 
16 210.5 17 476.9 16 816.2 16 707.1 
16 248.5 17 718.0 16 854.8 17 021.1 
16 325.4 17 992.3 17 500.8 17 057.7 
16 732.4 18 230.9 17 547.0 I7 401.6 
16 775.2 18 504.6 17 593.7 I7 772.6 
16 822.9 18 791.3 17 641.0 17 815.6 
16 862.3 19 036.5 18 391.7 18 222.1 
17 282.4 19 120.4 18 450.0 18 283.8 
17 331.1 19 408.9 18 489.3 18 677.3 
4699 J. Appl. Phys., Vol. 74, No. 7, 1 October 1993 Lush et a/. 4699 
Table II. (Continued. ) 
Absorption coefficient vs electron concentration 
1 Energy 1.3 X 10” 3.7x 10” 1.0X 10’8 2.2x 10’8 3.8~10" 
(pm) (ev) (cm-‘) (cm-‘) (cm-‘) (cm-‘) (cm -‘) 
0.768 1.615 19 885.1 17 385.4 19 712.0 18 529.1 18 729.5 
0.766 1.619 19 936.9 17840.6 19 774.4 19 437.6 19 158.1 
0.764 1.623 20465.8 17 890.6 20063.8 19 475.7 19 210.2 
0.762 1.627 20 516.3 18 387.1 20 130.1 19 488.5 19 256.9 
0.760 1.632 20 561.4 18 437.5 20 197.0 19 527.2 19 719.4 
0.758 1.636 21 160.9 18 482.1 20472.5 19 566.2 19 758.4 
0.756 1.640 21200.1 19 034.8 20 543.3 19 645.5 20 261.2 
0.754 1.645 21239.6 19 078.7 20 873.0 19 685.8 20 312.4 
0.752 1.649 21 279.5 19 123.1 20 910.7 20 823.9 20 848.7 
0.750 1.653 21935.3 19 152.9 21 261.5 20 860.4 20 898.4 
0.748 1.658 21981.8 19 771.5 21 549.2 20 878.7 20948.5 
0.746 1.662 22028.8 19 814.9 21 633.9 20934.3 20 990.8 
0.744 1.667 22 757.1 19 849.9 21 940.2 20953.0 21596.4 
0.742 1.671 22 784.9 19 876.4 22 310.5 20990.7 21635.2 
0.740 1.676 22 826.9 20 576.4 22 310.4 21 009.7 21664.5 
0.738 1.680 22 855.2 20 607.7 22 704.7 21 048.0 21 703.7 
0.736 1.685 22 883.6 20 639.3 22 704.7 22 646.1 22 370.4 
0.734 1.689 23 743.8 20 692.4 23 126.5 22 675.4 22 404.6 
0.732 1.694 23 901.4 21 501.9 23 126.5 22 704.9 22439.1 
0.730 1.699 23 795.7 21540.8 23 521.2 22704.9 22473.8 
0.728 1.703 23 830.7 21566.9 23 579.8 22734.6 23 228.1 
centration if all the impurities were ionized with no com- 
pensation (no=ND). The data suggest that the impurities 
were fully ionized with no compensation in all the films 
with the exception of those with no=2.4x lOi cmF3, for 
which the actual selenium concentration deduced from 
SIMS was N,,-4.1 x 101* cme3. The mass spectra of the 
two most highly doped films (these have similar selenium 
concentrations) reveal no other impurities that could cause 
compensation. Finally, Table III shows the measured mo- 
bilities of the samples. These mobilities are consistent with 
data previously reported for n-GaAs;34*3’ this includes the 
mobility of the sample with no=2.4x 1018 cmm3. We there- 




FIG. 8. Comparison of our results for n,,=3.7X 10” qmS3 to those of 
Casey and co-workers (Ref. 12). The “data points” of Casey and co- 
workers are interpolated. There is agreement at the absorption edge, but 
significant differences exist at photon energies greater than the band gap. 
SIMS measurements showed that the actual selenium 
concentration was Ns,-4. 1 x 10’” cm-3 for our reduced- 
growth-rate films in which no=2.4x lOI8 cm -3, and that 
Ns,-3.7x1018 cmw3 for the films with no=3.8x1018 
cmP3. This similarity of N,, could explain the similarity in 
a (hv) between these two electron concentrations, which is 
depicted in Fig. 7. Note also that Casey and Stern esti- 
mated that NL/N-; =5 for the samples used by Casey and 
co-workers. If they had had a sample with a free-electron 
concentration of no-2.4X 1018 cmm3, the ionized impurity 
concentration would correspond to NJ + N; u 3.6 X lOI 
cme3, nearly the same concentration as our no= 3.8 X 1018 
cmM3. Such similarity in Nse could explain why our a(hv) 
for no=3.8x 1018 cms3 is so similar to the results of Casey 
0 Casey 3.8 x 10” ( 1 
- -ll.i-,“,^.b 1.“.“18 
1.35 1.40 1.45 1.50 1.55 1.60 
FIG. 9. Comparison of our results for no=3.8X 10’s crnm3 to those 
of Casey and co-workers (Ref. 12) interpolated for rz,=2.4 and 
3.8~ 10” cms3. 
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Electron Concentration (cm-~-~) 
FIG. 10. Comparison of free-electron concentration and relative selenium 
concentration. The abscissa is the electron concentration as measured by 
the van der Pauw technique, the ordinate is the selenium concentration as 
measured by SIMS, and the line represents the expected electron concen- 
tration if all the impurities were ionized with no compensation (ne=No). 
The data suggest that the impurities were fully ionized in all the films with 
the exception of those with %=2.4x 10” cm 3 for which the actual 
selenium concentration was Ns,=4.1 X lo’* cmW3. 
and co-workers, interpolated to n,-,=2,4x 10” cm-‘. As a 
Anal comparison, we found that Casey’s data interpolated 
to na=lSx lOI8 cm-‘, which corresponds to 
ND+ +A5 ~2.2 X lOI cmA3, agrees in the absorption tail 
with our results for nc=2.2~ lOi cm-‘. The additional 
impurities in Casey and co-workers’ melt-grown material 
and ours with n,=2.4~ 10” cmW3 apparently further dis- 
turbed the density of states making comparison of results 
as a function of free-electron density difficult. 
VI. SUMMARY AND CONCLUSIONS 
We have measured the near-band-edge optical- 
absorption coefficient for n-type GaAs with a large range 
of electron concentration. For a(hv) < 3000 cm-‘, our re- 
sults agree with the classic work of Casey and co-workers 
for no < 10” cmY3. For photon energies above the band- 
gap energy, however, our results as determined from trans- 
mission experiments are 20%-25% greater than Casey and 
co-workers’ a (hv) which were deduced from a Kramers- 
Kroenig analysis. Since our a(hv) (excepting those of 
no=3.7~ 1017 cmm3) approach the same value at high en- 





(cm2 V-’ s-‘) 
1.3x 10’7 3950 
3.7 x 10’7 3110 
LOX 10’8 2500 
2.2x 10’8 1990 
2.4X 1018 2070 
3.8 x 1018 1850 
ergies (to within *3% at hv=1.7 eV>, and Casey and 
co-workers’ results showed similar self-agreement ( f 15% 
at hv= 1.6 eV>, the relative differences at high energy be- 
tween the studies are likely due to a systematic difference 
related to the two measurement techniques or to the two 
material growth methods. 
For n > 1018 cm-’ our results for a (hv) < 3000 cm-l 
differ su&antially from the results of Casey and co- 
workers and this difference becomes more significant with 
increasing electron concentration. The differences was as 
much as a factor of 4 for a(l.42 eV) at no=3.8x1018 
cms3 . The results presented here provide an accurate char- 
acterization of the concentration-dependent, near-band- 
edge absorption coefficient in high-quality, uncompen- 
sated, n-type GaAs. As such, they should prove useful for 
modeling optoelectronic devices as well as for more funda- 
mental band-structure studies. 
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APPENDIX 
Equation (2) can be modified to fit the form of 27 
s 
(m+l)rr dx 




text, T,,, can then be written as 
Tave=i [e tan-‘(g tan a)]:““. (A2) 
In Eq. (A2) tan 8 =0 for both limits of integration. The 
inverse tangent, however, does not necessarily represent 
the principal value. One should use that branch of the 
inverse tangent corresponding to the value of 8 
employed.27 Therefore, 
t-43) 
and this leads to 
(A4) 
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