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Abstract
A generalized dynamical robust nonlinear filtering framework is established for
a class of Lipschitz differential algebraic systems, in which the nonlinearities ap-
pear both in the state and measured output equations. The system is assumed
to be affected by norm-bounded disturbance and to have both norm-bounded un-
certainties in the realization matrices as well as nonlinear model uncertainties.
We synthesize a robust H∞ filter through semidefinite programming and strict
linear matrix inequalities (LMIs). The admissible Lipschitz constants of the non-
linear functions are maximized through LMI optimization. The resulting H∞ filter
guarantees asymptotic stability of the estimation error dynamics with prespecified
disturbance attenuation level and is robust against time-varying parametric uncer-
tainties as well as Lipschitz nonlinear additive uncertainty. Explicit bound on the
tolerable nonlinear uncertainty is derived based on a norm-wise robustness analysis.
keywords : Robust Filtering, Nonlinear H∞, Differential Algebraic Equations, Descrip-
tor Systems, Semidefinite Programming
1 Introduction
State estimation and filtering of nonlinear dynamical systems has been a subject of ex-
tensive research in recent years due to its theoretical and practical importance. State
∗e-mail: masoud@ualberta.net
1
ar
X
iv
:1
40
2.
55
11
v1
  [
cs
.SY
]  
22
 Fe
b 2
01
4
estimators are essential for observer-based control, fault detection and isolation, predic-
tion and smoothing, and monitoring purposes. Generalizing the state space modeling,
descriptor systems can characterize a larger class of systems than conventional state space
models and can describe the physics of the system more precisely. Descriptor systems,
also referred to as singular systems or differential-algebraic equation (DAE) systems,
arise from an inherent and natural modeling approach, and have vast applications in en-
gineering disciplines such as power systems, network and circuit analysis, and multibody
mechanical systems, as well as in social and economic sciences. Model based develop-
ment (MBD) processes are adopted in advanced control methodologies in areas such as in
automotive, energy, mechatronics and aerospace. Recently, DAE systems have become a
fundamental part of physical modeling and simulation of dynamical system. The number
of models described by DAEs has been rapidly growing, partly due to modern modeling
tools, such as those based on the Modelica object oriented modeling language [16, 10].
As more and more DAE models are available, it is natural to directly use them for
controller or filter design. Many approaches have been developed to design state observers
for descriptor systems. In [11, 9, 18, 13, 14, 12, 33, 23, 34, 26, 31, 36, 8, 7] various methods
of observer design for linear and nonlinear descriptor systems have been proposed. In [9]
an observer design procedure is proposed for a class nonlinear descriptor systems using an
appropriate coordinate transformation. In [31], the authors address the unknown input
observer design problem dividing the system into two dynamic and static subsystems.
References [12, 23] study the full order and reduced order observer design for Lipschitz
nonlinear systems.
Three aspects of robust filtering approaches: A fundamental limitation encoun-
tered in conventional observer theory is that it cannot guarantee observer performance
in the presence of model uncertainties and/or disturbances and measurement noise. One
of the most popular ways to deal with the nonlinear state estimation problem is the
extended Kalman filtering. However, the requirements of specific noise statistics and
weakly nonlinear dynamics, has restricted its applicability to nonlinear systems. To deal
with the nonlinear filtering problem in the presence of model uncertainties and unknown
exogenous disturbances, we can resort the robust H∞ or similar filtering approaches. A
robust filtering approach accomplishes the following objectives:
• Stability: In the absence of external disturbances, the filter error asymptotically
converges to zero. Moreover, our design is such that it can maximize the size of the
Lipschitz constant that can be tolerated in the system which directly translates to
the expansion of the admissible region of operation.
• Robustness: The design is robust with respect to uncertainties in the nonlinear
plant model.
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• Filtering: The effect of exogenous disturbances on the filter error can be mini-
mized.
To deal with the nonlinear state observation problem in the presence of model un-
certainties and unknown exogenous disturbances, the robust H∞ filtering was proposed
as an effective approach. In H∞ filtering, the L2 gain from the exogenous disturbance
to the filter error is guaranteed to be less than a prespecified level. Therefore, this L2
gain minimization is in fact an energy-to-energy filtering problem. The disturbance can
be any signal with finite energy, either stochastic (with unknown statistics) or determin-
istic. See for example references [15], [35] and the references therein. In these references,
the authors consider a class of continuous-time nonlinear system satisfying a Lipschitz
continuity condition. The mathematical system model is assumed to be affected by
time-varying parametric uncertainties and norm bounded disturbances affect the mea-
surements. Under these conditions they obtain Riccati-based sufficient conditions for
the stability of the proposed filter with guaranteed disturbance attenuation level. In
the absence of disturbance, of course, the solution of the filtering problem renders an
asymptotic observer whose state converges to the plant state. We point out here that the
elegance of the Riccati approach comes at the price of somewhat restrictive regularity
assumptions required in the solution of the synthesis problem. These restrictions are not
inherent in the H∞ formulation but are a consequence of the Riccati approach and can
be relaxed using Linear Matrix inequalities (LMIs).
In this work, we study the robust nonlinear H∞ filtering criterion for continuous-time
Lipschitz DAE (descriptor) systems in the presence of disturbance and model uncertain-
ties, in a linear matrix inequalities (LMI) framework. The linear matrix inequalities
proposed here are developed in such a way that the admissible Lipschitz constant of the
system is maximized through LMI optimization. This adds the important extra feature
to the filter, making it robust against a class of nonlinear uncertainty. Securing the same
filter features, the LMI optimization approach to nonlinear filtering for the conventional
state space models can be found in [1, 2, 5] and [3, 4] in continuous and discrete time
domains, respectively. The results given here generalize our previous results in that: i)
extend the model from conventional state space to descriptor models, ii) consider nonlin-
earities in both the state and output equations, and iii) generalize the filter structure by
proposing a general dynamical filtering framework that can easily capture both dynamic
and static-gain filter structures. The proposed dynamical structure has additional de-
gree of freedom compared to conventional static-gain filters and consequently is capable
of robustly stabilizing the filter error dynamics for systems for which an static-gain filter
cannot be found. Besides, for the cases that both static-gain and dynamic filters exist,
the maximum admissible Lipschitz constant obtained using the proposed dynamical filter
structure can be much larger than that of the static-gain filter. The result is a filter with
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a prespecified disturbance attenuation level which guarantees asymptotic stability of the
estimation error dynamics and is robust against Lipschitz nonlinear uncertainties as well
as time-varying parametric uncertainties, simultaneously.
In section II, the problem statement and some preliminaries are mentioned. In sec-
tion III, we propose a new method for robust H∞ filter design for nonlinear descriptor
uncertain systems based on semidefinite programming (SDP). In Section IV, the SDP
problem of Section III is converted into strict LMIs. Section V, is devoted to robustness
analysis in which an explicit bound on the tolerable nonlinear uncertainty is derived. In
section VI, we show the effectiveness of our proposed filter design procedure through an
illustrative example. Section VII includes our concluding remarks and some proposed
future research directions.
2 Preliminaries and Problem Statement
Consider the following class of continuous-time uncertain nonlinear descriptor systems:
(Σs) : Ex˙(t) = (A+ ∆A(t))x(t) + Φ(x, u) +Bw(t) (1)
y(t) = (C + ∆C(t))x(t) + Ψ(x, u) +Dw(t) (2)
where x ∈ Rn, u ∈ Rm, y ∈ Rp and Φ(x, u) and Ψ(x, u) contain nonlinearities of second
order or higher. E, A, B, C and D are constant matrices with compatible dimensions.
The matrix E, which following the analogy from the multibody dynamics modeling, is
often referred to as the mass matrix, may be singular. When the matrix E is singular,
the above form is equivalent to a set of differential-algebraic equations (DAEs) [11]. In
other words, the dynamics of descriptor systems, comprise a set of differential equations
together with a set of algebraic constraints. Unlike conventional state space systems in
which the initial conditions can be freely chosen in the operating region, in the descriptor
systems, initial conditions must be consistent, i.e. they should satisfy the algebraic
constraints. Consistent initialization of descriptor systems naturally happens in physical
systems but should be taken into account when simulating such systems [27]. Without
loss of generality, we assume that 0 < rank(E) = s ≤ n; x(0) = x0 is a consistent
(unknown) set of initial conditions. If the matrix E is non-singular (i.e. full rank), then
the descriptor form reduces to the conventional state space. The number of algebraic
constraints that must be satisfied by x0 equals n − s. We assume the pair (E, A) to be
regular, i.e. det(sE−A) 6= 0 for some s ∈ C [11] and impulse free, i.e. deg det(sE−A) =
rank(E) [11], and the triple (E, A, C) to be observable, i.e. [19]
rank
[
sE− A
C
]
= n, ∀ s ∈ C.
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We also assume that the system (1)-(2) is locally Lipschitz with respect to x in a region
D containing the origin, uniformly in u, i.e.:
Φ(0, u∗) = Ψ(0, u∗) = 0,
‖Φ(x1, u∗)− Φ(x2, u∗)‖ 6 γ1‖x1 − x2‖, ∀x1, x2 ∈ D
‖Ψ(x1, u∗)−Ψ(x2, u∗)‖ 6 γ2‖x1 − x2‖, ∀x1, x2 ∈ D
where ‖.‖ is the induced 2-norm, u∗ is any admissible control signal and γ1, γ2 > 0
are the Lipschitz constants of Φ(x, u) and Ψ(x, u), respectively, the D is the operating
region. If the nonlinear functions Φ(x, u) and Ψ(x, u) satisfy the Lipschitz continuity
condition globally in Rn, then the results will be valid globally. The Lipschitz continuity
condition is not a restrictive assumption since most nonlinear function are Lipschitz
continuous at least locally. Particularly, all continuously differentiable functions are
known to be Lipschitz, and their Lipschitz constant is computed as the supremum of
their Jacobian matrix over the operating region [25]. As a usual assumption in robust
filtering techniques, we also assume that the system under consideration is stable.
w(t) ∈ L2[0,∞) is an unknown exogenous disturbance, and ∆A(t) and ∆C(t) are
unknown matrices representing time-varying parameter uncertainties, and are assumed
to be of the form [
∆A(t)
∆C(t)
]
=
[
M1
M2
]
F (t)N (3)
where M1, M2 and N are known real constant matrices and F (t) is an unknown real-
valued time-varying matrix satisfying
F T (t)F (t) ≤ I ∀ t ∈ [0,∞). (4)
The parameter uncertainty in the linear terms can be regarded as the variation of the
operating point of the nonlinear system. It is also worth noting that the structure of
parameter uncertainties in (3) has been widely used in the problems of robust control
and robust filtering for both continuous-time and discrete-time systems and can capture
the uncertainty in a number of practical situations [15], [20].
2.1 Filter Structure
We propose the general filtering framework of the following form
(Σo) : Ex˙F (t) = AFxF (t) +BFy(t) + E1Φ(xF , u)
+ E2Ψ(xF , u)
zF (t) = CFxF (t) +DFy(t) + E3Ψ(xF , u).
(5)
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The proposed framework can capture both dynamic and static-gain filter structures by
proper selection of E1, E2 and E3. Choosing E1 = I, E2 = 0 and E3 = 0 leads to the
following dynamic filter structure:
Ex˙F (t) = AFxF (t) +BFy(t) + Φ(xF , u)
zF (t) = CFxF (t) +DFy(t).
(6)
Furthermore, for the static-gain filter structure we have:
Ex˙F (t) = AxF (t) + Φ(xF , u)
+ L[y(t)− CxF (t)−Ψ(xF , u)]
zF (t) = xF (t).
(7)
Hence, with
AF = A− LC, BF = L, CF = I, DF = 0,
E1 = I, E2 = −L, E3 = 0,
the general filter captures the well-known static-gain observer filter structure as a special
case. We prove our result for the general filter of class (Σo).
Now, suppose that
z(t) = Hx(t) (8)
stands for the controlled output for states to be estimated where H is a known matrix.
The estimation error is defined as
e(t) , z(t)− zF (t) = −CFxF + (H −DFC −DF∆C)x
−DFΨ(x, u)− E3Ψ(xF , u)−DFDw. (9)
The filter error dynamics is given by
(Σe) : E˜ξ˙(t) = (A˜+ ∆A˜)ξ(t) + S1Ω(ξ, u) + B˜w(t) (10)
e(t) = (C˜ + ∆C˜)ξ(t) + S2Ω(ξ, u) + D˜w(t), (11)
where,
ξ ,
[
xF
x
]
, A˜ =
[
AF BFC
0 A
]
,∆A˜ =
[
0 BF∆C
0 ∆A
]
E˜ =
[
E 0
0 E
]
, B˜ =
[
BFD
B
]
, D˜ = −DFD
C˜ =
[
−CF H −DFC
]
,∆C˜ =
[
0 −DF∆C
]
Ω(ξ, u) =
[
Φ(x, u) Ψ(x, u) Φ(xF , u) Ψ(xF , u)
]T
S1 =
[
0 BF E1 E2
I 0 0 0
]
, S2 =
[
0 −DF 0 −E3
]
.
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For the nonlinear function Ω, it is easy to show that
Γ ,
[
0 0 γ1 γ2
γ1 γ2 0 0
]T
(12)
‖Ω(ξ1, u)− Ω(ξ2, u)‖ ≤ ‖Γ(ξ1 − ξ2)‖ ≤ ‖Γ‖‖ξ1 − ξ2‖
=
√
γ21 + γ
2
2‖ξ1 − ξ2‖ , γ‖ξ1 − ξ2‖. (13)
Thus, the filter error system is Lipschitz with Lipschitz constant γ.
2.2 Disturbance Attenuation Level
Our purpose is to design the filter matrices AF , BF , CF and DF such that the filter error
dynamics is asymptotically stable with maximum admissible Lipschitz constant and the
following specified H∞ norm upper bound is simultaneously guaranteed.
‖e‖ ≤ µ‖w‖. (14)
In the following, we mention some useful lemmas that will be used later in the proof
of our results.
Lemma 1. [35] For any x, y ∈ Rn and any positive definite matrix P ∈ Rn×n, we
have
2xTy ≤ xTPx+ yTP−1y.
Lemma 2. [35] Let A,D,E, F and P be real matrices of appropriate dimensions with
P > 0 and F satisfying F TF ≤ I. Then for any scalar  > 0 satisfying P−1− −1DDT >
0, we have
(A+DFE)TP (A+DFE) ≤AT (P−1 − −1DDT )−1A+ ETE.
Lemma 3. [17, p. 301] A matrix A ∈ Rn×n is invertible if there is a matrix norm
‖|.‖| such that ‖|I − A‖| < 1.
The symbol ‖|.‖| in the above lemma represents any matrix norm.
3 H∞ Filter Synthesis
In this section, an H∞ filter with guaranteed disturbance attenuation level µ is proposed.
The admissible Lipschitz constant is maximized through LMI optimization. Theorem 1,
introduces a design method for such a filter. It worths mentioning that unlike the Riccati
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approach of [15], in the LMI approach no H∞ regularity assumption is needed.
Theorem 1. Consider the Lipschitz nonlinear system (Σs) along with the general
filter (Σo). The filter error dynamics is (globally) asymptotically stable with maximum
admissible Lipschitz constant, γ∗, and guaranteed L2(w → e) gain, µ, if there exists a
fixed scalar µ > 0, scalars 1 > 0, 2 > 0, α1 > 0 and α2 > 0 and matrices CF , DF , P1,
P2, G1, G2 and E3 such that the following optimization problem has a solution.
min(2α1 + α2)
s.t.
Ξ1 =

Π1 Π2 0 Π3 Π4
? Π5 Π6 0 0
? ? Π7 0 0
? ? ? Π8 0
? ? ? ? Π9
 < 0 (15)
Ξ2 =
 2I 0 −DFM2? I 0
? ? I
 > 0 (16)
Ξ3 =
 α1I E3 DF? α1I 0
? ? α1I
 > 0 (17)
Ξ4 =
[
I I − P T1
? I
]
> 0 (18)
ETP1 = P
T
1 E ≥ 0 (19)
ETP2 = P
T
2 E ≥ 0 (20)
where the elements of Ξ1 are as defined in the following, Λ1 = G
T
1 + G1, Λ2 = A
TP2 +
8
P2A+ (1 + 2)N
TN and Λ3 = H
T − CTDTF .
Π1 =
 Λ1 G2C I? Λ2 0
? ? −α2I
 ,Π4 =
 G2D 0P2B 0
0 0
 ,
Π2 =
 0 G2M2 −CTF0 P2M1 Λ3
0 0 0
 ,Π6 =
 0 00 0
0 −DFM2
 ,
Π3 =
 0 G2 P1E1 P1E2P2 0 0 0
0 0 0 0
 ,
Π5 = diag(−1I,−1I,−1
3
I),Π7 = diag(−1
3
2I,−1
3
2I),
Π8 = diag(−I,−I,−I,−I),Π9 =
[
−µ2I −DTDTF
? −1
3
I
]
.
Once the problem is solved:
AF = P
−1
1 G1, (21)
BF = P
−1
1 G2, (22)
CF and DF are directly obtained,
α∗1 , min(α1), (23)
α∗2 , min(α2), (24)
γ∗ , max(γ) = 1√
α∗2(1 + 3α
∗
1
2)
. (25)
Proof: Consider the following Lyapunov function candidate
V (ξ(t)) = ξT E˜TPξ. (26)
To prove the stability of the filter error dynamics, we employ the well-established gen-
eralized Lyapunov stability theory as discussed in [34], [26] and [19] and the references
therein. The generalized Lyapunov stability theory is mainly based on an extended ver-
sion of the well-known LaSalle’s invariance principle for descriptor systems. Based on
this theory, the above function along with the conditions (19) and (20) is a generalized
Lyapunov function (GLF) for the system (Σe) where P = diag(P1, P2). In fact, it can be
shown that V (ξ(t)) = 0 if and only if E˜ξ = 0 and positive elsewhere [34, Ch. 2]. Now,
we calculate the derivative of V along the trajectories of (Σe). We have
V˙ = ξ˙T E˜TPξ + ξT E˜TP ξ˙ = 2ξT (A˜+ ∆A˜)TPξ
+ 2ξTPS1Ω + 2ξ
TPB˜w.
(27)
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Now, we define
J ,
∫ ∞
0
(eT e− µ2wTw)dt. (28)
Therefore
J <
∫ ∞
0
(eT e− µ2wTw + V˙ )dt (29)
so a sufficient condition for J ≤ 0 is that
∀t ∈ [0,∞), eT e− µ2wTw + V˙ ≤ 0. (30)
We have
eT e = ξT (C˜ + ∆C˜)T (C˜ + ∆C˜)ξ + 2ξT (C˜ + ∆C˜)TS2Ω
+ 2ξT (C˜ + ∆C˜)T D˜w + 2wT D˜TS2Ω
+ ΩTST2 S2Ω + w
T D˜T D˜w
Thus, using Lemma 1,
V˙ + eT e− µ2wTw ≤ 2ξT (A˜+ ∆A˜)TPξ + 2ξTPS1Ω
+ 2ξTPB˜w − µ2wTw + 2ξT (C˜ + ∆C˜)T (C˜ + ∆C˜)ξ
+ 2ξT (C˜ + ∆C˜)T D˜w + 3ΩTST2 S2Ω + 2w
T D˜T D˜w
≤ ξT [2(A˜+ ∆A˜)TP + PST1 S1P + 2(C˜ + ∆C˜)T · · ·
· · · (C˜ + ∆C˜)]ξ + ξT [2PB˜ + 2(C˜ + ∆C˜)T D˜]w
+ ΩTΩ + 3ΩTST2 S2Ω + w
T (2D˜T D˜ − µ2I)w
≤ ξT [2(A˜+ ∆A˜)TP + PST1 S1P + 3(C˜ + ∆C˜)T · · ·
· · · (C˜ + ∆C˜)]ξ + 2ξTPB˜w + ΩTΩ + 3ΩTST2 S2Ω
+ wT (3D˜T D˜ − µ2I)w.
(31)
Without loss of generality, we assume that there is a scalar α1 such that ‖E3ET3 +DFDTF‖ <
α21 where, α1 > 0 is an unknown variable. Thus,
ΩTΩ + 3ΩTST2 S2Ω ≤ (1 + 3‖ST2 S2‖)ΩTΩ
= (1 + 3‖S2ST2 ‖)ΩTΩ
= [1 + 3‖E3ET3 +DFDTF‖]ΩTΩ
< (1 + 3α21)Ω
TΩ
≤ (1 + 3α21)ξTΓTΓξ
≤ (1 + 3α21)γ2ξT ξ.
(32)
Note that Ω(0, u) = 0. Now, defining the change of variables
α2 ,
1
(1 + 3α21)γ
2
⇒ γ = 1√
α2(1 + 3α12)
, (33)
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we have
ΩTΩ + 3ΩTST2 S2Ω < α
−1
2 ξ
T ξ. (34)
It is worth mentioning that the change of variables in (33) plays a vital role here. The
alternative changes of variables such as α2 = α1γ which may seem more straightforward,
would make γ appear in Ξ1 and then due to the existence of α1 in the LMI (17), the
variables α1 and γ would be over-determined.
On the other hand,
∆A˜ =
[
0 BF∆C
0 ∆A
]
=
[
0 BFM2FN
0 M1FN
]
=
[
0 BFM2
0 M1
]
F
[
0 0
0 N
]
, M˜1FN˜ (35)
∆C˜ =
[
0 −DF∆C
]
=
[
0 −DFM2FN
]
=
[
0 −DFM2
]
F
[
0 0
0 N
]
, M˜2FN˜. (36)
Therefore, based on (32) and (33) and using Lemma 2 we can write
V˙ + eT e− µ2wTw < ξT [A˜TP + PA˜+ 1N˜TN
+ −11 PM˜1M˜1P + 3C˜
T (I − −12 M˜2M˜T2 )−1C˜
+ 2N˜
TN + PS1S
T
1 P + α
−1
2 ]ξ + 2ξ
TPB˜w
+ wT (3D˜T D˜ − µ2I)w.
(37)
Now, a sufficient condition for (30) is that the right hand side of (37) be negative definite.
Using Schur complements, this is equivalent to the following LMI. Note that having
w = 0, (27) is already included in (31) and consequently in (37).

Υ I PM˜1 C˜
T 0 PS1 PB˜ 0
? −α2I 0 0 0 0 0 0
? ? −1I 0 0 0 0 0
? ? ? − 13I M˜2 0 0 0
? ? ? ? − 23 I 0 0 0
? ? ? ? ? −I 0 0
? ? ? ? ? ? −µ2I D˜T
? ? ? ? ? ? ? − 13I

< 0
Υ = A˜TP + PA˜+ (1 + 2)N˜
T N˜
Substituting from (35) and (36), having P = diag(P1, P2), defining change of variables
G1 , P1AF and G2 , P1BF and using Schur complements, the LMI (15) is obtained.
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The LMI (16) is equivalent to the condition I− −12 M˜2M˜T2 > 0 needed in Lemma 2. Now
we return to the condition ‖E2ET2 +DFDTF‖ < α21; we have
‖E3ET3 +DFDTF‖ < α21 ⇒
∥∥∥∥∥[ E3 DF ]
[
ET3
DTF
]∥∥∥∥∥ < α21
⇒
∥∥∥[ E3 DF ]∥∥∥ < α1, (38)
which by means of Schur complement lemma is equivalent to the LMI (17).
Note that neither P1 nor P2 are necessarily positive definite. However, in order to Find
AF and BF in (21) and (22), P1 must be invertible. Since we are using the spectral
matrix norm (matrix 2-norm) through out this work, based on Lemma 3, a sufficient
condition for nonsingularity of P1 is that ‖I−P1‖ = σmax(I−P1) < 1. This is equivalent
to I − (I − P1)T (I − P1) > 0. Thus, using Schur’s complement, LMI (18) guarantees the
nonsingularity of P1.
Now, maximization of γ can be done by the simultaneous minimization of α1 and α2. In
order to cast it in the form of an LMI optimization problem, combining the two objective
functions we minimize the scalarized linear objective function c1α1 + c2α2. To determine
the weights c1 and c2 in the objective function, we compute the sensitivity of γ to the
changes of α1 and α2. We have
Sγα1 =
∂γ
∂α1
.
α1
γ
=
−3α21
1 + 3α21
> −1 (39)
Sγα2 =
∂γ
∂α2
.
α2
γ
= −1
2
. (40)
Hence, γ is up to twice more sensitive to the changes of α1 than those of α2. Note that
the absolute value of the sensitivity function determines the amount of sensitivity while
its sign determines the direction of the sensitivity. So, a reasonable choice can be c1 = 2
and c2 = 1. 
Remark 1. Maximization of γ guarantees the robust asymptotic stability of the
error filter dynamics for any Lipschitz nonlinear function Ω(ξ, u) with Lipschitz constant
less than or equal γ∗. It is clear that if a filter for a system with a given fixed Lipschitz
constant is to be designed, the proposed LMI optimization problem will reduce to an
LMI feasibility problem and there is no need for the change of variable (33) anymore.
Remark 2. The proposed LMIs are linear in α1, α2 and ζ(= µ
2). Thus, either can be
a fixed constant or an optimization variable. So, either the admissible Lipschitz constant
or the disturbance attenuation level can be considered as an optimization variable in
Theorem 1. Given this, it may be more realistic to have a combined performance index.
This leads to a multiobjective convex optimization problem optimizing both γ and µ,
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simultaneously. See [1] and [4] for details and examples of multiobjective optimization
approach to H∞ filtering for other classes of nonlinear systems.
Note that E1 and E2 are not optimization variables. They are apriory fixed constant
matrices that determine the structure of the filter while E3 can be either a fixed gain
or an optimization variable. It is worth mentioning that in the case of static-gain filter,
some simplification can be made. First of all, since in this structure DF = 0, the
LMIs (16) and (17) are eliminated. Besides, since E3 = 0, the inequality (32) reduces
to ΩTΩ + 2ΩTST2 S2Ω ≤ γ2ξT ξ and there is no need to the change of variables (33).
Consequently, the cost function simplifies to max(γ). In addition, for this structure we
have
AF = A− LC ⇒ P1AF = P1A− P1LC (41)
BF = L, E2 = −L⇒ P1BF = −P1E2 = P1L. (42)
Therefore, instead of variables G1 and G2, a change of variables G = P1L is enough.
Obviously, the dynamic filter structure has more degrees freedom and can provide a
robust filter in some of the cases for which a static-gain filter does not exist.
4 Converting SDP into strict LMIs
Due to the existence of equalities and non-strict inequalities in (19) and (20), the opti-
mization problem of Theorem 1 is not a convex strict LMI Optimization and instead it is
a Semidefinite Programming (SDP) with quasi-convex solution space. The SDP problem
proposed in Theorem 1 can be solved using freely available packages such as YALMIP [22]
or SeDuMi [32]. However, in order to use the numerically more efficient Matlab strict LMI
solver, in this section we convert the SDP problem proposed in Theorem 1 into a strict
LMI optimization problem through a smart transformation. We use a similar approach
as used in [33] and [23]. Let E⊥ ∈ R(n−s)×n be the orthogonal complement of E such that
E⊥E = 0 and rank(E⊥) = n−s. The following corollary gives the strict LMI formulation.
Corollary 1. Consider the Lipschitz nonlinear system (Σs) along with the general
filter (Σo). The filter error dynamics is (globally) asymptotically stable with maximum
admissible Lipschitz constant, γ∗, and guaranteed L2(w → e) gain, µ, if there exists a
µ > 0, scalars 1 > 0, 2 > 0, α1 > 0 and α2 > 0 and matrices CF , DF , X1 > 0, X2 > 0,
Y1, Y2, G1, G2 and E3 such that the following LMI optimization problem has a solution.
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min(2α1 + α2)
s.t.
Ξ1 < 0
Ξ2 > 0
Ξ3 > 0
Ξ4 =
[
I I − P T1
? I
]
> 0,
where, Ξ1, Ξ2, Ξ3 and Ξ4 are as in Theorem 1 with
P1 = X1E + E
T
⊥Y1 (43)
P2 = X2E + E
T
⊥Y2. (44)
Once the problem is solved:
AF = P
−1
1 G1 = (X1E + E
T
⊥Y1)
−1G1, (45)
BF = P
−1
1 G2 = (X1E + E
T
⊥Y1)
−1G2, (46)
CF and DF are directly obtained,
α∗1 , min(α1), α∗2 , min(α2),
γ∗ , max(γ) = 1√
α∗2(1 + 3α
∗
1
2)
.
Proof: We have ETP1 = E
T (X1E + E
T
⊥Y ) = E
TX1E. Since X1 is positive definite,
ETX1E is always at least positive semidefinite (and thus symmetric), i.e. E
TP1 = P
T
1 E ≥
0. Similarly, we have ETP2 = P
T
2 E = E
TX2E ≥ 0. Therefore, the two conditions (19)
and (20) are included in (43) and (44). Now suppose X˜ = diag(X1, X2) and P =
diag(P1, P2). We have
V = ξT E˜TPξ = ξT E˜T X˜E˜ξ. (47)
Since X1 and X2 are positive definite, so is X˜. Hence, V is always greater than zero and
vanishes if and only if E˜ξ = 0. Thus, the transformations (43) and (44) preserve the
legitimacy of V as a generalized Lyapunov function for the filter error dynamics. The
rest of the proof is the same as the proof of Theorem 1. 
Remark 3. The beauty of the above result is that with a smart change of variables,
the quasi-convex semidefinite programming problem is converted into a convex strict
LMI optimization without any approximation. Although theoretically the two problems
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are equivalent, numerically, the strict LMI optimization problem can be solved more ef-
ficiently. Note that by replacing P1 and P2 from (43) and (44) into Ξ1 and solving the
LMI optimization problem of Corollary 1, the matrices X1, X2, Y1 and Y2 are directly
obtained. Then, having the nonsingularity of P1 guaranteed, the two matrices AF and
BF are obtained as given in (45) and (46), respectively.
The LMI optimization problems are convex in the decision variables and the strict
LMI solvers are well known to be very efficent and of low computational complexity
[30]. The interior-point methods exploited to solve LMIs are scalable to large problems.
Although the complexity of LMI computations can grow quickly with the problem order
(number of states), but it is still much lower than equivalent SDP computations. We
also emphasize that the design procedure proposed in this work is offline, and thus,
the computational burden is not restricted to real-time implementation aspects such as
sampling time.
In the next section we discuss an important feature of the proposed filter, robustness
against nonlinear uncertainty.
5 Robustness Against Nonlinear Uncertainty
As mentioned earlier, the maximization of Lipschitz constant makes the proposed fil-
ter robust against some Lipschitz nonlinear uncertainty. In this section this robustness
feature is studied and norm-wise bounds on the nonlinear uncertainty are derived. The
norm-wise analysis provides an upper bound on the Lipschitz constant of the nonlinear
uncertainty and the norm of the Jacobian matrix of the corresponding nonlinear function.
Assume a nonlinear uncertainty as follows
Φ∆(x, u) = Φ(x, u) + ∆Φ(x, u) (48)
Ψ∆(x, u) = Ψ(x, u) + ∆Ψ(x, u) (49)
x˙(t) = (A+ ∆A)x(t) + Φ∆(x, u) +Bw(t) (50)
y(t) = (C + ∆C)x(t) + Ψ∆(x, u) +Dw(t), (51)
where Φ∆ and Ψ∆ are uncertain nonlinear functions and ∆Φ and ∆Ψ are unknown
nonlinear uncertainties. Suppose that
‖∆Φ(x1, u)−∆Φ(x2, u)‖ 6 ∆γ1‖x1 − x2‖, ∀x1, x2 ∈ D,
‖∆Ψ(x1, u)−∆Ψ(x2, u)‖ 6 ∆γ2‖x1 − x2‖, ∀x1, x2 ∈ D.
Estimating and modeling nonlinear uncertainty can be made through nonlinear sys-
tem identification techniques as well as numerical Monte-Carlo simulations [24, 29]. For
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physical (first-principle) models, bounds on the uncertain are often associated with the
physical knowledge about the range of variations in the model parameters (see for ex-
ample [28, 6]). Therefore, for descriptor systems derived via physical modeling, if the
nominal part of the system is Lipschitz, which is often the case, it is reasonable to as-
sume the nonlinearity as being Lipschitz, as well. For emprical/statistical models, these
bounds are estimated using the experimental data and rigorous simulations of possible
scenarios [24, 29]. Certain properties of nonlinear uncertainties (such as Lipschitz con-
tinuity) can also be verified based the domain-based physical knowledge or statistical
methods [29, 21].
Proposition 1. Suppose that the actual Lipschitz constant of the nonlinear func-
tions Φ and Ψ are γ1 and γ2, respectively and the maximum admissible Lipschitz constant
achieved by Theorem 1 (Corollary 1), is γ∗. Then, the filter designed based on Theorem
1 (Corollary 1), can tolerate any additive Lipschitz nonlinear uncertainties over Φ and
Ψ with Lipschitz constants ∆γ1 and ∆γ2 such that
√
(γ1 + ∆γ1)
2 + (γ2 + ∆γ2)
2 ≤ γ∗.
Proof: We have,
Ω∆(ξ, u) = Ω(ξ, u) + ∆Ω(ξ, u) =

Φ∆(x, u)
Ψ∆(x, u)
Φ∆(xF , u)
Ψ∆(xF , u)
 =

Φ(xF , u)
Ψ(x, u)
Φ(xF , u)
Ψ(xF , u)
+

∆Φ(x, u)
∆Ψ(x, u)
∆Φ(xF , u)
∆Ψ(xF , u)
 .
Based on Schwarz inequality,
‖Φ∆(x1, u)− Φ∆(x2, u)‖ ≤ ‖Φ(x1, u)− Φ(x2, u)‖
+ ‖∆Φ(x1, u)−∆Φ(x2, u)‖ ≤ γ1‖x1 − x2‖
+ ∆γ1‖x1 − x2‖ = (γ1 + ∆γ1)‖x1 − x2‖.
Similarly,
‖Ψ∆(x1, u)−Ψ∆(x2, u)‖ ≤ (γ2 + ∆γ2)‖x1 − x2‖. (52)
Based on (13), we can write
Γ∆ ,

0 γ1 + ∆γ1
0 γ2 + ∆γ2
γ1 + ∆γ1 0
γ2 + ∆γ2 0
 (53)
‖Ω∆(ξ1, u)− Ω∆(ξ2, u)‖ ≤ ‖Γ∆(ξ1 − ξ2)‖
≤
√
(γ1 + ∆γ1)
2 + (γ2 + ∆γ2)
2‖ξ1 − ξ2‖. (54)
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On the other hand, according to the Theorem 1, Ω∆(x, u) can be any Lipschitz nonlinear
function with Lipschitz constant less than or equal to γ∗,
‖Ω∆(ξ1, u)− Ω∆(ξ2, u)‖ ≤ γ∗‖ξ1 − ξ2‖,
so, there must be √
(γ1 + ∆γ1)
2 + (γ2 + ∆γ2)
2 ≤ γ∗.  (55)
In addition, we know that if ∆Φ and ∆Ψ are continuously differentiable functions on D,
then ∀x, x1, x2 ∈ D,
‖∆Φ(x1, u)−∆Φ(x2, u)‖ 6 ‖∂∆Φ
∂x
(x1 − x2)‖,
‖∆Ψ(x1, u)−∆Ψ(x2, u)‖ 6 ‖∂∆Ψ
∂x
(x1 − x2)‖,
where ∂∆Φ
∂x
and ∂∆Ψ
∂x
are the Jacobian matrices [25]. So ∆Φ(x, u) and ∆Ψ(x, u) can be
any additive uncertainties with
√
(γ1 + ‖∂∆Φ∂x ‖)2 + (γ2 + ‖∂∆Ψ∂x ‖)2 ≤ γ∗.
Remark 4. Alternatively, we could write
‖Ω∆(ξ1, u)− Ω∆(ξ2, u)‖
≤ ‖Ω(ξ1, u)− Ω(ξ2, u)‖+ ‖∆Ω(ξ1, u)−∆Ω(ξ2, u)‖
≤
√
γ21 + γ
2
2‖ξ1 − ξ2‖+
√
∆γ21 + ∆γ
2
2‖ξ1 − ξ2‖
=
(√
γ21 + γ
2
2 +
√
∆γ21 + ∆γ
2
2
)
‖ξ1 − ξ2‖.
Then, we could conclude that, ∆Φ(x, u) and ∆Ψ(x, u) can be any additive uncertainties
with √
∆γ21 + ∆γ
2
2 ≤ γ∗ −
√
γ21 + γ
2
2 . (56)
However, it is not hard to show that√
(γ1 + ∆γ1)
2 + (γ2 + ∆γ2)
2 ≤
√
γ21 + γ
2
2 +
√
∆γ21 + ∆γ
2
2 , ∀ γ1, γ2,∆γ1,∆γ2 ≥ 0.
Therefore, the bound in (55) is less conservative. The geometric representations of the
two bounds are shown in Figure 1. The admissible region is hachured.
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Figure 1: Geometric representation of uncertainty bounds. The admissible region is
hachured.
6 Illustrative Example
Consider a system of class Σs and suppose the nonimal system is given as[
2 3
4 6
][
x˙1
x˙2
]
=
[
1 12
−6 −15
][
x1
x2
]
+
1
2
[
sinx2
sinx1
]
y =
[
1 0
] [ x1
x2
]
.
We assume the uncertainty and disturbances matrices as follows:
M1 =
[
0.1 0.1
−0.2 0.15
]
, B =
[
1
1
]
, N =
[
0.1 0
0 0.1
]
M2 =
[
−0.25 0.25
]
, D = 0.2.
The system is globally Lipschitz with γ = 0.5. Now, we design a filter with dynamic
structure. Therefore, we have E1 = I and E2 = 0. Using Corollary 1 with µ = 0.25 and
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H = 0.25I2, a robust H∞ dynamic filter is obtained as:
AF =
[
−70.9676 −44.2097
12.2131 −40.8541
]
, BF =
[
4.3896
0.7843
]
CF =
[
−0.0057 −0.0043
0.0047 −0.0050
]
, DF = 1e− 4×
[
−0.3877
0.1026
]
1 = 1.2903, 2 = 1.4497
α1 = 2.1406e− 4, α2 = 1.0024
γ∗ = 0.9988.
As mentioned earlier, in order to simulate the system, we need consistent initial condi-
tions. Matrix E is of rank 1, thus, the system has 1 differential equation and 1 algebraic
constraint. The system is currently in the implicit descriptor form. In order to extract
the algebraic constraint, we can convert the system into semi-explicit differing algebraic.
The matrix E can be decomposed as:
E =
[
2 3
4 6
]
= S
[
1 0
0 0
]
T,
where
S =
[
1 0
2 1
]
, T =
[
3 2
0 1
]
.
Now, with the change of variables x¯ = Tx, the state equations in the original system are
rewritten in the semi-explicit form as follows:[
1 0
0 0
][
˙¯x1
˙¯x2
]
=
[
1
3
34
3
−8
3
−101
3
][
x¯1
x¯2
]
+
[
1
2
0
−1 1
2
][
sin x¯2
sin(1
3
x¯1 − 23 x¯2)
]
.
So, the system is clearly decomposed into differential and algebraic parts. The second
equation in the above which is:
−8
3
x¯1 − 101
3
x¯2 − sinx¯1 + 1
2
sin(
1
3
x¯1 − 2
3
x¯2) = 0,
is the algebraic equation which must be satisfied by the initial conditions. A set of consis-
tent initial conditions satisfying the above equation is found as x¯1(0) = −38.1034, x¯2(0) =
3.0014 which corresponds to x1(0) = −14.7020, x2(0) = 3.0014 which in turn corresponds
to z1(0) = −3.6755, z2(0) = 0.7503, where z = Hx. Similarly, we find another set of con-
sistent initial conditions for simulating the designed filter. Note that the introduced
change of variables is for clarification purposes only to reveal the algebraic constraint
which is implicit in the original equations which facilitates calculation of consistent ini-
tial conditions, and is not required in the filter design algorithm. Consistent initial
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conditions could also be calculated using the original equations and in fact, most DAE
solvers contain a built-in mechanism for consistent initialization using the descriptor form
directly. Figure 2 shows the simulation results of z and zF of the nominal system in the
absence of disturbance and uncertainties, where zF is the output of the filter as in (5).
Now suppose an unknown L2 exogenous disturbance signal is affecting the system as
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Figure 2: Simulations results of the nominal descriptor system and the H∞ filter
w(t) = 50 exp(−0.2t) cos(5t). Figure 3 shows the simulation results of z and zF in the
presence of disturbance. As expected, in the presence of disturbance, the observer filter
error does not converge to zero (as long as the disturbance exists) but it is kept in the
vicinity of zero such that the norm bound ‖e‖ ≤ µ‖w‖ is satisfied. The designed filter
guarantees µ to be at most 0.25. The actual value of µ for this simulation is 0.0133. In
the next step, we simulate the system in the presence of model uncertainty. An (unknown
to the filter) time-varying matrix considered is as F (t) = diag
(
t
t+0.1
, t
2+0.1
t2+1
)
. It is easy to
verify that F T (t)F (t) ≤ I for all t. Figure 4 shows the simulation results of z and zF in
the presence of model uncertainty. As seen in the figure, the filter is robust against model
uncertainty. Finally, we simulate the system in the presence of both model uncertainty
and disturbance. Figure 5 shows the simulation results. The actual value of µ for this
simulation is 0.0187.
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Figure 3: Simulations results of the descriptor system and the H∞ filter in the presence
of disturbance
7 Conclusions and Future Research Directions
In this work, a new nonlinear H∞ dynamical filter design method for a class of nonlinear
descriptor uncertain systems is proposed through semidefinite programming and strict
LMI optimization. The developed LMIs are linear both in the admissible Lipschitz con-
stant and the disturbance attenuation level allowing both two be an LMI optimization
variable. The proposed dynamical structure has more degree of freedom than the con-
ventional static-gain filters and is capable of robustly stabilizing the filter error dynamics
for some of those systems for which an static-gain filter cannot be found. In addition,
when the static-gain filter also exists, the maximum admissible Lipschitz constant ob-
tained using the proposed dynamical filter structure can be much larger than the at of
the static-gain filter. The achieved H∞ filter guarantees asymptotic stability of the er-
ror dynamics and is robust against Lipschitz additive nonlinear uncertainty as well as
time-varying parametric uncertainty.
In the following we briefly discuss some future research avenues.
energy-to-peak filtering : As mentioned in the Introduction, in H∞ filtering, the L2
gain from the exogenous disturbance to the filter error is guaranteed to be less
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Figure 4: Simulations results of the descriptor system and the H∞ filter in the presence
of model uncertainty
than a prespecified level, making the underlying L2 gain minimization an energy-
to-energy performance criterion. An alternative approach is the so-called L2 −L∞
filtering. In L2−L∞ filtering, the ratio of the peak value of the error (L∞ norm) to
the energy of disturbance (L2 norm) is considered, therefore, conforming an energy-
to-peak performance criterion. The tools and methods provided in this work can be
used to solve the robust L2−L∞ filtering problem for the studied class of nonlinear
descriptor systems.
mixed H2/H∞ filtering : One the main advantages of H∞ approach is that it does
not require any knowledge about the statistics of noise. It works for every finite
energy signal. The noise terms may be random with possibly unknown statistics,
or they may be deterministic. If the statistics of noise are known, Kalman filtering
(i.e. H2) approaches can be used. However, estimating the statistics of noise is a
22
0 2 4 6
−1.5
−1
−0.5
0
0.5
1
time(Sec)
 
 
z1
zF1
0 1 2 3 4 5 6 7
−0.3
−0.2
−0.1
0
0.1
time(Sec)
 
 
e1
e2
0 2 4 6
−1
−0.5
0
0.5
1
time(Sec)
 
 
z2
zF2
Figure 5: Simulations results of the descriptor system and the H∞ filter in the presence
of model uncertainty and disturbance
difficult task and the representation of disturbances by white noise processes are
often unrealistic. That was one the main motives that H∞ approaches developed at
the first place. Nevertheless, the prior knowledge about the statistics of disturbance
can be utilized to set up a mixed H2/H∞ performance criterion.
uncertainty in the mass matrix : To the best of the author’s knowledge, in all works
on nonlinear uncertain descriptor systems (including this work), the mass matrix
E is assumed to be fully known. This is required because the matrix E partici-
pates in the construction of the generalized Lyapunov function. For models with
unstructured uncertainty, this is not a big deal. However, for models with struc-
tured parametric uncertainty, there might be cases that an intrinsic uncertainty is
associated with the elements of E (e.g. due to presence of uncertain parameters
in E), which cannot be incorporated into A and C. Therefore, considering a ∆E
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might become inevitable. This is currently an open problem.
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