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PREFACE
At last! A new book from the 2009 vintage not devoted to the worldwide financial crisis, but that deals with a very important question, the question of the fundamentals of economic growth: education, technical progress and international technology spillovers through international trade and FDI in relation with long run economic growth conditions. And, also, a book dealing with the prominent part of public economic policy, that which is able to insure (or restore) satisfactory and stable long-term economic development.
The source of this book is an excellent doctorate thesis in economics defended at the prestigious University of Coimbra, in 2006, by Marta Cristina Nunes Simoes, in front of a committee in which I had the pleasure and the great honor to sit.
In her research, and now in this book, Marta Simoes demonstrates a very high level of proficiency in economic theory and a great aptitude for the implementation of the most modern techniques of empirical data processing in the fields of economics of education, economics of technology and growth theory.
The Author carries out an economic analysis of the role and the effects of the investment in education on economic growth. This analysis is based on the scope of endogenous growth theories , which appeared and developed in the United States more than two decades ago, with the works of Romer (1986 Romer ( , 1990 , Lucas (1988) , Grossman and Helpman (1991) , Aghion and Howit (1992) and many others. More precisely, the relationships between education, technical progress and growth are the heart of this research. Even if the field of the empirical work was restricted to the case of OECD countries, the analysis covers basic questions concerning the growth of the real economy that are essential for industrialized countries as well as for developing or transition countries.
The book is divided in five chapters. The first and introductory chapter presents the objectives, the motivation and the structure of the study. Chapter two is a detailed and, at the same time, synthetic presentation of the theoretical and empirical recent literature, which deals with the role and importance of education to ensure productivity growth and identifies the transmission channels going from capital expenditures in education to economic growth. At the same time, this chapter proposes a detailed survey on the more recent and efficient empirical methods dealing with the links between education, technology and growth (particularly by means of panel data econometrics) but also with measurement methodology questions (like puzzles on Total Factor Productivity (TFP) calculation or on human capital evaluation according to the diversified effects of investment in education, etc.). Chapter 2 ends with the exposure of the analytical approach developed in three steps by the Author and the announcement of the following three chapters that present the original and innovative results obtained from the empirical work.
Thus, Chapter 3 exposes the empirical research on a sample of twenty-three OECD countries from 1960 to 2000, which is specified in a formal model in the spirit of Benhabib and Spiegel (1994)'s work. But the Author adds various estimation of empirical growth models 15 focusing on the issues concerning the identification of the education-growth link.
We start by examining the most common concerns with the estimated education coefficients from growth regressions and then focus on the utility of panel data econometrics to overcome some of these issues. Finally, we analyse in more detail the measurement error problem in two key variables, Total Factor Productivity (TFP), the proxy for technological efficiency used in this thesis, and educational attainment and how it can be attenuated.
Common problems facing growth econometrics
The assessment of the importance of education for growth requires an empirical formulation of the time-series cross-country growth differences in order to identify the effects of various factors on growth. Inspired by the work of (Barro, 1991) that regresses output growth on a set of variables considered relevant growth determinants based on the intuition from several theoretical growth models, a vast number of empirical growth studies emerged to analyse the importance of several factors (economic policy, institutions, inequality, etc.) for growth.
This raises the immediate question of which growth determinants should be included in the model, an issue known as model uncertainty, since different empirical models lead to different conclusions concerning growth determinants, especially for the ones that are common across studies.
A number of authors, (Levine & Renelt, 1992) , (Sala-i-Martin, 1997) , and (Doppelhofer, Miller, & Sala-i-Martin, 2004) , conducted empirical searches of the robust growth determinants using different techniques. For instance, (Sala-iMartin, 1997) wants to determine, from 62 growth determinants identified in the empirical growth literature, which are robust to the inclusion of different sets of explanatory variables. He defines a fixed set of growth determinants, initial income, life expectancy, and primary school enrolment rate, and combines the remaining variables in different sets. The human capital variable is found to be robust across specifications.
Our focus is on the evaluation of the role of education for productivity growth and we deal with the issue of model uncertainty in this work in some way by testing the robustness of the education results to the introduction of additional technological change determinants identified by the theoretical and empirical growth literature. To the extent that we are analysing a rather homogeneous group of countries, the OECD, this issue is also not as important as if we were dealing with a sample of countries at different stages of development.
The accurate assessment of the importance of education for growth has also to take into consideration the probable endogeneity of the schooling variables, a problem common to most of the explanatory variables included in growth regressions, as emphasized by Caselli, Esquivel and Lefort (1996) , p.367: "At a more abstract level, we wonder whether the very notion of exogenous variables is at all useful in a growth framework (the only exception is perhaps the morphological structure of a country's geography)."
If education is a consumption good, high-income countries will demand more education. Also, skill-biased technological change in advanced industrialised countries requires a better qualified labour force. There can also be forces that influence positively both schooling and output growth.
If the explanatory variables are endogenously determined this means that they are correlated with the disturbances violating classical assumptions, and thus making it impossible to obtain consistent coefficient estimates in growth regressions using Ordinary Least Squares (OLS). When schooling is endogenous, an estimated positive coefficient on the schooling variable does not allow any conclusion on the direction of causality: it can be the result of a positive growth impact of exogenous changes in schooling or/and the result of a positive impact on education of higher growth.
For instance, (Bils & Klenow, 2000) analyse this issue in great detail concerning the education-growth link. They start by developing a model where faster technology-driven growth can induce more schooling by raising the effective rate of return of investment in schooling. Next they calibrate the model and conclude that the positive correlation between schooling and growth in (Barro, 1991) and other studies is due mainly to the fact that growth causes schooling and not the other way around. To overcome the endogeneity bias issue many studies use initial values of the explanatory variables (predetermined variables). Another option is to use instrumental variable procedures.
The impact of measurement error on the estimated coefficients of the explanatory variables included in growth regressions is another frequent concern. If a variable is measured with error the corresponding estimated coefficient would suffer from attenuation bias, i.e. there will be a tendency to underestimate its true value. Empirical studies of the education-growth link are especially sensitive to this problem due to the potential poor quality of the schooling data most commonly and widely used, from school enrolment rates to the educational attainment series of (Barro & Lee, 1993) . This lack of quality is due not only to possible errors in data collection but also to the methodologies and underlying assumptions used to derive comparable education series. For instance, (Krueger & Lindahl, 2000) show that measurement error in education data severely attenuates estimates of the effect of the change in schooling on GDP growth. One way of dealing with this problem is to conduct a sensitivity analysis of the growth regression estimates to alternative human capital data sets. For this reason, we analyse the issue of the quality of the education series used in greater detail in a specific section of this chapter later on.
The ultimate goal in estimating the impact of education in economic growth is to be able to extrapolate results in order to derive policy prescriptions for specific countries/industries. This leads us to one final problem facing growth regressions, that of parameter heterogeneity. Growth regressions are based on the information from a cross-section of countries/industries and so the estimated coefficients are averages that apply to the representative country/industry in the sample. To be able to retrieve consistent estimates of the relevant coefficients the researcher has thus to impose certain restrictions about the equality of the parameters. If the restrictions do not apply however there may be very serious consequences that invalidate the policy implications derived from such estimated models. The estimation of growth regressions should thus include some form of parameter heterogeneity. In this work we consider country/industry specific effects, i.e. the growth rate of technology depends on country/industry characteristics that remain constant over time so that we allow for intercept heterogeneity while maintaining the assumption of common slopes.
Having identified some of the most serious concerns regarding the estimation of growth regressions aimed at clarifying the importance of education for growth we turn now to the analysis of the use of panel data econometrics to overcome these problems. Since the measurement error problem can also be dealt with by checking the robustness of the growth regression results to the use of alternative proxies we dedicate a specific section of this chapter to the analysis of the technological efficiency measure used, TFP, and of the quality of the education data used in growth regressions in general and the ones used in this thesis in particular.
Panel data econometrics for growth analysis
When conducting empirical growth analysis it is possible to choose between different econometric approaches: cross-section, time series, or panel data. Panel data is currently the most common approach to growth analysis and is the approach adopted in this thesis 16 . The focus of this section is thus on the specificities of panel data econometrics for growth analysis highlighting its advantages in the resolution of the problems facing growth econometrics described in the previous section and identifying possible shortcomings. Within panel data econometrics there are also different estimation procedures that can be used so we describe the adequacy of selected panel data procedures for the estimation of growth regressions. A more complete analysis of the issues involved in empirical growth analysis can be found in (S. N. Durlauf & Quah, 1999) , (Temple, 1999a) , and (S. Durlauf, Johnson, & Temple, 2005) 17 . Cross-section regression analysis was, until recently, the most common econometric approach used in growth analysis. Growth regressions were estimated considering a sample of countries and averaging growth over a long period of time of about 25 to 30 years, assuming homogeneity of all parameters. Examples of applications of this procedure can be found in (Abramovitz, 1986) , (Baumol, 1986) , (Barro, 1991) , (Barro & Sala-i-Martin, 1991) , (Kyriacou, 1991) , (Levine & Renelt, 1992) , (Barro & Lee, 1994) , (Mankiw, Romer, & Weil, 1992) , and (Benhabib & Spiegel, 1994) , just to name a few.
From the mid 1990's onwards however panel data became the most widely used econometric approach in the study of growth. An obvious advantage is that with panel data it is possible to explore more information since it combines between and within-country variation and thus allows for more degrees of freedom increasing the efficiency of the estimators.
Another important advantage of panel data is the fact that it allows to control in some way for country heterogeneity. Islam (1995) criticised the use of single cross-country regressions to study cross-country growth since they do not allow controlling for unobserved differences across countries and the omission of these variables leads to biased OLS estimates if they are correlated with the explanatory variables. He suggests using panel data and static fixed effects estimators to control for unobserved country-specific effects, i.e. imposing common slopes but allowing for different intercepts, and in this way reduce the biases in the estimated coefficients.
For ease of exposition consider the following equation explaining the growth rate of the level of technology, where it a is the logarithm of the level of technology, x it is a determinant of productivity growth, c i is an individual effect that accounts for any time invariant individual specific effect not included in the regression, c t is a period-specific constant, and v it is an IID(0, 2 v σ ) error term.
If we only have observations on a cross section of countries at time t (corresponding to averages for 25 years or more) we can only estimate:
where the variables are now measured as period averages or initial values for each individual, and ε i =c i +v i . Single cross-country regressions assume that the error term is uncorrelated with the explanatory variables and so the equation can be estimated using OLS. But if E(c i x i )≠0 then E(β )≠β, i.e. if the unobserved individual specific effects are correlated with the explanatory variables, a situation likely to occur in growth analysis, then one of the classical assumptions will be violated and OLS can not be used to recover the true estimates of the parameters of interest.
The alternative, as suggested by (Islam, 1995) , is to move to panel data and use the time series information to eliminate the individual-specific effects from the regression. This can be done either by introducing dummy variables for each individual or by subtracting from each observation the respective time mean and proceed with OLS estimation of the regression defined in this way. Both estimators are static fixed effects estimators. The first is known as the least squares dummy variable estimator (LSDV) and the second is known as the within-groups (WG) estimator since it exploits the differences within countries.
Allowing for country-specific effects enables us to eliminate the bias resulting from the omission of other growth determinants that are correlated with the educational attainment variables. The results will be biased if the educational attainment variables are acting as proxies for unobservables or omitted growth determinants that are relatively constant over time and we fail to account for these omitted country characteristics. In particular, technological efficiency depends on specific features of each country such as institutions and culture, constant over time. The consideration of country-specific effects is especially important when studying the growth influence of educational variables since these change very slowly over time, i.e. are relatively constant for each country across time, so we must check if they survive the introduction of fixed effects, in which case we prove that they are not serving as proxies for other omitted country characteristics.
A second source of bias in empirical growth studies is the possible endogeneity of the regressors that occurs when some of the variables in the right hand side are correlated with the error term. This correlation might be due to reverse causation, i.e., shocks to output growth that affect the explanatory variable, or to the omission of variables that jointly determine both growth and the explanatory variables.
For instance, (Rodrik, 2003) , chapter 1, defends that geography is the only growth factor that can be considered truly exogenous. (Bils & Klenow, 2000) develop a model where growth induces more schooling by raising the rate of return to investments in schooling and find empirical evidence that the effect of growth on schooling is more important than the reverse channel.
Additionally, if the productivity growth regression includes in the RHS initial productivity as an explanatory variable static fixed effects estimators will produce biased estimates of the parameters of interest, as pointed out by (Nickell, 1981) . The bias becomes negligible as T becomes large but in growth studies T is usually small since observations are usually averaged over 10 or 5-year periods to eliminate business cycle effects.
To solve this problem we need to use dynamic panel data estimators. One solution is to use the first differenced GMM estimator proposed by (Arellano & Bond, 1991) and applied to growth regressions by, among others, (Caselli, Esquivel, & Lefort, 1996) and (Bond, Hoeffler, & Temple, 2001 ). The first differenced GMM estimator starts by differencing the growth regression to eliminate the country-specific effects and then uses lagged values of the variables as instruments to overcome the bias due to the presence of the lagged dependent variable or endogenous regressors.
To illustrate how the first differenced GMM estimator works notice that we can write equation (2.42) as an AR (1) 
The first differenced GMM estimates the relevant coefficients based on assumptions on the population moments of the explanatory variables and the error term using the respective sample moments, and instruments the endogenous variables with its past values (internal instruments).
After accounting for time-specific effects, to eliminate the country-specific effects, c i , we take first differences of equation (2.44):
Notice that, by construction, the new error term Δv it =v it -v it-1 is correlated with the lagged dependent variable, Δa it-1 =a it-1 -a it-2 , so we need to instrument for it in the regression.
Assuming that the error term is serially uncorrelated and independent across countries: …,N and all s≠t (2.46) and that the initial conditions, a it , are predetermined,
it is possible to use values of a it lagged two periods or more as instruments for Δa it-1 since a it-2 and earlier values are correlated with Δa it-1 but not with Δv it . This implies exploiting the following moment conditions,
Strict exogeneity of the additional explanatory variable implies that:
E(x it v is )= 0, for i=1,…,N and all s,t (2.49)
Since in a growth framework strict exogeneity is quite a strong assumption we relax it considering that x it is weakly exogenous in the sense that there is a correlation between its current values and current shocks to output, as well as feedback from past shocks to output, so:
E(x it v is )= 0, for i=1,…,N and s>t only (2.50) and E(x it v is )≠ 0, for i=1,…,N and s≤ t (2.51)
Valid instruments for Δx it are x it lagged two periods or more since x it-2 and earlier values are correlated with Δx it but not with Δv it . Assuming that x it is weakly exogenous is thus equivalent to exploring the following moments:
E(x it-j Δv it )= 0, for j=2,…,(t-1) and t=3,…,T (2.52) ΔaiT=αΔaiT-1+βΔxiT+ΔviT ai1 ai2… aiT-2 valid instruments for ΔaiT-1 xi1 xi2 ,…, xiT-2 valid instruments for ΔxiT If however the productivity growth determinant, x it is predetermined, i.e., current shocks to output are uncorrelated with x it but past shocks are correlated with these variables, we can write:
E(x it v is )= 0, for i=1,…,23 and s≥ t (2.53) and E(x it v is )≠ 0, for i=1,…,23 and s< t (2.54)
Assuming that x it is predetermined is equivalent to exploring the moments assumption:
E(x it-j Δv it )= 0, for j=1,…,(t-1) and t=3,…,T (2.55) so valid instruments for Δx it are x it lagged one period or more since x it-1 and earlier values are correlated with Δx it but not with Δv it .
For the GMM estimates to be consistent we have to check whether the lagged values of the explanatory variables are valid instruments. Two specification tests proposed by (Arellano & Bond, 1991) can be used to address this issue.
For lagged values of the explanatory variables to be valid instruments the error term, v it , must be serially uncorrelated. The first specification test corresponds thus to testing whether the first-differenced equation error term is second-order serially uncorrelated which is equivalent to the null hypothesis that the errors in the levels equation are first-order serially uncorrelated. First-order serial correlation of the differenced error term is expected even if the original error term (in levels) is uncorrelated. Second-order serially uncorrelated differenced residuals indicate that the original error term is serially uncorrelated otherwise we would have to reject the appropriateness of the proposed instruments. The second-order serial correlation test-statistic follows the standard normal distribution.
The second test is a Sargan test of over-identifying restrictions, which tests the overall validity of the instruments used by analysing the sample analog of the moment conditions used in the estimation process. The model specification is supported when the null hypothesis is not rejected. Under the null hypothesis the Sargan Statistic follows a χ 2 distribution with M-K degrees of freedom, where M is the number of columns in the instrument matrix and K is the number of explanatory variables 18, 19 . Despite the advantages of panel data in dealing with some of the most common problems that empirical growth analysis has to face, namely the endogeneity problem and to some degree the parameter heterogeneity problem, some care has to be taken when interpreting the results. Notice that in order to overcome the omitted variable problem the panel data estimators rely on withincountry variation eliminating the long-run variation across countries. This means also that the influence of variables that are fairly constant over time cannot be identified since it will be thrown away when eliminating the country-specific effects 20 . Another problem has to do with the averaging of data over time periods. How does the researcher know what is the time horizon over which the growth model is supposed to apply? According to (S. N. Durlauf & Quah, 1999) , p.54 "In growth work, one can plausibly argue that misspecification is greater at higher frequencies." Averaging over long time periods also means reducing the time series variation, an advantage of panel data in the first place.
A recent concern of panel data econometrics is nonstationary panels (see e.g. Baltagi and Kao (2000)). The econometric analysis of time series data as for long worried about the problems associated with nonstationary variables. In regressions with nonstationary variables, i.e. variables that display a mean, variance or covariances that are not constant over time the statistical inference based on t, F and χ 2 statistics cannot be applied since the coefficient estimates follow non-standard distributions and the problem of spurious correlation arises. If the dependent variable and at least one of the explanatory variables exhibit a distinct trend we are likely to obtain highly significant estimated coefficients and high values for R 2 even if there is no causal relationship between the variables, so that the regression results are completely spurious, i.e. meaningless. To avoid this problem time series tests of stationarity of a variable or unit root tests were 18 If the number of individuals is small relative to the number of instruments the Sargan test statistic cannot be computed given the near singularity of the variance-covariance of the moment conditions. In this case we have to rely on the serial correlation test to draw conclusions on the consistency of the GMM estimates.
19 Econometric software packages used were GiveWin 2.02 and Stata 8.0. 20 For instance, (S. Durlauf, Johnson, & Temple, 2005) suggest exploring the information content of country-specific effects to uncover the influence of these variables.
technology diffusion but only assign human capital a role as an input into production, a result that cannot be accepted lightly in view of the endogenous growth literature predictions. To overcome this conclusion the author suggests including a policy conditioned human capital variable and to consider that each role relates to different schooling levels. The evidence does not support the hypothesis that human capital is an input in final goods production when average years of schooling is used as a proxy for human capital instead of school enrolment ratios, but using the policy-conditioned human capital variable shows a positive influence of changes of these in TFP growth.
Using sub-categories of human capital, average years of primary schooling vs. average years of secondary schooling, suggests that the relevant variable is changes in average years of primary education for the female population. When only the level of human capital and an interaction term with the catch-up variable appear on the regression, it is average years of secondary schooling that explains the positive and significant influence of these variables on TFP growth. The author concludes by pointing out the need to distinguish between embodied and disembodied technology spillovers, as well as knowledge spillovers not related to R&D when analysing TFP growth. An interesting extension to this study would be to replicate it for OECD countries highlighting the roles of the different schooling levels. (Crespo, Martín, & Velázquez, 2002 ) focus on a sample of OECD countries to analyse the importance of technology diffusion through imports. They build an aggregate measure of domestic innovation based on human capital and R&D data using the principal components method. In addition, they construct the human capital stock following the method of (Barro & Lee, 2001 ) but adjusting by public expenditure per student. Using panel data to estimate a TFP growth regression they conclude that domestic innovation is the most important TFP growth determinant and that R&D and human capital are fundamental to benefit from technology diffusion associated with imports. Due to this fact richer OECD countries benefit more from technology diffusion. There is however no specific analysis of the different roles each schooling level can play in innovation and imitation activities.
Concerned with the sensitivity of the results of the (Coe & Helpman, 1995) and the (Engelbrecht, 1997) studies to the quality of the human capital data used, (Barrio-Castro, López-Bazo, & Serrano-Domingo, 2002) replicate both studies using average years of total schooling from (De la Fuente & Doménech, 2000) for OECD countries. Using panel cointegration techniques they conclude that the impact of domestic and foreign R&D capital is less important, whereas human capital has a much larger estimated return when the more recent human capital data set is used: the elasticity of TFP to human capital is much larger than previously reported and more in line with the results from the microeconometric literature on rates of return to education. This is an interesting study since it deals with a problem common to empirical studies on the importance of human capital for growth, measurement error. It confirms the importance of human capital for TFP growth without however investigating the importance of differentiating between schooling levels.
The former studies consider the complementarity between human capital and both disembodied and embodied technology diffusion. In this last case however they focus on imports as the channel through which productivity levels across countries are interrelated. We turn now to studies that consider FDI as the sole vehicle for technology diffusion across countries or include it alongside international trade.
Although not analysing the role of human capital, we briefly review the study of (Potterie & Lichtenberg, 2001 ) a pioneer study of this relationship 58 . The authors analyse a sample of 13 industrialized over the 1971-1990 period using panel cointegration analysis. They build a proxy for the foreign R&D capital stock based on outward and inward FDI flows and compare the results with the ones obtained with a measure of the foreign R&D capital stock based only on import shares as in (Coe & Helpman, 1995) . The most interesting result concerning the importance of FDI for knowledge transmission is that technology diffuses only through outward FDI, i.e., the evidence does not support the idea that the host countries benefit from investments of foreign R&D-intensive firms in terms of TFP but only if it invests in R&D-intensive foreign countries. (Xu & Wang, 2000) test for the simultaneous influence of capital goods imports and FDI as channels of technology diffusion in a sample of OECD countries analysing at the same time the role of human capital in TFP growth. They conclude that capital goods imports are a major channel of technology diffusion, while only outward FDI, technology that Multi National Corporations (MNCs) transmit back to the home country, is important for TFP growth. Changes in human capital are also found to be positive and significant in explaining TFP growth. The authors consider only the importance of human capital accumulation for productivity growth ignoring its influence over the domestic innovation rate and as a determinant of the absorptive capacity of the economy, namely the ability of the host country to benefit from inward FDI. Additionally, there is no concern with the role of the different schooling levels. (Lee, 2001 ) is specifically concerned with empirically assessing the importance of education for TFP growth considering different roles for different schooling levels on productivity growth. The sample refers to a cross-section of developing countries and the channels of technology diffusion considered are either machinery and transport equipment imports or FDI. The main conclusions are that the initial level of human capital (measured as average years of total schooling) is an important determinant of TFP growth and that either FDI or international trade influence TFP growth only if there is a sufficient level of human capital, i.e., when the interaction term between these variables and human capital (measured this time as average years of secondary and tertiary education) is included in the regressions the direct influence of FDI or international trade becomes insignificant. The study does not include however any comparison of the relative strength of the human capital effects, i.e. it does not analyse whether the results improve if specific schooling levels are considered instead of average years of total schooling nor does it consider OECD countries. (Xu, 2000) reviews the evidence on the importance of FDI as a channel for knowledge spillovers and concludes that it is mixed due to difficulties in measuring FDI but also due to the inability of previous studies to distinguish between the technology diffusion effects of MNCs and other productivityenhancing effects. He proposes to use a measure of technology transfer from US MNCs based on their spending on royalties and licensing fees as a share of their value added. He considers a panel of developed countries but the human capital variable is not found to be significant. He concludes however for the importance of a minimum human capital level to benefit from this kind of technology diffusion based on the results from regressing the technology transfer variable on the technology gap and the human capital level. More specifically, the author concludes that technology transfer from US MNCs is important only for developed countries since these have the necessary human capital to benefit from this kind of transfers. Although considering a specific level of education as relevant to benefit from technology diffusion through FDI it is not clear why only average years of male secondary schooling should matter.
The lack of significance of FDI as a channel of technology diffusion lead (Crespo & Velázquez, 2003) to analyse the causes of these results in a sample OECD countries. The estimation of twelve different specifications of the TFP growth rate, differing on the domestic innovation and technology diffusion indicators used, lead to the conclusion that the evidence does not support FDI inflows as a channel of technology diffusion. When, however, the TFP growth equation is estimated with each indicator alone the results show a positive and significant coefficient for the technology transfer indicators. The authors suggest that the puzzling results are due to an overlap of the variables considered that does not allow for a proper detection of the effects of FDI. To confirm this hypothesis they regress the technological knowledge stock variable on the technology transfer variable and confirm that there is a positive influence. The next step is thus to run the previous regressions with the residual from this regression instead of the original technology knowledge stock variable. The results show that defining domestic innovation in this way allows finding evidence to support the predicted positive influence of FDI on TFP growth. As for human capital it has a direct influence on TFP growth but there is no evidence that it speeds up technology diffusion through FDI. (Savvides & Zachariadis, 2005) investigate the importance of three channels of technology diffusion, foreign R&D, FDI and imports of machinery and transport equipment, for productivity growth of the manufacturing sector of a sample thirty-two low and middle-income countries from 1965 to 1992. They also consider the direct role of human capital (measured as the secondary school enrolment ratio) and its interaction with the three channels of technology diffusion as additional determinants of productivity growth. Human capital is found to have a positive direct effect and to interact with foreign R&D and FDI in determining productivity growth. In this last case countries need a threshold level of human capital, corresponding to a 7% secondary schooling enrolment rate, to benefit from a positive effect of FDI. As for its interaction with the imports variables, it has a positive effect when interacted with imports of machinery (but not statistically significant) but negative when interacted with imports of transportation equipment. A possible explanation for these findings according to the authors is that transportation equipment needs lower levels of skills to be utilized while certain types of machinery need a more qualified workforce. The human capital proxy used in this study however is a flow variable, which might explain the lack of significance of the results. Additionally, the authors do not take into account possible different impacts associated with different educational sub-categories.
Comments
Empirical results on the importance of education for output and productivity growth based on the predictions of new growth theory suggest that human capital acquired through formal education is an important source of growth having both a direct influence on the domestic innovation rate, alongside R&D efforts, and facilitating the absorption of technology from abroad, disembodied as well as embodied in trade and FDI. The results however often do not allow for an identification of the relative importance of each channel, although imitation activities seem to have a stronger role even in OECD countries.
Additionally, most studies concentrate on finding evidence for the importance of human capital proxied by overall educational attainment or a particular education sub-category and do not assess the relative importance of each schooling level, an important insight from endogenous growth theory, although a major conclusion that stems from these studies is that when more disaggregated measures of human capital are considered results on the education-growth link improve and are quantitatively stronger.
The comparability of these attempts to measure empirically the impact of education on growth is hindered by four aspects. First, the diversity of growth regression specifications estimated, especially the fact that most analyses focus on only one particular channel of influence. Second, the different education measures used which can be problematic due to the measurement error problem associated with human capital proxies. Third, the derivation of implications for OECD countries as to the preferential channel through which the influence of education is felt is not easy as many studies use evidence for both developed and developing countries together. And, finally, the use of different econometric approaches and estimation procedures.
In light of these comments, we suggest that there is room for a more systematic approach to the study of the importance of education for growth in OECD countries that addresses this comparability issues while emphasizing the need to assess empirically the importance of the different schooling levels.
The empirical specification and data overview
In this section we start by presenting the empirical specification that we will use to investigate the importance of education for productivity growth in our sample of twenty-three OECD countries from 1960 to 2000. The derivation of this specification from a formal model in the spirit of (Benhabib & Spiegel, 1994) was carried out in chapter 2 so our objective here is just to present the final expression and explain which control variables, the additional technological change determinants, are included in this chapter based on the literature review from the previous section. We proceed with an overview of the data used to test the hypothesized relationships.
The empirical specification
In chapter 2 we presented a testable empirical specification based on the predictions of new growth theory on the role of education in productivity growth that included also a vector of additional innovation determinants, Z, and a vector of additional imitation determinants, W. According to the empirical growth studies reviewed in this chapter the main additional technological change determinants are R&D efforts, international trade and FDI. We can thus now clarify which variables are included in each vector.
Recalling the productivity growth specification from the previous chapter:
in the aggregate cross-country analysis of this chapter we consider that the growth rate of technology (equation (3.1)) of country i at time t depends on: i) a country-specific component, c i , that represents changes in the efficiency with which inputs are used associated with the country characteristics that remain constant over time (e.g., climate, geography, language); ii) a time-specific component, c t , common to all countries (e.g., common macroeconomic shocks); iii) the level of human capital translating its influence on the domestic rate of innovation, H it-1 ; iv) an interaction term between the level of human capital and disembodied technology diffusion, H it-1 log(A maxt-1 /A it-1 ); v) a vector Z it that includes the influences of R&D efforts on productivity growth both through the domestic rate of innovation, a direct influence, as well as the possible influence of interaction terms between human capital and R&D representing the fact that R&D efforts might require a certain amount of human capital to be fully exploited, and the transfer of technology that translates into the introduction of an interaction term between R&D efforts and disembodied technology diffusion so that R&D also exerts a positive influence on the absorptive capacity of the economy; vi) a vector Wit that includes the influences of embodied technology diffusion both through international trade and FDI. It includes a measure of imports of capital goods and a measure of FDI, and also interaction terms of these variables with human capital due to the above-explained relationship with the absorptive capacity; and vii) an i.i.d. error term, ε it .
As we will explain later on, our baseline growth specification corresponds to the (Benhabib & Spiegel, 1994) specification where human capital is the sole determinant of technological change. To this basic specification we add the other technological change determinants gradually in order to identify an encompassing technological change regression that includes the statistically significant growth influences. The additional explanatory variables are first introduced alternatively due to data availability that implies different country and period coverage for the study of each influence. After identifying the statistically significant influences and taking into account data availability across the different data sets we analyse the robustness of the education results to the consideration of the joint influences.
If all the above-hypothesized influences were confirmed our final technological change specification would correspond to the one outlined above (equation 3.1). As we will see however this is not the case.
Overview of data
Before proceeding to the estimation of the empirical model presented above we will give a brief overview of the data used. We will focus on the time trend and cross-country differences of the different variables used, highlighting also the changes in the relative position of OECD countries.
TFP growth and levels
To compute TFP growth and levels we use PPP-adjusted GDP and physical capital stocks from the Annual Macroeconomic Database (AMECO), Spring 2005 version of the European Commission's Directorate for Economic and Financial Affairs 59 . Labour input is measured as total annual hours worked from the Groningen Growth and Development Centre and The Conference Board, Total Economy Database, January 2005 60 . Our sample consists of twenty-three OECD countries 61 with data for the period 1960-2000. We measure TFP growth as the difference between aggregate GDP growth and the rates of growth of physical capital and labour weighed by their shares in country GDP (see chapter 2 for details on the methodology used to compute TFP growth and levels). We test the robustness of the results to the use of two production function specifications, the Cobb-Douglas and the translog specification, in the computation of TFP growth and levels. TFP growth refers to the average growth rate for each 5-year period between 1960 and 2000. Relative TFP measures the distance to the technological leader at the beginning of each 5-year period.
59 Downloaded from http://ec.europa.eu/economy_finance/index_pt.htm 60 Downloaded from: http://www.ggdc.net 61 Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Italy, Japan, the Netherlands, Norway, New Zealand, Portugal, Spain, Sweden, Switzerland, Turkey, UK, USA.
The Cobb-Douglas specification is the most widely used in the literature, assuming constant income shares across countries and time. As is common in the literature we use the average capital income share of 1/3 and the average labour income share of 2/3 percent to compute TFP growth and levels with this production function specification. Table 3 .1 reports the values of the exponential of relative TFP 62 , computed assuming a Cobb-Douglas specification, at the beginning of each 5-year period for the twenty-three OECD countries in our sample. In 1960, the USA was the technological leader followed by New Zealand and Switzerland. Turkey, Portugal, and Japan occupied the last positions. In 1995, the technological leader was Belgium (it occupied the tenth position in 1960) followed by France and Ireland. The USA occupied the fifth position. Ireland showed the most remarkable recovery: in 1960 it occupied the nineteenth and in 2000 the third. Turkey, Greece and Portugal occupied the last three positions. The mean value of relative TFP fell during the period a sign that there was technological convergence in the sample between 1960 and 2000. This decline however was mildly reversed in the last decade. Table 3 .2 presents the average growth rate of TFP in each country for the whole period and for each 5-year period. On average, TFP grew 1.99% during this forty-year period but TFP growth slowed down towards the end of the period reaching its lowest value in the beginning of the nineties . Relating this information to the one in the previous table, the countries further away from the leader at the beginning of each 5-year period are on average the ones that grew the most, a sign that there was technological catch up. 62 Relative TFP is the proxy used to measure the technological distance to the leader country as 
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Notes: TFPleader/TFPcountryi is computed as the exponential of RTFP as defined in the main text. The technological leader presents a value equal to one. The further from the leader a country is, the higher this value. The first position in the rank is thus occupied by the leader and countries with higher RTFP values occupy the last positions. Lee, 2001 ) and (De la Fuente & Doménech, 2002) human capital data sets. Data availability across the different data sets made it impossible to replicate the country-level analysis from the previous chapter at the industry-level for the same twenty-three OECD countries. We had to restrict our analysis to eleven countries: Canada (CAN), Denmark (DNK), Finland (FIN), France (FR), Germany (GER), Italy (ITA), the Netherlands (NLD), Norway (NOR), Sweden (SWE), the United Kingdom (UK), and the USA 71 . Maximizing the two dimensions of the panel (time and countries-industries) while achieving a high level of disaggregation of the manufacturing sector 72 , resulted in a sample of fifteen manufacturing industries at the two and three-digit of the International Standard Industrial Classification of all Economic Activities (ISIC) classification levels in eleven OECD countries over the period [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] 73 . The fifteen industries covered are identified in Table 4 .13 of the Appendix and can be divided into two groups: low technology and high technology industries. These two groups are based on the OECD classification of manufacturing industries according to their technology intensity in high-technology, mediumhigh-technology, medium-low-technology and low-technology industries using an ISIC, Revision 3 activity breakdown (see Table 4 .14 in the Appendix) by evaluating the R&D intensities of thirteen OECD countries for the period 1991-97.
We restricted our classification to two groups due to the limited data availability at the four-digit industry level. Our low technology industries group includes the low technology and medium-low-technology industries from the OECD classification. Our high technology industries group includes the high technology and medium-high-technology industries from the OECD classification. For the 1991-1997 period the average R&D intensity in the thirteen OECD countries was 0.6% for the low R&D intensity industries and 6.5% for the 71 This might in itself explain any major differences in the results. However, the estimation of the productivity growth regression at the country-level for the eleven countries considered in this chapter did not present any major differences relative to the whole country-level sample. For economy of space reasons we do not present the results. 72 We focus on the manufacturing sector since productivity measurement in the services sector faces additional measurement problems: "An important point for the validity of productivity measures is that price and quantity indices of output should be constructed independently of price and quantity indices of inputs. Such dependence occurs, for example, when quantity indices of outputs are based on extrapolation of some input series. (…) Input-based extrapolation is more frequent and quantitatively more important for services industries than for other parts of the economy (…)." (OECD, 2001a), p.34. 73 We focus on the last two decades following (Scarpetta & Tressel, 2002) suggestion of poor quality of R&D data for the 1970's and the high incidence of aggregate and sectoral shocks in this decade that might make it harder to disentangle short-run from long-run growth determinants and also for data availability reasons.
high R&D intensity industries 74 . This distinction will be used to examine how the impact of education varies with industries' R&D intensity.
TFP growth and levels
TFP growth and levels are computed from a translog production function specification that has the advantage over the Cobb-Douglas specification of allowing factor shares to vary across industries and time a necessity more acutely felt at the industry level (see Chapter 2) 75 . The computation of TFP growth and levels requires data on real value-added, real physical capital stock, labour input and labour shares. This data comes from the OECD STAN (STructural ANalysis) database, 2004 edition, for industrial analysis ((OECD, 2004b) ) that covers twenty-seven countries from 1970 to 2002, classifying industries according to ISIC, Revision 3. Since we want to compare productivity levels across industries and countries several considerations are in order concerning the comparability of the data available.
The STAN database contains information on nominal value added at current prices in local currency and, to a lesser extent, information on real value added expressed as volume indices. The comparison of TFP levels across countriesindustries requires the conversion of the data on value-added into a common currency taking into account the differences in purchasing power parities (PPP) across countries.
The conversion at the industry-level has been most commonly done using PPP exchange rates for GDP, as in (Dollar & Wolff, 1993) and (Bernard & Jones, 1996b) , but it is problematic if the relative prices of given industries evolve differently across countries 76 . The alternative is to use industry-specific PPPs but the computation of these requires a vast amount of data on product prices, available only for a few countries and products 77 . Additionally, if one uses data 74 See below the average R&D intensities for the different industries in our sample between 1980 and 2000. 75 We checked the robustness of the results to the use of the Cobb-Douglas specification but for economy of space reasons do not present them here. 76 For instance, (Sorensen, 2001) and (Sorensen & Schjerning, 2003) show that the lack of convergence of the manufacturing sector found by (Bernard & Jones, 1996a) and (Bernard & Jones, 1996b) may be due to the PPP conversion factor used by the authors to compute TFP growth rates and relative TFP levels. If aggregate PPP were adequate conversion factors then the relative productivity levels should be invariant to the choice of a base year for PPP. However what the data shows is that these measures do depend on the choice of the base year and, furthermore, when early base years are chosen there is evidence of convergence in manufacturing productivity levels, while the opposite applies when later base years are chosen.
77 (Harrigan, 1997) constructs price levels for ISIC codes industries 382, 383, and 384, using the component deflators of overall GDP PPPs reported by the OECD, and shows that there may be significant distortions when using aggregate PPPs since the ratio of industry price levels to the GDP price level are not close to unity. The Groningen Growth and Development Centre constructs industry level value-added deflators for EU countries by compiling unit value indexes from primary statistical sources (see (Mary O'Mahony & Bart van Ark, 2003) ). (Scarpetta & Tressel, 2002) and (Scarpetta & Tressel, 2004) compute industry-specific expenditure PPPs to convert real value-added into a comparable currency using PPPs for detailed expenditure headings from the United Nations on nominal value-added (more widely available) and convert it using PPPs we are faced with the additional problem of choosing the adequate price index to deflate these values. Since, PPPs are expressed in USD this means using the adequate US deflator, preferentially a value added deflator. In this paper, we use GDP PPPs from the OECD to convert nominal value added into current international USD and data on nominal and real value-added for the different US industries to compute the value-added deflators.
The information on physical capital stocks from the STAN database concerns the volume of existing physical capital assets available to producers expressed in local currency. To construct internationally comparable capital stocks we need to convert these local currency values using a capital stock PPP, which is an aggregate price level, i.e., it is the same for all industries. However for the Netherlands, Norway, Sweden, the UK, and the USA there is no data on capital stocks available, only on gross fixed capital formation (GFCF), at current prices expressed in local currency and, to a lesser extent, as volume indices.
If we use GFCF nominal data, the construction of comparable physical capital stocks requires three steps. First, we have to convert current prices GFCF into a comparable currency, usually the USD, which we did using data on investment price levels from (Heston, Summers, & Aten, 2002) , PWT Mark 6.1. To compute real GFCF we need a US deflator for GFCF, obtained using the data on nominal and real GFCF for the US industries. Finally, the perpetual inventory method can be used to construct a proxy for the real physical capital stock as a distributed lag of past investment flows 78 . Having computed international comparable data on value-added and physical capital stocks we finally have to decide on which labour input measure to use. According to the (OECD, 2001a) manual on productivity measurement labour input is most appropriately measured as the total number of hours worked 79 because the simple headcount of persons employed can hide changes in average hours worked. The STAN database contains information on total employment, number of employees and hours worked. However, this last information is much more sparse, namely there is no data on hours worked for Germany, Italy, and the UK, and the US data covers a fewer number of industries, so we complemented this data with data from (M. .
Finally, we need data on labour shares, α, to be able to compute TFP growth and levels. Following (Harrigan, 1997) and (Harrigan, 1999) we smooth the relatively volatile labour income shares using the fitted values from a regression of labour shares on capital-labour ratios 80 .
Comparisons Project (ICP), correcting also for the impact of indirect taxes and trade on the differential between expenditure and production prices. 78 See the Appendix for further details on the construction of this variable. 79 "(…) it is recommended that hours actually worked be the statistical variable used to measure labour input, as opposed to simple head counts of employed persons. Hnours paid and full-time equivalent persons can provide reasonable alternatives. Significant differences in country practices for calculating hours worked and full-time equivalent persons persist, and raise issues of international comparability." (OECD, 2001a), p.39. 80 Under the perfect competition assumption the labour shares can be proxied by the share of labour compensation in total costs. However the share of labour in value added is quite volatile, Table 4 .1 reports average annual TFP growth rates derived from the translog production technology by country-industry for the 1981-2000 period. Considering TFP growth in Total Manufacturing, it was positive in all countries and in excess of 2%, except for Italy. The Scandinavian countries (with the exception of Denmark) and the Netherlands registered the highest growth rates followed by Canada and the UK.
When we consider the different sub-sectors we can find some similarities but also considerable heterogeneity in TFP growth rates across both countries and industries. For instance, in nine out of eleven countries TFP growth in Food, Beverages and Tobacco (FOOD) as well as Paper, Publishing and Printing (PAP) industries was negative. In general however TFP growth was positive but taking quite different values across countries and industries. On average, Rubbers and Plastics (RUB) was the industry that grew the most, followed by Electrical Goods and Machinery and Equipment (MEL) industries. In Canada and Finland it was MEL's TFP that grew the most; in Denmark, Germany, the Netherlands and Norway it was RUB, in France and the USA it was Petroleum Products (PETRO), in Italy Basic Metals (BMI), and in Sweden and the UK Machinery and Equipment (MAI). 1981-2000 (%) which is suggestive of measurement error. Given perfect competition and a translog production function the labour share can be expressed as a function of the capital-labour ratio as in, αcit=ψci+ϕilog(Kcit/Lcit) and this functional form can be used to estimate the labour share in order to obtain smoother, less volatile values for the translog production function specification. See e.g. (Griffith, Redding, & Van Reenen, 2004) , (Scarpetta & Tressel, 2002) , and (Scarpetta & Tressel, 2004 FOOD -Food products, beverages and tobacco; TEX -Textiles, textile products, leather and footwear; WOOD -Wood and products of wood and cork PAP -Pulp, paper, paper products, printing and publishing; CHE -Chemicals and chemical products; PETRO -Coke, refined petroleum products and nuclear fuel; RUB -Rubber and plastic products; ONMP -Other non-metallic mineral products; BMI -Basic Metals Industries; FMP -Fabricated metal products, except machinery and equipment; MAI -Machinery and equipment n.e.c. and Office, accounting and computing machinery; MEL -Electrical machinery and apparatus and Radio, television and communication equipment; MTR -Transport equipment; MED -Medical, precision and optical instruments; OMAN -Manufacturing n.e.c.. 
Education
We use aggregate education data to analyse the importance of education for TFP growth at the industry level, as in (Griffith, Redding, & Van Reenen, 2004) , (Cameron, Proudman, & Redding, 2005) , (Scarpetta & Tressel, 2004) , and (Schiff & Wang, 2004) . By using a country-level educational attainment measure we want to capture the technological externalities from human capital accumulation, as analysed in chapter 2.
As in the previous chapter, we use average years of total schooling as our benchmark educational measure not distinguishing the impact of the different schooling levels. We next examine several combinations of influences of each schooling level or different schooling levels combined in determining productivity growth through technology diffusion or the domestic innovation rate. We also investigate if the impact of the different schooling levels on productivity growth varies according to the R&D intensity of industries. To test these hypotheses we use the education stock series from (Barro & Lee, 2001) and (De la Fuente & Doménech, 2002) described in chapter 2, so we do not go into great details about their times series cross country behaviour here.
Notice that some of the studies reviewed in this chapter also use an industryspecific human capital proxy (e.g., (Griffith, Redding, & Van Reenen, 2004) , (Scarpetta & Tressel, 2002) , and (Scarpetta & Tressel, 2004) ). These industryspecific human capital proxies have limited country-industry coverage and are based on skill data not education data. Although (Cameron, Proudman, & Redding, 2005) call our attention to the fact that skill-based human capital proxies also reflect the impact of education on industry productivity growth (there is evidence of a high time-series correlation between the share of nonproduction workers and the share of high-education workers in employment) and are more widely available than industry-specific education attainment data, the fact is that the use of these proxies implies making quite strong assumptions across industries and countries.
Due to the limited data availability of industry-specific education measures and the strong implied assumptions necessary to obtain this variable, we restrict our analysis to the use of countrywide education data. In any case, our main goal is to assess the importance of education for productivity growth according to endogenous growth theory that emphasizes externalities associated with innovation efforts as the engine of growth so this measure seems appropriate to our objective.
R&D
R&D data comes from the OECD ANBERD (Analytical Business Enterprise Research and Development) database, (OECD, 2002a) and (OECD, 2003a) . This database provides internationally comparable business enterprise R&D expenditures across industries, in national currencies as well as PPP USD, and includes all R&D performed by the business sector regardless of the origin of funding. The goal of the ANBERD database is to use official BERD data to construct continuous time series data on business R&D comparable across OECD countries, relying on estimation techniques to fill in missing observations 81 . In the introduction to this section we discussed the classification of industries according to the respective R&D intensity based on the OECD classification of high, medium-high, medium-low and low technology industries. For our sample, the average R&D intensity of the "High Technology" industries in the 1980-2000 period is 11.66% and that of the "Low Technology" industries is 1.8%, so the cluster with high R&D intensities is on average 6.5 times more R&D intensive than the cluster comprising the industries with low R&D intensities. Table 4 .3 reports some summary information on R&D intensities across industries and countries in the 1980-2000 period.
