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HIGHER CONNECTIVITY OF THE MORSE COMPLEX
NICHOLAS A. SCOVILLE AND MATTHEW C. B. ZAREMSKY
Abstract. The Morse complexM(∆) of a finite simplicial complex ∆ is the complex of
all gradient vector fields on ∆. In particular M(∆) encodes all possible discrete Morse
functions (in the sense of Forman) on ∆. In this paper we find sufficient conditions for
M(∆) to be connected or simply connected, in terms of certain measurements on ∆.
When ∆ = Γ is a graph we get similar sufficient conditions for M(Γ) to be (m − 1)-
connected. The main technique we use is Bestvina–Brady discrete Morse theory, applied
to a “generalized Morse complex” that is easier to analyze.
Introduction
The Morse complex M(∆) of a simplicial complex ∆ is the simplicial complex of all
gradient vector fields on ∆. See Section 1 for a more detailed definition. The Morse
complex M(∆) has several important properties, for example two connected simplicial
complexes are isomorphic if and only if their Morse complexes are isomorphic [CM17].
Additionally, outside a few sporadic cases, for connected ∆ the group of automorphisms of
M(∆) is isomorphic to that of ∆ [LS]. Furthermore, the Morse complex may be viewed
as a discrete analog of the space of gradient vector fields on a manifold; see, e.g., [PdM82].
The homotopy type of M(∆) is only known for a handful of examples of ∆, and in
general it is a rather difficult problem to compute M(∆). In this paper we relax the
question, from asking for the precise homotopy type, to just asking how highly connected
M(∆) is (meaning up to what bound the homotopy groups vanish). Higher connectivity
is a homotopy invariant of a space, and can be used to determine relationships between
homotopy groups of spaces up to a certain dimension, e.g., via the Blakers–Massey theorem
[Ark11, Section 6.4]. We are able to find very general bounds on the higher connectivity of
M(∆), which only require a computation of two measurements on ∆, namely the number
of edges in its Hasse diagram and the maximum degree of a vertex in its Hasse diagram.
Our first main result is about connectivity and simple connectivity of M(∆). Let h(∆)
be the number of edges in the Hasse diagram of ∆ and d(∆) the maximum degree of a
vertex in the Hasse diagram. Here the complex GM(∆) is the so called generalized Morse
complex, which is the complex of all discrete vector fields (allowing for cycles) on ∆.
Theorem 3.7. If GM(∆) contains a 2-simplex then M(∆) is connected, and if GM(∆)
contains a 4-simplex then M(∆) is simply connected. In particular these hold if h(∆) ≥
2d(∆) + 1, respectively if h(∆) ≥ 4d(∆) + 1.
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We conjecture that similar bounds hold for higher connectivity, e.g., that for any m, if
h(∆) ≥ 2m · d(∆) + 1 then M(∆) is (m− 1)-connected.
Our second main result concerns the case when dim(∆) = 1, i.e., ∆ = Γ is a graph, in
which case we do find bounds concerning arbitrarily high connectivity.
Theorem 4.4. If |E(Γ)| ≥ m · d(Γ) + 1 then M(Γ) is (m− 1)-connected.
Note that for graphs h(Γ) = 2|E(Γ)|, so our two main results say the same thing in the
overlapping case when dim(∆) = 1 and m ≤ 2.
Our main tool for analyzing higher connectivity properties is Bestvina–Brady discrete
Morse theory. This is a powerful technique typically used in geometric group theory, which
has recently found applications in other fields as well, such as topological data analysis. The
main idea of Bestvina–Brady discrete Morse theory is that an adequate understanding of so
called descending links in a complex can lead to an understanding of certain subcomplexes.
This paper is organized as follows. In Section 1 we set up the Morse complexM(∆) and
generalized Morse complex GM(∆), and discuss some important examples. In Section 2
we discuss Bestvina–Brady discrete Morse theory, in a degree of generality tailored to our
purposes. In Section 3 we apply Bestvina–Brady discrete Morse theory to the complexes
in question, prove Theorem 3.7, and discuss some examples. Finally, in Section 4 we focus
on the situation for graphs, prove Theorem 4.4, and discuss further examples.
Acknowledgments. We are grateful to the organizers of the 2019 Union College Mathe-
matics Conference, where the idea for this project originated. The second named author
is supported by grant #635763 from the Simons Foundation.
1. The Morse complex
Let ∆ be a finite abstract simplicial complex. We will abuse notation and also write ∆
for the geometric realization of ∆. If σ is a p-dimensional simplex in ∆, we may write σ(p)
to indicate the dimension. A primitive discrete vector field on ∆ is a pair (σ(p), τ (p+1)) for
σ < τ . A discrete vector field V on ∆ is a collection of primitive discrete vector fields
V = {(σ0, τ0), . . . , (σk, τk)}
such that each simplex of ∆ is in at most one pair (σi, τi). If the two simplices in (σ, τ)
are distinct from the two simplices in (σ′, τ ′), call the primitive discrete vector fields (σ, τ)
and (σ′, τ ′) compatible; in particular a discrete vector field is a set of pairwise compatible
primitive discrete vector fields.
The Hasse diagram of ∆ is the simple graph H(∆) with a vertex for each (non-empty)
simplex of ∆ and an edge between any pair of simplices such that one is a codimension-1
face of the other. In particular the primitive discrete vector fields on ∆ are in one-to-one
correspondence with the edges of H(∆). Also, the discrete vector fields on ∆ are in one-
to-one correspondence with the matchings, i.e., the collections of pairwise disjoint edges,
on H(∆). We will sometimes equivocate between a discrete vector field on ∆ and its
corresponding matching on H(∆).
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Definition 1.1 (Generalized Morse complex). The generalized Morse complex GM(∆)
of ∆ is the simplicial complex whose vertices are the primitive discrete vector fields on
∆, with a finite collection of vertices spanning a simplex whenever the primitive discrete
vector fields are pairwise compatible. Said another way, the simplices of GM(∆) are the
discrete vector fields on ∆, with face relation given by inclusion.
Note that GM(∆) is a flag complex, i.e., if a finite collection of vertices pairwise span
edges then they span a simplex, which makes it comparatively easy to analyze. Viewed in
terms of matchings on H(∆), GM(∆) is precisely the matching complex of H(∆), i.e., the
simplicial complex of matchings with face relation given by inclusion. Matching complexes
of graphs are well studied; see [BGM] for an especially extensive list of references.
Our primary object of study in the so called Morse complex M(∆) of ∆, introduced by
Chari and Joswig in [CJ05]. This is the subcomplex of GM(∆) consisting of all discrete
vector fields arising from a Forman discrete Morse function, or equivalently all acyclic
discrete vector fields. To define all this we need some setup, which we draw mostly from
[Sco19, Section 2.2]. Given a discrete vector field V on ∆, a V -path is a sequence of
simplices
σ
(p)
0 , τ
(p+1)
0 , σ
(p)
1 , τ
(p+1)
1 , σ
(p)
2 , . . . , τ
(p+1)
m−1 , σ
(p)
m
such that for each 0 ≤ i ≤ m − 1, (σi, τi) ∈ V and τi > σi+1 6= σi. Such a V -path is
non-trivial if m > 0, and closed if σm = σ0. A closed non-trivial V -path is called a V -cycle.
If there exist no V -cycles, call V acyclic. A V -cycle is simple if σ0, . . . , σm−1 are pairwise
distinct and τ0, . . . , τm−1 are pairwise distinct.
It turns out that every acyclic discrete vector field on ∆ is the gradient vector field
of a Forman discrete Morse function on ∆. A Forman discrete Morse function on ∆ is
a function h : ∆ → R such that for every σ(p), there is at most one τ (p+1) > σ(p) with
h(τ) ≤ h(σ), and for every τ (p+1) there is at most one σ(p) < τ (p+1) with h(σ) ≥ h(τ). The
gradient vector field of h is the discrete vector field consisting of all primitive vector fields of
the form (σ(p), τ (p+1)) satisfying h(σ) ≥ h(τ). A discrete vector field is the gradient vector
field of some Forman discrete Morse function if and only if it is acyclic [Sco19, Theorem
2.51].
Definition 1.2 (Morse complex). The subcomplex M(∆) of GM(∆) consisting of all
acyclic V is the Morse complex of ∆.
The name “Morse complex” comes from the fact that the acyclic V are precisely those
arising as gradient vector fields of Forman discrete Morse functions on ∆. We should
remark that “Morse complex” also means a certain algebraic chain complex obtained from
an acyclic matching, e.g., see [Koz08, Definition 11.23], but in this paper “Morse complex”
will always mean M(∆). For our purposes, the acyclicity of the V in M(∆) will be more
important than the Forman discrete Morse functions producing them, but we mention all
this for historical context (and to explain the name “Morse complex”).
Let us discuss two examples that are instructive, and will be specifically relevant later.
Example 1.3. Let ∆ = ∂∆2 be the boundary of the 2-simplex, i.e, the cyclic graph
with 3 vertices. See Figure 1 for drawings of H(∂∆2), GM(∂∆2), and M(∂∆2). We
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see that GM(∂∆2) ≃ S1 ∨ S1 and M(∂∆2) ≃ S1 ∨ S1 ∨ S1 ∨ S1 (this computation
of M(∂∆2) agrees with Kozlov’s computation of the Morse complex of any cyclic graph
[Koz99, Proposition 5.2]). In particular note that neitherM(∂∆2) nor GM(∂∆2) is simply
connected (this will come up in the proof of Theorem 3.7).
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Figure 1. The Hasse diagram H(∂∆2) (left), the generalized Morse com-
plex GM(∂∆2) (top), and the Morse complex M(∂∆2) (bottom).
Example 1.4. Let ∆ = ∆2 be the 2-simplex. See Figure 1 for drawings ofH(∆2), GM(∆2),
and M(∆2). We see that GM(∆2) ≃ S1 ∨ S1 and M(∆2) ≃ S1 ∨ S1 ∨ S1 ∨ S1 (this
computation of M(∆2) agrees with Chari and Joswig’s computation of M(∆2) [CJ05,
Proposition 5.1]). In particular note that neitherM(∆2) nor GM(∆2) is simply connected
(this will come up in the proof of Theorem 3.7).
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Figure 2. The Hasse diagram H(∆2) (left), the generalized Morse complex
GM(∆2) (top), and the Morse complex M(∆2) (bottom).
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1.1. Relative Morse complex. It will become necessary later to consider the following
generalization of GM(∆) and M(∆), in which certain simplices are “illegal” and cannot
be used. Specifically, this will be needed in the proof of Proposition 4.3 to get an inductive
argument to work.
Definition 1.5 (Relative (generalized) Morse complex). Let Ω be a subset of the set of
simplices of ∆. The relative generalized Morse complex GM(∆,Ω) is the full subcomplex
of GM(∆) spanned by those vertices, i.e., primitive discrete vector fields (σ, τ), such that
σ, τ 6∈ Ω. The relative Morse complex M(∆,Ω) is the subcomplex M(∆) ∩ GM(∆,Ω).
We can also phrase things using H(∆).
Definition 1.6 (Relative Hasse diagram). The relative Hasse diagram H(∆,Ω) is the
induced subgraph of H(∆) with vertex set given by all simplices of ∆ not in Ω.
If we view GM(∆) as the matching complex of H(∆), then clearly GM(∆,Ω) is the
matching complex of H(∆,Ω).
2. Bestvina–Brady Morse theory
The primary tool we will use to prove our main results is Bestvina–Brady discrete Morse
theory. This is related to Forman’s discrete Morse theory, and in fact can be viewed as a gen-
eralization of it, as explained in [Zar]. For our purposes the definition of a Bestvina–Brady
discrete Morse function is as follows. (This is a special case of the situation considered in
[Zar].)
Definition 2.1. Let X be a simplicial complex and φ, ψ : X(0) → R two functions such
that for any adjacent vertices x, y ∈ X(0) we have (φ, ψ)(x) 6= (φ, ψ)(y). Extend φ and ψ
to maps X → R by extending affinely to each simplex. Then we call
(φ, ψ) : X → R× R
a Bestvina–Brady discrete Morse function provided the following additional assumption
holds: for any infinite sequence x1, x2, . . . of vertices such that for each i, xi is adjacent
to xi+1 and (φ, ψ)(xi) > (φ, ψ)(xi+1) lexicographically, the set {φ(x1), φ(x2), . . . } has no
lower bound in R.
This definition is a bit unwieldy, but for our purposes we will only need a special case
in which things simplify, as we explain now.
Example 2.2. Let X = Y ′ be the barycentric subdivision of a simplicial complex Y , so
the vertices of X are the simplices of Y and adjacency in X is determined by incidence
in Y . Let φ : X(0) → R be any function. Let dim: X(0) → R be the function sending σ
(viewed as a vertex of X) to dim(σ) (viewed as a simplex of Y ). If Y is finite dimensional
and φ(X(0)) ⊆ R is discrete, then
(φ,− dim): X → R
is a Bestvina–Brady discrete Morse function. Indeed, adjacent vertices of X have different
dim values (hence different (φ,− dim) values), and the finite dimensionality of Y plus the
discreteness of φ(X(0)) ensures that the last condition of Definition 2.1 is satisfied.
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Given a Bestvina–Brady discrete Morse function (φ, ψ) : X → R, we can deduce topo-
logical properties of the sublevel complexes Xφ≤t by analyzing topological properties of
the descending links of vertices. Here the sublevel complex Xφ≤t for t ∈ R ∪ {∞} is the
full subcomplex of X spanned by vertices x with φ(x) ≤ t. The descending link lk↓x of a
vertex x is the space of directions out of x in which (φ, ψ) decreases in the lexicographic
order. More rigorously, since φ and ψ are affine on simplices and non-constant on edges,
the lexicographic pair (φ, ψ) achieves its maximum value on a given simplex at a unique
vertex of the simplex, called its top. The descending star st↓x is the subcomplex of X
consisting of all simplices with top x, and their faces. Then lk↓x is the link of x in st↓x.
The claim that an understanding of descending links leads to an understanding of sub-
level complexes is made rigorous by the following Morse Lemma. This is essentially [BB97,
Corollary 2.6], and is more precisely spelled out in this form in, e.g., [Zar, Corollary 1.11].
Lemma 2.3 (Morse Lemma). Let (φ, ψ) : X → R be a Bestvina–Brady discrete Morse
function on a simplicial complex X. Let t < s in R∪{∞}. If lk↓x is (n− 1)-connected for
all vertices x with t < φ(x) ≤ s then the inclusion Xφ≤t → Xφ≤s induces an isomorphism
in pik for all k ≤ n− 1, and an epimorphism in pin.
Let us return to the special case from Example 2.2, so X = Y ′ for Y finite dimensional,
and φ : X → R is discrete on vertices. Given a vertex σ in X (i.e., a simplex in Y ), there
are two types of vertex in lk↓σ: we can either have a face σ∨ < σ with φ(σ∨) < φ(σ), or
a coface σ∧ > σ with φ(σ∧) ≤ φ(σ). This is because − dim goes up when passing to faces
and down when passing to cofaces. Since every face of σ is a face of every coface of σ, the
descending link lk↓σ decomposes as join
lk↓σ = lk↓∂ σ ∗ lk↓δ σ,
where lk↓∂ σ, the descending face link, is spanned by all σ
∨ < σ with φ(σ∨) < φ(σ), and
lk↓δ σ, the descending coface link, is spanned by all σ
∧ > σ with φ(σ∧) ≤ φ(σ). For example
if at least one of lk↓∂ σ or lk
↓
δ σ is contractible, so is lk
↓σ. More generally, an understanding
of the topology of lk↓∂ σ and lk
↓
δ σ yields an understanding of the topology of lk
↓σ.
3. Applying Bestvina–Brady Morse theory to the relative generalized
Morse complex
Let ∆ be a finite simplicial complex and Ω a (possibly empty) subset of the set of
simplices of ∆. The first goal of this section is to establish higher connectivity bounds
for the relative generalized Morse complex GM(∆,Ω). We will use the “Belk–Forrest
groundedness trick” introduced by Belk and Forrest in [BF19]. Call a simplex in a simplicial
complex an r-ground if every vertex of the complex is adjacent to all but at most r vertices
of the simplex. The complex is (k, r)-grounded if it admits a k-simplex that is an r-ground.
By [BF19, Theorem 4.9], every (k, r)-grounded flag complex is (⌊k
r
⌋− 1)-connected. (Note
that in [BF19, Theorem 4.9] the complex is assumed to be finite and k, r are assumed to
be at least 1, but this is not necessary: see, e.g., [SWZ19, Remark 4.12].)
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Let h(∆,Ω) be the number of edges in H(∆,Ω), and let d(∆,Ω) be the maximum degree
of a vertex in H(∆,Ω).
Proposition 3.1. The relative generalized Morse complex GM(∆,Ω) is
(⌊
h(∆,Ω)−1
2d(∆,Ω)
⌋
− 1
)
-
connected.
Proof. We first claim that GM(∆,Ω) contains a simplex of dimension
⌊
h(∆,Ω)−1
d(∆,Ω)
⌋
. A k-
simplex in GM(∆,Ω) consists of k + 1 pairwise disjoint edges in H(∆,Ω), so we need to
show that H(∆,Ω) admits
⌊
h(∆,Ω)−1
d(∆,Ω)
⌋
+ 1 =
⌊
h(∆,Ω)+d(∆,Ω)−1
d(∆,Ω)
⌋
=
⌈
h(∆,Ω)
d(∆,Ω)
⌉
pairwise disjoint
edges. Since H(∆,Ω) is a simple bipartite graph, by Ko˝nig’s Theorem it suffices to show
that every vertex cover of H(∆,Ω) has at least
⌈
h(∆,Ω)
d(∆,Ω)
⌉
vertices. (Here a vertex cover is
a subset S of the vertex set such that every edge is incident to at least one element of S.)
Indeed for any graph Θ, if S is a vertex cover of Θ then
|S|max{deg(v) | v ∈ V (Θ)} ≥
∑
v∈S
deg(v) ≥ |E(Θ)|,
and we have |E(H(∆,Ω))| = h(∆,Ω) and max{deg(v) | v ∈ V (H(∆,Ω))} = d(∆,Ω), so
this follows.
Now set k =
⌊
h(∆,Ω)−1
d(∆,Ω)
⌋
, so we have shown that GM(∆,Ω) contains a simplex of dimen-
sion k. Note that if V = {(σ0, τ0), . . . , (σk, τk)} is a k-simplex and (σ, τ) is any vertex, then
(σ, τ) fails to be compatible with at most 2 vertices of V , so GM(∆,Ω) is (k, 2)-grounded.
Since GM(∆,Ω) is flag, [BF19, Theorem 4.9] implies that GM(∆,Ω) is (⌊k
2
⌋−1)-connected,
which is to say,
(⌊
h(∆,Ω)−1
2d(∆,Ω)
⌋
− 1
)
-connected. 
In practice it is sometimes easier to construct simplices in GM(∆,Ω) than it is to
compute h(∆,Ω) and d(∆,Ω), so let us also record the following corollary to the above
proof:
Corollary 3.2. If GM(∆,Ω) contains a k-simplex then it is (⌊k
2
⌋ − 1)-connected. 
Now we will apply Bestvina–Brady Morse theory to GM(∆,Ω). The broad strokes of
this strategy are inspired by the Morse theoretic approach in [BFM+16, Proposition 3.6]
to higher connectivity properties of the matching complex of a complete graph. Let X =
GM(∆,Ω)′, and let φ : X(0) → N∪{0} be the function sending V to the number of simple
V -cycles (since ∆ is finite, any V only has finitely many simple V -cycles). In particular
Xφ≤0 = M(∆,Ω)′, so if we can understand lk↓V for all V with φ(V ) > 0, using the
Bestvina–Brady discrete Morse function (φ,− dim) as in Example 2.2, then the Morse
Lemma will tell us information about M(∆,Ω)′ ∼=M(∆,Ω).
Let us inspect the descending face link.
Lemma 3.3 (Descending face link, case 1). Let V ∈ X(0) with φ(V ) > 0, so V is a discrete
vector field on ∆ (avoiding Ω) with at least one V -cycle. If there exists a primitive discrete
vector field in V that is not contained in any V -cycle, then lk↓∂ V is contractible.
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Proof. Say V = {(σ0, τ0), . . . , (σk, τk)}, and say without loss of generality that (σ0, τ0) is
not contained in any V -cycle. Now let W be any vertex of lk↓∂ V , so W is a simplex of
GM(∆,Ω) with W < V and φ(W ) < φ(V ). Then φ(W ∪ {(σ0, τ0)}) = φ(W ) < φ(V ), so
W ∪ {(σ0, τ0)} ∈ lk↓∂ V . Since W ≤ W ∪ {(σ0, τ0)} ≥ {(σ0, τ0)}, [Qui78, Section 1.5] says
lk↓∂ V is contractible. 
Lemma 3.4 (Descending face link, case 2). Let V ∈ X(0) with φ(V ) > 0, say V is a
k-simplex of GM(∆,Ω). If every primitive discrete vector field in V is contained in a
V -cycle, then lk↓∂ V is homeomorphic to S
k−1.
Proof. The hypothesis ensures that φ(W ) < φ(V ) for every proper face W < V , i.e.,
removing any part of V will eliminate at least one V -cycle (note that removing part of V
cannot create any new cycles, so these really are equivalent). Hence lk↓∂ V is homeomorphic
to the boundary of V (viewed as a simplex in GM(∆,Ω)), which is homeomorphic to
Sk−1. 
At this point we know that the descending link of a k-simplex V with φ(V ) > 0 is either
contractible, or else is the join of Sk−1 with lk↓δ V (so the k-fold suspension of lk
↓
δ V ). It
remains to analyze lk↓δ V . In Section 4 we will discuss the case when dim(∆) = 1, where
it turns out we can fully analyze lk↓δ V . First let us focus just on connectivity and simple
connectivity (and assume Ω = ∅), where it turns out we can obtain results for any ∆.
3.1. Connectivity and simple connectivity. In this subsection we establish general
results forM(∆) (i.e., with Ω = ∅) regarding connectivity and simple connectivity, coming
from knowledge about when lk↓δ V is non-empty.
Lemma 3.5 (Descending link simply connected). Assume ∆ is not a 2-simplex or the
boundary of a 2-simplex. Suppose Ω = ∅. Then for any V ∈ X(0) with φ(V ) > 0, either
lk↓∂ V is simply connected or lk
↓
∂ V is connected and lk
↓
δ V is non-empty. In particular, the
descending link lk↓V is always simply connected.
Proof. Say V is a k-simplex of GM(∆). Since fewer than three compatible primitive
discrete vector fields cannot form a cycle, the fact that φ(V ) > 0 implies k ≥ 2. We see
from Lemmas 3.3 and 3.4 that lk↓∂ V is either contractible or homeomorphic to S
k−1. If
k ≥ 3 this is simply connected. Now we have to prove that if k = 2, lk↓δ V is non-empty.
Let V = {(σ0, τ0), (σ1, τ1), (σ2, τ2)}. Since φ(V ) > 0 we know that σ0, τ0, σ1, τ1, σ2, τ2, σ0
is a V -cycle, so the σi all have the same dimension, say p, and the τi all have dimension
p+ 1. First suppose p > 0. Then dim(τ0) ≥ 2, so we can choose a 1-face e < τ0 and 0-face
v < e such that e is disjoint from σ0 and σ1. In particular V ⊔ {(v, e)} is a discrete vector
field, and it is clear that φ(V ⊔ {(v, e)}) = φ(V ), so lk↓δ V 6= ∅.
Now suppose p = 0, so the σi are vertices and the τi are edges. If ∆ contains an edge
e not equal to any τi then e must have at least one vertex v not equal to any σi. In this
case V ⊔ {(v, e)} is a discrete vector field, and it is clear that φ(V ⊔ {(v, e)}) = φ(V ), so
lk↓δ V 6= ∅. Finally we claim that ∆ must have such an edge. Suppose not, i.e., assume
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∆ does not contain any edges besides the τi. Since isolated vertices do not contribute to
the Morse complex we can assume ∆ has none, so the only options are that ∆ equals a
2-simplex or the boundary of a 2-simplex, but we ruled these out. 
Corollary 3.6. We have that M(∆) is connected if and only if GM(∆) is connected, and
M(∆) is simply connected if and only if GM(∆) is simply connected.
Proof. If ∆ is a 2-simplex or the boundary of a 2-simplex, then Examples 1.3 and 1.4 show
that the result holds. Now assume ∆ is neither of these. By Lemma 3.5 the descending
link of every V with φ(V ) > 0 has simply connected descending link. Thus by the Morse
Lemma 2.3, the inclusion M(∆)→ GM(∆) induces an isomorphism in pi0 and pi1. 
Let us use the notation h(∆) = h(∆, ∅) and d(∆) = d(∆, ∅), so h(∆) is the number of
edges in the Hasse diagram of ∆ and d(∆) is the maximum degree of a vertex in the Hasse
diagram. Combining Proposition 3.1 (and its proof), Corollary 3.2, and Corollary 3.6 we
conclude:
Theorem 3.7. If GM(∆) contains a 2-simplex then M(∆) is connected, and if GM(∆)
contains a 4-simplex then M(∆) is simply connected. In particular these hold if h(∆) ≥
2d(∆) + 1, respectively if h(∆) ≥ 4d(∆) + 1. 
Remark 3.8. Our proof of Theorem 3.7 does not always work for the analogous result
with Ω 6= ∅, which is one impediment to proving a version of Theorem 3.7 for general
(m−1)-connectivity. The problem is that the descending coface link of a 2-simplex V with
φ(V ) > 0 can actually be empty, even if h(∆,Ω) ≥ 4d(∆,Ω) + 1. For example H(∆,Ω)
could be a graph consisting of a hexagon with each vertex incident to a large number N
of additional edges whose other endpoints have degree 1. Then d(∆,Ω) = N + 2 and
h(∆,Ω) = 6N − 6, so h(∆,Ω) ≥ 4d(∆,Ω) + 1, but for any matching consisting of three
edges of the hexagon the descending coface link is empty. Note that in this example, for
large N we necessarily have dim(∆) ≥ 2, since if dim(∆) = 1 then adjacent vertices of
H(∆) cannot both have degree greater than 2. We will see in Section 4 that if dim(∆) = 1
then the analog of Theorem 3.7 is true for arbitrary Ω, and this will then lead to a version
of Theorem 3.7 for general (m− 1)-connectivity in the graph case, namely Theorem 4.4.
In general we conjecture that for any ∆, the analog of Theorem 3.7 is true for higher
connectivity:
Conjecture 3.9. If h(∆) ≥ 2m · d(∆) + 1 then M(∆) is (m− 1)-connected. 
3.2. Examples. For the rest of the section we discuss some examples.
Example 3.10. Let ∆ = ∆n be the n-simplex. The Hasse diagramH(∆n) is the 1-skeleton
of an (n + 1)-cube with one vertex removed (since we only use non-empty simplices).
Clearly M(∆0) = ∅, so let us assume n ≥ 1, in which case d(∆n) = n + 1. Since the
(n+ 1)-cube has (n+ 1)2n edges, H(∆n) has (n+ 1)2n − (n + 1) = (n + 1)(2n − 1) edges,
i.e., h(∆n) = (n + 1)(2n − 1). Now Theorem 3.7 says that M(∆n) is connected once
(n + 1)(2n − 1) ≥ 2(n + 1) + 1, i.e., once n ≥ 2, and M(∆n) is simply connected once
(n + 1)(2n − 1) ≥ 4(n + 1) + 1, i.e., once n ≥ 3. This is consistent with Chari–Joswig’s
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computations M(∆1) ∼= S0 and M(∆2) ∼= S1 ∨ S1 ∨ S1 ∨ S1 in [CJ05, Proposition 5.1],
which also show that our bounds here are sharp.
Example 3.11. Let ∆ = ∂∆n be the boundary of the n-simplex, so H(∂∆n) is obtained
from H(∆n) by deleting the vertex corresponding to the maximal simplex (and all its
incident edges). ClearlyM(∂∆1) = ∅, and from Example 1.3 we knowM(∂∆2) ≃ S1∨S1∨
S1∨S1. Now assume n ≥ 3. Then d(∂∆n) = n+1 and h(∂∆n) = (n+1)(2n−1)−(n+1) =
(n+ 1)(2n − 2). Now Theorem 3.7 says that M(∂∆n) is connected once (n+ 1)(2n − 2) ≥
2(n+1)+1, i.e., once n ≥ 3, so we conclude thatM(∂∆n) is connected for all n ≥ 2. Also,
Theorem 3.7 says that M(∂∆n) is simply connected once (n + 1)(2n − 2) ≥ 4(n + 1) + 1,
i.e., once n ≥ 3.
The following observation provides some tools for computing h(∆) and d(∆), which in
particular will be useful in the next example.
Observation 3.12. If ∆ is n-dimensional, then h(∆) =
∑n
k=1 ck(∆)(k + 1), where ck(∆)
is the number of k-simplices in ∆. For any ∆ we have d(∆) = d(∆(1)).
Proof. Define the down-degree of a simplex to be its number of codimension-1 faces, the
up-degree to be its number of codimension-1 cofaces, and the degree to be the sum of the
down- and up-degrees. With this definition, d(∆) equals the maximum degree of a simplex
in ∆. The formula for h(∆) is immediate from the fact that any k-simplex with k ≥ 1
has down-degree k + 1. Now let τ be a k-simplex with up-degree u, and let σ < τ be any
(k − 1)-face of τ . Then σ has up-degree at least u + 1. If k ≥ 2, then τ has down-degree
k+1 and σ has down-degree k, so the degree of τ is bounded above by the degree of σ. It
follows that the maximum degree of a simplex in ∆ is achieved by a 0- or 1-simplex, i.e.,
d(∆) = d(∆(1)). 
Example 3.13. Let ∆ = On be the simplicial join of n + 1 copies of S0, so On is the
boundary of the n-hyperoctahedron (also known as the n-cross polytope). For example
O1 ∼= S1 is the boundary of a square and O2 ∼= S2 is the boundary of an octahedron. In
general On ∼= Sn. By Observation 3.12 d(On) = d(O(1)n ), and it is easy to see that each
vertex and edge of On has degree 2n, so d(On) = 2n. Observation 3.12 also says that
h(On) =
∑n
k=1 ck(On)(k + 1), and we claim that ck(On) =
(
n+1
k+1
)
2k+1. To see this, call the
vertices of the ith copy of S0 vi and v−i so that On has vertex set {v±i | i = 1, 2, . . . , n+1}.
Now k + 1 vertices vj0 , . . . , vjk span a simplex if and only if for every p 6= q we have
jp 6= ±jq. Thus to specify a k-simplex, we pick k + 1 elements of {1, . . . , n + 1} and
for each such element j pick either j or −j. The number of choices ck(On) is therefore
ck(On) =
(
n+1
k+1
)
2k+1 as claimed. We conclude that h(On) =
∑n
k=1
(
n+1
k+1
)
2k+1(k + 1). We
then clearly have h(On) ≥ 4n+1 = 2(2n)+1 = 2d(On)+1 for n ≥ 1 and h(On) ≥ 8n+1 =
4(2n) + 1 = 4d(On) + 1 for n ≥ 2, so Theorem 3.7 says M(On) is connected for n ≥ 1 and
simply connected for n ≥ 2.
Example 3.14. Let ∆ = I be the boundary of the icosahedron. It is easy to compute
that h(I) = 120 and d(I) = 5, so I easily satisfies h(I) ≥ 4d(I)+1, and we get thatM(I)
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is simply connected. (Note that Proposition 3.1 says GM(I) is actually 10-connected, so
we suspect M(I) is also much more highly connected than just simply connected.)
As a final example, we have the following very general result:
Corollary 3.15. Let ∆ be any non-discrete finite simplicial complex. If Θ is the third
barycentric subdivision of ∆ then M(Θ) is simply connected. In particular any compact,
triangulable, non-discrete topological space admits a triangulation with simply connected
Morse complex.
Proof. Since ∆ is non-discrete it has an edge, so Θ has a subcomplex isomorphic to the
path with 8 edges. This implies that H(Θ) has a subcomplex isomorphic to the path with
16 edges. Hence GM(Θ) contains a 4-simplex and so Theorem 3.7 says M(Θ) is simply
connected. 
4. Graphs
In the special case when dim(∆) = 1, i.e., ∆ = Γ is a graph, the descending coface link
of those V satisfying the hypotheses of Lemma 3.4 can be related to a “smaller” Morse
complex (see Proposition 4.2), which allows for inductive arguments. This in turn will lead
to results about (m− 1)-connectivity of M(Γ) for arbitrary m in Theorem 4.4.
Throughout this section Γ denotes a finite graph, and Ω is a subset of the set of simplices
of Γ. To us “graph” will always mean a 1-dimensional simplicial complex, often called a
“simple graph”.
In what follows let us identify V -cycles up to cyclic permutation, e.g., we consider
σ0, τ0, σ1, . . . , τm−1, σ0 to be the same cycle as σ1, τ1, σ2, . . . , τm−1, σ0, τ0, σ1, and so forth.
Lemma 4.1. Let (v, e) be a primitive discrete vector field in a discrete vector field V on
Γ. Then (v, e) lies in at most one simple V -cycle.
Proof. Let v′ be the endpoint of e not equal to v. Assume that (v, e) lies in a simple
V -cycle. Then v′ must be matched in V to some edge e′. Since v′ cannot be matched in
V to more than one edge, e′ is the unique edge with (v′, e′) ∈ V . Hence every V -cycle
containing (v, e) also contains (v′, e′). Repeating this argument, we see that if (v, e) lies in
a simple V -cycle this simple V -cycle is unique. 
Note that the analog of Lemma 4.1 is not true for simplicial complexes of dimension
greater than 1, since then a simplex can have more than two codimension-1 faces.
Proposition 4.2 (Modeling the descending coface link). Let V be a k-simplex in GM(Γ,Ω)
such that every primitive discrete vector field in V lies in a V -cycle. Let Υ be the set of
simplices of Γ used by V . Then lk↓δ V is isomorphic to M(Γ,Ω ∪Υ)′.
Proof. Define a simplicial map ψ : lk↓δ V →M(Γ,Ω∪Υ)′ as follows. A vertex of lk↓δ V is a
discrete vector field on Γ (avoiding Ω) of the form V ⊔W for non-trivial W such that any
V ⊔W -cycle is a V -cycle. In particular W is acyclic, and so W ∈ M(Γ,Ω ∪ Υ). Setting
ψ : (V ⊔W ) 7→W gives a well defined map on the level of vertices. If V ⊔W < V ⊔W ′ then
W < W ′, so this extends to a simplicial map ψ : lk↓δ V →M(Γ,Ω ∪ Υ)′. Now we have to
12 N. A. SCOVILLE AND M. C. B. ZAREMSKY
show ψ is bijective. It is clearly injective, since W =W ′ implies V ⊔W = V ⊔W ′. It is also
clear that as long as ψ is surjective on vertices, it will be surjective. To see it is surjective
on vertices, let W be a vertex inM(Γ,Ω∪Υ)′, and we have to show that any V ⊔W -cycle
is a V -cycle, since then V ⊔W will be a vertex in lk↓δ V . Note that for any primitive discrete
vector field (v, e) in V , our assumptions say that (v, e) lies in a V -cycle. Since any V -cycle
is also a V ⊔W -cycle, Lemma 4.1 says (v, e) cannot lie in any V ⊔W -cycles other than this
one. Hence any V ⊔W -cycle that contains a primitive discrete vector field in V must be
completely contained in V . Finally, note that any non-trivial V ⊔W -cycle cannot be fully
contained in W since W is acyclic. We conclude that any V ⊔W -cycle is a V -cycle. 
Proposition 4.3. The Morse complex M(Γ,Ω) is
(⌊
h(Γ,Ω)−1
2d(Γ,Ω)
⌋
− 1
)
-connected.
Proof. We induct on h(Γ,Ω). The base case is thatM(Γ,Ω) is non-empty once h(Γ,Ω) ≥ 1,
which is clear. Now assume h(Γ,Ω) ≥ 2d(Γ,Ω) + 1. By the Morse Lemma 2.3 and
Proposition 3.1, it suffices to show that for V a k-simplex in GM(Γ,Ω) with φ(V ) > 0,
the descending link lk↓V is
(⌊
h(Γ,Ω)−1
2d(Γ,Ω)
⌋
− 1
)
-connected. If there exists a primitive discrete
vector field in V that is not contained in any V -cycle, then lk↓∂ V (and hence lk
↓V ) is
contractible by Lemma 3.3. Now assume every primitive discrete vector field in V is
contained in a V -cycle. Then by Lemma 3.4 lk↓∂ V
∼= Sk−1, and by Proposition 4.2 lk↓δ V ∼=
M(Γ,Ω ∪ Υ), where Υ is the set of simplices used in V . Since lk↓V = lk↓∂ V ∗ lk↓δ V , it
now suffices to show that M(Γ,Ω ∪ Υ) is
(⌊
h(Γ,Ω)−1
2d(Γ,Ω)
⌋
− k − 1
)
-connected. By induction
M(Γ,Ω ∪ Υ) is
(⌊
h(Γ,Ω∪Υ)−1
2d(Γ,Ω∪Υ)
⌋
− 1
)
-connected. Note that h(Γ,Ω ∪ Υ) ≥ h(Γ,Ω) − ((k +
1)(d(Γ,Ω) + 1) − 1). This is because removing k + 1 edges and their endpoints and all
their incident edges would normally remove at most (k + 1)(d(Γ,Ω) + 1) total edges from
H(Γ,Ω) (here we use the fact that a vertex of H(Γ,Ω) representing an edge of Γ has
degree at most 2), but since V has at least one cycle we know we get that we removed at
most (k + 1)(d(Γ,Ω) + 1) − 1 total edges. Also, d(Γ,Ω ∪ Υ) ≤ d(Γ,Ω), so M(Γ,Ω ∪ Υ)
is
(⌊
h(Γ,Ω)−((k+1)(d(Γ,Ω)+1)−1)−1
2d(Γ,Ω)
⌋
− 1
)
-connected. Since φ(V ) > 0 we know k ≥ 2. Also, if
d(Γ,Ω) = 1 then M(Γ,Ω) = GM(Γ,Ω) and we are done, so we can assume d(Γ,Ω) ≥ 2.
Putting all this together we compute:(⌊
h(Γ,Ω)− ((k + 1)(d(Γ,Ω) + 1)− 1)− 1
2d(Γ,Ω)
⌋
− 1
)
=
(⌊
h(Γ,Ω)− (kd(Γ,Ω) + k + d(Γ,Ω))− 1
2d(Γ,Ω)
⌋
− 1
)
≥
(⌊
h(Γ,Ω)− 2kd(Γ,Ω)− 1
2d(Γ,Ω)
⌋
− 1
)
=
(⌊
h(Γ,Ω)− 1
2d(Γ,Ω)
⌋
− k − 1
)
and we are done. 
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For example if h(Γ,Ω) ≥ 2d(Γ,Ω) + 1 then M(Γ,Ω) is connected, and if h(Γ,Ω) ≥
4d(Γ,Ω) + 1 then M(Γ,Ω) is simply connected, which syncs with Theorem 3.7.
In the special case where Ω = ∅, we can now draw conclusions about M(Γ). As in
Subsection 3.1 let us use the notation h(Γ) = h(Γ, ∅) and d(Γ) = d(Γ, ∅), so h(Γ) = 2|E(Γ)|
and d(∆) is the maximum degree of a vertex in the Hasse diagram (which is usually the
same as the maximum degree of a vertex in Γ, unless every vertex of Γ has degree 0 or 1).
The main result of this section is:
Theorem 4.4. The Morse complex M(Γ) is
(⌊
|E(Γ)|−1
d(Γ)
⌋
− 1
)
-connected. In particular
M(Γ) is connected once |E(Γ)| ≥ d(Γ)+1, simply connected once |E(Γ)| ≥ 2d(Γ)+1, and
(m− 1)-connected once |E(Γ)| ≥ m · d(Γ) + 1.
Proof. By Proposition 4.3 M(Γ) is
(⌊
2|E(Γ)|−1
2d(Γ)
⌋
− 1
)
-connected. Since 2|E(Γ)| − 1 is odd
and 2d(Γ) is even, we know
⌊
2|E(Γ)|−1
2d(Γ)
⌋
=
⌊
2|E(Γ)|−2
2d(Γ)
⌋
=
⌊
|E(Γ)|−1
d(Γ)
⌋
. 
4.1. Examples. For the rest of the paper we discuss examples. First let us discuss an
example where the homotopy type ofM(Γ) is already known, namely when Γ is a complete
graph. This example will show that, while our results are powerful in that they apply to
any Γ, they do not necessarily yield optimal bounds.
Example 4.5. Let Kn be the complete graph on n vertices, so |E(Kn)| =
(
n
2
)
and
d(Kn) = n−1. Kozlov computed the homotopy typeM(Kn), namelyM(Kn) is homotopy
equivalent to a wedge of spheres of dimension n− 2 [Koz99, Theorem 3.1]. Hence M(Kn)
is (n−3)-connected, and so is connected once n ≥ 3 and simply connected once n ≥ 4. Let
us compute what our results say. By Theorem 4.4, M(Kn) is
(⌊
(n
2
)−1
n−1
⌋
− 1
)
-connected.
In particular M(Kn) is connected once
(
n
2
) ≥ n (i.e., once n ≥ 3) and simply connected
once
(
n
2
) ≥ 2n − 1 (i.e., once n ≥ 5). More generally M(Kn) is (m − 1)-connected once(
n
2
) ≥ mn −m + 1, i.e., once n ≥ ((2m + 1) +√4m2 − 4m+ 9)/2. We therefore see that
(besides the 0-connected case) our results do not reveal the optimal higher connectivity
bounds.
As a remark, Kozlov also computed the homotopy type of M(Cn) [Koz99, Proposi-
tion 5.2] for Cn the n-cycle graph. Since |E(Cn)| = n and d(Cn) = 2 it is easy to compare
our higher connectivity bounds to the actual higher connectivity, and again we see our
bounds are not optimal.
Now we discuss examples where the homotopy type of M(Γ) is (to the best of our
knowledge) not known, and compute what our results reveal.
First let us look at the concrete example of complete bipartite graphs:
Example 4.6. Let Kp,q be the complete bipartite graph with p vertices of one type and
q vertices of the other type, so |E(Kp,q)| = pq and d(Kp,q) = max(p, q). By Theorem 4.4,
M(Kp,q) is
(⌊
pq−1
max(p,q)
⌋
− 1
)
-connected. In particular M(Kp,q) is connected once pq ≥
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max(p, q) + 1 (i.e., once p, q ≥ 2), and is simply connected once pq ≥ 2max(p, q) + 1 (i.e.,
once p, q ≥ 3). More generally, M(Kp,q) is (m − 1)-connected once pq ≥ mmax(p, q) + 1
(i.e., once p, q ≥ m+ 1).
Next we mention the following obvious but important (and very general) example:
Example 4.7. Let (Γn)n∈N be a family of finite graphs such that |E(Γn)|/d(Γn) goes to∞
as n goes to ∞. Then the Morse complexes M(Γn) become arbitrarily highly connected
as n goes to ∞. As a concrete example, we could let Γn be the ball of radius n in the
Cayley graph of any finitely generated group. The reader is encouraged to hunt for further
concrete examples.
The case of regular graphs is particularly nice, since it turns out we need only be able
to count the number of vertices:
Example 4.8. A graph is d-regular if each of its vertices has degree d. For a d-regular
graph Γ (say with d ≥ 2) we have d(Γ) = d and E(Γ) = d · |V (Γ)|/2, so we see that
M(Γ) is
(⌊
|V (Γ)|
2
− 1
d
⌋
− 1
)
-connected. This is convenient since it is often easier to count
the number of vertices of a graph than it is to count the number of edges. As a concrete
example, consider the n-hypercube graph Qn (i.e., the 1-skeleton of the n-hypercube),
which is n-regular. We have |V (Qn)| = 2n, so M(Qn) is
(⌊
2n−1 − 1
n
⌋− 1)-connected.
As a final example, we can consider iterated barycentric subdivision. Note that if Γ has
at least one edge, then for B(Γ) the barycentric subdivision we have d(B(Γ)) = d(Γ) and
|E(B(Γ))| = 2 · |E(Γ)|. In particular taking iterated barycentric subdivisions Bn(Γ) will
always yield a complex with arbitrarily highly connected Morse complex. More precisely:
Corollary 4.9. Let Γ be a graph with at least one edge. Then for any m there exists n
such that M(Bn(Γ)) is (m− 1)-connected. 
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