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0 Introduction
In die Traum- und Zaubersphäre
Sind wir, scheint es, eingegangen.
Goethe, Faust I
Supergeometry is a geometric tool which is supposed to describe supersymmetry (“sym-
metry between bosons and fermions”) in physics. In the impressive arsenal of physico-
geometric tools, it occupies a special, somewhat mysterious place.
To an outside observer, it projects a false sense of accessibility, presenting itself as a
simple modification of the familiar formalism. However, this is only an appearance. Like a
bewitched place, it is protected not by barriers but by something less tangible and therefore
much more powerful. It is not even so clear where this place is localized. A naive attempt
to “forge ahead” may encounter little resistance but may also end up missing the real point.
Indeed, the physical origin of supergeometry lies in the comparison of the Bose and Fermi
statistics for identical particles. So mathematically, supergeometry zooms in on our mental
habits related to questions of commutativity and identity. These habits predate quantum
physics and therefore are deeply ingrained, but they do not correspond to the ultimate
physical reality. The new way of thinking, offered by supergeometry in mathematics and by
supersymmetry in physics, requires changes that cannot be reduced to simple recipes (such
as “introducing ˘ signs here and there” which is, in the popular mind, the best known feature
of supergeometry).
Put differently, if introducing ˘ signs can take us so far, then something is happening
that we truly don’t understand. In addition, one can almost say that mathematicians and
physicists mean different things when they speak about supergeometry. This contributes to
the enduring feeling of wonder and mystery surrounding this subject.
The present article (chapter) is subdivided into three parts. Following the specifications
for the volume, §1 presents a very short but self-contained exposition of supergeometry as
it is generally understood by mathematicians. Not surprisingly, the presentation revolves
around the Koszul sign rule (1.1.1) which appears first at the level of elements of a ring, and
later again at the level of categories. More systematic expositions can be found in the books
[19, 43] and in many articles, esp. [12].
In §2 we discuss the aspects of supergeometry that are used by physicists in relation to
supersymmetry. From the mathematical point of view, this amounts to much more than the
study of super-manifolds or of the Koszul rule. Some of the basic references are [13, 19, 43,
60]. The entry point for a mathematician here could be found in the idea of taking natural
“square roots” of familiar mathematical and physical quantities.
In our presentation, we introduce the abstract concept of a quadratic space (data of Γ-
matrices) of which various situations involving spinors form particular cases. This has the
advantage of simplifying the general discussion and also of relating the subject to the mathe-
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matical theory of intersections of quadrics. In particular, the familiar dichotomy of complete
intersections of quadrics vs. non-complete ones has a direct significance for understanding
the “constraints" which are usually imposed on super-fields.
Finally, §3 is devoted to an attempt to uncover deeper roots for the mysterious power of
the super-geometric formalism, of which the remarkable consistency of its sign rules is just
one manifestation. It seems that the right language to speak about such things is given by
homotopy theory. Indeed, this theory provides a systematic modern way to talk about the
issues of identity: instead of saying that two things are “the same”, we say that they are
“homotopic”, and specify the homotopy (the precise reason why they should be considered
the same). We can also consider homotopies between homotopies and so on. From this
point of view, the group t˘1u of signs howering over supergeometry, is nothing but πst1 ,
the first homotopy group of the sphere spectrum S. As emphasized by Grothendieck in a
more categorical language, S can be seen as the most fundamental homotopy commutative
object. This suggests that “mining the sphere spectrum” beyond the first level should lead
to generalizations of supergeometry (and possibly, supersymmetry) involving not just two
types of quantities (even and odd) subject to ˘ sign rules but, for instance, 24 “sectors”
(types of higher level categorical objects) that would account for πst3 “ Z{24 and obey some
multi-level sign rules that could use higher roots of 1 as well.
My understanding of supergeometry owes a lot to lectures and writings of Y. I. Manin.
In particular, the idea of square roots provided by the super formalism, was learned from
him long time ago. The homotopy-theoretic considerations of §3 were stimulated by the joint
work with N. Ganter [23]. I would also like to thank M. Anel,. G. Catren, N. Ganter, N.
Gurski and Y. I. Manin for remarks and suggestions on the preliminary versions of this text.
This work was supported by World Premier International Research Center Initiative (WPI
Initiative), MEXT, Japan.
1 Supergeometry as understood by mathematicians
1.1 Commutative superalgebras
For a mathematician, supergeometry is the study of supermanifolds and superschemes: ob-
jects whose rings of functions are commutative superalgebras.
We fix a field k of characteristic ‰ 2. By an associative superalgebra over k one means
simply a Z{2-graded associative algebra A “ A0¯ ‘ A1¯. Elements of A0¯ are called even (or
bosonic), elements of A1¯ are called odd (or fermionic).
An associative superalgebra A is called commutative, if it satisfies the Koszul sign rule
for commutation of homogeneous elements:
(1.1.1) ab “ p´1qdegpaq¨degpbqba.
The terms “commutative superalgebra” and “supercommutative algebra” are used without
distinction.
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Often, one considers Z-graded supercommutative algebras A “ÀiPZAi, with the same
commutation rule (1.1.1) imposed on homogeneous elements.
Examples 1.1.2. (a) Any usual commutative algebra A becomes supercommutative, if put
in degree 0¯. The most important example A “ krx1, ¨ ¨ ¨ , xms (the polynomial algebra).
(b) The exterior (Grassmann) algebra Λrξ1, ¨ ¨ ¨ ξns over k, generated by the symbols ξi of
degree 1¯, subject only to the relations
ξ2i “ 0, ξiξj “ ´ξjξj, i ‰ j,
is supercommutative. It can be seen as the free supercommutative algebra on the ξi: the
relations imposed are the minimal ones to ensure supercommutativity.
(c) If A,B are the commutative superalgebras, then the tensor product AbkB with the
standard product grading degpa b bq “ degpaq ` degpbq and multiplication
pa1 b b1q ¨ pa2 b b2q “ p´1qdegpb1q¨degpa2qpa1 ¨ b1q b pa2 ¨ b2q
(ai, bi homogeneous), is again a supercommutative algebra. For example,
krx1, ¨ ¨ ¨ , xms b Λrξ1, ¨ ¨ ¨ , ξns, degpxiq “ 0¯, degpξjq “ 1¯,
is a commutative superalgebra. This is a general form of a free commutative superalgebra
on a finite set of even and odd generators.
(d) The de Rham algebra Ω‚X of differential forms on a C
8-manifold X, is a Z-graded
supercommutative algebra over R.
(e) The cohomology algebra H‚pX,kq of any CW-complex X, is a Z-graded supercom-
mutative algebra over k.
The importance and appeal of such studies are based on the following heuristic
1.1.3. Principle of Naturality of Supers. All constructions and features that make com-
mutative algebras special among all algebras, can be extended to supercommutative algebras,
and make them just as special.
The most important of such features is the relation to geometry: a commutative alge-
bra A can be seen as the algebra of functions on a geometric object SpecpAq which can be
constructed from A and used to build more complicated geometric objects by gluing. Super-
geometry (as understood by mathematicians) is the study of similar geometric objects for
supercommutative algebras.
1.2 The symmetric monoidal category of super-vector spaces
The main guiding principle for extending properties of usual commutative algebras to su-
percommutative ones is also sometimes called the Koszul sign rule. It goes like this:
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1.2.1. When we move any quantity (vector, tensor, operation) of parity p P Z{2 past any
other quantity of parity q, this move should be accompanied by multiplication with p´1qpq.
An instance is given by the first formula in Example 1.1.2(c). This rule can be formalized
as follows.
Let SVectk be the category of super-vector spaces over k, i.e., Z{2-graded vector spaces
V “ V 0¯ ‘ V 1¯. This category has a monoidal structure b, the usual graded tensor product.
The operation b is associative up to natural isomorphisms, and has a unit object 1 “ k (put
in degree 0¯). Define the symmetry isomorphisms
(1.2.2) RV,W : V bW ÝÑ W b V, v b w ÞÑ p´1qdegpvq¨degpwqw b v.
Proposition 1.2.3. The family R “ pRV,W q makes pSVectk,b, 1, Rq into a symmetric
monoidal category.
For background on symmetric monoidal categories we refer to [9, 42]. A basic example of
a symmetric monoidal category is given by the usual category of vector spaces Vectk, with
the usual tensor product, the unit object 1 “ k, and the symmetry given by vbw ÞÑ wb v.
The meaning of the proposition is that SVectk with symmetry (1.2.2) satisfies all the same
formal properties as the “familiar" category Vectk.
If dimpV 0¯q “ m and dimpV 1¯q “ n, we write dimpV q “ pm|nq. In particular, we have the
standard coordinate superspaces km|n. We denote by Π the parity change functor on SVectk
given by multiplication with k0|1 on the left.
It is well known that one can develop linear algebra formalism (tensor, symmetric, exterior
powers etc.) in any symmetric monoidal k-linear abelian category pV,b, 1, Rq. This gives a
way to define commutativity. That is, a commutative algebra in V is an object A P V together
with a morphism µA : Ab AÑ A satisfying associativity and such that the composition
Ab A RA,AÝÑ Ab A µAÝÑ A
is equal to µA. Given two commutative algebras pA, µAq and pB, µBq, the object A b B is
again a commutative algebra with respect to µAbB given by the composition
AbB b A bB IdbRB,AbIdÝÑ Ab AbB bB µAbµBÝÑ AbB.
For V “ SVectk, this gives Example 1.1.2(c).
Remarks 1.2.4. (a) Principle 1.1.3 can be expressed more formally by saying that most con-
structions involving commutative algebras can be expressed in terms of the symmetry isomor-
phism of the tensor product and so can be reproduced in any symmetric monoidal category.
The category SVectk is of course a prime example. More generally, super-generalizations of
Tannakian categories studied by Deligne [11] provide a wider framework for extending the
formalism of commutative algebra.
(b) Symmetric monoidal categories can be seen as categorical analogs of commutative
algebras: instead of the equality ab “ ba, we now have canonical isomorphisms V bW »
W bV . In Section 3.4 below we will define categorical analog of supercommutative algebras.
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1.3 Superschemes and supermanifolds
Given a supercommutative algebra A, the even part A0¯ is commutative. At the same any
element a of the odd part A1¯ is nilpotent: a2 “ 0.
The commutative algebra A0¯ has the associated affine scheme SpecpA0¯q. Explicitly, it is
a ringed space
`
SpecpA0¯q,OSpecpA0¯q
˘
, where SpecpA0¯q is the set of prime ideals in A0¯ with the
Zariski topology and OSpecpA0¯q is a sheaf of local rings on this space obtained by localization
of A0¯. That is, the value of OSpecpA0¯q on a “principal open set”
Uf “ tp P SpecpA0¯q : f P pu, f P A0¯,
is given by OSpecpA0¯qpUf q “ A0¯rf´1s.
Further, A0¯ is not only commutative but lies in the center of A as an associative alge-
bra. Therefore, associating to Uf the commutative superalgebra Arf´1s, we get a sheaf of
commutative superalgebras
OSpecpAq “ O0¯SpecpAq ‘O1¯SpecpAq, O0¯SpecpAq “ OSpecpA0¯q
on the same topological space SpecpA0¯q as before. The pair (ringed space)
SpecpAq :“ `SpecpA0¯q,OSpecpAq˘
is the fundamental geometric object associated to A, see [39, 43].
The stalks ofOX are commutative superalgebras which, considered as ordinary associative
algebras, are local rings. Indeed, we have:
Proposition 1.3.1. If B is a commutative superalgebra such that B0¯ is a local ring with
maximal ldeal m0¯, then B itself is a local ring with maximal ideal m “ m0¯ ‘B1¯.
Proof: Odd elements of a supercommutative algebra are nilpotent. This implies at once that
b “ b0¯ ` b1¯ P B is invertible, if and only if b0¯ is invertible in B0¯, i.e., b R m. In other words,
B is a ring in which non-invertible elements form an ideal, i.e., a local ring.
Nilpotency of odd elements mentioned above, is the reason why the underlying space of
SpecpAq depends only on the even part of A. Similarly to the usual commutative algebra
intuition about spectra of rings with nilpotents, SpecpAq may be thought of, roughly, as
some kind of “infinitesimal neighborhood thickening” of SpecpA0¯q.
Working with sheaves of local rings is a fundamental technical feature of Grothendieck’s
theory of schemes. So we introduce the following
Definition 1.3.2.A super-locally ringed space over k is a pair X “ pX,OXq, where X is a
topological space and OX “ O0¯X ‘O1¯X is a sheaf of commutative k-superalgebras on X, with
stalks being local rings.
A morphism of super-locally ringed spaces f : pX,OXq Ñ pY ,OY q is a pair f “ pf7, f 5q,
where:
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• f7 : X Ñ Y is a continuous map of topological spaces.
• f 5 : f´17 pOY q Ñ OX is a morphism of sheaves of commutative superalgebras, which, in
addition, takes the maximal ideal of each local ring pf´17 OY qx :“ OY,f7pxq, x P X into
the maximal ideal of the local ring OX,x.
The resulting category of super-locally ringed spaces over k will be denoted SLRSk
Proposition 1.3.3. For any two commutative superalgebras A,B we have an isomorphism
HomSAkpA,Bq » HomSLRSkpSpecpBq, SpecpAqq.
Definition 1.3.4.A superscheme over k is a super-locally ringed space over k locally isomor-
phic to SpecpAq for a commutative superalgebra A. The category SSchk of superschemes
over k is defined to be the full subcategory of SLRSk formed by superschemes.
Examples 1.3.5. (a) The affine superspace of dimension pm|nq is the superscheme
Am|n “ Spec`krx1, ¨ ¨ ¨ , xms b Λrξ1, ¨ ¨ ¨ , ξns˘.
(b) The next class of examples is provided by algebraic supermanifolds of dimension
pm|nq. By definition, they are superschemes locally of the form Spec`A b Λrξ1, ¨ ¨ ¨ , ξns˘,
where A is the ring of functions on a smooth m-dimensional affine algebraic variety over k.
Each superscheme X “ pX,OXq gives rise to an ordinary scheme X 0¯ “ pX,O0¯X{pO1¯Xq2q
called the even part of X. If X is an algebraic supermanifold of dimension pm|nq, then X 0¯
is a smooth algebraic variety of dimension m.
As with usual schemes, a superscheme X is defined by its functor of points on the category
of supercommutative algebras
A ÞÑ XpAq “ HomSSchkpSpecpAq, Xq.
Differentiable or analytic supermanifolds are similarly defined as locally ringed spaces
X “ pX0,OXq where X0 is an ordinary differentiable or analytic manifold and OX is a sheaf
of commutative superalgebras locally isomorphic to OX bk Λrξ1, ¨ ¨ ¨ , ξns. Here OX is the
sheaf of C8 or analytic functions on X and k “ R for differentiable or real analytic and C
for complex analytic manifolds.
1.4 Lie supergroups and superalgebras
Here is an illustration of the Principle of Naturality of Supers: extension of the formalism
of differential geometry to the super-case looks totally straightforward.
Given a k-linear symmetric monoidal category A, one can speak about algebras in A of
any given type, for example Lie algebras. In the case A “ SVect, this gives the familiar
concept.
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Definition 1.4.1.A Lie superalgebra over k is a k-super-vector space g “ g0¯ ‘ g1¯ equipped
with a homogeneous (degree 0¯) operation px, yq ÞÑ rx, ys satisfying
rx, ys “ ´p´1qdegpxq¨degpyqry, xs;
rx, ry, zss “ rrx, ys, zs ` p´1qdegpxq¨degpyqry, rx, zss.
The following examples can also be given in any symmetric monoidal category, we use
the case V “ SVectk.
Examples 1.4.2. (a) If R is any associative superalgebra, we can make it into a Lie super-
algebra using the supercommutator
rx, ys “ x ¨ y ´ p´1qdegpxq¨degpyqy ¨ x.
(b) If A is an associative superalgebra, then we have the Lie superalgebraDerpAq “ Der0¯pAq‘
Der1¯pAq of super-derivations of A. Here DeripAq is the space of k-linear maps D : A Ñ A
satisfying the super-Leibniz rule
Dpa ¨ bq “ Dpaq ¨ b` p´1qi¨degpaqa ¨Dpbq.
The bracket is given by the supercommutator as in (a).
Given a supermanifold X “ pX,OXq of dimension pm|nq in the smooth, analytic or
algebraic category, super-derivations of OX form a sheaf TX of Lie superalgebras on X
called the tangent sheaf. It is also a sheaf of OX-modules, locally free of rank pm|nq. Its
fiber at a point x P X0 will be denoted TxX and called the tangent space to X at x. It is a
super-vector space of dimension pm|nq.
A Lie supergroup, resp. an algebraic supergroup over k, is a group object G in the category
of smooth supermanifods, resp. algebraic supermanifolds over k. In particular, it has a unit
element e P G0. The tangent space TeG is a Lie superalgebra denoted by g “ LiepGq.
Note that g0¯ “ LiepG0¯q is the usual Lie algebra corresponding to a Lie or algebraic group.
Conversely, given a finite-dimensional Lie superalgebra g and a Lie or algebraic groupG0¯ such
that LiepG0¯q “ g0¯, one can integrate it to a Lie or algebraic supergroup G with LiepGq “ g.
We will specially use the case when g is nilpotent, that is, the iterated commutators
rx1, rx2, ¨ ¨ ¨ , xns...s vanish for n greater than some fixed N (degree of nilpotency). We assume
charpkq “ 0. In this case we can associate to g a canonical algebraic group G “ eg by means
of the classical Hausdorff series
(1.4.3) x ¨ y “ x` y ` 1
2
rx, ys ` ¨ ¨ ¨
This means the following. Suppose we want to find the set-theoretic group of A-points
egpAq “ HompSpecpAq, egq, where A is a super-commutative algebra. As a set, this group
is defined to be pg bk Aq0¯, which has a structure of an ordinary (purely even) nilpotent Lie
algebra and therefore can be made into a group by means of the ordinary Hausdorff series
above. This is the group egpAq.
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Informally, one says that eg “is” the Lie algebra g considered as a manifold with the
multiplication given by (1.4.3) but the formal meaning is that the arguments in commutators
in (1.4.3) always belong to some ordinary Lie algebra.
Example 1.4.4 (The super-particle and its automorphism group). In classical me-
chanics, a “particle” is thought of as a point, i.e., mathematically, as the the variety Specpkq.
It is natural to call the super-particle the affine superspace A0|1 “ SpecpΛrξsq. Although has
only one classical (k-)point, the super-structure around this point is different. As shown by
Witten [63], study of such a super-particle moving in an (ordinary) Riemannian manifold
leads naturally to the de Rham complex Ω‚M and to Morse theory.
In particular, we have the algebraic supergroup AutpA0|1q formed by “all automorphisms"
of A0|1, even as well as odd. For a commutative k-superalgebra A the group of A-points of
AutpA0|1q consists of A-super-algebra automorphisms of A bk Λrξs, i.e., of transformations
ξ ÞÑ aξ ` b, a P A˚¯0 (invertible), b P A1¯.
This means that AutpA0|1q has dimension p1|1q and its even part is the multiplicative group
Gm. The following proposition is due to M. Kontsevich [38], see [36] Prop. 2.2.2 for a
discussion. It explains the appearance of the de Rham differential in Witten’s theory.
Proposition 1.4.5. Let V be a super-vector space over k. An (algebraic) action of AutpA0|1q
on V is the same as the following system of data:
(1) A Z-grading V “ÀinPZ V i such that V0¯ “ÀV 2i`1 and V1¯ “ÀV 2i.
(2) A differential d on V of degree `1 in the above Z-grading such that d2 “ 0, i.e., making
V into a cochain complex.
In other words, the symmetric monoidal category of super vector spaces with an AutpA0|1q-
action is identified with the symmetric monoidal category of cochain complexes.
Here the Z-grading is given by the action of Gm Ă AutpA0|1q, and the differential is given
by the action of the odd part of the Lie super-algebra LiepAutpA0|1qq of super-derivations of
Λrξs.
1.4.6. Super-geometry and derived geometry. It is instructive to compare super-
geometry (as it is described in this section) with the formalism of derived geometry which
seeks to form “nonabelian derived functors” of several familiar algebro-geometric construc-
tions such as forming moduli spaces or intersections of subvarieties, see [7] [41] [57].
In the simplest setting, objects studied in derived geometry are glued out of local pieces
which correspond to commutative differential graded (dg-) algebras pA‚, dq, i.e., commutative
algebra objects in the symmetric monoidal category of cochain complexes. By Proposition
1.4.5, such pieces can be seen as affine super-schemes with action of AutpA0|1q.
So one can say that, in some approximate sense, derived geometry can be regarded as
super-geometry but in an equivariant context, with respect to the action of the supergroup
AutpA0|1q. However, this is a rather simplified point of view for several reasons. Even in
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the context of dg-algebras, the distinction between negative and positive grading is very
important, it corresponds to the distinction between “geometry in the small” (intersections,
singularities) and “geometry in the large” (stacks, homotopy type). The precise definitions
impose “geometry in the large” in a more global “stacky” way.
1.4.7.Pfaff systems and Frobenius theorem. LetX be a supermanifold. A Pfaff system
in X is a subbundle (i.e., a subsheaf of OX -modules which is locally a direct summand)
C Ă TX . For a Pfaff system C the Lie algebra structure in sections of TX induces the
OX -linear map known as the Frobenius pairing
̥C : Λ
2
OX
C ÝÑ TX{C.
A Pfaff system C is called integrable, if ̥C “ 0, i.e., C is closed under the bracket of vector
fields. In this case we a super-analog of the Frobenius theorem: in the smooth or analytic case
C can be locally represented as the relative tangent bundle to a submersion of supermanifolds
X Ñ Y .
2 Supergeometry as understood by physicists
For a physicist, the really important concept is supersymmetry, and supermanifolds per se
are of interest only tangentially. For example, they arise as infinite-dimensional spaces of
bosonic and fermionic classical fields, over which Feynman integrals are taken. One way
(not the only one!) to construct supersymmetric field theories is by using superspace, a
concept not synonymous with “supermanifold” of mathematicians. In fact, superspace is a
supermanifold with a rather special “spinor-conformal" structure.
2.1 The idea of non-observable square roots
To understand the idea of supersymmetry, it is useful to include it into the following more
general heuristic principle.
2.1.1. Principle of square roots. It is useful to represent observable quantities of imme-
diate physical interest (real, positive, bosonic) as bilinear combinations of more fundamental
quantities which can be complex, fermionic and not even observable by themselves.
In other words, it is useful to take “square roots” of familiar objects. Let us give several
examples.
Example 2.1.2 (Wave functions and probability density). In elementary quantum
mechanics, the wave function ψpxq of a particle (say, electron), is a complex quantity which
can not be measured. But the expression
P pxq “ |ψpxq|2 “ ψpxq ¨ ψpxq ě 0
represents the probability density of the electron which is real, non-negative and measurable.
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Example 2.1.3 (Laplace operator on forms).Let X be a C8 Riemannian manifold.
The space Ω‚pXq of all differential forms on X is Z-graded and so can be considered as a
super-vector space. The Laplace operator on forms is defined as
∆ “ d ˝ d˚ ` d˚ ˝ d “ rd, d˚s,
where d is the exterior derivative and d˚ is its adjoint with respect to the Riemannian metric.
Thus ∆ is non-negative definite, real (self-adjoint) and bosonic, while d and d˚ are fermionic.
Example 2.1.4 (Spinors as square roots of vectors).Let V be a d-dimensional vector
space over k “ R or C, equipped with a non-degenerate quadratic form q. We refer to V as
the spacetime, or the Minkowski space. Elements of V (vectors in the physical sense of the
word) can be represented as bilinear combinations of more fundamental quantities, spinors.
By definitions, spinors are vectors in minimal (spinor) representations of SpinpV q, a double
covering of the group SOpV q. There is one spinor representation S, if d “ dimpV q is odd,
and two representations, S` and S´, if d is even. Further properties of these representations
depends on the residues modulo 8 of d and of the signature of q, if k “ R (Bott periodicity).
We refer to [3, 10] for a detailed treatment.
The expression of vectors as bilinear combinations of spinors comes from SpinpV q-equivariant
maps γ whose nature we indicate in three cases d “ 2, 4, 10 with Minkowski signature.
d “ 2: S`, S´ can be defined over R and have real dimension 2. They are self-dual: S˚˘ “ S˘.
The gamma maps are γ : Sym2pS˘q Ñ V .
d “ 4: S`, S´ are complex and have complex dimension 2. They are hermitian conjugate of
each other: S
˚
˘ “ S¯. The gamma map is γ : S` b S´ Ñ V .
d “ 10: S`, S´ are real, of dimension 16 and self-dual. The gamma maps are γ : Sym2pS˘q Ñ
V .
The maps γ can be seen as transposed versions of the systems of Dirac’s gamma-matrices.
For instance, in the case d “ 10, we can transpose γ to get a map γt : V Ñ HompS˘, S˘q,
and the gamma-matrix γµ, µ “ 1, ¨ ¨ ¨ , 10, is the operator γtpeµq : S˘ Ñ S˘ corresponding
to the basis vector eµ P V .
Needless to say, forming the double covering SpinpV q Ñ SOpV q itself can be seen as
taking square roots of rotations. The appearance of spinors is a reflection of this procedure
at the level of representations of groups.
Example 2.1.5 (Weil conjecture over finite fields). It is tempting to add to this list of
“square roots” the following classical example. Let X be a smooth projective curve over a
finite field Fq. The étale cohomology group H
1pX b Fq,Qlq is acted upon by the Frobenius
element Fr, generating GalpFq{Fqq. It was proved by A. Weil (and motivated the more
general Weil conjectures) that each eigenvalue λ of Fr is an algebraic integer whose image
in each complex embedding satisfies |λ| “ ?q, i.e., λ ¨ λ “ q. So the first cohomology, a
fermionic structure, gives rise to factorizations q “ λ ¨ λ.
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Further, it was suggested by Y. I. Manin that the motive of a supersingular elliptic curve
over Fq can be seen as a “spinorial square root" of the Tate motive. See [47] for developments
in this direction.
Remark 2.1.6.Example 2.1.2 (understood more widely, as an instance of the special role
played by scalar products and Hilbert spaces in quantum mechanics), can be seen as the
source of many appearances of square roots. For instance, a natural L2-space associated to
a manifold M , consists of half-forms, i.e., of sections of ω
bp1{2q
M , a square root of the line
bundle of volume forms.
The appearance of the metaplectic double cover ĂSppnq Ñ Sppnq of the symplectic group
can also be traced, via the Maslov index and the WKB approximation, to the same source.
Example 2.1.7 (Connections and curvature).A gauge (say, electromagnetic) field is
represented by a connection ∇ in a principal bundle over the space-time manifold. The
immediately observable quantity (at least for the electromagnetic field which can be measured
classically) is the field strength, represented by the curvature F “ ∇2. The connection itself,
a somewhat more elusive object, can be viewed therefore as a square root of the field strength.
The idea that “the fundamental quantities that we observe, are curvature data of something”
appears, of course, in several areas of physics. Its subtle match with the basic principles of
quantum mechanics is a truly remarkable phenomenon.
2.2 A square root of d{dt and theta-functions
The simplest example of supersymmetry can be obtained by looking at the differential op-
erator (super-derivation)
(2.2.1) Q “ BBξ ` ξ
B
Bt “
ˆ
0 1
B{Bt 0
˙
, Q2 “ BBt
in the algebra OpA1|1q “ Crts b Λrξs. One can replace Crts by the algebras of smooth or
analytic functions of t. The second equality sign in (2.2.1) is an instance of component
analysis: we view Crts b Λrξs as a free Crts-module with basis 1, ξ and write Q as a 2 ˆ 2
matrix differential operator in t alone. One verifies immediately that Q2 “ B{Bt, so Q gives
a square root of the Hamiltonian (time translation).
Already this example is quite non-trivial: it provides a natural explanation of Sato’s
approach to theta functions [49, 50]. We do it in two stages. First, consider the exponential
(2.2.2) eQ “ 1`Q` Q
2
2!
` Q
3
3!
` ¨ ¨ ¨
as series of operators acting in complex analytic functions in t, ξ.
Proposition 2.2.3. eQ converges to a local operator, i.e., to an endomorphism of the sheaf
OC1|1 of analytic functions on C
1|1.
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A standard example of a local operator in this sense is a linear differential operator P on
the line. An operator with constant coefficients is just a polynomial in d{dt:
P “ hpd{dtq, hpzq “
Nÿ
n“0
anz
n.
Replacing polynomials by entire analytic functions hpzq “ ř8n“0 anzn, we get expressions
which, even when they converge, need not give local operators. For instance, hpzq “ ez gives
the shift operator
(2.2.4) ped{dtfqptq “ fpt` 1q.
However, if hpzq is sub-exponential, i.e., the series kpzq “ řn!anzn still represents an entire
function, then hpd{dtq acts on analytic functions in a local way. Indeed, by the Cauchy
formula, `
hpd{dtqf˘ptq “ 8ÿ
n“0
anf
pnqptq “ ´1
2πi
¿
|t1´t|“ε
fpt1qk
ˆ
1
t´ t1
˙
dt1,
where ε can be arbitrarily small. So if f is analytic in an open U Ă C, then so is hpd{dtqf .
For example, hpzq “ cos?z gives a local operator. One can similarly make sense of seriesř8
n“0 anptqpd{dtqn, where anptq are analytic functions in t of sub-exponential growth in n.
These series define local operators on analytic functions on C known simply as differential
operators of infinite order [50]. They form a sheaf of rings on C, denoted D8C . Similarly for
any complex analytic (super-)manifold such as C1|1.
Returning to the situation of Proposition 2.2.3, we see that Q, being a square root of B{Bt,
has exponential eQ which is a local operator: a global section of D8
C1|1
or, after component
analysis, of Mat2pD8C q.
Remark 2.2.5.Although Q is a super-derivation, it is not a derivation in the usual sense and
eQ is not a ring automorphism. In particular, forming eQ is not an instance of exponentiating
a Lie superalgebra to a Lie supergroup.
We now consider the simplest theta-function
θpt, xq “
ÿ
nPZ
en
2t`nx, ℜptq ă 0, x P C.
Its value at x “ 0 (the Thetanullwert)
θpx, 0q “
ÿ
nPZ
qn
2
, q “ et, |q| ă 1,
is a modular form, so there is a relation (modular transformation) relating its values at t
and at 1{t (in our normalization). The main result of [50] is a characterization of θpt, 0q by
13
two differential equations of infinite order in t alone (i.e., by local conditions in t). They are
then used to deduce the modular transformation because the system of equations is invariant
under it.
This can be done as follows. Note that θpt, xq, as a function of two variables, satisfies the
heat equation
Bθ
Bt “
B2θ
Bx2 .
This means that B{Bx acts on θ as a square root of B{Bt. On the other hand, θ has periodicity
properties #
θpt, x` 2πiq “ θpt, xq
θpt, x` 2tq “ e´x´tθpt, xq.
Using (2.2.4) in the x-variable and the heat equation, we can write this formally as#
e2pii
?
B{Btθpt, xq “ θpt, xq
e2t
?
B{Btθpt, xq “ e´t´xθpt, xq,
after which we can specialize to x “ 0. Now, replacing aB{Bt with Q, we get a system of
two differential equations of infinite order in t alone, satisfied by θpt, 0q.
2.3 Square roots of spacetime translations
Representing just the Hamiltonian (the operator of energy, or time translation) as a bilinear
combination of fermionic operators (§2.2, or Example 2.1.3), is a non-relativistic procedure.
Relativistically, we cannot separate B{Bt from any other constant vector field Bv (momentum
operator) on the Minkowski space V and so should represent them all. This leads to the
following concept.
Definition 2.3.1.A quadratic space over a field k is a datum of finite-dimensional k-vector
spaces V,B and a surjective linear map Γ : Sym2pBq Ñ V . We will often view Γ as a
V -valued scalar product pb1, b2q ÞÑ Γpb1, b2q P V on B
A quadratic space Γ gives rise to the Lie superalgebra
(2.3.2) t “ tΓ, t0¯ “ V, t1¯ “ B,
with the only non-zero component of the bracket being Γ. We call t the supersymmetry
algebra associated to Γ. The abelian central subalgebra t0¯ “ V is the usual Lie algebra of
infinitesimal spacetime translations, and we denote by T 0¯ “ et0¯ the corresponding algebraic
group (i.e., V considered as an algebraic variety and equipped with vector addition). Since t
is nilpotent: rx, ry, zss “ 0 for any homogeneous x, y, z, it is easily integrated to an algebraic
supergroup T “ et called the supersymmetry group using the truncated Hausdorff series
(1.4.3).
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Examples 2.3.3. In physical applications (see [13, 19] for a detailed exposition), V is the
Minkowski space (i.e., a vector space over R or C with a non-degenerate quadratic form)
and B is a direct sum of (possible several copies of) the spinor bundle(s). Different possible
choices of such B are known as different types of extended supersymmetry. More precisely:
N “ p supersymmetry (SUSY) means that d “ dimpV q is odd and B “ S‘p.
N “ pp, qq supersymmetry (SUSY) means that d is even and B “ S‘p` ‘ S‘q´ .
The map Γ of the quadratic space is constructed out of the gamma-maps γ for spinors.
Quadratic spaces obtained in this way will be called spinorial. For example:
(a) d “ 10, N “ p1, 0q SUSY: Here B “ S` and Γ “ γ : Sym2pS`q Ñ V . This is the
most fundamental example in many respects.
(b) d “ 4, N “ p1, 1q SUSY: Here B “ S` ‘ S´ and Γ is the composition
Sym2pS` ‘ S´q ÝÑ S` b S´ γÝÑ V.
(c) d “ 2, N “ p1, 1q SUSY is often written explicitly using two operators H (energy
“ B{Bt) and P (momentum “ B{Bx). The space S` is spanned by two vectors Q`, Q˚` and
S´ by Q´, Q˚´, and the supersymmetric algebra (i.e., the commutation rule in t) is written
as
rQ`, Q`s “ H ` P, rQ´, Q´s “ H ´ P, rQ`, Q´s “ 0.
For a spinorial quadratic space Γ the group SpinpV q acts on t and on T “ et. The
corresponding semidirect product P “ SpinpV q ˙ T is known as the super-Poincaré group
(corresponding to the type of extended supersymmetry represented by Γ).
2.4 Quadratic spaces and intersections of quadrics
In algebraic geometry, the term intersection of quadrics [48, 58] means one of two closely
related objects:
(1) A homogeneous intersection of quadrics: a subscheme Y in a vector space B, given by
homogeneous quadratic equations. That is, the ideal IpY q Ă Sym‚pB˚q is generated
by I2pY q Ă Sym2pB˚q, its degree 2 homogeneous part.
(2) A projective intersection of quadrics: the projectivization Z “ PpY q Ă PpBq of Y as
above. In this way, projective intersections of quadrics Z Ă PpBq are in bijection with
those homogeneous intersections of quadrics Y Ă B which are not entirely supported
at 0.
Each quadratic space Γ : Sym2pBq Ñ V gives a homogeneous intersection of quadrics
YΓ “ tb | Γpb, bq “ 0u Ă B,
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and we denote by ZΓ Ă PpBq its projectivization. Alternatively,
YΓ “ tb P t1¯Γ | rb, bs “ 0u
is the scheme of Maurer-Cartan elements of the supersymmetry algebra tΓ.
Proposition 2.4.1. Each homogeneous intersection of quadrics Z Ă B can be obtained in
this way from some quadratic space Γ : Sym2pBq Ñ V , defined uniquely up to an isomor-
phism.
Proof: Take V “ I2pY q˚, the space dual to the space of quadratic equations of Y and take
for Γ the canonical projection.
So quadratic spaces are simply data encoding intersections of quadrics. Classically, the
simplest intersections of quadrics are as follows.
Definition 2.4.2. (1) A projective intersection of quadrics Z Ă B is called a complete
intersection, if dim I2pZq, the number of quadratic equations of Z, is equal to the codimension
of Z in PpBq.
(2) A quadratic space Γ : Sym2pBq Ñ V is called of complete intersection type, if ZΓ is a
complete intersection, i.e., dimpV q “ codimpZΓq.
Examples 2.4.3. (a) For the spinorial quadratic space Γ : Sym2pS`q Ñ V of d “ 10,
n “ p1, 0q SUSY (Example 2.3.3(a)), XΓ is the 10-dimensional space of pure spinors Σ10 Ă
PpS`q “ P15. It can be identified with one component of the variety of isotropic 5-planes in
V . It is not a complete intersection: it has codimension 5 but is given by d “ 10 equations.
(b) For the quadratic space Γ : Sym2pS`‘S´q Ñ V of d “ 4, N “ p1, 1q SUSY (Example
2.3.3(b)), XΓ Ă PpS` ‘ S´q “ P3 is the disjoint union of two skew lines PpS`q \ PpS´q »
P1 \ P1. It is not a complete intersection: it has codimension 2 but is given by d “ 4
equations.
(c) The variety Σ10 Ă P15 is a particular case of the following: a partial flag variety G{P
(G reductive algebraic group, P Ă G parabolic), equivariantly embedded into PpEq, where
E is an irreducible highest weight representation of G. All such varieties are known to be
intersections of quadrics.
So our physical spacetime is really the space of equations of an auxiliary intersection
(typically, not a complete intersection!) of quadrics.
We will also need families of quadratic spaces parametrized by superschemes.
Definition 2.4.4.Let X be a superscheme. A quadratic module over X is a datum of two
locally free sheaves B, V of OX -modules, both of purely even rank, and of an OX -linear map
Γ : Sym2OX pBq Ñ V with two properties:
(1) Γ is surjective, and therefore the dual map Γ_ : V _ Ñ Sym2OX pB_q is an embedding
of a locally direct summand.
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(2) The OX -algebra Sym
‚
OX
pB_q{pΓ_pV _qq is flat over OX .
In other words, a quadratic module gives a family of intersections of quadrics, parametrized
by X, and the condition (2) means that this family is flat, in particular, its fibers have the
same dimension. This is important for non-complete intersections.
2.5 Supersymmetry, superspace and constraints
We start with a quick explanation of some physical terms.
2.5.1. Supersymmetry is a feature of a field theory (say, a collection of fields ϕ plus a
Lagrangian action Srϕs) defined, a priori, on the usual (non-super!) Minkowski space V .
It means that the action of the usual Poincaré group SOpV q ˙ V on fields by changes of
variables (which leaves any relativistic Lagrangian invariant) is extended, in some way, to
an action of the super-Poincaré group P so that Srϕs is still invariant. Here P is constructed
out of one of the spinorial quadratic spaces Γ : Sym2pBq Ñ V (Example 2.3.3).
Thus the new datum in supersymmetry is the extension of the action of V to an action
of tΓ. This means that we need to represent all the momentum operators Bv, v P V , as
bilinear combinations of fermionic “supercharges" Db, b P B so that we have the commutation
relations
rDb, Db1s “ BΓpb,b1q, rDb, Bvs “ rBv, Bv2s “ 0.
For this to be possible, there should be about equally many bosonic and fermionic fields
in the theory. This explains why supersymmetry is sometimes called “symmetry between
bosons and fermions”.
2.5.2. Superspace is a tool to construct supersymmetric theories by replacing the mys-
terious “in some way" above by a natural construction. More precisely, a superspace is a
supermanifold S extending the spacetime V , (so that V “ S 0¯ is its even part) and which
admits a natural action of t.
The simplest choice (flat superspace) is S “ T , the underlying manifold of the super-
symmetry group, on which t “ ΠpBq ‘ V acts by left-invariant vector fields Db, Bv, see
[13, 19]. Any field on S (referred to as superfield) gives an entire multiplet of usual fields on
V by component analysis: writing OS “ OV b Λ‚pB˚q as a free OV -module of rank 2dimpBq.
The Lie algebra t acts naturally on superfields, so working only with such fields, we get
supersymmetry seemingly “for free”
This construction can, of course, be done for an arbitrary quadratic space Γ : Sym2pBq Ñ
V . If Γ is spinorial, then the action of t on superfields extends to an action of the super-
Poincaré group P.
Remark 2.5.3. Similarly to §2.2, the exponentials eDb of the supercharges are local operators
on analytic superfields, while the shifts eBv are not. It would be interesting to understand
the consequences of this phenomenon. The situation of §2.2 corresponds to the simplest
example of a quadratic space, when B is 1-dimensional, V “ Sym2pBq is also 1-dimensional,
and Γ “ Id.
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2.5.4.The difficulty with supersymmetry is that it tends to require too many fields (on
V ) for all of them to make physical sense. The following result [45] is usually intepreted by
saying that “supersymmetry in ą 11 dimensions is not sensible”.
2.5.5. Nahm’s theorem. Any supersymmetric theory with d ą 11 contains fields of spin
ě 2.
For the superspace construction this is easy to understand. Already the simplest kind of
a superfield, a function on S, is a section of OV bΛ‚pB˚q, where B is the direct sum of one
or several spinor spaces. As d grows, the decomposition of Λ‚pB˚q into SpinpV q-irreducibles,
quickly begins to contain higher spin representations such as SymjpV q, j ě 2.
However, even in the remaining dimensions d ď 11, the superspace construction typically
gives too many component fields. To eliminate some of the components, one usually imposes
(in a seemingly ad hoc way) some additional restrictions on superfields known as constraints.
In the next subsection we discuss a conceptual point of view on such constraints.
Supergeometry as understood by physicists, is the study of various versions of (not nec-
essarily flat) superspaces. All the examples that have been considered, fit into the following
concept.
Definition 2.5.6.An abstract superspace is a supermanifold S (smooth, analytic or alge-
braic) of dimension pm|nq together with a Pfaff system C Ă TS of rank p0|nq satisfying the
following properties:
(1) The restriction C|S 0¯ coincides with the odd part of pTSq|S 0¯.
(2) Denote B “ ΠpCq and V “ pTSq{C . Then, the Frobenius pairing ̥C : Λ2C Ñ pTSq{C,
written as an OS-linear map Γ : Sym
2
OS
pBq Ñ V , is a quadratic module over S, see
Definition 2.4.4.
Informally, a superspace enhancement S of an ordinary manifold S0¯ provided a framework
for taking square roots of vector fields on S0¯. Choice of such an enhancement can be viewed
as a choice a square root of S0¯ itself, i.e., a way of realizing the space-time directions as some
kind of curvature data, compare Example 2.1.7.
Example 2.5.7 (Supercurves, as understood by physicists).For a mathematician,
an (algebraic) supercurve is an algebraic supermanifold of dimension 1|n for some n. For
a physicist, a supercurve is a superspace of dimension p1|nq, so the Pfaff system C is a
necessary part of the structure. See [14, 15, 43]. The geometry of a supercurve of dimension
p1|1q is locally modeled on the setting of §2.2.
Example 2.5.8 (Spinorial curved superspaces).Definition 2.5.6 is quite general. It does
not require that the fibers of the quadratic module Γ be spinorial quadratic spaces. However,
the intersections of quadrics related to spinorial spaces (such as the space of pure spinors) are
rigid both as abstract algebraic varieties and as intersections of quadrics. This means that
a quadratic module whose one fiber is a spinorial quadratic space, has all neighboring fibers
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spinorial of the same type. Therefore if S is a superspace (in our sense) with the commutator
pairing Γ spinorial at one even point, then we have a similar isomorphic “spinorial structure"
in each neighboring tangent space. This amounts to a differential-geometric structure on S
including a conformal structure in the quotient bundle pTSq{C (in particular, on the ordinary
manifold S 0¯) and a “choice of spinors” for this conformal structure. Cf. [24, 40]
Cobordism categories of such curved spinorial superspaces provide a language for Atiyah-
style approach to supersymmetric quantum field theories [55, 56].
2.6 Constraints and complete intersection slices
Various recipes of imposing constrains on superfields can be understood using the idea of
simple plane slices of complicated intersections of quadrics.
Let Z Ă PpBq be an intersection of quadrics. A plane slice of Z is a scheme of the form
Z XM , where M Ă PpBq is a projective subspace. It is an intersection of quadrics in M .
The two simplest possibilities are as follows:
(0) Z XM “ Z, i.e., M is contained in Z entirely.
(1) Z XM is a complete intersection of quadtrics in M .
Let Γ : Sym2pBq Ñ V be the quadratic space corresponding to Z. A projective subspace
M corresponds to a linear subspace B1 Ă B, and Z X M corresponds to the quadratic
space Γ1 : Sym2pB1q Ñ V 1, where V 1 “ ΓpSym2pB1qq and Γ1 is the restriction of Γ. The
supersymmetry algebra tΓ1 is the Lie sub(super) algebra in t generated by B
1 Ă t1¯Γ. We will
call such quadratic spaces slices of Γ.
The case (0) above means that tΓ1 “ B1 is abelian and purely even. In the case (1) (which
includes the case (0)) we will say that tΓ1 is a null-subalgebra.
Examples 2.6.1. (a) Let Z “ C\C 1 is the union of two skew lines in P3 (Example 2.4.3(b)).
Clearly, each of the two lines gives an instance of Case (0) above. Other then that, we have
a P1ˆP1 worth of complete intersection slices ZXM , withM being a chord passing through
one point on C and one point on C 1.
(b) Let Γ : Sym2pS`q Ñ V be the d “ 10 N “ p1, 0q SUSY quadratic space. Each vector
v P V, qpvq “ 0, gives a linear operator Γv : S` Ñ S` given by the Clifford multiplication
by v (transpose of the quadratic space map Γ). If v is a non-zero null vector, i.e., qpvq “ 0,
then Γ2v “ 0 and KerpΓvq “ ImpΓvq is an 8-dimensional subspace in S` which we denote Lv.
The intersection PpLvq X Σ10 is a quadric hypersurface in PpLvq, and the space of equations
of this hypersurface is spanned by v. In other words, ΓpSym2pLvqq “ C ¨ v, and
h “ Lv ‘ C ¨ v Ă S` ‘ V “ t
is a (maximal) null subalgebra. The p1|8q-dimensional linear subspaces Lv‘C¨v Ă t “ C10|16
are known as super-null-geodesics [13, 35, 44, 62].
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It seems that the PpLvq X Σ10 are precisely the maximal complete intersection slices of
Σ10.
Assuming this, we can formulate the constraints on superfields as follows.
2.6.2. Spin 0 constraints are imposed on scalar superfields which are functions on S or,
more generally maps Φ : S Ñ X where X is a given target manifold. They have the form
DbΦ “ 0, b P B1,
where B1 is one fixed subspace of B on which Γ vanishes (case (0) above), maximal with this
property. Maps Φ satisfying the constraints are known as chiral superfields.
2.6.3. Spin 1 constraints are imposed on gauge superfields (connections ∇ in principal
bundles on S). They have the form of integrability pF∇q|g¨h “ 0, where h “ tΓ1 runs over all
null-subalgebras in tΓ and g ¨ h is the left translation of h in S. In other words,
r∇b1 ,∇b2s “ ∇Γ1pb1,b2q, r∇b,∇as “ r∇a1 ,∇a2s “ 0, @b, b1, b2 P B1, a, a1, a2 P V 1
where B1 runs over all the maximal complete intersection slices of Y (case (1) above).
Remark 2.6.4.When imposing constraints on superfields, it is obviously desirable not to
end up restricting their dependence in the usual, even directions of spacetime. In the case
2.6.3 this is ensured by the fact that the null-subalgebras h have dimph0¯q “ 1 (they are
the usual null-lines). In other words, all the complete intersection slices of Z “ Σ10 are
quadric hypersurfaces: ZXM is a hypersurface in M . It would be interesting to study other
intersections of quadrics Z with this property.
2.6.5. Lie algebra meaning of complete intersections. Given a quadratic space Γ :
Sym2pBq Ñ V , we can associate to it another, Z-graded Lie algebra (i.e., a Lie algebra in
VectZ
k
) rtΓ “ FLpBr´1sqLpKerpΓqq
Here FLp´q means the free graded Lie algebra generated by a graded vector space. In our
case Br´1s is B put in degree `1, so the degree 2 part of FLpBr´1sq is Sym2pBq. The
Lie algebra rtΓ is obtained by quotienting FLpBr´1sq by the graded Lie ideal generated by
KerpΓq Ă Sym2pBq. Thus rt1Γ “ B, rt2Γ “ V,
but it is not required that V commutes with the generators and therefore rtΓ can be non-
trivial in degrees ě 3. Cf. [13] §11.3. We note that tΓ can be considered as a Z-graded Lie
algebra by lifting the degree 0¯ part to degree 2 and degree 1¯ part to degree 1 (this is possible
is possible since the degree 0¯ part lies in the center). With this understanding, we have a
surjective homomorphism of graded Lie algebras
p : rtΓ ÝÑ tΓ.
Denote by
RΓ “ Sym‚pB˚q
L
I2pYΓq
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the graded coordinate algebra (commutative in the usual sense) of the homogeneous inter-
section of quadrics YΓ Ă B. Then, the enveloping algebra UprtΓq is identified with R!Γ, the
quadratic dual of the quadratic algebra RΓ, see [46] for background. In particular, we have
a homomorphism of graded algebras
η : UprtΓq ÝÑ Ext‚RΓpk,kq.
The algebra RΓ is called Koszul, if η is an isomorphism. This is the case in all spinorial
examples. The role of complete intersections from this point of view is as follows.
Proposition 2.6.6. The following are equivalent, and if they are true, then RΓ is Koszul:
(i) Γ is of complete intersection type, i.e., YΓ is a complete intersection of quadrics.
(ii) We have rtiΓ “ 0 for i ě 3, i.e., the morphism p : rtΓ Ñ tΓ is an isomorphism. In
particular, the condition of commutativity of rt2Γ “ V with rt1Γ “ B already follows from
the defining relations of rtΓ.
Proof: This is a particular case of the general principle in commutative algebra that locally
complete intersections are characterized by the cotangent complex being quasi-isomorphic
to a 2-term complex. The special case of intersections of quadrics was studied in [34].
Further, in many cases (including those related to spinors) the algebra rtΓ can be iden-
tified with the amalgamated free product of all its null-subalgebras rtΓ1 “ tΓ1. This relates
the integrability conditions on null-subalgebras with the Koszul duality point of view on
constraints for SYM advocated in [44].
3 Homotopy-theoretic underpinnings of supergeometry
3.1 The skeleton of the Koszul sign rule
To understand the nature of the Koszul sign rule 1.2.1, let us “minimize” the symmetric
monoidal category SVectk incorporating it.
To account just for the signs, we can disregard all morphisms in SVectk which are not
isomorphisms, as well as all objects which have total dimension ą 1. Restricted to 1-
dimensional super-vector spaces (dimpV 0¯q ` dimpV 1¯q “ 1) and their isomorphisms, we get a
symmetric monoidal category 1-SVectk. Similarly, to capture the Z-graded sign rule, we can
restrict to the category 1-VectZ
k
of Z-graded 1-dimensional vector spaces. These categories
are examples of the following concept.
Definition 3.1.1.A Picard groupoid is a symmetric monoidal category pG,b, 1, Rq in which
all objects are invertible under b and all morphisms are invertible under composition.
A Picard groupoid G gives rise to two abelian groups:
• The Picard group of G, denoted PicpGq, or π0pGq. It is formed by isomorphism classes
of objects, with the operation given by b.
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• The group π1pGq “ AutGp1q of automorphisms of the unit object. It is canonically
identified with the group of automorphisms of any other object.
In our case
1-SVectk : π0 “ Z{2, π1 “ k˚;
1-VectZ
k
: π0 “ Z, π1 “ k˚.
Here, k˚ is still unnecessarily big: to formulate the sign rule, we need only the subgroup
t˘1u Ă k˚. So we cut these Picard groupoids further.
For this, we replace k with the ring Z, since t˘1u “ Z˚ is precisely its group of invertible
elements. Accordingly, we replace 1-dimensional k-vector spaces with free abelian groups
of rank 1. This gives Picard groupoids 1-SAb, 1-AbZ. Their objects are Z{2- or Z-graded
abelian groups which are free of rank 1. As before, the morphisms are isomorphisms, b is
the graded tensor product over Z and the symmetries are given by the Koszul sign rule. The
πi of these Picard groupoids are now as follows:
1-SAb : π0 “ Z{2, π1 “ t˘1u “ Z{2,
1-AbZ : π0 “ Z, π1 “ t˘1u “ Z{2.
We can call 1-SAb and 1-AbZ the sign skeleta of the Koszul sign rule (Z{2-graded and
Z-graded versions). They contain all the data needed to write the sign rule but nothing
more.
The following simple but remarkable fact can be seen as a mathematical explanation of
the Principle of Naturality of Supers 1.1.3.
Proposition 3.1.2. 1-AbZ is equivalent to FL, the free Picard groupoid generated by one
formal object (symbol) L.
By definition, FL has, as objects, formal tensor powers L
bn, n P Z. It further has only
those morphisms that are needed to write the symmetry isomorphisms
RLbm,Lbn : L
bm b Lbn “ Lbpm`nq ÝÑ Lbn b Lbm “ Lbpn`mq
satisfying the axioms of a symmetric monoidal category (as well as composition, tensor
products etc. of such morphisms).
Sketch of proof: L corresponds to the group Z placed in degree 1, so Lbn is Z in degree n.
Further, RL,L P AutpLb2q “ Autp1q corresponds to p´1q P Z˚ (note that RL,l ˝RL,L “ Id by
symmetry. The axioms of a symmetric monoidal category give that RLbm,Lbn corresponds
to p´1qmn, so we recover the Koszul rule.
In other words, the category VectZ
k
which is at the basis of all supergeometry, can be
obtained as a kind of k-linear envelope of a free Picard groupoid. More precisely, we have
the following construction.
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Definition 3.1.3.Let G be a Picard groupoid, and χ : π1pGq Ñ k˚ be a homomorphism.
By a pG, χq-graded k-vector space we will mean a functor V : G Ñ Vectk, whose value on
objects will be denoted A ÞÑ V A, satisfying the following condition. For each object A, the
action of each λ P π1pGq » AutpAq on A is taken into the multiplication by χpλq on V A. We
denote by Vect
pG,χq
k
the category of pG, χq-graded k-vector spaces.
Since V is a functor, the spaces V A and V A
1
for isomorphic objects A,A1 are identified,
so a pG, χq-graded k-vector space V can be viewed as a π0pGq-graded vector space in the
usual sense.
Proposition 3.1.4. (a) The category Vect
pG,χq
k
has a structure of a monoidal category with
the operation given by
pV bW qA “ limÝÑ
Vectk
tBbCÑAu V
B bk WC ,
the colimit taken over the category formed by pairs of objects B,C P G together with an
(iso)morphism B b C Ñ A. Further, the symmetry in G makes VectpG,χq
k
into a symmetric
monoidal category.
(b) If G “ FL and χ : π1pFLq “ Z{2 Ñ k˚ is the embedding of t˘1u, then VectpG,χqk is
identified with the category VectZ
k
with the symmetry given by the Koszul sign rule.
3.2 (Higher) Picard groupoids and spectra
One of the insights of Grothendieck in his manuscript “Pursuing stacks" (cf.[8], p. 114) was
the correspondence between Picard groupoids and a particular class of spectra in the sense of
homotopy topology. See [16] for a discussion and [23] for a slightly more detailed treatment
which we follow here. A systematic account can be found in [32].
The concept of a spectrum arises as a result of stabilizing the homotopy category of
pointed topological spaces (say CW-complexes) under the two operations (adjoint functors)
Σ “ reduced suspension, Ω “ loop space,
HompΣX, Y q “ HompX,ΩY q.
For example, the spheres Sn satisfy ΣpSnq “ Sn`1. We always have a canonical map (unit
of adjunction)
εX : X ÝÑ ΩΣX.
A spectrum Y can be seen as a topological space Ω8Y together with a sequence of deloopings:
spaces Ω8´jY equipped with compatible homotopy equivalences ΩjpΩ8´jY q „ Ω8Y . A
spectrum Y has homotopy groups πipY q, i P Z defined by
πipY q “ πi`jpΩ8´jY q, j " 0.
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Example 3.2.1.A topological space X gives the suspension spectrum Σ8X, with Ω8Σ8X “
limÝÑn ΩnΣnX and Ω8´jΣ8X “ limÝÑnΩn´jΣnX (limits under powers of ǫ). The homotopy
groups of Σ8X are the stable homotopy groups of X:
πipΣ8Xq “ πsti pXq :“ limÝÑ
n
πi`nΣnX.
Spectra form (after inverting homotopy equivalences), a triangulated category SHo known
as the stable homotopy category. This category has a symmetric monoidal structure (smash
product of spectra). Let m ď n be integers (m “ ´8 or n “ 8 allowed). By an rm,ns-
spectrum we mean a spectrum Y with πipY q “ 0 with i R rm,ns, and we denote by SHorm,ns Ă
SHo the full subcategory of rm,ns-spectra. There is a canonical “truncation" functor
τrm,ns : SHo ÝÑ SHorm,ns.
Grothendieck’s correspondence can be formulated as follows.
Theorem 3.2.2. There is an equivalence of categories
B :
 
Picard groupoids
(req´1s ÝÑ SHor0,1s,
so that πipBpGcq “ πipGq, i “ 0, 1. Here req´1s means that equivalences of Picard groupoids
are inverted, similarly to inverting homotopy equivalences in forming SHo.
A more precise result is proved in [32]. The spectrum BG corresponding to a Picard
groupoid G, is a version of the classifying space of G. That is, the space Ω8BG “ BG is
the usual classifying space of G as a category, and the deloopings are constructed using the
symmetric monoidal structure, see [23] (3.1.6) for an explicit construction.
The further point of Grothendieck is that more general r0, ns-spectra should have a de-
scription in terms of Picard n-groupoids, an algebraic concept to be defined, meaning “sym-
metric monoidal n-categories with all the objects and higher morphisms invertible in all
possible senses”. Here we can formally allow the case n “ 8.
Incredible complexity of the stable homotopy category, well known to topologists, pre-
vents us from hoping for a simple algebraic definition of Picard n-groupoids. Nevertheless,
for small values of n “ 2, 3, this can be accessible and useful. The case n “ 2 is being treated
in the paper [28] building on the theory of symmetric monoidal 2-categories [27, 29].
3.3 The sphere spectrum and the free Picard n-groupoid
The fundamental role in homotopy theory is played by the sphere spectrum S “ Σ8S0 defined
as the suspension spectrum of the 0-sphere. Its homotopy groups are the stable homotopy
groups of spheres
πipSq “ πsti :“ limÝÑ
n
πi`npSnq,
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pist
0
“ Z pist
1
“ Z{2 pist
2
“ Z{2 pist
3
“ Z{24
Cardinality of sets,
dimension of vector
spaces
Sign of permutation,
determinant, Koszul
rule
Spin, central exten-
sions of symmetric
groups
“String”,
24
?
1 in trans-
formation of ηpqq,
χpK3q “ 24
K0pkq “ Z K1pkq “ k˚ K2pRq Ñ pi1pSLnpRqq
pi1pSLnpRqq “ Z{2
Dilogarithms etc.
Table 1: The first few πsti and their significance.
which vanish for i ă 0, so S is a r0,8s-spectrum. The spectrum S is the unit object in the
symmetric monoidal structure on SHo and for this reason can be considered as a homotopy-
theoretic analog of the ring Z of integers.
This motivates the further installment in Grothendieck’s vision of a dictionary between
spectra and Picard n-groupoids:
Conjecture 3.3.1. The Picard n-groupoid corresponding to τr0,nsS, should be identified with
F
pnq
L the free Picard n-groupoid on one formal object L.
The concept of a free Picard n-groupoid presumes that we already have a system of
axioms for what a Picard n-groupoid is. If we have such axioms, then F
pnq
L contains as
objects, formal tensor powers Lbn and only those higher morphisms which are needed to
write the necessary “higher symmetry isomorphisms".
As before, for large n this seems unattainable directly, but for small n ď 2 this can be
made into a theorem. In particular, the case n “ 1, proved in [32, Prop. 3.1] has enormous
significance for super-geometry. Indeed, combining it with Proposition 3.1.2, we arrive at:
Corollary 3.3.2. The sign skeleton 1-SAbZ of the Z-graded Koszul sign rule, is the Picard
groupoid corresponding to the r0, 1s-truncation of S. The groups Z “ π0p1-AbZq and Z{2 “
π1p1-AbZq are the first two stable homotopy groups of spheres.
In other words, the entire super-mathematics is obtained by unraveling the first two layers
of the sphere spectrum.
In Table 1 (which expands, somewhat, a table from the online encyclopedia nLab) we
give the values of the πsti for i ď 3 and indicate mathematical and physical phenomena that
these groups govern. We also compare S with another spectrum, the algebraic K-theory
spectrum Kpkq of a field k, which has πipKpkqq “ Kipkq, the Quillen K-groups. These
groups are indicated at in the bottom row. We notice that the first two groups are πi of our
intermediate Picard groupoid 1-VectZ
k
which corresponds to the r0, 1s-truncation of Kpkq,
see [8], §4. A philosophy going back to [4] and to Quillen, says that S can be heuristically
considered as the K-theory spectrum of F1, the (non-existent) field with one element, the
symmetric group Sn being the “limit”, as q Ñ 1, of the general linear groups GLnpFqq.
The first two columns are self-explanatory. In the third column, the phenomenon of
spin(ors) is based on the fundamental group π1pSOnq “ π1pSLnpRqq “ Z{2 which is the same
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as πst1 pSOnq and is identified with πst1 “ Z{2 via the map SOn Ñ Ωn`1pSn`1q (this is known
as J-homomorphism). The existence of central extensions of symmetric and alternating
groups Sn and An (with center Z{2) and of corresponding projective representations [37, 52]
is a related phenomenon: An embeds into SOn, and taking the preimage in Spinpnq, we get
a Z{2-extension.
One thing is worth noticing. Supergeometry, as understood by mathematicians, tackles
only the first two columns of Table 1. A similar-sounding concept (supersymmetry) used
by physicists, dips into the third column as well: fermions are always wedded to spinors in
virtue of the Spin-Statistics Theorem. In fact, there is something in the very structure of the
sphere spectrum that seems to relate spin (third column) and statistics (the second column).
At the most naive level, this is the coincidence of πst1 “ Z{2 with πst2 “ Z{2.
Further, consider the r1, 2s-truncated spectrum τr1,2sS. Its loop spectrum Ωτr1,2sS is a
r0, 1s-spectrum with π0 “ πst1 “ Z{2 and π1 “ πst2 “ Z{2.
3.3.3. Homotopy-theoretic Spin-Statistics Theorem. The Picard groupoid correspond-
ing to Ωτr1,2sS, is equivalent to 1-SAb, the sign skeleton of the Z{2-graded Koszul sign rule.
In other words, Ωτr1,2sS is homotopy equivalent to pτr0,1sSq{2, the reduction of the spectrum
τr0,1sS by the element 2 of its π0.
So there is not one, but two ways in which the same Koszul sign rule appears out of
the sphere spectrum, one through statistics, the other one through spin. Note that the
“topological proof” of the usual physical Spin-Statistics Theorem, going back to Feynman
[18] is based on the intuitive claim that interchanging two particles is “equivalent” to tracing
a non-trivial loop in the rotation group, and this claim needs something like 3.3.3 to be
consistent. See [17] Ch. 20 for a more detailed discussion of this claim and the whole issue.
Proof of 3.3.3: This is an exercise on known facts in homotopy theory. A r0, 1s-spectrum
Y (or a Picard groupoid) is classified by its π0, π1 and the Postnikov invariant which is a
group homomorphism kY : π0pY q Ñ π1pY q satisfying 2kY “ 0. Explicitly, kY is given by
the composition product with the generator η P πst1 . For Y “ τr0,1sS we have therefore that
kY : ZÑ Z{2 is the surjection, and for Y “ τr0,1sS{2 we have kY “ IdZ{2.
If both π0 “ π1 “ Z{2 and kY ‰ 0, then kY “ Id, like for Y “ pτr0,1sSq{2 and so
Y „ pτr0,1sSq{2. Now, for Y “ Ωτr1,2sS the Postnikov invariant is the map πst1 Ñ πst2 given by
composition with η. It is known [61] that η2 P πst2 is the generator and so kY ‰ 0.
The 4th column of Table 1, headed by πst3 “ Z{24, is related to various “string-theoretic"
mathematics such as the appearance of 24th roots of 1 in Dedekind’s formula for the modular
transformation of his η-function [2], the Euler characteristic of a K3 surface being 24, the
importance of the central charge modulo 24 in conformal field theory and so on, cf. [30].
3.4 Towards higher supergeometry
Conjecture 3.3.1 means that the sphere spectrum S is the ultimate source for meaningful
twists of commutativity, i.e., for designing truly commutative-like structures, flexible enough
to serve as a basis of geometry. The existing super-mathematics uses only the first two levels
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(0th and 1st) of S, with physical applications exploiting the parallelism between the 1st and
the 2nd levels.
This opens up a fantastic possibility of higher super-mathematics which would use, as its
“sign skeleton", the spectrum S in its entirety or, at least, the truncations τr0,nsS and the
free Picard n-groupoids F
pnq
L for as long as we can make sense of them algebraically. Here
we sketch the first step in this direction, the formalism for n “ 2. For convenience, we adopt
a genetic approach.
3.4.1. Idea of supersymmetric monoidal categories. Super-mathematics begins with
replacing commutativity ab “ ba with supercommutativity (1.1.1). Categorical analogs of
commutative algebras are symmetric monoidal categories, where we have coherent isomor-
phisms V bW » W bV . So we introduce “categorical minus signs" into these isomorphisms
as well.
More precisely, by a k-superlinear category we mean a module category V (a category
tensored over) the symmetric monoidal category SVectk. In such a category we have the
parity change functor Π given by tensoring with the super-vector space k0|1. We take Π as the
categorical analog of the minus sign. In doing so, we use the identification of π0pS{2q “ Z{2
(the Z{2-grading) with πst1 “ Z{2 (the ˘1 signs).
We now consider k-superlinear categories A which are Z- or Z{2-graded, i.e., split into a
categorical direct sum A “ ‘iAi, where i P Z or Z{2. We assume that A is equipped with
graded SVectk-bilinear bifunctors
b “ bi,j : Ai ˆAj ÝÑ Ai`j
subjects to associativity isomorphisms of the usual kind and want to impose twisted com-
mutativity isomorphisms
(3.4.2) RV,W : V bW ÝÑ ΠdegpV q¨degpW qpW b V q
subjects to natural axioms, in which, further, various numerical minus signs will be intro-
duced.
3.4.3.Definition of supersymmetric monoidal categories. A possible more precise
definition can go as follows. For simplicity consider the Z-graded version. We use Proposition
3.1.4 as a guideline, and start with F “ F p2qL , the free Picard 2-groupoid on one object L.
It corresponds to the truncation τr0,2sS. Thus π0pFq, the group of equivalence classes of
objects, is identified with πst0 “ Z and will account for the grading.
The category AutFp1q formed by automorphisms of the unit object and 2-morphisms
between them, is a usual Picard groupoid which corresponds to Ωτr1,2sS and so, by the
"Spin-Statistics Theorem” 3.3.3, it is identified with 1-SAb, the sign skeleton of SVectk.
We denote by SCatk the 2-category of k-superlinear categories. It serves as a categorical
analog of the category of ordinary vector spaces. We will denote by V bSVect´k W the
categorical tensor product [25] of two k-superlinear categories V and W.
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The Picard groupoid 1-SVectk plays the role of the multiplicative group k
˚ for SCatk:
it acts on each object by equivalences. The monoidal functor (embedding) χ : 1-SAb Ñ
1-SVectk is therefore an analog of the homomorphism χ from Definition 3.1.3.
We now consider the 2-category SVect
pF ,χq
k
formed by all 2-functors V : F Ñ SCatk which
take the action of AutFp1q on each object A into the action on VA given by χ. As before,
a datum of such V is the same as a datum of a family of superlinear categories V i “ VLbi,
i P Z, one for each equivalence class of objects of F . Now, the formula
pV bWqA “ 2 limÝÑtBbCÑAu V
B
bSVectk W
C
makes SVect
pF ,χq
k
into a symmetric monoidal 2-category. It can be seen as the categorical
analog of the category of super-vector spaces.
By definition, a supersymmetric monoidal k-category is a symmetric monoidal object A
in SVect
pF ,χq
k
. An explicit algebraic model for F was proposed in [5, Ex. 5.2], see also [51,
Ex. 2.30]. Taking this model for F , we can unravel the data involved in A. These data
in particular, contain superlinear categories Ai, bifunctors bi,j and isomorphisms RV,W as
outlined in 3.4.1.
The definition of a Z{2-graded supersymmetric monoidal category is similar, using the
Picard 2-groupoid F{2.
If V is an object of a symmetric monoidal category, then there is an action of the symmet-
ric group Sn on V
bn. If, instead V P A2m`1 is an odd object of a supersymmetric monoidal
category A, then V bn ‘ ΠpV bnq has an action of the (spin) central extension of Sn, first
discovered by Schur [52].
Examples 3.4.4. (a) The exterior algebra of a superlinear category. Similarly to
usual linear algebra (Examples 1.1.2), an example of a supersymmetric monoidal category
can be extracted from the categorical version of the exterior power construction developed
in [23]. This construction is based on the categorical sign character which is a functor of
monoidal categories
sgn2 : Sn ÝÑ 1-SAb
(Sn is the symmetric group considered as a discrete monoidal category). It combines the
usual sign character sgn : Sn Ñ Z{2 at the level of π0 and the “spin-cocycle" c P H2pSn,Z{2q
at the level of π1. The exterior power Λ
nV of a superlinear category V is obtained from
the tensor power Vbn by considering objects equipped with sgn2-twisted Sn-equivariance
structure (see [23] for precise context and details). The analog of the wedge product is given
by the functors
^m,n : ΛmV ˆ ΛnV ÝÑ Λm`nV
given by partial Π-antisymmetrization, as in [23] §4.2.
(b) Superalgebras of types M and Q and the half-tensor product of Sergeev.
Let k be algebraically closed. It is known since C.T.C. Wall [59] that simple finite-dimensional
associative superalgebras over k are of two types: type M, formed by the matrix superalge-
bras Mp|q “ Endpkp|qq and type Q, formed by the so-called queer superalgebras Qn Ă Mn|n,
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see [33] and [37]. The simplest nontrivial queer algebra is the Clifford algebra Cliff1 on one
generator
Q1 “ Cliff1, Cliffn “ krξ1, ¨ ¨ ¨ ξns{
`
ξ2i “ 1, ξiξj “ ´ξjξi
˘
, degpξiq “ 1¯.
Their behavior under tensor multiplication is
(3.4.5)
Mp|q bMm|n » Mpm`qn|pn`qm,
Mp|q bQn » Qpp`qqn, Qm bQn » Mmn|mn.
This means that the super-Brauer group formed by Morita equivalence classes of these alge-
bras, is identified with Z{2, with type M mapping to 0¯ and type Q mapping to 1¯. This Z{2
is nothing but πst2 , responsible for spin. See [20] §4.
As a consequence, irreducible objects of any semisimple k-superlinear category V also split
into two typesM and Q, according to their endomorphism algebras being k or Q1. Denoting
V 0¯ the subcategory formed by direct sum of objects of typeM and V 1¯ the subcategory formed
by sums of objects of type Q, we get an intrinsic Z{2-grading on V. By (3.4.5), any exact
monoidal structure b on V preserves this grading.
Further, if V,W are irreducible objects of type Q, then V bW is acted upon by Q1bQ1 »
Endpk1|1q and so is identified with the direct sum of some object with its shift:
V bW » p2´1V bW q ‘ Πp2´1V bW q, 2´1V bW :“ I bQ1bQ1 pV bW q
where I » pk1|1q˚ is an irreducible right module over Q1 b Q1. We get in this way a new
monoidal operation
b1¯,1¯ : V 1¯ ˆ V 1¯ ÝÑ V 0¯, V b1¯,1¯ W :“ 2´1V bW.
This operation was introduced by A. Sergeev [53], see also [37], p.163 for more discussion.
If b is symmetric, then b1¯,1¯ satisfies
V b1¯,1¯ W » ΠpW b1¯,1¯ V q.
Indeed, the interchange of the factors in V bW corresponds to the interchange of ξ1 and
ξ2 in Cliff2 “ Q1 b Q1, and the pullback of I under this interchange is isomorphic to ΠpIq
(which, as a right Cliff2-module, is not isomorphic to I). The operation b1¯,1¯ can be used as
a source of examples of supersymmetric monoidal structures.
3.4.6. Further directions. It seems important to investigate the concept of supersym-
metric monoidal categories more systematically. Among other things, in such a category V
we can speak about commutative algebra objects A. They would be further twisted gener-
alizations of super-commutative algebras (which appear for V “ SVectk, a symmetric, not
just a supersymmetric category). At the same time, such objects should be “just as good”
as ordinary commutative algebras, in an extension of the Principle of Naturality of Supers
1.1.3. In particular, we must be able to associate to them some geometric objects SpecpAq
which should be flexible enough to be glued together to form more global structures.
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It is also interesting to weaken the concept to allow, e.g., for “super-braidings” etc. in
which the twisted commutativity isomorphisms (3.4.2) are retained but the involutivity re-
quirements on them are relaxed.
Super-symmetric and super-braided monoidal categories may be relevant for the recent
activity in condensed matter physics studying so-called fermionic phases, see [26] [21] [22]
[6]. In particular, various “super-cohomooogy" constructions appearing there, seem to be
represented by homotopy types and spectra related to truncations of S, the sphere spectrum
and KpCq, the K-hteory spectrum of C. For instance, “group super-cohomology” ’ of [26]
is represented by the spectrum τď1KpCq{2, which corresponds to the Picard groupoid of
1-dimensional super-vector spaces over C.
Another possible approach to higher super-geometry could be by using the truncations
and suspensions not of S itselft but of
qS “ RHompS,C˚q,
the Pontryagin (Brown-Comenetz) dual of S considered in [21]. The homotopy groups of qS
are nontrivial only in degrees ď 0 with π0 “ C˚ dual to πst0 “ Z and other πi finite. For
example, the spectrum corresponding to the Picard groupoid of 1-dimensional super-vector
spaces above can be also described as
τď1KpCq{2 “ Στr´1,0sqS, .
the suspension of the truncation of qS.
As for the next step, one can imagine a “2-supersymmetric monoidal 2-category” to split
into a direct sum of 24 sub(2-)categories ( “sectors” ) instead of just two (even and odd
objects), with Hom-categories between objects split into even and odd parts and so on, with
an appropriate pattern of sign/shift rules for symmetries. The pattern of 24 sectors is of
course suggestive of the features of conformal field theory and Chern-Simons theory (the
significance of the central charge modulo 24, the 24 classes of framings of a 3-manifold etc.).
Expressed more generally, study of higher supergeometry can include two complementary
directions. One is categorification, investigation of deeper and deeper twists for “commuta-
tivity”, taking the inspiration from the ultimate commutative structure, the sphere spectrum
S. The other is geometrization, gluing together local objects of algebraic origin, for which
some sort of “commutativity” seems to be necessary (why?). Reconcilng these two directions
can, hopefully, shed more light on the way geometry emerges from quantum behavior.
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