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A Maximum A Posteriori (MAP) estimator is used for 
the purpose of retrieving atmospheric temperature 
profiles from Selective Chopper Radiometer (SCR) 
satellite measurements of emission from the 15~m 
carbon dioxide absorption band of the Earth's 
atmosphere. 
Diagnostic methods are derived so that confidence 
regions, vertical resolution and information content 
of all observations may be determined. 
The theoretical aspects of the retrieval problem 




This is an interim report on work being carried out for 
a Ph.D thesis. It describes a technique for determining 
cloud free atmospheric temperature retrievals from 
measurements of radiance by a selective chopper radiometer 
type instrument as carried on Nimbus IV. 
In finding a suitable estimator for the retrieval 
procedure, it has become obvious that suitable diagnostics 
for the estimator should be incorporated. Therefore the 
deriva·tion and interpretation of some suitable estimator 
diagnostics are included in this work. 
The work described in this report falls into the 
following categories 
(a) General and instrumental considerations of the 
radiative transfer theory for this application. 
(b) A specification of the retrieval problem and 
the derivation of a linear Maximum A Posteriori 
(IV!AP) estimator1 suitable for retrieval of temperature 
profiles from satellite radiance measurements. 
(c) An analysis and interpretation of the MAP 
estimator's covariance matrix involving determination 
of approximate confidence regions for the retrieval 
temperature profile. 
(d) A method for determining a measure of the 
1 
"information content" of the satellite measurements. 
(e) A description of some aspects of the Backus and 
Gilbert theory applicable to the present application, 
in order that the vertical resolution of the retrieved 
profiles may be .measured. 
(f) A semi quantitative method for finding the 
"intrinsic information content" of the a priori data. 
(g) Presentation of realistic temperature profile 
retrievals (in a simulation study) in order that 
the MAP estimator and diagnostics may be applied 
in discovering the importan.ce of 
(i) the a ·priori data, and 
(ii) the satellite noise.variance. 
(h) A Summary of the important aspects of the retrieval 
problem, the MAP estimator and its diagnostics. 
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CHAPTER 2 
THEORETICAL BACKGROUND FOR TEMPERATURE· SENS'I'NG 
THROUGH A CLOUDLESS ATMOSPHERE 
2.1 INTRODUCTION 
In remote sounding of the earth's atmosphere; 
measurements of radiation emitted to space by the 
atmosphere and some lower boundary, which may or may 
not be the earth's surface, are recorded by instruments 
(radiometers) on board a satellite. From appropriate 
measurements the vertical temperature structure of the 
atmosphere may be deduced. 
The method was first proposed by Kaplan (1959). 
Kaplan suggested that a determination of the vertical 
temperature structure might be made by utilizing emission 
from the rotation vibration absorption band of carbon 
dioxide, centred at wavelength 15~m, in the infrared. 
In this band the absorber (ca~bon dioxide) is 
approximately uniformly mixed over the height range of 
interest and no other major atmospheric constituent 
absorbs in this region of the spectrum. 
Bishof and Bolin (1966) and Georgii and Jost (1969) 
have shown that carbon dioxide is uniformly mixed to 
within one or two percent, up to an altitude of approx-
imately lOOkm (Hays and Olivero (1970)). Consequently,. 
from radiative transfer theory, the emitted radiation 
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can be co~sidered principally as a function of the 
temperature distribution of the absorber, at the given 
wavelength. However, this is only correct if the 
absorber is in local thermodynamic equilibrium. 
'. 
Houghton (1969) concludes that the 15~m band for 
carbon dioxide is in local thermodynamic equilibrium 
to an altitude of approximately 90km. Thu.s recovery 
of temperature information from satellite observations 
of radiation is a particular solution of the radiative 
transfer equation with approximations pertaining to the 
earth's atmosphere for the 15~m· carbon dioxide absorption 
band. 
Remote temperature sounding over a range of altitudes 
is therefore possible if a set of n frequency intervals 
can be chosen such that the corresponding radiances 
(from these n intervals) each originate from different 
levels within the atmosphere. This height resolution 
is possible since in any absorption band the absorption 
coefficient varies rapidly with frequency. Thus 
radiation from the wings of the absorption band will 
originate near the surface of the earth (or lower 
boundary), whereas radiation from the centre of the band 
will originate from near the top of the atmosphereo 
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2. 2 GENER}\L CONSIDERATIONS 
Consider an infinitely deep atmosphere which .is 
horizontally stratified, is free of scattering agents, 
and is in local thermodynamic equilibrium, then 
di(v,¢,¢ 1 ) == {-I(v,¢,¢ 1 ) + B[v,T(u.)1 }k(v,u)p(u)du ••. (2.2.1) 
where 
I is radiance, 
<P r q/ are spherical space coordinates (azimuth 
and elevation respectively), 
u is the geometr.icyal path of the pencil of 
radiation~ 
k is the mass absorption coefficient, 
p is the density of the absorbing gas, 
\) is a spectral frequency, 
T is the temperature, and 
13 is the Planck Radiance. 
From the hydrostatic equation the variable "u" can be 
transformed to pressure so that 
pdu = - ~ sec e dp g ••• (2.2.2) 
where 
is the angle between the path of the beam 
of radiation and the local vertical, 
p is the atmospheric pressure, 
is the mass fraction of the absorbing gas, 
and 
g is the acceleration of gravity. 
Thus equation (2.2.1} can be written ·-. 
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di(v,e) = {I(v,e) - B[ v,T(p)] }k(v,p) q·(p_)sec0dp g ••• (2.L • ..:S) 
If the surface of the earth '(or some lower boundary) is 
assumed to be black, then the solution to equation 
( 2. '4. 3 ~ ) is :-
I(v,e) = B[v,T(p
0





1 B[v,T(p)]exp[- 1 k(v,p1 )q(p1 )sec9dp1 ] 
g 0 g 0 
x k(v,p)q(p)sec0dp •.• (2.2.4) 
by Chals_ndrasekhar (1950). The subscript o refers to the 
lower boundary. Equation (2.2.4) breaks the radiance 
observed above the atmosphere in·to tvlO components :-
(i) that arising from the boundary and attenuated 
by the atmosphere, and 
(ii) that arising from the atmosphere itself. 
By definition the fractional transmittance of the pencil 
of radiation between level p and the top of the abnosphere 
is ·-
. p 
T(v,p,e) = exp[- ~ J
0
k(v,p1 )q(p1 )secfJdp1 ] ••• (2.2.5) 
Therefore, substituting equation (2.2.5) into equation 
(2.2.4) gives the following form for the radiative transfer 




Consequently for the stated assumptions oe :-
(i) .a plane parallel stratified atmosphere, 
(ii) local thermodynamic equilibrium, 
(iii) a "black" lower boundary, ·and 
(iv) no scattering agents, 
the radiance at the top of the atmosphere depends only 
on the temperature variation of the absorber with 
altitude, given that the atmospheric transmittance is 
known for the given absorber,and the angle e is constant. 
7 
2.3 INSTRUMENT CONSIDERATIONS 
The characteristics of the satellite radiometer will 
now be incorporated into the radiative transfer equation, 
that is, equation (2.2.6). The relationship between the 
satellite measurements and the radiance at the top of the 
atmosphere may then be determined. 
Assuming that the satellite radiometer measures 
radiation from a narrow cone in the local vertical, 
then sece varies only slightly over the field of view. 
Consequently its value at the ceptre of the field may 
be used to represent the entire field. Thus, for nadir 
observations, sece = 1. 
Equation (2.2.6) gives the radiance at the top of the 
atmosphere for a particular wavelength of radiation. 
However, for any realistic instrument, the finite width of 
the spectral interval being observed requires an 
appropriate integration over the response of the instrument. 
Thus for the Selective Chopper (filter type) Radiometer 
instrument (henceforth referred to as the "SCR"), the 
measurable radiance for the ith filter is . -
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= .J00 I ( V 1 0 ) f • ( V ) d V / Jco.f . { V ) d \) 
0 ~ 0 1 
= [ Jco B [ \) 1 T ( p ) ] T ( V 1 p 1 0) f . ( V) d V 0 0 0 ~ 
co T(V,p ,0) 
- J J.B[v,~(p)]fi (v)dT(v,p,O)dv] 
0 1 . 
Jco f. (V) dV 0 ~ ••. (2.3.1) 
t:1here 
f. (v) is the frequency dependent part of the 
1 
optical transmission characterising the 
f th . th . d . t , response o e J. ra J.ome er cnannel. 
If the spectral interval over which fi(v) is non zero, 
is small, then B[v,T(p)] varies little and is nearly 
linear in the interval (Elsasser (1938)). Hence 
B[ v, T (p)] can be factored out of the v integral for a 
suitably chosen mean frequency v1 . 
In order that the transmittance may be more nearly 
independent of temperature, the height variable is 
changed from pressure, p to y ~ - 1np, (see Houghton 
and Taylor (1973)). B1rther, this change of variable 
gives the altitude in terms of scale heights. Thus 





y = -~np, 
•l~i'p,O) - J:•(v,p,O)fi(v)dv 
J:fi(v)dv 




where Ki is termed the "weighti'ilg function " for the ith 
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d · -'- ( ' th h 1) F h d f . h ' 1 ra J.ome~er or J. c anne . ·urt er e J.ne t e equJ.va ent 
b d 'dth f h .th d' b A h square an WJ. o t_e J. ra 1ometer to e uvi were 
••• (2.3.6) 
Consequently for a radiometer with an entrance aperture 
area A (metres squared), and an angular field of view Q 
(steradians), and finally, if all other frequency 
independent constants combine to form the single constant 
a. , then the quantity recorded by the i th radiometer \tdll be:-J. 
~~~' F(v.,O) = A.Q.a. (/':,v.) {B[v.,T(p )]T(V.,p ,0) J. J. J. J. J. J. 0 J. 0 
f -~npo - oo B[\ii,T(y)]K(y)dy} .•• (2.3.7) 
or equivalently 
A.n.a. (/':,v.)r(v.,O) J. J. J. J. .1. ••• (2.3.8) 
One further implicit assumption is present in the 
preceding work. And this is that the ground (or 
boundary) emissivity is equal to unity. This is 
probably correct for observations over the sea surfaces, 
but not, for those over land (see Houghton and Taylor 
1973 pg.843). 
Consequently, from the foregoing work, it is clear 
that the radiance (plus instrumental noise) may be 
measured by an orbiting spacecraft. 
The radiometers (SCR) used for this work are mounted 
on the Nimbus IV satellite. The principle by which the 
SCR actually measures the radiation in a given number 
of frequency intervals and the data collection procedure 
are given in Abel et al (1970) . 
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CHAPTER 3 
THE RETRIEVAL PROBLEM 
3 .1 INTRODUCTION 
The rettieval problem can be specified in the following 
way :- given a set of measurements of thermal radiation 
emitted by the atmosphere and some boundary, for which 
the intensity and spectral distribution depend on the 
vertical temperature structure of the atmosphere (as in 
equ{2.3.2}, deduce the best estimate of the atmospheric 
vertical temperature structure •.. 
There are two separate aspects to this problem :-
(i) inversion of the known integral equa·tion 
of radiative transfer (equation (2.3.2Y, and 
(ii) an estimation problem, since (i) is an 
ill-conditioned problem giving no mathematically 
unique solution. 
Clearly then it is not sufficient to find just any solution 
which satisfies t.he observations. The solution must be 
meteorologically reasonable, and must be ·the 11 best" 
solution in some sense. 
There are two fundamental uniqueness problems 
associated with the solution. First, there is noise 
in the radiometer measurements and therefore a non-uniqueness 
in the original observations. Therefore, it is important, 
to determine how the error bars of the measurements map 
onto the error bars of the solution. Second, the problem 
is ill-condition eO, for there are componen·ts of the 
atmospheric profile which make no contribution to the 
12 
guaritities measured by the radiometers on board the 
satellite. 
Further problems occur due to the overlap of the 
weighting functions since this implies a lack of 
vertical independence of the weighting functions, and 
consequently, a lack of vertical resolution in the 
measurements. 
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3. 2 'rHE LINEAR MAXIMUM A 'POSTERIORI (MAP) ESTIMATOR 
As noted above, there are components in the 
atmospheric profile which may not contribute to the 
quantities measured by the radiometers. For 
example, in the case of a linearized radiative transfer 
equation, it is possible to add any function which is 
orthogonal to the weighting functions to the 
atmospheric temperature profile, without changing 
the measured radiances. Such components are 
unmeasurable, and must therefore be estimated from 
additional information contain~~ within some linear 
a priori constraints on the solution. 
Maximum a posteriori estima·tion utilizes prior 
information, called a priori data. (or virtual 
observations) regarding the atmospheric temperature 
profile, in addition to the information contained in 
satellite measurements and the statistics of the 
measurement errors. 
Since the radiative transfer equation (2.3.2) will 
be linearized so that the problem may be solved 
analytically, it is necessary also to have the 
a priori information in the form of linear constraints. 
A linear constraint takes the same mathematical form 
as a linear direct measurement, i.e. it gives a value 
for a knmvn linear function of ·the profile together with 
an error covariance matrix for this value. For this 
case, both the constraints and the measurements are 
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linear, therefore the problem is linear and consequently 
a linear MAP estimator may be used. 
The continuous functions, such as the unknown pr6file 
and the weighting functions, will be expressed in a 
discrete form so that the algebra of matrices may be 
used in place of the algebra for Hilbert space. Thus, 
the a priori information is expressed and incorporated 
into the estimator in a discretized form. 
Therefore, in order to remove some of the ill-
conditioning and to make the problem well-posed, the two 
sets of data will be combined. One set, the satellite 
measurements, is small but relatively noise free. The 
second set, the a priori data, is large but very "noisy" • 
The method is by the MAP estimat:or 
this context, by Rodgers (1970). 
first proposed in 
The equation of radiative transfer (equation 2.3.2) 
is not a linear equation, so must first be linearized. 
If the vi for each channel of the radiometer are close 
together (in vJave-number) then the problem may be 
linearized by selecting a suitable mean wavenumber v 
of the vi. Thus :-
B[T(y)] := B[v,T(y)]. • •• (3.2.1) 
Equation (2.3.2) can now be written in a linear 
form since the wavenumber dependence of the Planck 
function has been removed. Thus :-
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~.R.np 
I(~.,O) = B[v.,T(p )]T(~.,p ~0) ~ Joo BfT(y,lK~ (y)dy. ~ ~ 0 ~ 0 ~ 
••• (3.2.2) 
However, the first term on the right hand side of 
equation (3.2.2) is a constant for each channel for any 
retrieval, consequently, in the following analysis 
this term will be neglected. Therefore, let 
~9.-np 
I(~i'O) =- Joo B[T(y)]Ki (y)dy ••• (3.2.3) 
The equation may be 'discretized thus :-
where 
X. = Kx ••• (3.2.4) 
y is a vector of,the quantities measured 
for one observation 2 (the I(vi,O)), 
xis the unknown profile (B[T(y)]) and 
matrix K is a discrete form of the weighting 
functions. 
Therefore the integral has been made equivalent to a matrix 
multiplication for a suitable tabulation interval, that 
is :-




h is the tabulation interval in y, 
i refers to the .th weig~ting function, and ~ 
j. refers to the .th height of the J 
discretization in y. 
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Since y is one observation whose vector components are 
the measurements from the radiometer channels, there is 
an implied measurement error, that is :-
y = y 1 + e: • • • ( 3 • 2 • 6 ) 
where 
e: the vector of the measurement errors 
is a random variable, with assumed 
known variance, and 
Y1 is the vector of exact radiances for a 
given atmospheric state • 
.. 
For MAP estimation, the estimated atmospheric 
·temperature profile vector (henceforth, called simply 
the "profile vector"), is the one that maximises 
the conditional probability density f(y!x). This 
--
density is related to f(~iy) and that for the random 
vector, f(~) by Bayes' Theorem :-
where 
f(y!x)f(x) 
f <x> I z> = =f (:t.f --:. ••• (3.2.7) 
f(~!y) is the conditional probability 
density function of ~ given y, 
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is the conditional probability density 
function of y given ~· 
f(~) is the probability density function 
of the atmospheric profiles, and 
f(y) is the probability density function 
of the measurements. 
As the measurement errors Ei are assumed to be additive, 
with zero mean and normal distribution and known 
covariance, then f(Y.I!> is a gaussian distribution 
and can be expressed in the following way (Beck and 
Arnold (1977)) :-· 
·n k T ·· 
= (2TI)-Til/JI-2exp[-~(y-y_') l/1-l<l-Y'>J ••• (3.2.8) 
where 
n is the number of measurements in each 
observation, i.e. the dimension of 
the vectors y_ and ·.£ 1 and 
18 
1jJ is ·the covarianc. e matrix of the measurement 
errors, expressed cov(~). 
It is necessary to assume some algebraic form for the 
probability density functions. The function f(~) may 
be estimated from available radiosonde and rocketsonde 
temperature measurements. However, it is necessary to 
assume some algebraic form for the probability density 
functions. The most convenient form i.s ·gaussian. 
Rodgers (1970) reports that examination of the available 
data indicates ·that the statistics are by no means gaussian, 
if the whole earth and all seasons are considered 
altogether. However, smGller regions of space and 
time give distributions which are nearly gaussian. 
Further, nqn-gaussian distributions give rise to non-linear 
estimators which make the problem much more difficult 
to solve. Therefore, f(.!) will be expressed in the 
following multidimensional gaussian form :-
..• (3.2.9) 
where 
Sx is the cov&riance matrix of a set of atmospheric 
temperature profiles, 
x is the mean profile of the set, 
x is any given profile, and 
p is the dimension of the profile vector. 
An element of the covariance matrix of a set {S} of 
atmospheric temperature profiles is :-
S 
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1 - -8 x .. = s ~=1 (xis- xi) (xjs~. xj) 
1] 
•.. (3.2.10) 
where i,j belong to (1,2, ••.•• ,p) and refer to the height 
discretization. The sample size of the set is s. 
The probability density f(y) need not be known 
explicitly· It is a constant in the maximisation of 
the equation (3.2.7) since it is.not a function of the 
profile ~· 
The maximum of f(~!Y) given by eq~ation (3.2.7) occurs 
at the same profile vector component values ~8 does 
·the maximum of its natural logarithm, 
Therefore 




However the only component values of interest occur in 
the profile vector ~' therefore, maximising f(~IY> with 
respect to·~ can be accomplished by minimizing SMAP, i.e. 
the logarithm of f(xlx_>. Let ~ be the MAP estimator for 
the temperature profile ~· By differentiating 
equation (3.2.12) with respect to~' given equation 
(3.2.4), it is found (Beck and Arnold n977)) that:-
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••• ( 3 • 2 .13) 
Solving for the es·timator g_ gives :-
X ••. (3.2.14) 
where 
"-1 T ~ 1 -1 . 5MAP - K ~ ~ + 8x ..• (3.2.15) 
By adding and subtracting 2KT~~ ~~in equation (3.2.13) the 
following expression of 
A - A rr -1 -
X = x + SMAP K ~ (¥_-K~) .•• (3.2.16) 
can be given for 2. Equation {3.2.16) is the MAP estimator 
for the atmospheric temperature profile, given the satellite 
measurements ¥_ and ! and a priori data x and Sx, the 
atmospheric covariance matrix. Clearly, from equation 
(3.2.16) the tenn on the right hand side can be understood 
as a correction to the a priori "first guess" 
atmospheric profile· x, as a result of the satellite 
observation. 
The covariance matrix· for the MAP estimated profile, 
is just the covariance of~~~ i.e. co~(~~~), which 
is the covariance of the difference between the 
estimated profile vector and the actual profile vector. 
This covariance matrix may therefore be derived as 
follows-
From equation (3.2.14), 
A A T -1 A -1-
x-x = SMAPK 1jJ (K~ + E:) -·x + SHAPSx ~ 
21 
(since l = K~ + ~) ••• (3.2.17) 
••• (3.2.18) 
A 
Take the covariance of x - x :-
••. (3.2.19) 
Cov(i-~) is therefore the covariance of the estimator i. 
Expanding the right hand side of equation (3.2.19) yields:-
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= 
T -1 " "-1 1\ 
= SXK \jJ KSMAP + 8x8MAP8MAP 
T -1 1\ -1 1\ 
= S r_K \jJ K + 8MAP]SMAP XL 
S [-KT\jJ _1 KT\jJ-lK + S~1]SMAP = K + X 
1\ 
and therefore the covariance o~ x ~ x is just 
cov(R-~) = SMAP = [ KT\jJ.;... 1 K + s;1] - 1 (3.2.20) 
Hence, the two necessary equations for a MAP estimation 
of a temperature profile have been derived. These are, 
1\ 





= SMAP ••• (3.2.20) 
The equation (3.2.16) will therefore find the most 
likely solution consistent with the satellite measurements 
and the atmospheric statistics, as contained in the a priori 
data covariance matrix S • 
X 
An analysis of the covariance matrix, cov(x - x) will 
be given in section 3·.4 ·of this chapter. 
3. 3 SEQUENTIAL. NAP ESTIMA'l'TON 
The equation (3.2.16) developed in the previous 
section would require that matrices of dimension pxp· 
be inverted for a solution to be found. This is 
expensive in computer time, and roundoff errors may 
produce further problems in a system of equations that 
are "almost" ill-conditioned. A sequential method 
~f finding the solutions generated by equation (3.2.16) 
and (3.2.20) will therefore be used for the inversion 
estimation procedure. 
In this section the "mechanics" of sequential 
estimation for the MAP estimator are developed. The 
development follows that of Beck and Arnold (1977). 
In using a sequential estimator for nadir satellite 
observations, only scalar inverses will occur in the 
profile estimation procedure since each component of 
the observation vector is one dimensional. A further 
advantage of the method is the property of seeing 
clearly how additional measurements affect the solution 
profile as it is updated. 
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It is assumed ·that the satellite measurements of 
radiance are independent in time and that the instrumental 
error covariance matrix, ~ , is diagonal only. Neither 
of these assumptions will introduce errors into the 
solution since this is the case for filter radiometers. 
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,...., ,...., 





. . . 
::::: 
is the variance of Yi+ 1 , 
refers to the ith channel of the radiometer r 
the arrowed (+) i+1 quantities refer to the 
d 'f' d .th t't ft th .th . f . f t' roo ~-J..e l. quan l. y a -er e ~ pl.ece o ~norma ~on 
(satellite measurement) has been added to the solution via 
the MAP estimator, and 
i = 0 implies the a priori data. 
Further, it is necessary to use the following matrix 
identities which are derived in Appendix 2. 
and 
[ T 2 -1 k.+ (cr.+ ) k.+ -~ 1 ~ 1 -~ 1 
"'-·1]-1 + s. 
~ 
A "' T ,...., T 
= S. - S.k.+ (k. 1- S.k.+ 1 l.-l. 1 -~- 1 1-~ 1 
2 -1 "' 
+ cr.+ ) k.+ s. 
1 1 -·~ 1 J. . •• (3.3.2) 
"' T 2 ..:.1 
s.+.k'J- (cr.+ ) = 1 1 -.1.- 1 J. 1 
,...., T A 'T . 2 -1 
s.k...-1 (k.l- s.k.+ +cr. t ) ; 1-1 •1 -1- 1 1--1 l 1• 1 .. 
• • • (3.3.3) 
Equa·tion ( ;3. 3. 2) is known as the matrix inversio11 lemma. 
Substitute equation (3.3.1) into equation (3.2.16) 
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"' "' T 2 -1 A 
= ~i + 8i+·1~i+1 (cri+I) (yi+l- ~i+1~-i) .•. (3.3.4) 
further, substitute equation (3.3.3) into equation (3.3.4) :-
~i+i 
therefore 
~i+l = ;i + si~I+1 <Yi+1 - ~i+1~i)/(~i+1siki+1 + cri\1> 
••• (3~3.5) 
In order.to determine the sequential form for the solution 
covariance of the previous section, substitute equations 
(3.3.1) into equation (3.2.20), then 
Applying equation (3.3.2) £6 this"result ~reduces 
A A T 
= S, - S.k. k. 1. 1.-1.+1-1.+1 
A A T 
s. I (k. + s. k .. L 1. -1. l 1.-l.·r 1 
••. (3.3.6) 
Therefore, the seq~ential equivalent solutions for equations 






i = 0, 1, 2, ••• n, 
"' is· and x· X I 
-o -
A 
is so = sx 0 
••• (3.3.5) 
.•• (3.3.6) 
Clearly, no matrices need be inverted, only simple scalar 
reciprocals occur for this formulation of the estimator and 
the estimated solution covariance matrix. 
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3. 4 COVARIANCE ANALYSTS AND' INTERPRETATION 
Uncertainty in the solution profile h a consequence 
of uncertainty in the satellite measurements and the 
near ill-conditioning of the equations used in the 
retrieval procedure. Other uncertainties arise owing 
to the overlap of the weighting functions and consequent 
lack of independence of the satellite measurements. 
These uncertainties are formally expressed in terms of 
the solu·tion covariance matrix which has ·the form of 
equation (3.2.20). To understand this equation it is 
necessary to interpret it in terms of possible deviations 
from the true value of the unknown profile. This 
section will attach confidence regions to the 
temperatures estimated for each level of discretization. 
The development is similar to that of Beck and Arnold 
(1977). 
The diagonal of the solution covariance matrix 
contains the variances of the individual components of 
A 
the estimated profile ~· However, if the covariance 
A 
matrix SMA~ has no zero entries, then all temperature 
levels within the a·tmosphere are correlated to some degree. 
Consequently lt is not adequate to use the variances as 
a meaaure of confidence in the solution profile since this 
is not usi.ng all information available and therefore the 
magnitude of the confidence regions would be underestimated. 
It is necessary, therefore, to fihd a way of 
expressing the error estimate (or an estimate of the 
errors) as a sum of individual components such that 
the components are independent of each other. 
For additive, zero mean and normal measurement 
errors, the joint probability density function for the 
estimated {\ . profile vector, ~' may be wr1tten thus :-
P 
= ( 21T) -2 I SMAP I -:k ( "' TA-1 "' ) 2exp -~ (~-x) SMAP (~-x) 
•.. (3.4.1) 
where SMAP and x are as defined by equations (3.2.16) and 
(3.2.20). Given equation (3.4.1) and the inherent 
assumptions as stated, (which seem reasonable), it is 
possible to determine approximate confidence regions for 
the estimated profile. 
Let the matrix product of the exponential of equation 
(3.4.1) equal r 2 since it is a non-negative scalar 
A T"-1 A r2 ••• (3.4.2) (~-~) 8Y.tAP (~-~) = 
where 
A 
X is ·the estimated profile, and 
. X is the true profile. 
-
Equation (3.4.2) is that of an hyperellipsoid of p 
dimensions (since s~p is sy~~etric) , centred at the 
1\ A A 
origin with coordinates x 1 - x 1 , x 2- x 2, •••• ,xp- xp. 
If .£. 2 is- some specific value, then for r 2 < .£. 2 , equation 
(3.4.2) represents the interior of the hyperellipsoid. 
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At r = 9- equation (3. 4. 2) produces hypersurfaces of constant 
probability density. 
The determination of the value of 9- , which specifies 
the confidence in the estimation of the errors, a 
description of the orientation of the hyperellipsoid 
in profile space and the lengths of the axes of the 
hyperellipsoid,is the aim of this section. The latter 
"' two properties of SMAP may be found directly by 
eigenanalysis of the covariance matrix. It can be 
shovm that the principal axes of the ellipse are the 
"'-- 1 eigenvectors of SMAP and the corresponding eigenvalues 
A-1 • 
of SMAP are equal to the reciprocal squares of the 
length of the corresponding axes. (See Franklin (1968)). 
(The eigenvalues of §MAP are simply the reciprocals of those 
"'-1 . 
of SMAP) • 
Let 
••• (3.4.3) 
The eigenvalues of E are found by solving the determinant 
equation;-
det I L, - AI I = 0 ..• ( 3. 4. 4) 
then the eigenvalues of E are the Ai,i ~ 1, 2, ••••• , p 
where A = diag[A 1 A 2 ••••• Ap] • The A1 S may be ordered 
such that A. < ), . for i<j. Then :-~ J 
t = LALT ••• (3.4.5) 
thus L is a pxp matrix of the form:-
29 
.R, 1 1 
L = = '[10 1 i 2 ••• 10 ] 
- - p 
~··(3.4.6) 
and the '9,. are the eigenvectors of J:. 
-~ 
The eigenvectors, 
10. are orthogonal and of unit length, therefore 
-~ 
LTL = I or 10~' 10. = 1 -~ -~ .•• (3.4.7) 
which implies that 
LT -1 
-- L •.• (3.4.8) 
From equation (3.4.5) then 
J:L - LAI.TL ::: LA ••. (3.4.9) 
thus 
·r 10 • == :\ • t . . . . < 3 • 4 • 1 o > -~ ~-~ 
Defining a new coordinate vector ~, ~uch that 
produces on substituting equations (3.4.5) and (3.4.11) 
into (3.4'<'2) 
r 2 = (~- ~)TLALT(g- ~) 
T 
- 2.. ll.g 
_p 2 
= }: -. t. .g. 




z. =) .. g. 
1. . 1. 1. 
• •. (3.4.13) 
therefore, it follows that equation (3.4.2) may be 
rewritten as :-
••• (3.4.14) 
+ Z2 • .. • • p ••• (3 .. '4.15) 
where all the z. are independent since the !. are 
1. ~ 
independent, as are the gi. 
.. 
A 
1l'he probability of a vector Z . .(or X - X) lying inside 
the hypersphere 1 2 ~ r 2, where tis some fixed value, can 
be found using equation (3.4.14) (the equation of a 
hypersphere) in equation (3.4.1) for the joint probability 
density function. Thus, by Beck and Arnold (1977)~-
. I I~ - I A ~-~ - (" ' '\ ) +~ • s1.nce L - SMAP - AlA2·····Ap 
The integration is performed over the interior of the 
hypersphere described by equation ( 3. 4.14) • Nm'l a 
volume element inside the hyperellipse can be described by 
p 
"2 p-1 
dv == p7T .r · dE.__ ••• (3.4.18) 
r (~ + 1) 
where f(·) is the gamma function. Substituting equation 








0 2 . 
J
!v '(. 2) 1 
· 
0
exp -¥ rp- dr • •• (3.4.19) 
This integral therefore, gives the probability that the 
error yector ~' lies within an error ellipsoid 
It is also the integral of the 
chi-squared probability density function with p degrees of 
freedom. The value of t can therefore be chosen in such 
~ way that the desired level of confidence in the solution 
profile vector error envelope may be achieved. The 
values of ~1-a(P) can be obtained by using x2 tables, since 
•.• (3.4.20) 
Thus the confidence regions of the solution covariance~ 
A 
SMAP'is the interior of the hyperellipsoid 
where 
••• (3.4.21) 
tl-a(P) is the t value associated with the 
100(1-a)% confidence region for the solution 
profileo 
In order to find the values of the confidence region 
envelope at each level of discretization, the error 
envelope will be defined in profile space by locating 
the principal axes of the hyperellipsoid described above. 
The extremes of these axes, (the "length:s")are expressed 
in terms of the set of coordinates gl,g2,•••••,g given 
. p 
by equation (3.4.11). The gi 1 i = 1, 2, •.• ,p, are the 
projections of the errors in the solution profile ~' 
as expressed by the covariance matrix S.MAP' onto the 
principal axes of the hyperellipsoid of equation (3.4.21). 
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The maximum coordinate values along the new axes are however 
given by the following set of equations :-
g1 = +~1-a(P)A1 -~ g2 = 0 g3 = 0 gp = 0 , , • • • • 0 
0 -· -~ 0 0 g1 = , gz :':.~ 1-a (p)A 2 , g3 = , . . . . gp = 
• 
., • $ I = +Q. 1- a (i?) A-~ gp - p 
..• (3.4.22) 
This is so since the lengths of the principal axes are 
given by the reciprocal square roots of the A i, where the 
A, are 
l. 
the eigenvalues of the covariance matrix S~P' 
2 
and r 2 = ~1-a(P) .• The g. values can therefore be l. 
related to points in the (g - ~) coordinates, which 
are the errors required. 
re,.vr it ten : -
but from equation (.3.4.11) 
G = LT'X1 
'tv here 
x' = [ x' x' 
- 2 . . . . . 
I . 
~.p 
Equation (3.4.22) can be 
.•• (3.4.23a) 
••• ( 3. 4. 2 3b) 
.•• (3.4.24) 
and the 
X~ are th~ coordinates of (i - _x) for the ith axis. 
-~ 
Therefore, from equations (3.4.23a, b) and equation (3.4.24} 




= ±_J-1-a(p) t11A1 2 ' >!- 12 A.2· 2. 
-~ -~ 
t21A.1 < >!-22A.z 
tlp 
t2p 









• •• (3.4.26) 
-:h: A. 2 p 
Therefore in order to find the magnitude of the confidence 
region at each level, j, of discretization, it is necessary 
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to project xji i = 1, 2, 3, ••. , p onto the p dimensional 
orthonormal solution profile basis (1 0 0 •••• 0), (0 1 0 0 .•.. 0), 
•••• , (00 •••• 001), -v1here 1 is the jth component of the basis 
vector. Then, for the jth level of discretization the 
magnitude of the(l-a) confidence region will equal the 
1 . . t th . th b . t argest pro]ect~on on o e J new as~s vee or. The 
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percentage level of confidence in this error estimate 
is given by the value of lOQ(l-a) 
the errors will be independent. 
and the estimates of 
3. 4.1 Analysis Probl·ems ou·e to Near Ill-Conditioning 
The analysis above is, however, deficient if the 
"' "' covariance matrix SMAP is singular, that is, SMAP has 
1'1 
one or more zero eigenvalues. The matrix SMAP is 
symmetric, and therefore is ahvays non-negative definite. 
"' Should zero eigenvalues occur for SMAP' then the integral 
of equation (3.4.16) will not b~ defined since one or 
"'-1 
more of the eigenvalues of SMAP will be infinite and 
9.,1-a(p)cannot be found since the magnitude of all confidence 
regions will be infinite. 
Clearly, the equation 
does not define a closed surface, if SMAP is not positive 
definite. The surface 1t1ill ·then be hyper-hyperboloid or 
hyper-paraboloid in shape and therefore no confidence 
regions may be assigned to the estimated profile. 
Near ill conditioning tends to "stretch" the error 
hyperellipsoid. Therefore eigenvectors with small eigen-
values will produce large confidence region estimates since 
the "length" of the principal axis described by an eigen-
vector is just the reciprocal of the square root of the 
corresponding eigenvalue (see equation (3.4.23a)). 
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In order to examine this "stretching" of the hyper-
ellipsoid due to near ill-conditioning, the following 
product may be examined :- If A1 is the smallest 
eigen.value, and A pis the largest eigenvalue, then the 
solution estimate will exhibit problems of ill-conditioning 
if, 
<<·· 1 ••. (3.4.1.1) 
This is so since, if this condition holds, then the 
hyperellipse is very elongated in one or more of the 
p dimensions. If, for a given covariance matrix, the 
relation (3.4.1.1) applies, then the magnitude of the 
confidence regions at some levels of discretization will 
be large due to the non hyper-sphericity of the hyper-
ellipsoid associated with this covariance matrix. 
However, the magnitude of the confidence region of 
the MAP estimator covariance may not be a good measure 
of the accuracy of the retrieved profile. This is so, 
since a large part of the confidence regions of the 
solution profile may be attributed to the noise in the 
a priori datarif there are few independent satellite 
measurements input to the MAP estimator. 
For atmospheric statistics the effects of near ill 
conditioning will ·occur due to the high correlations 
between temperatures at different levels in the atmosphere. 
For ill conditioning occurs if :-
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,A (i) one or more rows of SMAP is filled with zeros, 
or if 
(ii) all elements of one row are identical with or 
multiples of the~corresponding elements of 
another row. 
So, by the very nature of the atmosphere and the way the 
covariance matrix is constructed near ill-conditioning 
problems will occur, and therefore the solution profile 
will have large confidence regions at some heights. 
Consequently absolute accuracy of the retrieval profile 
may be difficult to determine. 
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3. 5 VEF.TICAL RESOLUTION 
3.5.1 Introduction 
It has been difficult to assess the value of using 
a priori statistics to improve the vertical resolution 
of the HAP estimator retrieved profiles_ However, 
the theory of Backus and Gilbert (1967~ 1968, 1970) 
may be applied to this problem. Consequently in 
this section the diagnostic properties of the Backus 
and Gilbert theory will be ,given, in order that they 
may be applied to the MAP estimator derived atmospheric 
temperature profiles. Thes~ diagnostics will also 
be used to determine the 11 quality" of the a priori 
data and to interpret correlations within the a priori 
covariance matrices. 
3.5.2 The Method of Backus and Gilbert 
The linearized MAP es·timator, equation (3.2.16), may 
be rearranged in the following way :-






Clearly S ,~ and Sc are constants for a given aet of a X ._ 
priori statistics and fixed instrumental noise matrix, 
so that equation (3.5.2.1) may be further simplified" 
to yield, 
i - X = G(y ~ ~) I ••• (3.5.2.3) 
where 
..• (3.5.2.4) 
The matrix G is pxn and is the essential term in the 
MAP estimation retrieval procedure. Further, let 
" " /:1x':: X- X 
••• (3.5.2.5) 
1:1y_ - y - ¥... 
where ~i is the vector of the differences between 
the estimated profile and the first guess profile. 
Hence 
A 
/:1x = G/:1y •.• (3.5.2.6) 
Further, let the equation of radiative transfer, 
equation (2.3.2), (neglecting the ground term), be 
expressed in terms of the present variables. It may 




X ( Z) 




Yj = f x(Z)Kj(Z)dZ 
Z=O 
.•• (3.5.2. 7) 
. th d' f th .th h 1 1s - e ra 1ance or e J c anne , 
is the temperature profile, 
is the satelli·te weighting function for 
the jth channel, 
is the height variable, and 
is the effective top of the atmosphere. 
In matrix form,equation (3.5.2.7) may be written in an 
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equivalent form to equation (3.5.2.2). Thus 
p 
y. = ~ K .. x. • •. (3.5.2.8) 




y . - y . = E K . . (x . - x. ) 
J J i= 1 J ~· ~ ~ •.• (3.5.2.9) 
p 
or t:.y . = L: K .. t:.x. 
J i= 1 J ~ ~ 
where 
i refers to the level of discretization, 
t:.x. == x. - x. , and ~ ~ ~ 
j refers to the jth channel of the radiometer. 
Therefore, in terms of t:.y and t:.x, equation (3.5.2.7) may 
.. -
be written in the form 
••• (3.5.2.11) 
However, equation (3.5.2.6) expressed in component form yields:-
"' n 
t:.x-t =I G .. t:.y. 
.... j= 1 ~J J • •• (3.5.2.12) 
Therefore, on substituting equation (3.5.2.11) into equation 
(3.5.2.12), yields 
or 
f' Jz t n t:.x. = L: Gi.K. (Z)t:.x(Z)dZ ~ j=l J J 
"' flx. = 
~ 
Z=O 
Z . .~.. 




A. (Z). = E G .. K. (Z) 
~ j=l J.J J 
••• (3.5.2.13) 
••• (3.5.2.14) 
••• ( 3 • 5. 2 .15) 
and i, j and Z refer to the same quantities 
as above, with Z being discretized by 
the tabulation interval. 
Thus, from equation (3.5.2.14) it can be seen that 
the estimate of the profile ~xi' at a given level i 
can be regarded as a weighted average of the true 
profile (strictly, difference), ~x(Z), with the 




Consequently the vertical resolution of the estimated 
.. 
profile at height (level of discretization) i is 
determined by the behaviour of the averaging kerna 
Ai(Z), for that height. In the ideal case, A. {Z} 
~ 
would be a Dirac delta function, but since equation 
(3.5.2.15) only has a finite number of terms, there 
will be some spread about level i. A measure for this 
"spread" has been given by Backus and Gilber-t (1970}. 
zt 
Si = 12J (Zi-Z) 2 Ai_{Z)dZ ••• (3.5.2.16) 
Z=O 
where 
s. is the Backus and Gilbert spread 
~ 
at level i, and 
z. refers to the height at level i. 
~ 
The normalizing factor 12 is chosen such that, when 
A. {Z) is a rectangular function of width 1 centred on 
~ r 
z. and satisfying 
~ 
then S. = 9-. 
1 
Jzt . Ai(Z)dZ = 1 
Z=O 
••• (3.5.2.17) 
For any averaging kernel, A. ( Z) , S. is a quadra·tic 
1 1 
polynomial in Z with a minimum value at Z = Ci' 
where 
•.. (3.5.2.18) 
and Ci by definition is called the centre of the 
averaging kern.el Ai ( Z) • The spread of Ai ( Z) about 















Thus, the length of the interval around Ci that contains 
the heavily weighted values of x. can be thought of as 
1 
the resolving length of the data near c .. 
1 
Further, equation (3~5.2.16) may be expressed in 
terms of ci and Wi as 
S. = W. + 12[Z.-C.] 2 Jzt A~(Z)dZ 
1 1 1 1 1 
•.• (3.5.2.20) 
Z=O 
Therefore, the spread of Ai(Z) about Zi can be large 
either because the resolving length of A. (Z) is large 
. 1 
or because the centre of A. (Z) is far from Z .• 
1 1 
In sun~ary then, if A. (Z) resembles a dirac delta 
1 
function, then the estimated temperature Llxi, at level i 
(corresponding to height Zi) is an estimate of the true 
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" temperature l'lxi with resolving power given by the wid·th 
" of the peak of A· (Z), that is w .. ~ ~ Clearly then,!J.x. ~ 
is just an average over· a height interval given by 
w .• 
~ 
The precision to which the component xi can be known 
is found by examination of equation (3.5.2.6) • 
•• . (3.5.2.6) 
If the errors in y are given by the instrumental noise 
covariance matrix S , then clearly the variance, 
£ 
cl;{(Zi)' in the estimated profile,'~ at height Zi 
(expressed as a radiance at the linearization wavenumber) 





= Z G .. s 'kG'k jk=l ~J £] ~ ... (3.5.2.21) 
If the noise matrix S has only nonzero diagonal 
£ 
terms, then no correlation exists between the noise 
generated in different channels of the radiometer and 
further, if the measurement noise in each spectral 
interval is the same, then 
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= ••• (3.5.2.22) 
Where I is the identity matrix and 
0'~ is the variance of the measurement noise. 
For these assumptions ·then, equation ( 3. 5. 2. 21) may be 
expressed thus :-
.0'" ( z . ) X ~ = 
n T k 
a [ L: G .• G .• ]" 
£ j==l ~J ~J .•. (3.5.2.23) 
'l'he quantity .o"' ( Z. ) will be termed the "noise X 1.. 
radiance" in the estimated profile at height z .• 
. l. 
This quantity can easily be given on the Kelvin scale 
for temperature by inverting the Planck blackbody 
relation at the given wavenumber of linearization. 
Intrinsic Information in the a priori data 
If the averaging kernel, Ai(Z), has large weight 
at altitudes not near level i, then a portion of the 
information for a retrieval of temperature at level 
i is determined from other levels, not near i. 
Hence, there is a lack of intrinsic information 
in the a priori covariance matrix and satellite 
weighting functions, for this level. 
Therefore the term ~lack of intrinsic information" 
shall be used in the sense, that if the averaging 
kern~l's centre for level i differs greatly from the 
altitude of level i, then this implies that there is 
a lack of "intrinsic information" in the a priori 
covariance matrix and satellite weighting functions 
at that particular height. 
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4 . 1 INTRODUCTION 
CHAPTER 4 
SIMULATION RESULTS 
In this chapter the procedures and radiometric 
modelling techniques developed in chapters two and 
three will be implemented for the retrieval and 
analysis of a realistic a·tmospheric temperature 
profile. 
The application is for a Nimbus IV Selective 
Chopper Radiometer (or SCR) type sounding system. 
The weighting functions of equation (2.3.5) will 
consequently be those for the SCR instruments mounted 
on this satellite. 
The ensuing results at various phases of the 
calculations will be presented and discussed in order 
to demonstrate the main features of the MAP es·timator 
and the use of the retrieval diagnostics developed 
in chapter 3. For the purpose of this demonstration, 
a description is presented of the calculations for the 
Wallops Island rocketsonde and radiosonde derived 
temperature profile of the lOth June, 1970. The 
satellite weighting functions will be used to derive 
satellite radiances (via equation (2.3.8) for input 
to the MAP estimator. 
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4.2 THE WEIGHTING FUNCTrONS 
The selective chopper radiometer on board Nimbus IV 
consists of six independent filter radiometers. The 
lower four channels utilize absorbing paths of co2 in 
order that these channels will not be sensitive to 
radiation originating near the centres of the absorption 
45 
lines. The upper two channels are obtained by optically 
chopping the incoming radiation between two cells, one 
containing co2 , the other being empty. 
The weighting functions may.be measured in the 
laboratory by measuring with the satellite radiometer, 
the transmission through a synthetic atmosphere. 
A correction factor may be deduced which can then be 
applied to calculations of transmission under atmospheric 
conditions (see Barnett et al 1972). 
The Nimbus 4 satellite weighting function curves 
used for this work are those given by Barnett et al 
(1972) and are illustrated in fig.4~1. 
A full description of the SCR instrmnents is given 
by Houghton and Smith (1970) and by Abel et al (1970); 
however, the essential (for this simulation work) details 
of the radiometer channels are given in table 4.1. 
,..., 
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In the absence of analytic functions for the weighting 
function curves of figure 4.1, a photographic print 
of the curves was made. The individual channel weighting 
function values were then digitized from this print, at 
·the Geophysical Observatory of the N. Z. Department of 
Scientific and Industrial Research. Analytic functions 
for the weighting functions were then generated from this 
digitised data by a non linear gradient expansion least 
squares function fitting program, The precision of the 
generated analytic functions is equal to that of the 
digitization, that is,~ 0.001 units on the abscissa 
scale of fig .:4. 1. 
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The an~lytic fitting functions are presented in appendix 1~ 
4. 3 THE ATMCBP HERIC COVARIANCE MATRICES 
The a priori atmospheric covariance matrices have 
been constructed from a sample of forty nine conjunctive 
Wallops Island rocketsonde and radiosonde determined 
temperature profiles. All temperature profiles in the 
sample arise from June flights in the years 1969 to 1972 
inclusive. Further, only flights in this period that 
reached an altitude of 7.l(~n(p/p0 1) have been included 
in this sample. 
The procedure for reduction of ·the raw temperature 
data is as follows: Each pair .. (rocketsonde and 
radiosonde) of temperature profiles are transformed in 
the following way :-
(i) All temperature profiles are transformed into 
Planck Black Body radiances profiles at the given 
linearization wavenumber. 
(ii) The altitude is calculated in terms of the 
variable -9-n (p/p
0
) (henceforth r.eferred to as a 
scale height or sh), as measured by the rocketsonde 
and radiosonde. 
(iii) The profiles are discretized at seventy. two 
intervals from 0 sh's to 7~1 sh~s. All interpolations 
are linear between the nearest ·two points on either 
side of the discretization level. 
(iv) For each pair of radiosonde and rocketsonde 
temperature profiles, a single profile is calculated 
by linear interpolation of the radiosonde and 
rocketsonde profiles where altitude overlap of the 
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bro profiles occurs. 
The covariance matrix may th~n be calculated from the 
relation:-
p l M 
sx = 2: - 2: (b. - b. ) (b. - 'b.) 
ij M m:= 1 ~m ~ Jm J •.. (4.3.1) 
where:-
M is the size of the sample 
p is the number of levels of discretization 
b. is the radiance "temperature" (calculated 
~m 
in (i) above) for level i and profile m of the 
sample 
b. is the mean radiance "temperature" at level i 
J. 
for the sample of M profiles 
Sx is the resultant covariance matrix of 
dimension pxp. 
This matrix, so de·termined, will be referred to as the 
non ground corrected (henceforth NGC) covariance matrix. 
The NGC matrix includes a component for ground temperature 
variation. However, should the ground radiation be 
accurately known from other measurements, then the ground 
information in S , the NGC matrix, may be subtracted in 
X 
the following way (see Peckham (1974)). 
The row and column of Sx referring to ground values 












s' x .. is an element of ·the modified matrix 
l.J 
referred to as the ground corrected (or 
GC) covariance matrix. 
i,j refer to levels of discretization and 
hence ij = 1, 2, .... , p. 
S is the NGC matrix and the suffix o refers 
X 
to ground values~ 
It is to be noted that no temperature corrections have been 
applied to the rocketsonde temperature profiles. 'l'he only 
corrections inherent in this data are those already applied 
by the World Data Centre A. 
For the NGC and GC covariance matrices there are regions 
showing high correlations between the 
temperatures at many different heights. The evidence for this 
situation is expressed in these matrices by high covariance 
to variance ratios for many levels. This effect is· especially 
noticeable in the stratospher.e. Consequently, in order ·to 
investigate the effect on any MAP estimated temperature profile, 
a new covariance matrix has been developed. This matrix shall 
be referred to as the experimental or EXPT covariance matrix •. 
The EXPT matrix has been derived :from the NGC covariance 
matrix in the followin·g way :-




1] = 0 
s11 is the 
X 
sx is the 
+ x .. 
1] 
if i I 
derived 
j 







The value 10 o .. has been chosen, so that in regions 
1] 
where the variance is already large compared to the relevan-t: 
covariances the change in variance is relatively small. 
However, at heights where the situation is reversed, and 
high correlations. occur 1 the variances are increased by as 
much as a factor of six so reducing the correlation betv1een 
these levels and all other heights. 
The covariance matrices NGC and GC are given in appendix 3. 
4. 4 THE BACKUS AND GIT .... BERT DIAGNOS'l'ICS 
The formulation of the Backus and Gilbert theory 
given in section 3.5 is here applied for an analysis 
of the vertical resolution in the estimated temperature 
profile inferred from measurements by the Nimbus IV SCR. 
Some characteristics of the SCR's weighting functions 
have been given in table 4.1 of section 4.2. 
A series of numerical experiments have been carried 
out in an attempt to determine:-
(i) How the vertical resolution of the retrieved 
profile will depend on the input atmospheric 
covariance matrix and the satellite weighting 
functions. 
(ii) If it is possible to determine, a priori, the 
effect of an input covariance matrix with large 
covariances relative mthe variance for any 
particular level of discretization. 
(iii) What effect does ground correction of the 
input covariance have. 
(iv) What is the "intrinsic information" content 
of the covariance matrices and satellite weighting 
functions, and what is the maximum height for which 
a retrieval may-reliably be made. 
(v) What is the precision of the retrieval profile. 
(vi) What is the effect of changing the SCR noise 
variance for the measured radiances. 
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(vii) What is the interpretation of "sidebands" 
that are evident in the averaging kernels. 
(viii) Is the vertical resolution improved by using 
a priori atmospheric statistics (covariances) in the 
retrieval procedure. 
(ix) Can deviations in the retrieved profiles,from· 
the actual profile,be predicted by examination of 
the given Backus and Gilbert diagnostics, a priori. 
In sections 4.4.1 and 4.4.2, a presentation of results 
for some numerical experiments ·will be given. The 
questions above will be considered in section 4.4.3 on 
the understanding of the discussion of section 4.4.1 
and 4.4.2. Question (ix) will be considered in 
section 4.7. 
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4. 4.1 The A Priori cova-ria·n·ce Matric·es 
The effect of three different a priori covariance 
matrices will be discussed here. These matrices are:-
(i) the NGC covariance 
(ii) the GC covariance, and 
(iii) the EXPT covariance matrix. 
Throughout this section the SCR noise variance, a 2 
E 
will be constant, at (0.01) mWm- 2 (cm- 1 )- 1st- 1 • 
4.4.1.1 Presentation of Results 
It will be instructive to ·consider the behaviour 
of the averaging kernels, A. (Z), for representative 
~ 
levels, i, and for the three covariance matrices. 
(By definition i refers to the level of discretization 
and consequently to obtain the altitude in sh's 
for this level, the value i must be divided by ten) o 
The Averaging Kern·els 
These are presented in figures 4.2, 4.3 and 4.4. 
The Noise Radiance 
The random noise radiance indicated in figs 4.2, 4.3 
and 4.4 is that determined from equation (3.5.2.23). 
This information is also presented in fig. 4.5. It is 
evident from fig. 4.5 that the precision in the retrieved 
54 
radiance "temperature" .profiles Is approximately. (0.3 2::_ 0.2: 
-2 -1 -1 -1 m~o~Jm (em ) st • Although this implies a noise 
amplification of approximately three, that is 
55. 
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the level of precision is very acceptable, producing a 
temperature error. of less than lK at all altitudes for 
this simulation. However, this random temperature 
error indicates nothing about the accuracy of the 
retrieved profile. 
The Backus and Gilbert Spread 
In fig. 4.6, the Backus and Gilbert measure of 
sp~ead, s., is given as a funct~on of height for the 
1. 
estimators derived from the three covariance matrices. 
Below three sh's, there is little difference in the 
spread for any of the a priori covariance matrices. 
However, between three and five sh's alti·tude, it is 
clear ·that the EXPT matrix · _d~rived e'Htim.ator provides the 
best vertical resolution, with the NGC matrix giving 
only slightly poorer results. 
Therefore, this figure,4.6 would seem to indicate 
that the GC covariance matrix should not be used as the 
a priori covariance for the temperature retrieval, since 
in general this covariance matrix produces a greater 
spread at some altitudes than do ei·ther the NGC or EXPT 
matrix derived .V.t.AP es1:imators. 
For the EXPT a priori covariance matrix then, the 
spread as given in equation 13.5.2.16) in the height. 
range 1.5 ~ 5 sh is approx. 1.7 ~ 2 sh. Outside 






Random noise radiances, .0A , generated by the ~mP 
estimators derived using ; priori covariance matrices 
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"Centre" altitudes ·for the averaging kernels of the 
three MAP estimators. Satellite noise variance 
O.Olmwm- 2 (cm-1)- 1st-l. 
as a factor of two. However, the spread, calculated 1 
using the EXPT covariance matrix, is in general smaller 
than that arising from the use of either NGC or GC 
covariance matrices as a priori statistics. 
The Backus and Gilbe·rt Res·o'lving· 'Leng·th 
The resolving length, measured in terms of equation 
(3.5.2.19), is given in figure 4.7 as a function of 
height and the a priori covariance matrices. 
Below 2.5 sh's it matters little which covariance 
matrix is used as the a priori statistics~ H~wever, 
above this altitude, clearly the EXPT covariance matrix 
gives superior vertical resolution. 
In the region near the tropopause the vertical 
resolution would seem to be in the range 0. 8 "'1 sh' s. 
Above and below this region the resolution may be 
decreased by a factor as large as two. 
The Centre of the Averaging Kernels 
Figure 4.8 indicates the altitudes of the Backus and 
Gilbert defined centres of the averaging kernels. 
The altitude of the centres~ _c1 , a·t both ·1 sh and 
3.5 sh's is anomalous. In the case of the averaging 
kernels for 1 sh, the centre has been shifted upwards 
by 0.6 sh's, even above the centre for A1s(Z). Whereas, 
for the 3~5 sh averaging kernels the reverse has occurred, 
for with the GC and NGC matrices the centre of the averag-
ing kernels have been depressed in altitude below those 
of Aso (Z). 
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4. 4 .1. 2 Discussion· nf Re·sults 
It is instructive to consider the results presented 
above, on figs. 4.5, 4.6, 4.7 and 4.8, together with 
the shape, and evolution with altitude, of the 
averaging kernels of gigs. 4.2, 4.3 and 4.4. This 
will lead to an understanding of some of the critical 
'\\"-
factors involved in deter~ing the vertical resolution 
and the information content of the a priori data. 
Consequently, the averaging kernels for levels 5, 10, 
35, 45, 65 and 70 will be considered in the following 
work. 
The Level 5 Averaging Kernel 
From an examina·tion of figs. 4.2(i), 4.3(i} and 
4.4(i) it can be observed that the Backus and Gilbert 
formulation for the spread and resolving length of the 
averaging kernel may not be applicable for the As (Z).'s 
This is so, since the formulation as expressed in 
equation (3.5.2.16} and (3.5.2.19) are given for 
unimodular functions with tall, narrow peaks centred 
at. or near level i (of A. (Z}) and with small weight 
~ 
else-v1here. This is clearly not the case for A5 (Z}. 
A more correct estimate of the resolving length and 
spread for A5 (Z) would possibly be to multiply the 
calculated Backus and Gilbert spread and resolving 
length by one half, as only about half the peaked 
function is given in As(Z}. 
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This situation arises since the Nimbus JN SCR 
only has one weighting function peaking below 1 sh 
and consequently the G matrix of equation (3.5.2.4) 
weights channel 6 of the SCR heavily on constructing 
the averaging kernel for this altitude. See table 4.2 
and equation (3.5.2.15). 
TABLE 4.2 G COEFFICIENTS FOR A5 (Z) 
G Matrix 
element 
G6 6 1 
G6 6 2 
G6 6 3 
G6 6 '+ 
G6 6 s 
















From table 4.2 the NGC G matrix elements for 
channels tvm, three and perhaps four are similar 
in magnitude to the coefficients fo~ channel six. 
However, below 1 sh these channels make no contribution 
to the value of As(Z) since the magnitudes of the 
satellite weighting functions for these channels are 
effectively zero (see fig~4.1) at these altitudes. 
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Therefore the resolving lerigths of ~ (Z) given in 
fig. 4.7 and the spread of A5 (Z) given in ~ig. 4.6 
should most probably be corrected to values in the 
range 1.2 ~ 1.8 sh's, as already stated above. 
Further, by examination of the evolution of the 
averaging kernels from figs. 4.2(i) to 4.4(i) it is 
observed tha·t the "sideband" structure is reduced. 
However, this factor alone does not result in improved 
vertical resolution, as can be observed by reference 
to fig. 4.7 for 0.5 sh's altitude. Careful 
examination of figs. 4.2(i) and 4.3(i) indicates 
the main peak "width" (as measured at the abscissa 
67 
origin) in fig. 4.3(i) is ~reater than that in fig. 4.2(i). 
The reason for this effect may be understood by 
referring to table 4.2. The large negative G matrix 
element G66 5 for the GC covariance matrix has 
resulted in a narrower peaked function A5 (Z), compared 
with that given using the NGC covariance matrix. 
Some observations may be made on examining the 
covariance matrices in appendix 3. For the GC matrix, 
the element referring to the variance at 0.5 sh's 
altitude is 8 1 . ,. The value of .s' is,· except .for one. ent 
x66 66 ~6 66 
greater than all other entries in the 66th column of the GC 
matrix, however for the NGC matrix Sx _ . _ is less than 
6 6 •. 6 6 
Sx 1 · S · and· s· . ·• -6~ 67 '· x66 sa , · Xs6 69 Thus indicating that there 
is a larger covariance bet\lleen the temperatures at 0. 2, 
0.3 and 0.4 sh's and those at 0.5 sh's than the variance 
at 0.5 sh's. In the case of the EXPT matrix the 
value for Sx . is much la,rger than any other entry 
th 6 6 6 6 
in the 66 column of the EXP'r matrix. The result 
for this situation is a decrease in the value of the 
G66 • (j = 1, 2, .•. , 5) elements over those derived J 
from GC and NGC matrices. This has an overalQ 
effect, it would seem, of reducing the sidebands 
magnitude for the EXPT A5 (Z) more than for the NGC 
or GC As ( Z L' .. JI.owever the peak "width" as defined 
above remains approximately the same for the NGC and 
EXPT derived A5 ;(Z). 
The level 10 Averaging Kernel 
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Consider the averaging kernels for altitude 1 sh, i.e. 
A10 (Z), as given in figs. 4.2(h), 4.3(h) and 4.4(h). 
There is large sideband structure present in these 
curves, especially in the region of 2.2 sh's altitude. 
Clearly then, the centres of these averaging kernels 
(as defined by equation (3.5.2.18)) will be at an altitude 
greater than 1 sh, as is clearly demonstrated in fig~. 
4.8. 
The G matrix elements relevant to this altitude are 
given in tab).e 4. 3. 
TABLE 4.3 G COEFFICIENTS FOR A1oc·z) 
G MATRIX 
ELEMENT 
G6 1. 1 
G6 1 2 
G6 1 3 
G6 1 If 
GG 1 5 
-




GC NGC EXPT 
0.0464 0.0573 0.1217 
0.6494 - 0.6731 - 0.8376 
3.1427 3.2731" 3.3755 
3.1345 - 3.2828 - 3.2193 




The large negative sideband at ~ 2.2 sh altitude can 
be attributed to the large coefficients G. · and G 
6 1 3 6 1 If 
since subtacting the satellite weighting function curve 
four from three (see fig. 4.1) will produce a negative 
sideband at this altitude. By a similar argument the 
positive sideband at approximately 4 sh's altitude is 
related to the value of coefficients G. 6 ~ 2 and G61 3 
Figure 4.7 indicates that the resolving length af 
1 sh is better for the EXPT derived A1o(Z) than for 
either the GC or NGC derived A1o(Z) 's. Further, figs. 
4. 2 (h;) , 4. 3 (h) and 4. 4 (h) indicate that the strong 
sideband at altitude 2.2 sh's is smaller in magnitude 
(measured on the abscissa scale) for the EXPT A10 (Z) 
than for the GC or NGC A10 (Z)'s, both of which have a 
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sideband of approximately the same magnitude. 
Examination of the EXPT, NGC and GC covariance 
matrices indicates a large covariance between altitude 
~ 2 sh's and altitude 1 sh (i.e.elements S ) compared 
Xs L 51 
with the variance at altitude 1 sh (i.e. element Sx6 1 6 .1 ) 
for NGC and GC covariance matrices .. However due to the 
enhanced variances of the EXPT matrix, this effect is not 
so pronounced for the EXPT covariance matrix. 
The level 35 Averaging Kernel 
The averaging kernel, A35 (Z) for altitude 3.5 sh's 
is interesting, for from fig. 4.7, it is clear that 
the vertical resolution is superior for the EXPT 
covariance derived estimator. The NGC matrix produces 
slightly po~r resolution but the GC matrix input to 
G indicates very poor vertical resolution for this 
altitude. The A35 (Z) are given in figs. 4.2(f), 
4.3(f) and 4.4[f). Clearly, from inspection of 
these curves, the main difference is the magnitude 
of the sideband that peaks at ground level. Since 
this sideband is much larger for the GC derived A35 (Z) 
than for the EXPT derived A35 (Z), the centre of the 
GC A35 (Z) will be depressed more in altitude than the 
centre for the EXPT A35 (Z). This is shown to be true 
in fig. 4. 8. Further, it is evident from fig. 4.8 that 
the negati~e gradient for the graph in the altitude 
range 3 ~ 3.5 sh's, indicates that there is a lack of 
intrinsic information in the a priori covariance 
matrix for these altitudes. A large amount of the 
retrieved temperature information at 3.5 sh's 
altitude is coming from ground level temperatures. 
The G matrix coefficients for these averaging 
kernels (A 35 (Z)) are given in table 4.~. 
TABLE 4.4 G 
G MATRIX 
EIJEr,iENTS 
G 3 6 1 
G 3 6: 2 
G 3 6. 3 
G 3 6 ~+ 
G 3 G '5 












- 0.8413 - 0.96.84 
2.4886 3.0181 
-




Clearly, from this table, the ground weighting function 
has been suppressed by the EXPT derived A3~Z), consequently, 
the magnitude of this sideband has been reduced. 
On referring to the GC covariance matrix, the obvious 
feature of this matrix for the altitude range 3.5 ~ 5.0 sh's 
is the high covariances (relative to the variances) between 
those altitudes and nearly all other altitudes (especially 
those in the stratosphere). The NGC matrix has a greater 
difference between the variances and covariances but only 
for the EXPT ma·trix are the variances much larger than 
the covariances with other altitudes. 
'l'he Level 4 5 Averaging Kernel 
Clearly, from the foregoing discussion of the level 
35 averaging kernel, similar results and effects could 
be expected for the A~ 5 (Z) 's. This is evident from 
inspection of figs. 4.2(d), 4.3(d) and 4.4(d), and 
indica·tes the importance of large covariances between 
levels in reducing the amount of information in the 
retrieved temperature profiles. 
The Level 65 Averaging Kernel 
These averaging kernels demonstrate a short-coming 
in the simulation results, a problem that occurs for all 
averaging kernels for altitudes higher than approximately 
5.5 sh's. The problem arises due to insufficient 
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statistical temperature data for altitudes above 7.1 sh's, 
this therefore puts an artificial restriction on the 
covariance matrices. Consequently, the simulation 
results have only been able to be calculated for the 
altitude range 0 - 7.1 sh's. 
The 6.5 sh averaging kernels (A 65 (Z)) are given in 
figs.4.2(b), 4.3(b) and 4.4(b). From inspection of 
these curves it is evident that there is large scale 
sideband stru~ture. Further, the main peak is not 
"complete" in the Backus and Gilbert sense, consequently 
the Backus and Gilbert relations for centre, resolving 
length and spread of the averaging kernel will yield 
incorrect values, for reasons already explained. 
Consequently, the values for these quantities have not 
73 
been shown for this altitude ~nd above on figs.4.6, 
ll • 7 and 4 . 8 • 
The G coefficients for these averaging kernels (Ass (Z)) 
are presented in table 4.5 below. 




GC NGC EXPT 
Gs 1 1.9106 1.8790 1.7949 
Gs 2· - 2.3703 - 2.3014 - 2.0424 
G s. 3 2.7541 2.3764 2.1005 
Gs ·4 -· 1.3653 - 0.9353 - 0.9295 
GG 5 - 0.1736 - 0.3852 - 0.2285 
GG 6 0.0186 0.2486 0.1761 
In reference to fig. 4.1, the emphasis placed on 
satellite weighting functions two and ·three centred 
at heights of approximately 3 and 4 sh' s, by the G· 
coefficients would seem to indicate a lack of intrinsic 
information in the weighting functions and a priori 
covariance matrix at 6 sh's altitude. 
Clearly, from table 4.5, the GC derived A:Gs(.Z) will 
have the sroallest sideband at ground level, as is verified 
in figs.4.2(b), 4.3(b) and 4.4(b). 
The calculated Backus and Gilbert characteristics 
for these averaging kernels are given in table 4.6. 
These values are not correct in the Backus and Gilbert 
sense, but they may be used as a relative indication 
of the quality of the a priori covariance matrices 
at this altitude. 
TABLE 4.6 CHARACTERISTIC VALUES FOR )\ 5 ( Z) 
BACKUS AND GILBERT COVARIANCE MATRIX 
MEASURE 
GC NGC EXPT 
Spread (sh) 3.13 3.76 3.08 
Resolving 
Length (sh) 6.77 9.78 7.74 
Centre (sh) 5.51 5.05 5.48 
Contrary to the trend already established, at this 
altitude the GC covariance input to the G matrix of 
equation (3.5.2.15) produces the best vertical 
resolution. 
On inspection of the covariance matrices GC, NGC and 
EXPT, some comparative differences may be noted. For 
the GC covariance matrix the off diagonal elements have 
been reduced, (opposite to the situation for the lower 
averaging kernels); by the ground correction procedure 
of equation (4.3.2). Consequently, the covariance 
of other heights with level 65 have been reduced. The 
overai~result for the Ass(Z) has been a reduction in the 
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sideband magni·tudes, when compared with ·the NGC A 6 5 ( Z) • 
'l1his is clearly demonstrated in figs. 4.2(b) and 4.'3(b). 
Further, a similar improvement in vertical resolution 
has resulted for the EXPT covariance matrix over the 
NGC case, by simply increasing the variance at level 65 
in the covariance matrix. 
The Level 70 Averaging Kernel 
The averaging kernels are displayed in figs. 4.2(a), 
4.3(a) and 4.4(a). 
A limiting factor for a temperature retrieval at this 
altitude will be the strong bias in the averaging kernels 
to large values near ground level for the estimators derived 
from the NGC and EXPT a priori covariance matrices. 
Consequently,the vertical resolution will be best for the 
GC covariance derived estimator, followed by the. EXPT 
and NGC A7o(Z) 's. This effect is further demonstrated 
in the G coefficients for these averaging kernels, 
(see table 4.7) below. 
TABLE 4.7 G COEFFICIENTS FOR A 7o(Z) 
G MATRIX COVARIANCE MATRICES 
ELEMENT GC NGC EXPT 
' ..... 
G1 1 . o.RJ.34 0.8704 0.8970 
G1 2 0.4382 0.5622 0.6748 
G1 3 :• 0.5605 1.2405 1.1911 
G 1 '+ - 0.5722 1.3461 - 1. 0956 
G 1 5 0.3058 0.6868 0.4909 
G1 6 0.0158 - 0.3982 - 0.2898 
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where, clearly the GC covariance G elements put 
greatest weight on the highest satellite weighting 
function, (see equation 3.5.2.15), and the lower 
weighting functions are suppressed. Whereas, for the 
NGC and EXPT A70 (Z) 's the largest weights are placed 
on satellite weighting functions 3 and 4, centred 
below 3 sh altitude. 
4.4.1.3 
From the foregoing discussion of sections 4.4.1.1 
and 4.4.1.2, some deductions may be made : 
.. 
(i) The vertical resolution in the region of the tropo-
pause is approximately 0.8 ~ 1 sh. Above and belo'ltl 
this region the vertical resolution decr.eases to 
approximately 2 sh's. 
(ii) The random error in the retrieved temperature 
profile will be less than lK. 
(iii) A lack of intrinsic "information" in the a priori 
covariance matrices is evidenced by·large (compared 
with.the main peak of Ai(Z)) sideband structure. 
In particular, this will result in two effects:-
(a) The centre of the averaging kernel Ai(Z) may 
be raised, or depressed about the level i, depending 
on whether the sidebands are above or below the level 
i. 
(b) The vertical resolution is decreased by this 
sideband structure. 
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(iv) The large sideband structure in Ai(Z) for the given 
covariance matrices arises due to large off diagonal 
covariances, compared with the variances_ at the levels, i. 
(v) The magnitude (and or width) of the sideband 
structure may be reduced by :-
(a) Reducing the correlation in temperature between 
levels in the atmosphere, here attempted with the 
EXPT covariance matrix derived MAP estimator. 
(b) By ground correction above level 60. 
(vi) The covariance matrices EXP~, GC and NGC have large 
off diagonal covariances (compared \vi th the diagonal 
variance) near 1 sh altitude and in the stratosphere. 
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78 
4.4.2 Satellite Noise Variance ,Aspects 
In this section the effect of changing the satellite 
noise variance will be discussed. 
The averaging kernels using the NGC covariance 
-2 -1 -1 -1 
matrix and satellite noise variance 0.1 mWm (em ) st 
are given for selected levels in fig. 4.9. On comparison 
of these curves with those given in fig. 4.2, it can be 
seen that an effect bf the increased noise variance is 
a "smoothing" of the averaging kernels, and therefore 
suppression of SJffie fine structure shown in fig. 4. 2. 
The Noise Radiance 
The random noise radiance is that calculated from 
equation (3.5.2.23), and is given as a function of height 
in fig. 4.10 for the estimators of both NGC and GC a priori 
covariance matrices. From these curves, it can be observed 
that the random noise radiance in the retrieved profiles 
will be -2 -1 -1 -1 approximately (0.45 ~ 0.2) mWm (em ) st • 




1.4 + 0.6 
Thus, the noise amplification for a satellite noise 
-2 -1 -1 -1 
variance of (0.1) mWm (em ) st is decreased by a 
factor of two over that for a satellite noise variance 
-2 -1 -1 -1 
of (0. 01) mWm (em ) st • However, the absolute 
error in the retrieved profile will still be smaller 
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FIGURE 4, 9 · Averaging kernels for a MAP estimator derived using 
the NGC a priori covariance matrix and satellite 
noise variance O.lmwm- 2 (cm- 1 )- 1st- 1• 
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-2 .,..1 ~1 ~1 This .noise radiance for the (0 .1) mWm (em ) st 
satellite variance corresponds to a temperature profile 
error variance of less than lK at all heights. 
4.4.2.1 Comparison of ResuTts 
As found in section 4.4.1.1, the GC covariance matrix 
tends to give the poorer vertical resolution for the 
-2 -1 -1 -1 
same satellite noise variance, in this case (0.1) mWm (em ) st 
This is displayed in fig. 4.11, and as found before, an 
improved resolving length for the GC matrix A. (Z) 's over 
~ 
that for the NGC matrix A. (Z) 's occurs above approximately 
J. 
5 sh's altitude. 
Consequently, in the following work it will only be 
necessary to compare the NGC estimator ~esults with those 
of the EXPT covariance matrix derived estimator. 
The Backus and Gilbert Resolving Length. 
The resolving lengths, as functions of height, are given 
in fig. 4. 12. Clearly, from this figure, the vertical 
resolution resulting from a satellite noise of 
-2 -1 -1 -1 (0. 01) mWm (em ) st is superior to that of the 
-2 -1 -1 -1 
vertical resolution for the (0.1) mWm (em ) st 
satellite noise, as might be expected. 
The situation at 4 sh's altitude may b8 understood after 
considering fig. 4.9(e) and fig. 4.2(e). In fig. 4.2(e) 
the "width" (as measured at the abscissa origin) of the 
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width of the peak in A~o (Z). However, in fig. 4.9(e), 
although the main peak of A~o(Z) is much wider than for 
fig. 4.2(e), the negative sideband "width" in fig. 4.9(e) 
is much smaller rela·tive to the "width" of the main peak in 
fig. 4. 9 (e) . Consequently, the resolving length as 
determined by equation (3.5.2.19) is smaller for the case 
-2 -1 -1 -1 
of satellite noise variance equal to (O.l)mWm (em ) st 
-2 -1 -1 -1 
rather than for a satellite noise of (0. 01) mvvm (ern st 
Results for the EXPT covariance Ai(Z) 's are also given 
in fig.4.12 for a comparison. 
The Backus and Gilbert Centre 
Analysis of the altitude of the centres of the A. (Z) for 
J. 
-2 -1 -1 -1 
an SCR noise variance of (0.1) mWm (em ) st indicates 
that similar comments to those in sections 4.4.1.1, 4.4.1.2 
and 4.4.1.3 apply here. However, the lack of intrinsic 
information in the a priori covariance matrices and SCR 
weighting" functions at altitudes near 3.5 sh's and in the 
region 4.5 ~ 5.5 sh's appears to be accentuated by the 
higher satellite noise, as can be observed from inspection 
of fig.4.13. The cause of the altitude depression of 
the centre of A35 (Z) is clearly demonstrated in fig. 4.14. 


























FIGURE 4.14 Averaging kernel at level 35 for the MAP estimator 
derived using the GC a priori covariance.matrix. 
11 . . . 0 1 2 ( 1 )- 1. s t- 1 Sate 1te no1se var1ance . mwm- em- • 
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4.4.3 Summary of Results from Backus and Gilbert Diagnostics 
The questions proposed in the introduction to section 4.4 
and di~cussed obliquely in the intervening sections, are 
considered here:-
(i) The vertical resolution of the MAP estimated temperature 
profiles is very dependent upon the a priori covariance 
matrix used. 
(ii) If the covariance matrix, for particular levels, has 
large off diagonal covariances compared with the diagonal 
covariance (i.e. variance) then.the vertical resolution 
for these levels will be poor. 
(iii) Ground correction 'of the covariance matrix (NGC) 
in general reduces the amount of information available 
for the retrieval and consequently will result in poorer 
(with regard to vertical resolution) retrievals. However, 
at high altitudes (above 5.5. sh's) this situation is 
reversed, and the GC matrix derived estimator produces 
the best vertical resolution. 
(iv) The"intrinsic information" content of ·the EXPT, NGC 
and GC covariance matrices varies with altitude. In 
pa~ticular, the matrices lack intrinsic information near 
3.5 sh's altitude and in the high stratosphere. It seems 
that retrievals may be reliably made for altitudes up to 
7.1 sh's (~iven the present limitations of height), 
. . 
ho\<7ever, where there is a lack of intrinsic information 
in the covariance matrices, the vertical resolution 
will be poor. 
(v) The random temperature error in the MAP estimated 
temperature profile, for the satellite noise variances 
examined here, will be less than ± lK, i.e. the 
precision of the retrieval is better than + lK. 
(vi) Increasing the SCR noise variance from (0.01) 
_2 - 1-1 -1 -2 -1 -1 -1 
mWm (em ) st to (0 .1) mwm (em, ) st has the 
effect of "smoothing" the averaging kernels and in 
general decreases the vertical resolution of the MAP 
estimator. 
(vii) Sidebands in the averagin9 kernels arise mainly 
fr9rn large off diagonal covariances in the a priori 
covariance matrix. 
(viii) The vertical resolution of ·the MAP estimator is 
better than that of the weighting functions for 
sufficiently high quality a priori covariance matrices 
(i.e. those that do not have a lack of intrinsic 
information) • 
(ix) The question of whether deviations in the retrieved 
profiles from the actual profiles may be predicted by 
examination of the given Backus and Gilbert diagnos·tics, 
a priori, will be considered in section 4.7. 
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4.5 RETRIEVAL CALCULATIONS 
In this section, MAP estimated retrieval profiles 
are presented for satellite radiances calculated 
for ·the lOth June, 1970 Wallops Island temperature 
profile. Three differing a priori covariance matrices 
will be discussed, as well as two satellite noise 
variances, thus coinciding with the previous analysis 
of section 4.4. 
4.5.1 The First Guess Profile 
In keeping with previous conventions in this work, 
the height above ground level will be expressed in terms 
of scale heights (sh's), and the temperatures as black bOdy 
radiances at the linearization wavenumber. 
The a priori first guess temperature profile 
used for all retrievals is the sample mean of the 
49 temperature profiles used to construct the covariance 
ma·trix NGC. This temperature profile, toge·ther with the 
Wallops Island temperature profile to.be retrieved, are 
illustrated in fig. 4.15. 
4.5.2 The Sa telli·te Radiances 
The Wallops Island temperature profile for retrieval 
(see fig. 4.15) has been determined by the same method 
as used to calculate input profiles for deduction of the 
a priori covariance matrices. 
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First guess profile and the temperature profile 
to be retrieved:-
first guess profile 
· ..... profile to be re·trieved. 
6RAD refers to the difference between the first 











- ~npo .. 
= - oo . B[ T (y)] Ki (y) dy ..• (3.2.3) 
i = 1, 2, •..• , 6 is ·the satellite channel number, 
T(y) is the Wallops Island temperature 
profile calculated from rocket and 
balloon data (expressed in K), and, 
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. th .th 11' . h . f t' ~s e ~ sate 1te we1g t1ng unc 1on. 
All other variables are as previously defined. 
4.5.3 The Retrieval Results 
The following calcuiations are·for clear column radiance 
retrievals, no cloud effects have been included in ~th~ 
following analyses. ·The problem of clouds will be dealt with 
at the stage of operational retrievals. 
The retrieval method is that of the MAP estima·tor 
developed in chapter three, sections 3.2 and 3.3. The 
a priori data has been determined from a sample of Wallops 
Island temperature profil~s as indicated in sections 4.3 
and 4.5.2, and the sequential MAP estimator equations have 
been used for all retrieval calculations. The major 
advantage of the sequential estimator that will be used 
here, is the property that it is possible to observe 
the effect on the retrieval profile of adding further 
satellite observations to the estimator. Consequently 
for the retrieval presented here, this property will be 
utilized whenever the results will be informative. 
4.5.3.1 Presen·ta·tion of 'Retrieval Resul1:s 
Figure 4.16(a, b, c, d, e, f) displays the results 
of a retrieval using the a priori NGC covariance matrix 
-2 -1 -1 -1 
and satellite noise variance of 0.01 mWm ·(em ) st • 
The final solution for a retrieval using the GC 
covariance matrix and a satellite noise variance of 
-2 -1 -1 -1 0.01 mwm (em ) st is given in fig. 4.17, where as 
in fig. 4.18 the satellite noise variance is the same 
as in the above cases, but the a priori covariance used 
is the EXPT matrix. 
·. 
The stepwise sequential results for the GC and EXPT 
a priori matrix calculations have not been given as the 
essential features are displayed in fig.4.16 (a, b, c, 
d, e), and little useful information would be gained by 
presenting the calculations. It is the final result, 
it would seem, that is impor·tant in indicating the 
differences induced in the retrieval solution by changing 
the a priori covariance matrix. 
For the case where the satellite noise variance is 
-2 -1-1-1 0.1 mWm (em st , the results of the sequential 
estimation are given in fig. 4.19 (a,b,c,d,e,f). The 
NGC matrix has been used a.J the a priori covariance in 
this calculation. 
4. 5. 3. 2 · Dis·cus·sion of Resu'lts 
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This discussion is presented in three parts where each part 
refers to an important aspect of the temperature profiles 
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FIGURE 4.16 Sequential retrieval results using the MAP estimator derived 
using the NGC a priori covariance matrix. Satellite noise 
variance O.OlmWm- 2 (cm- 1 )- 1st- 1 • 
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Sequential solution profile 
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FIGURE 4.17 Final retrieval results for MAP estimator using the GC 
a priori matrix and satellite noise variance 
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Final retrieval results for MAP estimator using the 
EXPT a priori matrix and satellite noise variance 








Covariance Mat·rix Aspects 
The sequential MAP estimator is given by equation 
(3.3.5), reproduced below: 
A A .. T 2 
k , -J ·1 X , ) / ( k . + l S , k , + 1 + 0' .;+ 1 ) -~ - -~ -~ ~-~ ~ 
••• (4,5.3.2.1) 
A Clearly, ·the covariance matrix s. is imporeant in determing ~ 
the final estimated profile. The effect of the different 
a priori covariance matrices NGC, GC and EXPT on the MAP 
estimator may be observed by reference to figs.4.16(f), 
4.17 and 4.18. In each of these ~ase a~+l , the satellite 
noise variance is cons·tant, and the same, so that all 
differences observed are due to the a priori covariance 
matrix differences. 
In each case the MAP estimator introduces unphysical 
noise into the solutions. This is particularly noticeable 
in fig.4.17, for the GC matrix results. However, with 
the assistance of the Backus and Gilbert diagnostics 
of section 4.4 it is possible to put limits on the true 
physical noise in the retrieval. These limits may be 
set by referring to calculations of resolving lengths for 
the MAP estimators (see fig. 4.7). The Backus and 
Gilbert resolving lengths can therefore be regarded as 
filters of the solution profile noise, in order that only 
physically significant features of the estimated profile.·. (s) 
will be detected in any ensuing analysis. 
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In the case of the EXPT matrix derived MAP estimator 
(fig. 4.18) the accuracy of the retrieved profile in the 
altitude range ~1 sh to ~ 4 sh's is of the order of 
-2 -1 -1 -1 
.2:_ lmWm (em ) st corresponding to a temperature 
error of approximately .2:_ 1.2K. For the altitude range 
~ 4 to 7.1 sh's the accuracy of the retrieval is some-
. -2 -1 -1 -1 
what poorer, and is in the range :!". 4mWm '(em ) st 
corresponding to a temperature error of approximately 
+ 3K. However, below 1 sh altitude the temperature 
retrieval is most inaccurate and therefore thisestimator 
cannot be relied upon to produce reliable estimates 
of the temperature at these heights. 
The accuracy of the GC matrix derived MAP estimator 
(results in fig. 4.17) in the altitude range~ 1.5 sh's 
to 7.1 sh's corresponds to a maximum temperature 
to error of approximately ~ 4.2K in the region of the 
tropopause and lower stratosphere. The temperature 
error in the upper stratosphere will however be only 
about+ 2.5K. Below 1.5 sh's the retrieval is completely 
inaccurate. 
For the NGC derived MAP estimator the solution profile 
(see fig.4.16) accuracy in the altitude range~ 1 sh to 
-2 -1 -1 -1 ~ 4sh!_s is approximately + 2mWm (em ) st corres-
ponding to a temperature error of approximately + 2.5K. 
Whereas in the altitude range "' 4 sh 1 s to 7 .1 sh 1 s the 
radiance error is larger, at approximately 
-2 -1 -1 -1 ~ 4mWm (em ) st , corresponding to a temperature . 
. , I 
error of· approximately +3K (owing to the non lindarity. 
of the Planck black body function) for the upper 
atmosphere. Below 1 sh the retrieval profile is in 
large error, as in both other cases given above~ 
Therefore, from the above it would seem that for the 
present simulation study, the EXPT covariance matrix 
derived estimator will retrieve a temperature profile 
with approximately ~lK accuracy in the altitude 
range of the mid troposphere to the mid stratosphere. 
Above this height however, the GC covariance matrix 
derived estimator produces more accurate retrievals, 
the error being approximately + 2.5K. Further, not 
only is the temperature error smaller in the upper 
stratosphere for the GC covariance derived estimator, 
but it also appears more "randomised" since it does 
not grow with altitude, as in the case of the EXPT 
and NGC derived estimators. 
The large error in the retrieved profiles near 
ground level arises because, for each estimator 
a priori covariance NGC, EXPT and GC, there is a 
large covariance, .and variance in the temperatures 
near the ground level. Consequently, when the 
1\ product S 5 k 6 of the MAP estimator is evaluated, 
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large corrections to ground level temperatures are 
A 
applied to the x 5 profile. Further, the errors 
in the solution profile at high altitudes above 
approximately 6 sh's generated at tha ~ step are 
-6 
also induced by the product ~ k 6 • This occurs also 
because for each a priori matrix there are large 
covariances between high altitudes and heights near 
ground level, so causing large corrections to the 
.r, 
x profile above 6 sh's when generating the solution 
6 
profile A ~6 • 
This effect is clearly displayed in the averaging 
kernels for altitude 7.0 sh's (see figs. 4.2(a) and 
4.4(a)), In the case of the GC covariance derived 
estimator the ground correction procedure forces 
the profile to have the same value at ground level 
as the first guess,but this procedure does not 
sufficiently reduce the covariance values near ground 
level to reduce the large errors below 1.5 sh's. 
However, as already noted, the GC covariance derived 
estimator produces a more a.ccurate retrieval_ profile 
above approximately 6 sh's, due to the suppression of 
the ground information in the covariance matrix. 
This effect is demons·trated in the averaging kernels of 
figs. 4. 3(a) and 4. 3(b) \'lhen compared with figs.4. 4(a) 
and 4. 4 (b) .• 
Figure 4.16 (a, b, c, d, e) is included to indicate 
the effect on the solution profile of adding satellite 
observations to the virtual data. From these diagrams 
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MAP estimator derived 
satellite noise 
observations is clearly demonstrated. 
Examination of all results presented thus far 
indicates a noticeable change in the accuracy of the 
retrieved profiles above approximately 4 sh's. 
Apart from true atmospheric temperature varia·tions 
at these heights, probably part of this increasing 
inaccuracy can be attributed to the change over 
from balloon derived tempera·ture profiles to lower 
quality rocket derived profiles at these altitudes . 
. This situation may cause increased off diagonal 
covariances to be introduced into the covariance 
matrices since they are constructErl from a set of 
single profiles as detailed in section 4.3. 
Satellite Noise Aspects 
On comparing fig. 4.19 (a,b,c,d,e,f) with fig.4.16 
(a,b,c,d,e,f), the main differences in the retrieval 
arising from incr·eas·ing the satellite noise variance, 
are demonstrated. 
Increasing the satellite nose, 2 a. 1 in equation 1+ 
4.5.3.2.1) increases the denominator of this equation 
without disturbing other terms. Consequently, the 
satellite noise behaves like a filter on the solution 
retrieval profile·resulting in a smoothing of the 
estimated temperature profile. The increased noise 
therefore effectively constrains the solution to be 
closer to the first guess profile since. increasing 
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the noise reduces the effective information content 
of the satellite measured radiances (see table 4.8). 
Thus, in the solution, more weight is placed on the 
correctness .of the first guess profile of the virtual 
data as compared to the satellite measured radiances. 
Therefore,it is to be expected,that for a given 
first guess profile (see fig. 4.15) and the above 
observations for different satellite noises, that the 
retrieval may be less accurate in the high noise case than 
in the case for low satellite noise. This loss in 
accuracy is therefore most apparent at heights where the 
first guess profile deviates greatly from the actual 
profile. For example, in the case of the simulation 
profile this occurs in the high stratosphere, as is 
clearly demonstrated by examining figs. 4.16(f) and 
4.19(f). The same effect also occurs at the tropopause, 
see :Eig. 4.19(f). 
For the case ·where the satellit~ noise variance is 
-2 -1 -1 -1 0.1 rnwrn (ern ) st (fig. 4.19), in the height range 
~ 2 sh's to ~ 5 sh's the accuracy of the retrieval is 
-2 ··1 -1 -1 
approximately + 4.5 rnWrn (ern ) st corresponding 
to a temperature error of the order of ~ 5K. Above 
this region the temperature error is approximately 
2:. 3K, hmvever, below '""' 2 sh' s the temperature error is 
too large for the estimator to yield realistic temperature 
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A comparison of the errors between the true profile 
and the MAP estimated retrieval profiles (using 
NGC statistics and satellite noise variance 
O.Olmwm- 2 (cm- 1 )- 1 st- 1 ) for different linearization 
w·a ven umbers. 
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Linearization Aspe·cts 
The equation of radiative transfer has been linearized 
so that the problem can be solved by linear methods. 
This linearization is expressed by equation (3.2.1) 
B[T(y)] ::: B[v,T(y)] •.• (3.2.1) 
where v is the linearization wavenumber. 
The value of v used in this simulation study has been 
selected from the following values:- -1 -1 670cm , 680cm , 
-1 -1 685cm and 700cm , by examining the final error between 
the retrieved profile ~' and the real profile x in each 
case. 
The net effect of changing the linearization 
wavenumber is for the retrieval profile to be laterally 
shifted about the actual profile and thereby introducing 
a SJStematic error that changes with altitude. 
is demonstrated in fig. 4.20. 
The effect 
-1 },rom these results, a linearization wavenumber of 685cm 
was selected for the Nimbus IV weighting functions. 
4.5.3,3 Summary of D~~ion 
(i) An incorrect choice of the linearization vJavenumber 
will introduce an altitude dependent systematic error 
into the retrieval temperature profile. 
(ii) As the satellite noise variance is increased, the 
retrieval profile is constrained to be closer 
to the a priori first guess profile. 
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(iii) Given the Nimbus IV set of weighting functions 
used in this study, the large covariances between 
high altitudes and ground level, and the large 
variances near ground level in the a priori data, 
have produced significant errors in the MAP estimated 
profile. These errors occur at altitudes in the 
high stratosphere and near ground level. 
(iv) For the simulation carried out here, the EXPT 
covariance derived MAP estimator provides the 
·. 
best retrieval accuracy of approximately± 1.2K 
for mid-troposphere to mid-stratosphere heights. 
Above these heights the GC covariance derived MAP · 
estimator provides the best accuracy, being 
approximately + 2.5K up to the stratos~ause. 
4. 6 ·coVARIANCE 'ANALYSIS 
An understanding of some important factors,o£ the 
MAP estimated retrieval profile,may be gained by 
determining an estimate of the 95% confidence regions 
at each level of discretization. 
The theoretical background for determining 
confidence regions of a cGrrelated covariance 
matrix has been presented in section 3.4, and is now 
applied to the results calculated in section 4.5. 
This section is divided into three subsections. 
The first . will contain the formal results of the 
analysis, whilst the second will be a discussion 
of the analysis results. The third subsection 
is a summary of the conclusions drawn, for the 
covariance analysis. 
4.6.1 Presentation of Analysis Results 
An eigen analysis of the initial virtual covariance 
observations, and final MAP estimated solution covariance 
matrices has been carried out in accordance with the 
theoretical discussion of section 3.4. 
Confidence Regions 
For an a value of 0. 05 in equation ( 3. 4. 21) , 
indi~ating the 95% confidence region, and using equation 
(3.4.26) the confidence regions for ·the a priori NGC 
matrix have been calculated for the sample mean profile 
(the first guess profile). The results of this analysis 
are presented in fig. 4.21, where, as in all previous 
108 
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at the linearization wavenumber. From this diagram, 
the 95% confidence regions of the a priori covariance 
matrix about the first guess profile have a magnitude 
of approximately + 28K in the high stratosphere. 
However, below these heights the confidence regions 
are smaller, being approximately + 12K. 
Similar calcuJ_ations have been performed for the 
GC covariance matrix, about the first guess profile. 
These results are presented in fig. 4.22 where the 
confidence regions imply similar temperature deviations 
as in fig. 4 • 21. However, due·to the ground correction 
procedure the GC matrix implies zero probability for any 
ground level temperature other than that of the first 
guess profile. 
The 95% confidence regions have also been.calculated 
for the MAP estimated retrieval profiles, and covariance ma·trices 
The results of the calculations are presented in fig.4.23 
where the a priori virtu~data are the first guess 
profile and the NGC covariance matrix. A sat.ellite 
-2 -1 -1 -1 
noise variance of 0.1 mWm (em st has been 
used. Whereas in fig. 4.24, a satellite noise variance 
_2 -1 -1 --1 
of 0.01 mwm (em st is assumed for a calculation 
using the same virtual observations as for fig.4.23. 
The confidence regions for the retrieval profile 
estimated using the EXPT covariance matrix and first 
guess profile are given in fig. 4.25. The satellite 
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FIGURE 4.26 Eigenvectors for t-v<elve l<;trgest eigenvalues of the NGC 
a priori matrix. 
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For fig. 4.23 the magnitude of the temperature deviation 
for the 95% confidence regions of the retrieval profile 
are of the order of + 24I~ at high stratosphere, stratopause 
heights, and approximately + 8K in ~he lower stratosphere 
and about + 12K in the troposphere. The results of 
fig. 4.24 are similar to those in fig.4.23, however 
the magnitude of the temperature deviation has been 
reduced by approximately 2K over those for fig. 4 .• 23, 
at most levels of discretization. For the case of fig. 
4.25 the size of the confidence regions are similar to 
the two other cases, except in the stratosphere, where 
the magnitude of the temperature deviation is larger than 
in these cases,it being approximately + 12K. 
The results for the GC calculation show few deviations 
from those expressed in fig. 4.24 and are therefore 
not presented. 
Eigenvectors and Eigenvalues of the Covariance Matrice~ 
For each covariance matrix in the present study there 
are p(=72} eigenvectors and eigenvalues. The twelve 
eigenvectors corresponding to the twelve largest 
eigenvalues of the NGC a priori covariance matrix are 
presented in fig. 4.26. The corresponding set of 
eigenvectors and eigenvalues is given in fig.4.27 for 
the MAP estimated 'solution covariance matrix for satellite 
-2 -1 -1 -1 
noise variance of 0.01 mWm (em st The other 
sixty eigenvectors are not shown for reasons that will 
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FIGURE. 4. 27 Eigenvectors for twelve largest eigenvalues of the retrieval 
covariance matrix for NGC MAP est1roator. 
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4·:6·~2. Dis·cussion of· Covariance Analysis Results 
The confidence regions of the a priori covariance 
matrix as illustrated in fig. 4.21 indicate the variation 
of the atmospheric temperature with altitude for the 
given sample of temperature profiles making up the 
covariance matrix. The first guess profile and 
its covariance (the a priori data) is treated as a 
set of vir-tual observations by the MAP estimator. 
Clearly, the virtual observations constitutes a large 
set of rather "noisy" measureme.n·ts. 
As stated in section 3.3, these a priori observations 
act as a constraint on the solution profile by 
specifying (or setting limits on) unmeasured parameters 
of the retrieved temperature profile. 'l'herefore 
with probability 0.95 all realistic temperature profiles 
will lie within the confidence regions of the first guess 
profile, that is, the error hyperellip~oid of the first 
guess profile. Consequently, the solution profile 
will lie within the a priori covariance hyperellipsoid 
with probability 0.95. 
The MAP estimator is a random variable, and therefore, 
given the 95% confidence regions of the MAP estimated 
profile, there is probability 0.95 that the true profile 
lies within these· regions. 
., 
Clearly the magnitude of the solution profile ts 
confidence regions depend on the virtual observations 
used in the MAP estimator. 
Comparing the virtual observations constraints 
analysis of fig.4.21 with fig. 4.23, the MAP estimated 
solution covariance analysis·"' It is clear that on 
I 
adding the satellite measurements to the virtual 
observations via the MAP estimator results in 
smaller confidence regions for the solution profile 
than for the a priori first guess ?~ofile, as is 
expected. The solution error hyperellipsoid is 
therefore smaller than the a priori covariance 
hyperellipsoid, and is containe.d within the latter. 
Further, on comparison of the NGC covariance analysis 
of fig. 4.21 with the solution covariance analysis 
-2 -1 -1 -1 for satellite noise variance of 0.1 mWm (em ) st 
in fig. 4.23 and the solution covariance analysis 
-2 -1 -1 -1 for satellite noise variance 0. 01 mvJm (em ) st 
in fig. 4.24. It may b~ obherved that-reducing the 
satellite noise in the MAP estimator also reduces 
magnitude of.the confidence regions for the estimated 
solution profile. 
If the confidence regions are regarded as a measure 
of the accuracy for ~he retrieved profile, then clearly 
all retrievals will be very poor and the first guess 
profile would be as good an estimate of the temperature 
structure as the MAP estimated profile. However, 
this is not the case, since the large co~fidence regions 
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arise because there are few sa·telli te measurements 
compared with the number of parame·ters to be estimated. 
Therefore, the solution covariance (error hyperellipsoid) 
is large since it still contains much of the a priori 
atmospheric covariance. 
The accuracy of the retrieval is better un~erstood 
" by examining the components of the vector x - ~· 
No component of this vector (except below 1 sh altitude) 
_2 -1 -1 -1 
is larger ·than approximately 2:. 8 mWm (em s·t I 
corresponding to a temperature deviation of not more 
than + SK. All components of this vector are much 
smaller than the solution confidence regions. Therefore, 
the accuracy of the retrieved profile is principally 
determined by the quality (accuracy) of the first guess 
profile. Since the MAP estimator in all cases studied 
does not cause large deviations in the estimated profile 
from the first guess profile. 
However, the true temperature profile ~will with 
probability 0.95, ~ie within the confidence regions of 
the solution profile, as previously stated. 
The confidence regions are more useful for another 
purpose. A single number measure of the amount 
by which the error ellipsoid has been decreased in 
volume by use of t.he MAP estimator and satellite 
observations may be derived by considering the volumes 
of the p dimensional hyperectangles of the a priori 
and solution confidence regions. 
120 
121 
The volumes of the hyperectangles of figs. 4.21, 
4.23 and 4.24 have been calculated and are presented 
in table 4.8 below: 
TABLE 4.8 HYPER-RECTANGLE VOLUMES 
COVARIANCE MATRIX VOLUME RATIO 
FOR ANALYSIS (mWm~(cm- 1 )- 1 st- 1 ) 72 OF VOLUMES 
A priori 5.12 x 10 89 1.0 
- 2 - 1 -1 - 1 7 9 0.1 mWm (em ) st case 9.35 x 10 5.5 X 10 9 
-2 -1 -1 -1 0.01 mWm (em ) st case 5.04 x 10 73 1. 0 X 10 1 6 
The entries in the column labelled "ratio of volumes" 
are the ratios of the a priori volumes to the solu·tion 
volumes. Therefore if "informa·tion content" of the 
satellite observations is regarded as a measure of the 
:Eactor by which the uncertainty in the temperature 
profile is decreased by the act of measuring it, then 
the "ratio of volumes" may be used as a measure of the 
information content of the satellite observations. 
Clearly then, from the results of table 4. 8, as the 
satellite noise is reduced the information content of the 
observations increases as is expected. 
Al ternat.ively, a better measure of the "information 
content"of the satellite measurements would be the 
ratio of the volumes of ·the actual error hyperellipsoids:; 
calculated by considering the determinants of the 
a priori covariance matrix and the solution estimate 
covariance matrix. However, in the case of nearly 
ill-conditioned covariance matrices, the determinants 
cannot be calculated accurately. Therefore, 
although there are errors in using the ratios of 
the volumes of the confidence regions, they do give 
an indication of the overall information content in 
the satellite measurements. 
For all covariance matrices under study here, the 
relation 
A p >> 1 A •.• (3.4.1.1) 
is satisfied, therefore all are ill-conditioned (or 
nearly so) and therefore the values of the 
confidence regions have been used as a measure of 
information content of the satellite observation. 
From equation (3. 4. 26) it is also to be expected 
that the essential shape of the confidence regions 
may be constructed from a small number of the 
eigenvect·ors of the covariance matrices. A 
representative set of eigenvectors have been given 
in figs. 4.26 and 4.27. Thus, on examination of 
these eigenvectors and equation (3.4.26) it is clear 
12 2 
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that the confidence regions will be largest in the high-
stratosphere and troposphere. 
If the "total variance" of the population of profiles 
is defined as the sum of the variances of its individual 
components 1 that is 1 the trace of the matrix·;: then 
under a similarity transformation, the txace of a matrix 
is not changed and the "total variance" is just the sum 
of the eigenvalues. Therefore, the eigenvectors with 
the largest eigenvalues explain most of the total variance. 
See table 4.9. 
'rABLE 4.9 EIGENVALUES OF THE NGC COVARIANCE MATRIX 
Percent Cumulative 
Eigenvector Number Eigenvalue Variance Variance 
72 274.34 34.2 34.2 
71 112.60 14.1 48.3 
70 98.26 12.3 60.6 
69 72.95 9.1 69.7 
68 52.31 6.5 76.4 
67 33.65 4.2 80.4 
66 24.97 3.1 83.5 
65 22.39 2.8 86.3 
64 17.43 2.2 88.5 . 
63 14.27 1.8 90.3 
62 12.49 1.6 91.9 
61 9.32 . 1. 2 93.1 
60 8.13 1.0 94.1 
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For this case, ten eigenvalues account' for more than 
90% of the total variance. Consequently, the hyperellipse 
has been "st:r:etched 11 along these principal axes (eigen-
vectors). 
This aame effect is also evident in the solution 
covariance matrix as it also, is ill-conditioned,· as 
can be seen from table 4.10 below. 
TABLE 4.10 EIGENVALUES OF THE SOLUTION COVARIANCE 
MA'rRIX FOR SATELLITE NOISE 0. 01 m~\fm- 2 (cm- 1 ) - 1 st-1 
AND NGC A PRIORI DATA 
Percent 
Eigenvector Number Eigenvalue Variance Cumulative Variance 
72 76.26 18.9 18.9 
71 70.75 17.5 36.4 
70 52.35 13.0 49.4 
69 42.34 10.5 59.9 
68 29.48 7.3 67.2 
67 17.83 4.4 71.6 
66 15.19 3.8 75.4 
65 14.23 3.5 78.9 
64 10.14 2.5 81.4 
63 9.42 2.3 83.7 
62 8.27 2.0 85.7 
61 7.07 1.8 87.5 
60 6.59 1.6 89.1 
-------------------------------------
With only 12 eigenvalues,approximately 90% of the 
total variance is accounted for, again indicating the 
non hypersphericity of the hyperellipsoid. 
A similar analysis can be carried out for the 
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solution covariance arising from using the EXPT data 
-2 -1 -1 -1 
and satellite noise 0.01 mWm (em ) st • When 
this is done it is found that ·the twelve largest 
eigenvalues account for only 44% of the total variance, 
and no one eigenvalue accounts for more than 8% of the 
total variance. Clearly the effects of ill conditioning 
are much less for this matrix than for the others used 
in this study. 
The confidence regions for the MAP estimated profile 
using the EXPT a priori virtual measurements are given 
in fig. 4.25. Comparing fig. 4··. 25 with figs. 4. 23 or 
4.24 illustrates two major differences:-
(i) The magnitude of the high stratosphere/stratopause 
confidence regions are smaller in fig. 4.25, and 
(ii) The magnitude of the lower stratosphere/troposphere 
confidenCE regions are approximately the -sarre for 
fig. 4.25 but rather different in the other figures. 
Thus the hyperellipsoid is more hyperspherical for 
the EXPT case since the covariance matrix is less well 
correlated (ill conditioned) than in the other cases discussed 
in this study. 
The set of ~igenvectors for either the a priori 
covariance matl.:ix or the MAP estimated sol\ltion 
covariance matrix may also be used as a basis set for a 








X is the solu·tion profile vector, the 





If n<<p, then this is an efficient representation of the 
temperature profile vector. However, for the solution 
profiles calculated in this simulation study and for the 
given sets of basis vectors (i.e. the set$ of eigenvectors 
for the NGC, GC, EXPT and all solution covariance matrices) 
it has been found that this representation is nbt efficient. 
The integer n is always of the order p for a correct 
A 
specification of the vector x ,where for a correct 
I 
specification, the difference between the solution 
A 
profile x and the profile generated by this representation 
must be less than one tenth of the magnitude of the 
confidence regions at all levels of discretization. 
4.6.3 Summary of Discussion _<::f Covaria:t.lCe Analysis 
Where there are highly correlated and therefore 
nearly ill-conditioned covariance matrices the magnitudes 
of the confidence regions at some levels of discretization 
are large compared to other levels. Fu~ther, only a 
small number. of the largest eigen valuffi and corresponding 
eigenvectors are importan·t in determining the confidence 
regions of the estimated solution profile. Similarly, 
only a small number of eigenvalues are necessary to accoun·t 
for a large percentage of the "total variance". 
For covariance matrices th~t are less well correlated 
the confidence regions for the solution profile do not 
show such large variations in magnitude with altitude. 
Correspondingly a larger number of eigenvectors and 
eigenvalues are needed in order ·to calculate the 
confidence regions of the solution profile·, and ·to 
account for a large percentage of the total variance. 
The ratio of the volumes of the confidence regions 
of the virtual data and the solution profile is useful 
as an overall measure of ·the information content of the 
satellite measurements. 
The use of the eigenvectors of the a priori or 
solution covariance matrices as a basis set for the 
representation of the solution profile,is not efficient 
in all cases of this simulation study. 
The quality (accuracy) of the first guess profile 
is the main factor in determining the accuracy of the 
MAP estimated retrieval profile. 
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4.7 CONCLUSIONS FOR SIMULATION STUDY 
From the results and discussions of previous 
sections in this chapter, the following conclusions 
have been drawn. 
The Backus and Gilbert diagnostics, as derived 
in section 3.5, are valuable in determining the 
quality of the a priori data. In particular, the 
following conclusions have been deduced:-
(i) The a priori covariance matrix is importan·t 
in determining the vertica_l resolution of the MAP 
estimated retrieval profile. 
(ii) An a priori matrix that has highly correlated 
entries will have poor vertical resolution at the 
corresponding heights. 
(iii) At heights where there is a lack of "intrinsic 
information" (defined in sec·tion 3. 5) in the a 
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priori data, poor vertical resolution in the retrieval 
will result. 
(iv) Increasing satellite noise decreases the 
vertical resolution of the retrieved profile. 
(v) Vertical resolution of the retrieved profiles 
may be better, or worse, than the r~solution of the 
satellite weighting functions, -, depending __ 
on the quality of the a priori data, as stated in 
(i) above. 
(vi) The precision·. and error magnification for the 
retrieved profile are easily determined. 
(vii) Strong sidebands in th~ averaging kerrr~ls are 
a result of strong off diagonal covariances in the 
covariance matrix. 
The covariance analysis developed in section 3.4 has 
also proved to be useful in understanding some 
charac·teristics of the MAP estimated retrieval profile. 
The following deductions have resulted:-
(viii) For near ill-conditioned matrices, the confidence 
regions may in general be determined from a small 
number of the eigenvectors and eigenvalues. 
(ix) A measure of the information content of the 
satellite observations may be derived by examining 
the volumes of the confidence regions for the a 
priori and solution covariance matrices. 
(x) The accuracy of the first guess profile is the 
main factor in determining the absolute accuracy of 
the estimated retrieval profile. 
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Finally, the l:etdeval resul·ts of section 4. 5 indicate:-
(xi) Choosing the wrong linearization \•7avenumber 
introduces an altitude dependent systematic error 
in the solution. 
(xii) Increasing the satellite noise constrains the 
retrieval solution to be closer to the a priori 
first guess profile. 
(xiii) From the siinula·tion results, retrieval accuracy 
has been found to be best in the mid troposhere 
to mid stratosphere altitude range. However, it may 
be poorer by a factor of two above these heights~ 
depending on point (x) above. 
(xiv) Large weighting in the averaging kernels at 
levels not near the analysis level will introduce 
errors into the solution profile at some levels. 




NIMBUS·Iv· SCR· · · WEIGHTING FUNCTIONS 
In this work the weighting functions are represented 
by the analytic function~ given below~ 
The height variable, z, is expressed as :-
where p and p
0 
are as already defined. 
[ 2 . 3 y (Z) = exp- a 1 + a 2 (Z-aG) + a 3 (Z-aG) + a 4 (Z~-aG) + 
as(Z-aG) 4 ] + a7exp-[aa(Z-a9) 2 ] 
Channel· B 
Two separate functions are required for a suitably 
accurate fit to the discretized data points:-
(i) for Z < 5.4 
y(Z) = exp-[ a 1 + a. 2 (Z-aG) + a 3 (Z-aG) 2 ] x (a~tZ + a 5 Z 2 ) 
(ii) For z ~ 5.4 
y(Z) = a 7 exp.,..[ a 8 (Z-a 9 ) 2 ] 
Channel C 
y(Z) = exp-[a 1 + az(Z-aG) + a 3 (Z-a 6 ) 2 + a 4 (Z-a 6 ) 4 + 
a 5 ( z-a 6 ) 
11
] x (a 7 + a 8 z + a 9 2 ) 
Chant1el D 
y (Z) 2 .. 3 = exp~·[ a 1 + a 2 (Z-a 6 ) + a 3 (Z-a 6 ) + a 11 (Z-a 6 ) + 
a 5 (Z-a 6 ) 4 ] x (a 7 + a 8 Z + a 9 Z2 ). 
Chatn1el E 
y(Z)- exp-[al + az(Z-as) + a3(Z-as) 2 + alt(Z-a 6 ) 3 + 
as ( z-a s) .It] x (a~ + a a z + a 9 z 2 ) 
Channel F 
Two separate functions are required for a suitably 
accurate fit to the discretized data points:-
(i) For z > 0.17 
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y(Z) = exp-[ a 1 + a 2 (Z~as) + a 3 (Z-a 6 ) 2 + a 4 (Z-a 6 ) 3 
~ii5 For z < 0.17 
y(Z) =- 0.6429 Z + 0.2363 • 
The coefficients 
table L 1 below: 
a.' 1 i=l, 2, .••• , 6 are given in 
Channel Channel 
A B 
al 2.977567 4.13093i 
az 0.030070 0.081956 
a3 0.612385 0.425562 
a4 -0.203292 1.193764 
as 0.027237 -0.023867 
as 6.396557 4.159521 
a7 0.029149 48.052378 
Cl.a 0.427481 0.035406 








o. 028406 0.022430 
2.569883 2.055876 
-0 .·588145 -1.165643 





























MATRIX INVERSION LEMMA 
Let A be pxm and B be mxp matrices and let Im be 
the mxm iden·tity matrix. 
Then 
- A (I + BA) 
. m = - (Ip + AB)A 
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•••• (2.1) 
~ - A(I + BA) (I + BA)- 1 
m m 
(I + AB)A(I + BA)- 1 •••• (2.2) p m 
-1 
- AB (I + AB)A(I + BA) B •..• (2.3) p m 
and Ip = Ip + AB - AB 
Ip = (I + AB) - (I + AB)A(I + BA)- 1 B p p m 
0 
... 
Premultiplying equation (2.5) by (I + AB)- 1 gives p 
-1 -1 ( Ip + AB) = Ip - A ( Im + BA) B 
If § is defined to be MAP 
"' (KTS K -1 -1 8M.AP - + s ) E X 
= (SXK'rs EK + Ip) ·-1 Sx 
•••• (2.4) 
• ••• (2.5) 
•••• (2.6) 
•••• (2.7) 
and if §MAP is chosen to be (Ip + AB)- 1 Sx then from equation 
( 2. 6) and ( 2. 7) 
and 
the following equation arises 
A T T -1 SMAP =[I-S K S (I+ I<S K S) K]S 






"' 8MAP = 8x •••• (2.11) 
This equation is the matrix inversion· 'lernma. 
By a suitable matrix multiplication equation (2.1) may· 
be rewritten thus:-
-1 -1 (Ip + AB) A = A(Im + BA) 
If the substitutions of equations (2.7), (2.8) and (2.9) 
are applied, the following result occurs:-
•••• (2.12) 
APPENDIX 3 
A PRIORI COVARIANCE MATRICES 
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* The indices 71, 70, ••• 1 0 refer to the levels of discretization. The 
matrix elements referred to in the text are numbered conventionally frof!l 
o, 1, ... , 71. Therefore in order to obtain a matrix element, S .. , in 
terms of .the indices given, use the follm·.ring relations ·- J.] 
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