Abstract Ontologies represent domain concepts and relations in a form of semantic network. Many research works use ontologies in the information matchmaking and retrieval. This trend is further accelerated by the convergence of various information sources supported by ontologies. In this paper, we propose a novel multi-modality ontology model that integrates both the low-level image features and the highlevel text information to represent image contents for image retrieval. By embedding this ontology into an image retrieval system, we are able to realize intelligent image retrieval with high precision. Moreover, benefiting from the soft-coded ontology model, this system has good flexibility and can be easily extended to the larger domains. Currently, our experiment is conducted on the animal domain canine. An ontology has been built based on the low-level features and the domain knowledge of canine. A prototype retrieval system is set up to assess the performance. We compare our experiment results with traditional text-based image search engine and prove the advantages of our approach.
use single-modality information-either text or image features, that suffer from certain limitations. In order to explore various available information resources and develop an image retrieval system which utilizes multi-modality information, many efforts have been made to introduce the concept of ontology and semantic matchmaking into image retrieval.
Ontologies [6] are domain specific and represent concepts and relations in a form of semantic network. They aim to overcome the semantic heterogeneity among domains and provide a shared knowledge. A few applications have used pure MPEG-7 multimedia feature descriptors to construct ontologies. For example, in our earlier work, Liu et al. [14] designed ontologies as a middle-level to bridge the semantic gap [19] between the low-level features and the highlevel human concepts. Therefore the efficiency of retrieval has been improved. Hyvönen et al. [12] applied ontology in image retrieval to handle the problem of knowledge encapsulation for semantic annotation. However, relatively few applications have explored the use of ontology to integrate both the text information and the low-level features for image retrieval. In this paper, we build a novel multi-modality ontology which is derived from both the domain knowledge and image features. For the sake of complete comparison, we also construct the ontologies purely on text annotation, and compare it with the multi-modality ontology. We develop an image retrieval system to prove that such a semantically rich ontology addresses the need for complete descriptions of image retrieval and improves the precision of retrieval compared to conventional methods.
Our experiment is conducted on the animal domain of canine. To the best of our knowledge, most ontologies used in image retrieval are constrained to the uniformly structured domains, e.g. biological domain, that they are relatively easier to process. Complex ontologies, such as animal ontology, are hampered by the various shapes and diverse surrounding environments of objects. As an example, animals belonging to the same species may appear differently in a collection of similar images. The goal of using the multi-modality ontology is to create a machine-processable representation for animal images, which uses both text and image features to overcome the semantic heterogeneity of various images. There are three separate aspects to this effort: first, we collect domain knowledge of animal including animals' scientific name, distribution, physical appearance, habitat and etc. second, animal images with their related web pages are crawled by our Image Crawler from the Internet to set up an image database, from part of which low-level features are extracted in a species-independent manner; and third, we associate domain knowledge and image features to construct the ontology.
We incorporate the aforementioned animal ontology and a RACER reasoner into our semantic image matchmaker. We also realize free text input query. The underlying database is built on the previous mentioned images and web pages. Our experimental results demonstrate the efficacy of using the proposed multi-modality ontology in image retrieval.
The rest of this paper is organized as follows. Section 2 gives a brief literature survey. Section 3 focuses on the construction of the animal ontology model. Section 4 describes the structure of the semantic matchmaker for images. The experimental results and conclusions are given in Sects. 5 and 6, respectively.
Related work
Due to the explosively increasing number of images on the Internet, how to effectively retrieve images with high precision has become a challenging topic. In this section, we will have a quick retrospect to some previous works on image retrieval. By discussing the pros and cons of these works, we emphasis again on the advantage of importing ontology and semantic matchmaking to image retrieval.
Many text-based image search engines have been designed and are available on the WWW, such as Y ahoo (TM) and Google (TM) . These search engines use textual features of images, such as filenames, Web page titles, Web page textual contents, and so on. Users of these search engines apply keywords or select filtering values to represent their targets. More complex queries are also available by a combination of the simple Boolean logic. However, this approach suffers from some limitations. First of all, text-based image searching needs adequate text information which provides correct information about the images. Otherwise, the looselycoupled relationship between Web images and Web textual contents may provide misleading information and affect the final retrieval result. Second, as human natural language is of high complexity, precise semantic interpretation for text is not available in the simple keyword matchmaking. The search result relies heavily on users' knowledge to narrow down the search target. For example, if a user wants to find images of specific fox living in South Africa, he will not be able to get correct result by typing "fox with habitat in South Africa". Unless he knows exactly that his target is cape fox, the search engine will not provide correct interpretation.
Other than the text-based image retrieval, content-based image retrieval (CBIR) uses the low-level features which can be automatically extracted from image content, such as color, texture and shape. Image retrieval is performed by matching the features of query image with features inside database. However, due to the semantic gap, extracting semantically meaningful image content from low-level features is still an open issue. A representative work MARS [15] aims to organize different visual features into a meaningful retrieval architecture, instead of finding a best feature representation. It integrates computers and human expertise for image retrieval. A relevance feedback architecture is proposed in MARS to understand human perceptual models. CBIR was a promising future to look forward to-but certainly not a perfect one, and surprisingly, its Query-By-Example (QBE) strategy involves tedious interaction with users to specify and train the correct retrievals.
Researchers have tried to look beyond these singlemodality approaches and combine text information and image features together. Photobook [17] provides a set of tools for image searching and retrieval. It uses both text annotations and low-level features of image content, that reduces images to a small set of perceptually significant coefficients. VisualSEEk [20] is a text-and-image feature based search engine. The spatial correlations of image regions and visual features are extracted from images and further utilized in image retrieval. Users can specify the color, texture and the spatial relationship of image regions. Then the system tries to match the query with images inside the database. Some earlier systems proposed in [1, 8, 21] try to combined the high-level textual information with low-level features. But none of these works consider prior knowledge, for example, the domain knowledge of the target object, as an important cue to solve the problem of semantic interpretation in image retrieval. A little flavor of "mixture of text and image" does not have the intention to alter the fundamental structure of those single-modality approaches.
Ontology construction
In this section, we discuss the structure and construction of our multi-modality ontology, which provides shared semantic interpretation of image contents. The ontology has three main components including animal ontology, textual description ontology and visual description ontology. The animal ontology is generated based on a formal animal taxonomy and provides the information of animal relationships and classifications. The textual description ontology captures the high-level textual information. This information contains narrative animal descriptions and converts the descriptions into classes and properties. The visual description ontology is constructed from the visual descriptions and encapsulates low-level image features. In the following part of this section, we describe how we build up the ontology and how the knowledge is maintained in each part of the ontology. We also provide an example of the ontology structure at the end of this section.
Animal domain ontology
An ontology is usually designed by the experts to provide knowledge of certain domain, which is the basis of semantic information. In the current experimental system, we choose the animal group canine as our target domain. We collect 20 subspecies belonging to fox, wolf, wild dog, jackal under the domain of canine as our experiment subjects. These are fourleg animals sharing similar appearances. A hierarchical tree structure is built for the canine ontology based on the formal definition of animal taxonomy. According to domain knowledge, we refine the hyponyms relationship between two concepts as subclass property in this ontology. For example, fox is a kind of canine (hyponyms), therefore fox is defined as a subclass of canine in animal domain ontology. The reason why we import the animal taxonomy as part of our ontology system is that we need to handle the relationships and classifications between animals. We are able to maximize the efficiency of matchmaking between the user's query and the concepts defined in our knowledge base. Taking image retrieval for wild dog as an example, although there is no text description with words like wild or dog for a dhole image, it will be correctly retrieved, as dhole is defined as a subclass of wild dog. In this case, animal ontology enables the system to match the user query with not only the single category of animal but also the group or class of animal.
Textual description ontology
The textual information is a straightforward cue for image retrieval. However, in most cases the textual information is often decomposed into isolated keywords and utilized in query and retrieval. The earlier keyword-based retrieval systems have proved that it is not efficient if we only match the user query with single keyword. In this case, a large amount of false results will be returned due to polysemy in different context. To solve this problem we need to provide semantic interpretations for words based on different context, which can be achieved by combining the domain knowledge. Therefore it is important to build a formal ontology whose domain knowledge can be accepted by both domain experts and end users. In our experiment, we select the BBC Science & Nature Animal category 1 to extract the class and relationship definitions. This web site serves as an expert of animal domain in our experiment and provides standard and unified descriptions in various aspects for around 620 animals. Noted that this web site is not irreplaceable as a source of domain knowledge. A real human expert will do even better in domain knowledge customization. We download all animal description pages, parse the page content and extract the animal description statement to facilitate further ontology construction. Most of the general animal descriptions, like scientific name, habitat, distribution and diet, are now available. In the next step, we manually generate the statement contained inside the narrative descriptions once to build up our ontology. We collect the high-level narrative information of animal descriptions and encapsulate it into the classes and properties in our textual description ontology. Several classes have been defined like ScientificName, Diet, Habitat, "Distribution" and "ColorDescription", and semantic relationships have been generated to connect different concepts including hasName, hasDiet, hasHabitat, hasDistribution, hasColorDescription. By defining this ontology certain animal concept is associated with its corresponding domain knowledge. It provides more detailed semantic interpretations for animal keywords, which help image retrieval system to identify whether a specific keyword in a document is relevant to user query or not. Once the textual description ontology is created, the generated classes in animal domain ontology will be associated with corresponding textual description information by using the properties defined above. It is worth noticing that ontology building is trivial task. However, it is a piece of straightforward work once the concepts and relationships for text and image content information are decided. Taking the canine ontology which involves around 210 concepts and relationships as an example, it takes approximately 3 h for one person to manually define. Most of the concepts, like concepts under general concept domain of color and distribution, can be reused once defined. And the visual description part is mainly done by the computer automatically. It may take more time for the computer to do the image analysis, but less human interference is involved in this process. Therefore, it is not difficult for the multi-modality ontology to extend to larger domains.
More detailed example of how an image is mapped to the ontology together with the further matchmaking process is given in Sect. 4.5.
Visual description ontology
Through analyzing the textual information, we can generate a domain knowledge base which provides high-level descriptions for terms and their correlations and then we encapsulate the knowledge into a well-defined ontology. However, to apply the semantic matchmaking in image retrieval, only having textual information is not enough. Loosely-coupled correlations exist between the web images and textual annotation. Textual information may not represent the content of image correctly. In this case, the knowledge generated from the low-level features of image itself can be utilized to enhance the performance of semantic matchmaking. Different from the normal approach of content-based image retrieval (CBIR), the low-level features cannot be applied in semantic matchmaking directly, we need to build a specific knowledge base in which the terms and correlations are extracted from low-level features. Subsequently, the knowledge generated from high-level textual information and low-level features are incorporated and used as knowledge base in semantic matchmaking.
To build this knowledge, we first define a set of terms which are relevant to the image content and we assume these terms can be distinguished using low-level features. After that, we handle the problem of extracting the knowledge from the low-level features of images using supervised learning technology. Several low-level features are extracted from the images like color correlogram [11] , MPEG-7 color structure descriptor, co-occurrence matrix [9] and MPEG-7 edge histogram descriptor which provide the color and texture descriptions for image content. In the current implementation, we train a support vector machine (SVM) with radialbased kernel and apply it in image classification. The class labels used in classification are associated with the terms defined in the knowledge. For example, in canine image analysis, images are first classified as Colorful or Grayscale images. Since Grayscale images cannot provide as much low-level information as Colorful images can, we need to distinguish these two kinds of images. At the same time, we also classify the images into photograph or Graph category as different methods will be used to analyze them. After that, for all images that are classified as Colorful images, we classify them into Outdoor or Indoor category. For all Outdoor images, we further classify them into Buildings, Humanrelevant or Wildlife category. Finally, we try to classify the Wildlife image as containing the background of objects Snow, Sand, Stone, or Greenery. To extract more information for canine, we managed to classify the images based on their foreground colors corresponding to four typical canine fur colors and non-canine fur. After the classification, each image has a set of labels to describe its content, which are to be matched with the concepts defined in the knowledge base. In this way, we convert the low-level features of images to a set of terms which can be utilized by semantic matchmaking, thus incorporate the high-level textual information with low-level image attributes. To apply the high-level information extracted from lowlevel image attributes in semantic matchmaking for image retrieval, we need to incorporate that information into our knowledge base. Therefore, we create an ontology for describing these visual concepts. This visual concept ontology is a component of our animal-description ontology system. To generate this part of the ontology, we abstract each image classification scheme as a class in the ontology and, naturally, we define the image categories under this classification scheme as its subclasses. For instance, ContentType is defined as a class under visual ontology. Based on the classification scheme definition of ContentType, we first classify an image as Outdoor image or Indoor image. After that, for Outdoor images, we further classify them into Building, Humanrelevant or Wildlife scene. Therefore, Outdoor and Indoor are defined as the subclasses of ContentType, and Building, Humanrelevant and Wildlife are defined as the subclasses of Outdoor. The next step is associating the generative classes under animal ontology with corresponding visual concepts. Since the relationships between animals and visual concepts are most likely decided by human prior knowledge and it is not easy to be generated automatically, we manually create these relationships according to the descriptions of BBC Science & Nature Animal category described earlier.
A complete list of semantic relationships are extracted from low-level features as follows: hasPixColor, hasPixProp, hasEnvironment, hasContent and hasFur. Thus, for every animal, now we have high-level descriptions generated not only from textual information but also from low-level image attributes. This will help us to provide more accurate semantic interpretations to high-level human conceptual terms for such an animal domain. Figure 1 provides a structure of the canine ontology in our system. In this figure, we use ellipse and rectangles to represent predefined class and generated class respectively. We omit some parts of the ontology due to the limited space. Two examples red fox and red wolf are included in this ontology to show how we define concrete animal concept. This ontology is open to further extension. In the figure, we can see red fox and red wolf are two generated class under the superclass canine. From the textual description ontology, we can know red fox has distribution of USA whereas red wolf has distribution of Asia. From the visual description ontology, we can know the fur color of red wolf is brown and the fur color of red fox is red, even though in the query they share the same keyword of red. At the same time, the visual description information can help us to filter a majority of inaccurate results. For instance, we can reasonably infer from an indoor background that a wild cape fox is not likely to exist in the image. 
Examples of the generated classes

Semantic matchmaking for image retrieval
In this section, we discuss the semantic reasoner of our image retrieval system and the overall structure of the image retrieval system.
Description logic
Description logics (DL) are logics specifically designed for representing knowledge in terms of classes and relationships between classes. They are considered to be the most important knowledge representation formalism. They unify and give a logical basis to the well known traditions of Framebased systems, Semantic Networks, semantic web ontology languages, Object-Oriented representations, Semantic data models, and Type systems. In DLs, the domain of interest is modelled by means of concepts and relationships, which indicate classes of objects and relations, respectively. Numerous works have investigated the relationship between expressive power and computational complexity of reasoning [1] . The research on these logics has resulted in a number of automated reasoning systems (see Sect. 4.2 for more details). Here we briefly review the Description Logics ALCN , which is used in the current reasoning system.
The basic elements of ALCN are concepts and binary relations. Let A denotes atomic concepts in ALCN . ALCN concepts, denoted by C, can be represented by the following constructs:
Its semantics are given by an interpretation I = ( I ; · I ), which consists of a set I , called the domain of I, and a valuation · I which maps every concept to a subset of I and every role to a subset of I × I . We make use of some abbreviations in the constructs: ⊥ stands for A ¬A, where A is any atomic concept; for ¬⊥;
Among the constructs used in forming concept C, we can see the boolean constructs, i.e., negation (¬), conjunction ( ), and disjunction ( ), and number constructs, that is, exists restricts, value restricts, and the number restrictions. ∃R.C denotes that at least one of concept C's object participates to the relation R as its range object; The number restrictions (≤ n R) denotes that there are at most n objects participated in the relationship R (≥ n R) denotes that there are at least n objects participated in the relationship R.
Semantic reasoner
Reasoners are used to derive additional facts which are entailed on any optional ontologies and predefined rules. They process and reason over the knowledge encoded in the ontology language. A good reasoner should be able to provide consistency checking of the knowledge base, computing entailed knowledge via resolution and processing queries through complex reasoning. Currently there are various reasoners with respective tool suite developed by different organizations, from semantic web research community and description logic community. For instance, some of the representative reasoners are RACER, FaCT [10] , Pellet [2] and KAON which are based on algorithm [3] . In Table 1 we show a comparison between them. Some works [13, 16, 23] in the semantic web area have studied the applying of domain knowledge in the Web Services discovery or Grid system. In the multimedia retrieval system, the semantic retrieval still relies on the human annotation of the multimedia objects. This is mainly because the semantics between high level semantics and low level features are quite different. Previous research works have studied either side of this problem, but few of them successfully combines them together. In our system, we try to align the low level features to some middle level concepts, which represent the low level descriptions.
After that, we combine these concepts together with the high level semantics of the image, which are based on the image's surrounding text. All the domain knowledge is represented in the form of description logic for the knowledge base retrieval purpose.
In our system, we choose RACER version 1.9 considering its capability in comparison with others. RACER can be accessed by standard HTTP or TCP protocols. It comprises two parts: a HTTP server named RacerPro and a Graphic User Interface called RacerPorter. Lisp style language, which is a multi-paradigm, reflective programming language, is used to construct and search the data in ontologies. A typical knowledge base in RACER consists of the set of TBox and associated ABox. The TBox contains sentences describing concept hierarchies (i.e., relations between concepts) while the ABox contains "ground" sentences stating where in the hierarchy individuals belong to (i.e., individuals and the relations between individuals). RACER provides strong support to inference over ABox. Its functionality of providing a mirror data substrate is of special value for our system [18] . This function automatically creates, for every object in a given ABox, a corresponding and appropriately labelled substrate data object. Each term in the word set that we collect from the surrounding text can be concatenated by predicates through additional retrieval functionality.
Matchmaking algorithm
Currently in our experimental system, we predefine the canine domain knowledge in the knowledge base. Matchmaking is defined as a process that requires the user specified domain concept repository to take an image's generated concept as input, and to return all the matched domain concepts which is compatible with the concept generated from the input image I . From the matchmaking result we can decide which predefined concept the generated image concept corresponds to. Let θ be the user'"s specified portion of domain concept repository, the matchmaking algorithm should return match(I ), which is defined as:
The matchmaking algorithm is defined as follows: for the input generated image concept I and the predefined concept C in knowledge base, the matching degrees in our system, from the best to the worst, are:
PlugIn(I C), Intersection (¬(I C ⊥)), and Disjoint (I C ⊥).
The main matchmaking process is shown in algorithm 1. The input concept I is created by the textual analysis and the low-level feature extraction phase. Each concept C is predefined in the knowledge base by domain expert. For the input image concept I and the concept C in the predefined knowledge base, Exact(I ≡ C) matches are considered to be the best matching, since the input concept is exactly the same to the predefined concept. Subsume (C I ) matches are chosen as the next preferred match, since we can expect that the predefined concept conforms to the input concept. PlugIn(I C), Intersection (¬(I C ⊥)), and Disjoint (I C ⊥) matches are filtered out in current system to improve the speed, since normally they do not providing satisfying results. Here we show an example for the matchmaking. If I is defined as hasName.CapeFox, hasDistribution.Zimbabwe and hasDiet.Insect, it is inferred to be subsumed by concept cape fox. If I contains both high-level feature hasName.CapeFoxand low-level feature hasFur.WhiteFur, this concept is inferred to be an Intersection of cape fox and arctic fox.
Algorithm 1 Matching algorithm
The matchmaking time of each image concept is not influenced by the size of image database, but only by the size of predefined knowledge base. Since the images are matched one by one against the knowledge base whose size is fixed once constructed, the computational complexity for the system is linear with the size of image database. As a result, the system has potentially good scalability, and the performance can be further improved by parallel matchmaking. A major advantage of our ontology matchmaking approach is its extensibility and reusability. We can easily extend the current system into other domains by defining new domain knowledge in the knowledge base. The system will immediately work on the new domain and generate the right results. The basic system components can be reused naturally.
Work flow model of image retrieval system
In this section, we explain the work flow model of the image retrieval system. The detailed structure is shown in Fig. 2 . There are three parallel modules in the first phase: Domain Knowledge Building Module, Textual Context Analysis Module and Semantic Interpretations for Image Content Module. These modules communicate through the information flow. The second phase is composed of Semantic Matchmaking Module and Image Retrieval Module. These modules are wrapped as core of the Image Retrieval System. The major motivation of separating the model into two phases is to model each of the knowledge preprocessing and image matchmaking & retrieval aspects in a single frame. In this manner the framework enables the preparation of knowledge base and analysis of image information before proceeding to the image retrieval implementation. Meanwhile, the upper parallel structure supports concurrent data process for both high-level text information and low-level multimedia information. In the next subsections, we will explain each of the modules in detail.
Domain knowledge building
The first module which we will discuss is the Domain knowledge building module. In this module, we import the online knowledge from the BBC Science & Nature Animal category. Three steps are involved: Term Extraction, Relationship Extraction and Concept Generation. The knowledge regarding specific animal species is classified according to a unified scheme, from where we extract the terms and the relationships. For instance, for terms cape fox and South Africa, a relationship of hasDistribution is extracted. Afterwards, concepts are defined and generated according to the extracted knowledge.
Textual content analysis After building the ontology, related web information is collected through Textual Content Analysis Module and Semantic Interpretations for Image Content Module. The Textual Context Analysis Module first collects the surrounding text from the web pages. These Web text contain heavy noise and many of them are looselycoupled with the images in that Web page. It is challenging to retrieve the exact information which can help build up the textual ontology to classify the image. Some works [4, 22] use probabilistic method, a popular approach, to process the text information. However, there is no guarantee that only information with clear semantic relationship is extracted. In our experiment, we reuse the explicit semantic relationships which are previously defined in the knowledge base and implement the RACER [7] semantic matchmaker to extract the concepts and relationships for further reasoning. The outputs of the textual content analysis constitute part of the final anonymous concept ontology.
Semantic interpretation for image content The Semantic
Interpretations for Image Content Module focuses on the processing of low-level features in images. The data source is the pre-crawled images based on which we do low-level feature extraction and supervised/unsupervised learning. Through this learning we are able to classify the images according to their low-lever features. For example, the classification result will show whether or not an image is an outdoor scene with a gray object in the foreground. Again, the output results of this module are stored in an image content description database. In addition, these three modules are connected and communicate through information flows.
Semantic matchmaking and image retrieval
After the data preparation phase, we proceed to the semantic matchmaking and image retrieval phase. As we have already generated concepts of canine species, we use the anonymous concepts as the input and reason over the underlying knowledge base. Through the matchmaking we are able to judge whether the input image is a particular canine species or a super class of several subspecies. We call the former case an exact match while the latter a subsume match. For instance, a fox in some images may be labelled with contradicting terms as hasDistribution.SouthAfrica and hasFur.WhiteFur. Therefore, we can only conclude that this image may contains a cape fox or an arctic fox, as the first species normally has distribution in South Africa while the second species, in most cases, has white fur. By digging and incorporating information from both text and multimedia aspects, we avoid making an arbitrary decision, which is the virtue of semantic matchmaking. We rank those exact matches highly in our list and they are followed by the subsume matches.
Overall structure of the image retrieval system
The overall structure of our proposed image retrieval system is shown in Fig. 3 Fig. 3 System structure of image retrieval system illustrate how the web images are stored in the image database and how they are retrieved according to users' input.
We can see that image1 is a cape fox image while image2 is an image describing human activities, though there are keywords like "cape fox" in the surrounding text of image2. After all the image content analysis and textual analysis, image1 is classified as a cape fox image while image2 is classified as a non-animal image and both the images are stored in the database with their labelled image concepts. The retrieval process of our system can be described as follows: the user keys in free text indicating his query target. The coordinator program invokes a query expansion service and passes the expanded concept to the knowledge base. The concepts contained in the knowledge base are matched with the ontologies and those images that satisfy the query are retrieved from the database. Finally matching results are displayed to the user. Here is a simplified example of this process: the user gives the free text "fox live in Africa" as input query to the image retrieval system. Terms in this query are sent to the reasoner and semantic relationships are extracted. An inference is drawn that the user is looking for images of fox whose area of distribution is Africa. This further leads to a target animal cape fox. This target, which is originally represented by several terms, is now expanded to the cape fox concept which has all the corresponding relationship definitions inside. This query concept is the same as the predefined cape fox concept in the knowledge base, which is the multi-modality ontology including all the predefined concepts and relationships. After semantic matchmaking, images like image1 which satisfies the query are retrieved from the database. An image crawler program is used to download the target Web images along with corresponding Web pages. In our initial stage of experiment, we download images and web pages of 20 types of canine classes. These information are passed to text content analysis module and image content analysis module respectively. In the textual content analysis, we first create a stoplist for the web pages to filter out all the redundant information such as prepositional phrases and character sequences of numbers and punctuation. These information are considered as redundancy and do not provide useful information in constructing the ontology. The next step is using WordNet [1] to do the stemming work, which reduces inflected words to their root forms. Though WordNet's vocabulary is limited, our experiment domain is not a specialized one and all terms in the ontology are common words covered by WordNet. Those rare terms which are filtered out by WordNet do not affect ontology construction and the final performance. The remaining terms in the web pages are sent into the reasoner to find the relations between each other. Based on our pre-defined knowledge base, the reasoner automatically extracts the words and relations and groups them into tuples of subject, predicates and object. These tuples are later transformed by our program to ABox and form part of the AnonymousConcepts. In image content analysis, a set of labels are assigned to every image through the methods discussed in Sect. 2.2. According to the foreground and background of an image, labels like hasContent.wildlifescene, hasPixProperty.graph, and hasPixColor.grey will be attached to the image. These labels are assigned to corresponding semantic relations, which further constitute part of the anonymous concept. The final generated instance is a semantic representation for the image and its surrounding text.
To illustrate the matching concepts in a semantic matchmaker, some simplified examples in the image concept knowledge base are: Note that the objective part of the semantic relations, such as Color, Environment, Distribution, etc., all have their structured ontologies defined according to general knowledge. It can be inferred that if an anonymous fox is defined as "hasDistribution. SouthAfrica", its chance of being a cape fox image rises as South Africa is a subclass of Africa, where cape fox is usually found.
We give a further example to illustrate the matchmaking process. Taking Fig. 4 From the above definition, we can infer this AnonymousFox is a subclass of cape fox. Concept satisfiability and subsumption judgment are the primary tasks of DL reasoner. Firstly, we use the RACER system to classify the taxonomy hierarchy for all domain knowledge concepts. The classified taxonomy will be used by RACER to speed up the concept subsumption judgment. When the input image arrives, RACER is used to judge the input image concept's relationship with the predefined domain concepts. Those with predefined concepts C equivalent to I are considered as Exact matches. C that subsume but not equal to I are considered to be Subsume matches.
Experimental results
Currently our experiment is at initial stage and involves 20 types of canine to evaluate the performance of the image retrieval system. To benchmarking our results, we use the top 200 images of Google Image Search for each category to do the experimental comparison. Google Image Search claims to be the most comprehensive on the Web, with billions of images indexed and available for viewing. For different categories of animals in the canine family, we found averages of about 60% of top 200 images are correct images. Google returns even more false results outside this range. Therefore any bigger image set will become meaningless in our experiment. The medium size of the data set is fine since we are testing the retrieval performance on web images and concerned mainly with the precision of top retrievals. In this section, we first show the experimental results for low-level feature extraction using SVM and then we do a comparison among three different approaches: keyword-based approach, text ontology-based approach and multi-modality ontologybased approach. These tests are based on the whole 4,000 images which do not restrict to canine images. The result of Google Image retrieval is chosen as the representative of keyword-based approach. We also compare the performance of different ontology-based approaches to evaluate the proposed multi-modality ontology. For our experiment, as we are dealing with Web image retrieval, we pay special attention to the precision rather than recall since users concern more about the top retrievals.
To evaluate the performance of high-level information extraction based on low-level features, we list the average correct classification rates (ACCR) in Table 2 . In the classification, to avoid the heterogeneity of different animal objects, we do not attempt to detect the main object in the image. Instead we extract image keywords, which are not for any specific object and are defined to provide some background and foreground relevant information to RACER as part of the low-level knowledge. The classification in Table 2 are based on image color features including dominate color descriptor, color structure descriptor, color correlogram descriptor and image texture features including cooccurrence matrix, edge histogram, run length descriptor and Gabor texture feature. To achieve better results, 8 by 8 image blocks are applied to detect the image keywords. One-third randomly selected images from the original 4,000 images are used as training samples and rest of the data are used as test samples. We do not use external data set since only limited data is available on the Internet. Even for the 4,000 images we collect by Google Image Search, the average correct rate for the top 200 retrieval in each animal category is about 60%, and this rate drops dramatically outside this retrieval range. Therefore the actual data set contains false images of various contents, e.g., human images with indoor background, cartoon images and etc. To train the classifier, we repeat each classification 10 times and calculate the ACCR as the result. The last set of classification do not achieve very high classification performance because the fur colors of animal will be affected by the change in illumination and shotting angle.
Keyword versus text ontology
Based on the semantic matchmaking on the 200 top-ranking Google images with web pages, some results of the overall performance of different approaches are illustrated in Fig. 5 . The reason for picking only the top 200 results of Google Image is that this set of images are statically and visually higher in significance and ranking. In this test, the 200 images in each category include both the training and test data used in previous image classification test. The results reveal that the overall performance of textual description ontology retrieval is slightly better than keyword based search. However, we find that the lack of text information within the web page still hedges against the text ontology retrieval. For example, if no related concept and relationship is extracted from the surrounding text, the generated class of this image is void. The result ranking is based on the degree of match: exact match, subsume match and disjoint. As a void class is disjoint with any predefined canine class, the image is ranked low in the final result even if it is correct.
Keyword, text ontology versus multi-modality ontology
From the figure, we can see the multi-modality ontologybased retrieval outperforms others by returning more relevant images with higher ranking. In the best case arctic fox, the multi-modality ontology-based retrieval almost overlaps the optimum blue line, which returns the N correct images in the first N ranking positions. The result benefits much from high accuracy of image feature classification in WhiteFur, whose ACCR is 0.826 (this ACCR value is different from the one shown in Table 2 as that value is the Average ACCR of all fur types). However, there are gaps between the multimodality ontology results and the optimal results in most cases. We presume it could be due to one or more of these reasons: first the performance could be affected by the accuracy of image feature classification; second, the lack of text information in the web pages will result in less correspondence in text ontology and multi-modality ontology; third, concurrently we have not completed study on the accuracy (2) of rule-based engines and reasoners, we are not sure if the reasoner we use provides the best matchmaking result.
Some of the results of our animal ontology based image retrieval is presented in Fig. 5 . We compare our approach with the results returned by pure textual-based Google Image searching. We use Google Image results as the base-line and apply semantic matchmaking on the 200 top-ranking Google images and pages. From the figure, the proposed image retrieval system outperforms pure textual-base Google approach by return more relevant images in higher rank.
More comparison of precision results
We all know for Web image search and retrieval systems, users usually care more about precision than recall. That is why precision is a very important guideline to measure the performance of a retrieval system. In From the figure, we can see for top 20 image retrieval result, nearly all images retrieved by the multi-modality ontology are correct. To give a whole picture on the effectiveness of our method, we also give the average correct image numbers for all the 20 categories, which are 19.25, 37.3, 53, and 66.95 for top 20, top 40, top 60 and top 80 retrievals, respectively. Please be noted that there are two animal categories whose ground truth contain less than 50 correct images. This fact leads to a relatively lower average correct image numbers for top 60 and top 80 retrievals. In most cases, ontology-based image retrieval outperforms keyword-based image search. As we only implement generic image classification mechanism which is not particularly designed for the target domain, we can see from Table 2 that if we only apply the image retrieval based on image classification results, we may fail to outperform the normal textual based image retrieval mechanism. However, by combining the high-level textual information with low-level image features, we are able to improve the retrieval precision by about 5 to 30%.
Conclusion
This paper has presented a multi-modality ontology for image retrieval. Compared with prior work, our ontology contains richer semantics and structure by integrating both high-level texture information and low-level image content information. In order to prove that our proposed ontology can overcome various semantic heterogeneity, we choose the challenging animal domain as our target domain. An image retrieval system has been developed and applied to search canine images in a local data set. From the experiment we have observed encouraging result. In the future we will expand our data set and conduct more experiments. Furthermore, we will also extend our animal ontology to contain more domain knowledge. Concurrently, we will work on to prove the advantage of semantic matchmaking over rule-based engine.
