A k-sample modified Baumgartner statistic is proposed. For k = 3, the limiting distribution of a k-sample Baumgartner statistic is derived with a procedure similar to Anderson-Darling (1952) . For the case of k ≥ 4, a saddlepoint approximation is used to approximate the limiting distribution of the k-sample Baumgartner statistic. The critical values are given for k = 3 to 10, 25, 50 and 100.
Introduction
Testing hypothesis is one of the most important problems in a nonparametric statistic. Various nonparametric test statistics have been proposed and discussed for a long time. We use the exact critical value for testing hypothesis when the sample sizes are small. However, for large sample sizes, it is very difficult to evaluate the exact critical value. Therefore, the limiting distributions of nonparametric tests are needed for testing the hypothesis. The purpose of this paper is to derive the limiting distribution of a k-sample Baumgartner test proposed by Murakami (2006) .
At first we consider a two-sample problem, which is one of the most common types of statistical problems. Let X = (X 1 , . . . , X n ) and Y = (Y 1 , . . . , Y m ) be two random samples of size n and m independent observations, each of which has a continuous distribution described as F (x) and G(y), respectively. Let R 1 < · · · < R n and H 1 < · · · < H m denote the combined-samples ranks of the X-value and Y -value in increasing order of magnitude, respectively. One of the problems is to test the hypothesis H 0 : F = G against H 1 : not H 0 . Baumgartner et al. (1998) defined a novel nonparametric two-sample statistic for the hypothesis as
where
n and
The power of the B statistic was almost equivalent to the well known location test of Wilcoxon (Gibbons and Chakraborti (2003) ). In addition, they asserted that the Baumgartner statistic could be applied for the scale parameter. Baumgartner et al. showed that the B statistic was more efficient and powerful than the Kolmogorov-Smirnov test (Hollander and Wolfe (1999) ) and the Cramér-von Mises test (Hájek et al. (1999) ) for the shifted scale parameter. Neuhäuser (2003) also investigated the behavior of the Baumgartner statistic in the presence of ties. In addition, Neuhäuser (2001) suggested a modified Baumgartner statistic in a one-sided test. Recently, Murakami (2006) proposed another modification of the B statistic by using the exact mean and variance of R i and H j . Then the test statistic was defined as follows:
n + 2 and
When the sample sizes are equal, the power of the B * statistic is equivalent to the B statistic for the location, scale and location-scale parameters. The B * statistic is more efficient than the B statistic for the location parameter when the sample sizes are unequal. In Neuhäuser (2000) and Murakami (2007) , the exact critical value of the B and B * statistics are calculated when the sample sizes are small. For large sample sizes, the limiting distribution of the B and B * statistics are given by
Additionally, the characteristic function of Ψ 2 (b) is
which is given by Anderson and Darling (1952) . The aforementioned equation, named φ 2 (t), is the weighted chi square distribution with one degree of freedom.
Since the k-sample problem is also an important statistical problem, Murakami (2006) developed a k-sample Baumgartner statistic based on the B * statistic. However, the limiting distribution of the k-sample Baumgartner statistic has not been derived for k ≥ 3. In the next section, we introduce the k-sample Baumgartner statistic and derive the distribution of a k-sample Baumgartner statistic.
Limiting distribution of k-sample Baumgartner statistic

k -sample Baumgartner statistic
In this section, we consider a k-sample problem. Let {X ij |i = 1, . . . , k, j = 1, . . . , n i } be k independent samples of size n 1 , . . . , n k of independent observations. The observation X ij is assumed to be obtained from a continuous distribution function F i (x). Let R ij be the increasing-order rank of X ij in the combined N = n 1 + · · · + n k samples. One of the problems is to test the hypothesis H 0 : Murakami (2006) , two of the ksample Baumgartner statistics are proposed, named by the B k and B * k statistics. In this paper, we treat the B * k statistic because the power of
The power of the B * k statistic was almost equivalent to the Kruskal-Wallis test (Hájek et al. (1999) ) for the shifted location parameter. For the shifted scale parameter, the power of the B * k is greater than those of the k-sample KolmogorovSmirnov test (Kiefer (1959) ), the k-sample Cramér-von Mises test (Kiefer (1959) ) and the k-sample Anderson-Darling test (Scholz and Stephens (1987) ). In this paper, we treat a modification of the B * k statistic, namely V k , as
Since we just multiple by constant k − 1 to the B * k statistic, the power of the V k statistic is equivalent to the B * k statistic. It is known that
by Arnold et al. (1992) . We obtain E[
is difficult, we evaluate the Var[V k ] of the limiting distribution by adopting the moment generating function. In the previous section, the characteristic function of the limiting distribution of the B * statistic is given by φ 2 (t) which is the weighted chi square distribution with one degree of freedom. Since the V k statistic is the sum of the k weighted chi square statistics, the limiting distribution of the V k statistic is the weighted chi square distribution with k − 1 degrees of freedom. Thus the characteristic function of the limiting distribution of the V k statistic is as follows:
By Taylor expansion of M k (s), we obtain
Therefore, we have
From these results, the mean and variance of the V k statistic are
for n i → ∞. For k = 2, we have a same result as Anderson and Darling (1954) . In Section 2.2, we derive the limiting distribution of the V k statistic for k = 3. For k ≥ 4, we approximate the limiting distribution function of the V k statistic by using a saddlepoint approximation in Section 2.3.
Limiting distribution for k = 3
In this section, we derive the limiting distribution of the V 3 statistic. From (2.1), we have the characteristic function as
. Now we follow a procedure like that of Anderson and Darling (1952) . Set
By applying integration by parts to the term in the above equation, we obtain
where ψ 3 (b) is the probability density function and Ψ 3 (b) is the corresponding cumulative distribution function. Therefore
Inverting equation (2.3) with respect to t, we have the limiting distribution of the V 3 statistic as
Limiting distribution for k ≥ 4
In this section, we approximate the limiting distribution of the V k statistic for k ≥ 4. Following a procedure like that of Anderson and Darling (1952) and Section 2.2, we may obtain the following equation:
Ψ k (b) becomes zero when k is odd for k ≥ 4. For = 1, 2, . . ., Ψ k (b) becomes negative for the case of k = 4 . In addition, Ψ k (b) might diverge for the case of k = 4 + 2. Therefore we may not use the procedure like that of Anderson and Darling (1952) for k ≥ 4. Hence we use a saddlepoint approximation (Daniels (1954) ) to derive the limiting distribution, and follow a method of Giles (2001) . From equation (2.1) and (2.2), the cumulant generating function for the limiting distribution of the V k statistic is
.
To obtain a saddlepoint approximation, we require the first two derivatives of the cumulant generating function as
Then, to determine the saddlepoint approximation to Pr(V k ≥ b), we solve the saddlepoint equation, κ (s) = b, and use the unique solution (s =ŝ) to calculatê
where sgn(ŝ) = ±1, 0 ifŝ is positive, negative or zero. A very lucid account of the Lugannani and Rice (1980) formula, and related saddlepoint approximations, can be found in Daniels (1987) . Then, the saddlepoint approximation to the cumulative distribution function of the V k statistic is
where ζ(·) is the standard Normal density function and Z(·) is the corresponding cumulative distribution function. We have
In addition, from the result of Giles (2001), equation (2.4 ) is readily solved numerically by the Newton-Raphson algorithm. For k = 3, the critical values of the limiting distribution, Ψ 3 (b), and true α% levels of a saddlepoint approximation and simulations, are listed in Table 1 . For estimating the true α% level by simulations, we use the critical values of the limiting distribution. The simulations are repeated 1,000,000 times and we set n = n i = 100 and 500, where i = 1, . . . , k. 'S. P. A.' denotes a saddlepoint approximation in Table 1 . Table 1 indicates the difference between the limiting distribution and a saddlepoint approximation were small for k = 3. Therefore we may use a saddlepoint approximation to evaluate the critical value for k ≥ 4. Now we list the critical values of k = 4, 5 and 10 by a saddlepoint approximation in Table 2 . We assume that the sample size is n i = 500 to estimate the critical value of the limiting distribution by the simulation study. Table 2 reveals that it is superior to use the critical values of a saddlepoint approximation for any k.
In Table 3 , we list the critical values for some values of k by a saddlepoint approximation. These critical values maintain precise significance level down to five decimals. For the other k, we evaluate the critical values by using Mathematica 7.0.
Conclusion
In this paper, we proposed a k-sample statistic, namely V k . The limiting distribution of V 3 statistic was derived by a procedure like that of Anderson and Darling (1952) . However, we might not be able to derive the limiting distribution of the V k statistic using an Anderson and Darling procedure for k ≥ 4. We applied a saddlepoint approximation to evaluate the critical values of the V k statistic. By using a saddlepoint approximation, the critical values of the V k statistic could be calculated for any k.
