Abstract-For composite hypothesis testing, the generalized likelihood ratio test (GLRT) and the Bayesian approach are two widely used methods. This paper investigates the two methods for signal detection of a known waveform and unknown amplitude with distributed sensors. It is first proved that the performance of the GLRT can be poor. Secondly, a direct way of improving the GLRT is proposed. Thirdly, an approximate Bayesian detector is derived and it is shown to be another way of improving the GLRT. Compared with the exact Bayesian approach, the proposed method always has a closed form and hence is easy to implement. Computer simulation results show that the approximate Bayesian detector outperforms the GLRT when only a few sensors receive a large signal.
I. INTRODUCTION
Detection with distributed sensors has been studied for nearly three decades [1] [2] [3] . With respect to different data assumptions, it can be categorized into centralized detection and decentralized detection. In centralized detection, it is assumed that all data from all local sensors are available for processing. In decentralized detection, only compressed data or local decisions from all local sensors are communicated to a central processor, where a decision is made. Since the centralized detection can largely resort to classical detection theory, many works focus on decentralized detection [1] [2] [3] . However, there are still some problems left for centralized detection, especially when there are unknown parameters in hypotheses, i.e. composite detection.
In [4] , a minimax constant false alarm rate (CFAR) centralized detector is proposed for composite detection. However, it assumes that the unknown parameters take discrete values and the detection involves large computation. In [3] , many distributed detection techniques are reviewed, with focus on the locally optimum distributed detectors, which are optimal only when the signal is weak. Other common composite detection methods include the generalized likelihood ratio test (GLRT) and the Bayesian approach.
Because of its ease of implementation, the GLRT is widely used and usually has satisfactory performance. However, its optimality is hard to establish, even though some attempts have been made, based on different criteria [8] [9] . On the other hand, the Bayesian approach is optimal if the assumed prior probabilities and prior probability density functions (PDFs) of the unknown parameters are true. However, in most applications the true priors and true prior PDFs are unknown and hard to assume. Furthermore the integration involved in calculation of the marginal PDF may not be easy to evaluate [12] .
In this paper, we examine the important special case of independent sensors (conditioned on hypothesis). In particular, we focus on situations that even when a signal is present only some of the sensors receive the signal. It is shown in Section III that in this case, the GLRT is not optimal. Some direct improvements of the GLRT are discussed. In Section IV, an approximate Bayesian detector is proposed based on vague prior PDFs. It is shown to be another way of improving the GLRT. Some computer simulation results and discussions are given in Section V and finally Section VI offers conclusions.
II. STATEMENT OF THE PROBLEM
We consider the situation where there is a single transmitter and multiple receivers located far apart. Because of the highly variable bistatic radar cross-section with aspect angle, only some of the receivers receive a large return while other receivers have a small or no return. There is usually no way to know a priori how many and/or which receivers will have large returns.
In this paper, in order to simplify the mathematical exposition, we assume the sensors are already ordered with respect to their importance. That is if i ≤ j and sensor j receives a signal then sensor i must also receive a signal. When the sensors are not ordered, they still can be sorted as discussed in Section V.
We assume that there are M independent sensors or channels. The detection problem is stated as 
Clearly, under H 0 the data is from model M 0 and under H 1 the data is from model M i , 1 ≤ i ≤ M . With this modeling, the detection problem can equivalently be stated as to assign the given data to
III. GENERALIZED LIKELIHOOD RATIO TEST

A. Performance of the GLRT
Firstly, suppose the variance σ 2 is known. Since L and A are unknown, the GLRT decides
T denotes the whole data and p X;Â i , M i is the probability density function (PDF) under M i parameterized by the maximum likelihood estimator (MLE)Â i , which is estimated assuming M i is true.
Since if i ≤ j, M i can be thought of as a special case of M j , it is readily shown that the GLRT will always implement the test statistic based on the maximum order model, i.e.
[5]
The test statistic of (2) has the PDF [5]
where χ 2 M denotes the chi-squared distribution and χ 2 M (λ) denotes the noncentral chi-squared distribution with the noncentrality parameter λ. The noncentrality parameter is given by
is the signal waveform energy. Since only the first L elements of A are nonzero, we have
With the PDF of the GLRT test statistic of (3), we now show the performance of the GLRT is generally not optimal and can be improved. Suppose L < M and let
the PDF of this test statistic is given by
We note that if the variance σ 2 is unknown, (2) and (4) should be changed to
However, asymptotically (as N → ∞) (3) and (5) still hold [5] . Since K < M, from Theorem 1, which is proved in Appendix A, the detector based on model M K has better performance than that of the GLRT, which is based on M M .
Theorem 1: Suppose there are two detection statistics T 1 and T 2 . The detection statistic T 1 has the PDF
, H 1 and the detector 2 decides a signal is present if T 2 > γ 2 . Then, if ν 1 < ν 2 , the performance of detector 1 is better than that of detector 2 in a Neyman-Pearson (NP) sense, i.e. for the same false alarm rate detector 1 has a higher probability of detection than detector 2.
In other words, for this distributed detection problem, if L < M the GLRT is not optimal. This is because the GLRT is based on M M and therefore the channels that contain only noise samples are included in the test statistic. Including these channels will increase the degrees of freedom of the test statistic, however the noncentrality parameter remains the same.
B. Revised GLRT
From Theorem 1, any detector based on M i with i > L will have a performance less than the detector based on M L . It is clear that the unknown order L is critical to the performance of detectors. In order to improve the GLRT, L can first be estimated and a generalized likelihood ratio test based on modelL can then be conducted. This can be done by using various model order selection criteria [6] . A widely used criterion is the minimum description length (MDL) criterion, which selects the model that minimizes
The GLRT with estimated model by the MDL criterion is referred to as "MDL" in this paper. Recently, a multifamily likelihood ratio test (MFLRT) has been proposed to modify the GLRT to accommodate nested PDF families [7] . Denoting 2 ln L Gi (X) asL Gi (X), and letting
where u(·) is the unit step function. These two revised GLRTs will be compared with the GLRT in Section V.
IV. APPROXIMATE BAYESIAN APPROACH
Firstly, suppose the variance σ 2 is known. If we are willing to make a Bayesian assumption, that is model M i , 1 ≤ i ≤ M has a prior probability π i and under each model in H 1 , A j , 1 ≤ j ≤ M has a prior PDF given as p(A j |M j ), the optimal NP detector decides H 1 if
From the Bayesian assumptions
Plugging (9) into (8), the detector decides
where the marginal PDF p(X|M i ) is given by
As mentioned previously, the true prior PDFs are usually unknown and hard to assume. Furthermore the integration in (11) may not have a closed form. If the variance σ 2 is unknown p 2 and it is even more difficult to assume the prior PDFs as well as calculate the integration.
It is shown in [10] that assuming vague prior PDFs, the marginal PDF p(X|M i ) can be asymptotically approximated as
where const is a constant independent of X and i, | · | denotes determinant and I Â i is the observed information matrix, or
For the model given by (1), it can be shown that asymptotically
Plugging the above into (10) we have
When σ 2 is unknown, similarly we have
and (13) is still valid, if L Gi (X) is changed for unknown σ 2 . The detector given by (13) is referred to as "Asym-Bayesian".
We note that the Bayesian assumption for the amplitudes is only used to derive the detector. The prior PDFs are assumed vague and are integrated out during the derivation. The AsymBayesian detector is expected to work in a wide variety of situations, including for deterministic amplitudes, which will be assumed in the simulations of Section V.
V. COMPUTER SIMULATIONS AND DISCUSSIONS
We will next compare the GLRT(2), the revised GLRT (MDL(6) and MFLRT (7)) and the Asym-Bayesian detector(13). As discussed in Section III, the GLRT is based on model M M . Since in model M M the zero signal channels are all included in the test statistic, the detection performance is degraded. The revised GLRT first selects a model and then uses the GLRT test based on the estimated model, which is expected to be closer to the true model M L than model M M .
As a result, few if any zero signal channels are included in the test statistic, hence the improved performance. For the AsymBayesian detector, it is seen in (13) that it is a weighted sum of the GLRT statistics for all models in H 1 . For N > 2πe the weight decreases as the model order increases. Since it can be shown that for j > L, L Gj is close to L GL , the models with order greater than L will not contribute much to the whole sum. Therefore the Asym-Bayesian detector can be thought of as an indirect way of improving the GLRT. In fact the GLRT and the revised GLRT can also be put into the form of a weighted sum of the GLRT statistics of all models. For the GLRT the weight of the statistic of M M is 1 and the weights of all other models are 0. For the revised GLRT the weight of the estimated model is 1 and the weights are 0 for other models. For the GLRT and Asym-Bayesian the weights are fixed, or independent of the data. However, for the revised GLRT the weights are dependent on the data, since the model used is estimated from the data.
In this section the four detectors are compared via computer simulation. We note that these detectors are derived from different origins and have different properties. The performance of each detector requires further investigation. This section only serves to give some examples of these detectors and to show that the GLRT can be improved.
In our previous discussion, we had assumed that the sensors were ordered with respect to their importance and that there were zero signal channels. In reality these assumptions are rarely true. In the simulations, we used un-ordered channels and some small signal channels instead of zero signal channels. These channels are ordered by the estimated amplitudes, which is a simple method suggested in [11] . We note that the performance degradation as a result of ordering needs further investigation.
In all the simulations, the signal amplitudes are assumed to be deterministic and the SNR of channel k is defined as SNR k = 10 log 10 εA
Since the detection performance only depends on the energy of the signal, we simply let s[n] = 1, 0 ≤ n ≤ N − 1 and σ 2 = N , so that ε σ 2 = 1. We consider the case when there are 20 channels and only channel 4 and channel 10 have large signals. In the high SNR case SNR 4 =SNR 10 = 12dB and SNR for all other channels is −20dB. In the low SNR case SNR 4 =SNR 10 = 6dB and SNR for all other channels is again −20dB. We do not wish to assume any prior knowledge for any model, and therefore for the Asym-Bayesian detector
A. Known Noise Variance
If the noise variance σ 2 is assumed known, it can be shown that
Based on 5000 realizations, the receiver operating characteristics (ROC) curves of the four detectors are shown in Fig. 1 for high SNR and Fig. 2 for low SNR. From both Fig. 1 and Fig. 2 , the GLRT has the worst performance. The MFLRT and the Asym-Bayesian are similar to each other and are better than the MDL, especially for the low SNR case.
B. Unknown Noise Variance
When the noise variance σ 2 is unknown, it can be shown
k is the estimated variance under model M k , and is given bŷ
Based on 5000 realizations, the receiver operating characteristics (ROC) curves of the four detectors are shown in Fig. 3 for high SNR and Fig. 4 for low SNR. It is seen that the GLRT is again the worst detector and Fig. 3 is very similar to Fig. 1 while Fig. 4 is very similar to Fig. 2 . ROC curves of the detectors for relatively low SNR (known noise variance). Simulations have also been conducted for already ordered data, i.e. channel 1 and channel 2 having large signals. It was found that there is little degradation in performance due to data adaptive ordering.
VI. CONCLUSIONS AND DISCUSSION
We have investigated the GLRT and the Bayesian approach for centralized composite detection. In particular, we have shown that the performance of GLRT is poor and can be improved if there are channels with small signal returns. The MFLRT, which estimates the channels with large signal returns, can be used to improve detection performance. An approximate Bayesian detector has also been proposed based on vague prior PDFs. It has been shown to be another way of improving the performance of the GLRT.
