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Abstract
Associated to a simple undirected graph G is a simplicial complex ΔG whose faces correspond to the
independent sets of G. We call a graph G shellable if ΔG is a shellable simplicial complex in the non-
pure sense of Björner–Wachs. We are then interested in determining what families of graphs have the
property that G is shellable. We show that all chordal graphs are shellable. Furthermore, we classify all
the shellable bipartite graphs; they are precisely the sequentially Cohen–Macaulay bipartite graphs. We
also give a recursive procedure to verify if a bipartite graph is shellable. Because shellable implies that the
associated Stanley–Reisner ring is sequentially Cohen–Macaulay, our results complement and extend recent
work on the problem of determining when the edge ideal of a graph is (sequentially) Cohen–Macaulay. We
also give a new proof for a result of Faridi on the sequentially Cohen–Macaulayness of simplicial forests.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a simple (no loops or multiple edges) undirected graph on the vertex set VG =
{x1, . . . , xn}. By identifying the vertex xi with the variable xi in the polynomial ring R =
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I (G) = ({xixj | {xi, xj } ∈ EG}) where EG is the edge set of G. The ideal I (G) is called the
edge ideal of G. Using the Stanley–Reisner correspondence, we can associate to G the simpli-
cial complex ΔG where IΔG = I (G). Notice that the faces of ΔG are the independent sets or
stable sets of G. Thus F is a face of ΔG if and only if there is no edge of G joining any two
vertices of F . The dual concept of an independent set is a vertex cover, i.e., a subset C of VG is
a vertex cover of G if and only if VG \C is an independent set of G.
We call a graph G (sequentially) Cohen–Macaulay if R/I (G) is (sequentially) Cohen–
Macaulay. Recently, a number of authors (for example, see [7,9,10,14,17,23,25]) have been
interested in classifying or identifying (sequentially) Cohen–Macaulay graphs G in terms of the
combinatorial properties of G. This paper complements and extends some of this work by intro-
ducing the notion of a shellable graph. We shall call a graph G shellable if the simplicial complex
ΔG is a shellable simplicial complex (see Definition 2.1). Here, we mean the non-pure definition
of shellability as introduced by Björner and Wachs [2]. Because a shellable simplicial complex
has the property that its associated Stanley–Reisner ring is sequentially Cohen–Macaulay, by
identifying shellable graphs, we are in fact identifying some of the sequentially Cohen–Macaulay
graphs.
We begin in Section 2 by formally introducing shellable graphs and discussing some of their
basic properties. We then focus on the shellability of bipartite graphs. Recall that a graph G is
bipartite if the vertex set VG can be partitioned into two disjoint sets V = V1 ∪V2 such that every
edge of G contains one vertex in V1 and the other in V2. Furthermore, let NG(x) denote the set
of neighbors of the vertex x. We then show:
Theorem 1.1 (Corollary 2.10). Let G be a bipartite graph. Then G is shellable if and only if there
are adjacent vertices x and y with deg(x) = 1 such that the bipartite graphs G \ ({x} ∪ NG(x))
and G \ ({y} ∪NG(y)) are shellable.
We also consider the shellability of chordal graphs. A graph G is chordal (or triangulated)
if every cycle Cn of G of length n  4 has a chord. A chord of Cn is an edge joining two non-
adjacent vertices of Cn. Chordal graphs then have a nice combinatorial property:
Theorem 1.2 (Theorem 2.13). Let G be a chordal graph. Then G is shellable.
Because G being shellable implies that G is sequentially Cohen–Macaulay, the above result
gives a new proof to the main result of Francisco and the first author [10] that all chordal graphs
are sequentially Cohen–Macaulay.
The main result of Section 3 is to classify all sequentially Cohen–Macaulay bipartite graphs.
Precisely, we show:
Theorem 1.3 (Theorem 3.10). Let G be a bipartite graph. Then G is sequentially Cohen–
Macaulay if and only G is shellable.
Note that all shellable graphs are automatically sequentially Cohen–Macaulay (see Stanley
[21] or Theorem 3.2), but the converse is not true in general. So, the above theorem says that
among the bipartite graphs, those that are sequentially Cohen–Macaulay are precisely those that
are shellable. This generalizes a result of Estrada and the second author [7] which showed that G
is a Cohen–Macaulay bipartite graph if and only if ΔG has a pure shelling. Because we can use
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verify recursively if a bipartite graph is sequentially Cohen–Macaulay.
In the fourth section we consider connected bipartite graphs with bipartition V1 = {x1, . . . , xg}
and V2 = {y1, . . . , yg} such that {xi, yi} ∈ EG for all i and g  2. Following Carrá Ferro and
Ferrarello [1], we can associate to G a directed graph D. Carrá Ferro and Ferrarello gave an
alternative classification of Cohen–Macaulay bipartite graphs in terms of the properties of D
(the original classification is due of Herzog and Hibi [14]). We show how G being sequentially
Cohen–Macaulay affects the graph D.
In the final section we extend the scope of our investigation to include the edge ideals associ-
ated to clutters (a type of hypergraph). As in the graph case, we say that a clutter C is shellable
if the simplicial complex associated to the edge ideal I (C) is a shellable simplicial complex. We
show (the free vertex property is defined in Section 5):
Theorem 1.4 (Theorem 5.3). If a clutter C has the free vertex property, then C is shellable.
By applying a result of Herzog, Hibi, Trung and Zheng [15], we recover as a corollary the
fact that all simplicial forests are sequentially Cohen–Macaulay. This result was first proved by
Faridi [8].
2. Shellable graphs
We continue to use the notation and definitions used in the introduction. In this section we
introduce shellable graphs, describe some of their properties, and identify some families of
shellable graphs.
Definition 2.1. A simplicial complex Δ is shellable if the facets (maximal faces) of Δ can be
ordered F1, . . . ,Fs such that for all 1  i < j  s, there exists some v ∈ Fj \ Fi and some
 ∈ {1, . . . , j − 1} with Fj \ F = {v}. We call F1, . . . ,Fs a shelling of Δ when the facets have
been ordered with respect to the shellable definition. For a fixed shelling of Δ, if F,F ′ ∈ Δ then
we write F < F ′ to mean that F appears before F ′ in the ordering.
Remark 2.2. The above definition of shellable is due to Björner and Wachs [2] and is usually
referred to as non-pure shellable, although in this paper we will drop the adjective “non-pure.”
Originally, the definition of shellable also required that the simplicial complex be pure, that is, all
the facets have same dimension. We will say Δ is pure shellable if it also satisfies this hypothesis.
Definition 2.3. Let G be a simple undirected graph with associated simplicial complex ΔG. We
say G is a shellable graph if ΔG is a shellable simplicial complex.
To prove that a graph G is shellable, it suffices to prove each connected component of G is
shellable, as demonstrated below.
Lemma 2.4. Let G1 and G2 be two graphs with disjoint sets of vertices and let G = G1 ∪ G2.
Then G1 and G2 are shellable if and only if G is shellable.
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if we order the facets of ΔG as
F1 ∪H1, . . . ,F1 ∪Hs; F2 ∪H1, . . . ,F2 ∪Hs; . . . ; Fr ∪H1, . . . ,Fr ∪Hs
we get a shelling of ΔG. Indeed if F ′ <F are two facets of ΔG we have two cases to consider.
Case (i). F ′ = Fi ∪ Hk and F = Fj ∪ Ht , where i < j . Because ΔG1 is shellable there is v ∈
Fj \Fi and  < j with Fj \F = {v}. Hence v ∈ F \F ′, F ∪Ht < F , and F \ (F ∪Ht) = {v}.
Case (ii). F ′ = Fk ∪ Hi and F = Fk ∪ Hj , where i < j . This case follows from the shellability
of ΔG2 .
(⇐) Note that if F is a facet of ΔG, then F ′ = F ∩ VG1 , respectively, F ′′ = F ∩ VG2 , is a
facet of ΔG1 , respectively ΔG2 . We now show that G1 is shellable and omit the similar proof for
the shellability of G2. Let F1, . . . ,Ft be a shelling of ΔG, and consider the subsequence
Fi1, . . . ,Fis with 1 = i1 < i2 < · · · < is
where F1 ∩VG2 = Fij ∩VG2 for ij ∈ {i1, . . . , is}, but F1 ∩VG2 = Fk ∩VG2 for any k ∈ {1, . . . , t}\{i1, . . . , is}. We then claim that
F ′1 = Fi1 \ VG2 , F ′2 = Fi2 \ VG2 , . . . , F ′s = Fis \ VG2
is a shelling of ΔG1 . We first show that this is a complete list of facets; indeed, each F ′j =
Fij ∩ VG1 is a facet of ΔG1 , and furthermore, for any facet F ∈ ΔG1 , F ∪ (F1 ∩ VG2) is a facet
of ΔG, and hence F ∪ (F1 ∩ VG2) = Fij for some ij ∈ {i1, . . . , is}.
Because the Fi ’s form a shelling, if 1 k < j  s, there exists v ∈ Fij \ Fik = (Fij \ VG2) \
(Fik \ VG2) = F ′j \ F ′k such that {v} = Fij \ F for some 1   < ij . It suffices to show that
F is among Fi1, . . . ,Fis . Now because Fij ∩ VG2 ⊂ Fij and v /∈ Fij ∩ VG2 , we must have Fij ∩
VG2 ⊂ F. So, F∩VG2 ⊃ Fij ∩VG2 . But F∩VG2 is a facet of ΔG2 , so we must have F∩VG2 =
Fij ∩ VG2 . So F = Fir for some r < j , and hence, {v} = F ′j \ F ′r , as desired. 
Given a subset S ⊂ VG, by G \ S, we mean the graph formed from G by deleting all the
vertices in S, and all edges incident to a vertex in S. If x is a vertex of G, then its neighbor
set, denoted by NG(x), is the set of vertices of G adjacent to x. If F is a face of a simplicial
complex Δ, the link of F is defined to be lkΔ(F) = {G | G∪F ∈ Δ, G∩F = ∅}. When F = {x},
then we shall abuse notation and write lkΔ(x) instead of lkΔ({x}).
Lemma 2.5. Let x be a vertex of G and let G′ = G \ ({x} ∪NG(x)). Then
ΔG′ = lkΔG(x).
In particular, F is a facet of ΔG′ if and only if x /∈ F and F ∪ {x} is a facet of ΔG.
Proof. If F ∈ lkΔG(x), then x /∈ F , and F ∪ {x} ∈ ΔG implies that F ∪ {x} is an independent set
of G. So (F ∪{x})∩NG(x) = ∅. But this means that F ⊂ VG′ because VG′ = VG \({x}∪NG(x)).
Thus F ∈ ΔG′ since F is also an independent set of the smaller graph G′.
Conversely, if F ∈ ΔG′ , then F is an independent set of G′ that does not contain any of the
vertices of {x} ∪ NG(x). But then F ∪ {x} is an independent set of G, i.e., F ∪ {x} ∈ ΔG. So
F ∈ lkΔ (x).G
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x /∈ F and F ∪ {x} is a facet of ΔG. 
The property of shellability is preserved when removing the vertices {x} ∪ NG(x) and all
incident edges from G for any vertex x.
Theorem 2.6. Let x be a vertex of G and let G′ = G \ ({x} ∪ NG(x)). If G is shellable, then G′
is shellable.
Proof. Let F1, . . . ,Fs be a shelling of ΔG. Suppose the subsequence
Fi1,Fi2, . . . ,Fit with i1 < i2 < · · · < it
is the list of all the facets with x ∈ Fij . Setting Hj = Fij \ {x} for each j = 1, . . . , t , Lemma 2.5
implies that the Hj ’s are the facets of ΔG′ .
We claim that H1, . . . ,Ht is a shelling of ΔG′ . Because the Fi ’s form a shelling, if 1 k <
j  t , there exists a vertex v ∈ Fij \ Fik = (Fij \ {x}) \ (Fik \ {x}) = (Hj \ Hk) such that {v} =
Fij \ F for some 1   < ij . It suffices to show that F is among the list Fi1, . . . ,Fit . But
because x ∈ Fij and x = v, we must have x ∈ F. Thus F = Fik for some k  j . But then{v} = Fij \ F = Hj \Hk . So, the Hi ’s form a shelling of ΔG′ . 
Let G be a graph and let S ⊂ VG. For use below consider the graph G ∪ WG(S) obtained
from G by adding new vertices {yi | xi ∈ S} and new edges {{xi, yi} | xi ∈ S}. The edges {xi, yi}
are called whiskers. The notion of a whisker was introduced by the second author [19,23] to
study how modifying the graph G affected the Cohen–Macaulayness of G; this idea was later
generalized by Francisco and Hà [9] in their study of sequentially Cohen–Macaulay graphs. We
can give a shellable analog of [9, Theorem 4.1].
Corollary 2.7. Let G be a graph and let S ⊂ VG. If G ∪ WG(S) is shellable, then G \ S is
shellable.
Proof. We may assume that S = {x1, . . . , xs}. Set G0 = G ∪ WG(S) and Gi = Gi−1 \ ({yi} ∪
NG(yi)) for i = 1, . . . , s. Notice that Gs = G \ S. Hence, by repeatedly applying Theorem 2.6,
the graph G \ S is shellable. 
We now turn our attention to the shellability of bipartite graphs.
Lemma 2.8. Let G be a bipartite graph with bipartition {x1, . . . , xm}, {y1, . . . , yn}. If G is
shellable and G has no isolated vertices, then there is v ∈ VG with deg(v) = 1.
Proof. Let F1, . . . ,Fs be a shelling of ΔG. We may assume that Fi = {y1, . . . , yn}, Fj =
{x1, . . . , xm} and i < j . Then there is xk ∈ Fj \Fi and F with  j −1 such that Fj \F = {xk}.
For simplicity assume that xk = x1. Then {x2, . . . , xm} ⊂ F and there is yt in F for some
1 t  n. Since {yt , x2, . . . , xm} is an independent set of G, we get that yt can only be adjacent
to x1. Thus deg(yt ) = 1 because G has no isolated vertices. 
Theorem 2.9. Let G be a graph and let x1, y1 be two adjacent vertices of G with deg(x1) = 1. If
G1 = G \ ({x1} ∪NG(x1)) and G2 = G \ ({y1} ∪NG(y1)), then G is shellable if and only if G1
and G2 are shellable.
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the reverse direction. Let F ′1, . . . ,F ′r be a shelling of ΔG1 and let H ′1, . . . ,H ′s be a shelling of
ΔG2 . It suffices to prove that
F ′1 ∪ {x1}, . . . ,F ′r ∪ {x1}, H ′1 ∪ {y1}, . . . ,H ′s ∪ {y1}
is a shelling of ΔG. One first shows that this is the complete list of facets of ΔG using Lemma 2.5.
Indeed, take any facet F of ΔG. If y1 ∈ F , then x1 /∈ F because {x1, y1} is an edge of G, and
by Lemma 2.5, F \ {y1} = H ′i for some i. On the other hand, if y1 /∈ F , we must have x1 ∈ F ,
because if not, then {x1} ∪ F is larger independent set of G because x1 is only adjacent to y1.
Again, by Lemma 2.5, we have F \ {x} = F ′i for some i. Let F ′ <F be two facets of ΔG. There
are three cases to consider.
Case (i). F ′ = F ′i ∪ {x1} and F = H ′j ∪ {y1}. Since H ′j ∪ {x1} is an independent set of G, it is
contained in a facet of ΔG, i.e., H ′j ∪ {x1} ⊂ F ′ ∪ {x1} for some . Hence (H ′j ∪ {y1}) \ (F ′ ∪
{x1}) = {y1}, y1 ∈ F \ F ′, and F ′ ∪ {x1} <F .
The remaining two cases follow readily from the shellability of ΔG1 and ΔG2 . 
Putting together the last two results yields a recursive procedure to verify if a bipartite graph
is shellable.
Corollary 2.10. Let G be a bipartite graph. Then G is shellable if and only if there are adjacent
vertices x and y with deg(x) = 1 such that the bipartite graphs G\ ({x}∪NG(x)) and G\ ({y}∪
NG(y)) are shellable.
Proof. By Lemma 2.4 it suffices to verify the statement when G is connected. By Lemma 2.8
there exists a vertex of x1 with deg(x1) = 1. Now apply the previous theorem. 
Example 2.11. The complete bipartite graph, denoted Km,n, is the graph with vertex set VG =
{x1, . . . , xm, y1, . . . , yn} and edge set EG = {{xi, yj } | 1 i m, 1 j  n}. If m,n 2, then
Km,n is not shellable since the graph has no vertex of degree one. On the other hand, if m = 1
and n 1, then Km,n is shellable since the only facets are F1 = {y1, . . . , yn} and F2 = {x1} and
we have a shelling with F1 <F2. Similarly, Km,1 is shellable for all m 1.
We complete this section by showing that all chordal graphs are shellable. A graph G is
triangulated or chordal if every cycle Cn of G of length n 4 has a chord. A chord of Cn is an
edge joining two non-adjacent vertices of Cn. Let S be a set of vertices of a graph G. The induced
subgraph GS is the maximal subgraph of G with vertex set S. For use below we call a complete
subgraph of G a clique. As usual, a complete graph with r vertices is denoted by Kr .
Lemma 2.12. (See [22, Theorem 8.3].) Let G be a chordal graph and let K be a complete
subgraph of G. If K = G, then there is x /∈ V (K) such that GNG(x) is a complete subgraph.
Theorem 2.13. Let G be a chordal graph. Then G is shellable.
Proof. We proceed by induction on n = |VG|. Let VG = {x1, . . . , xn} be the vertex set of G. If
G is a complete graph, then ΔG consists of n isolated vertices and they clearly form a shelling.
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Lemma 2.12 there is x1 ∈ VG such that GNG(x1) =Kr−1 is a complete subgraph for some r  1.
(To apply Lemma 2.12, take K to be any edge of G; this is clearly a complete graph.) Notice that
G{x1}∪NG(x1) = Kr and that Kr is the only maximal complete subgraph of G that contains x1.
We may assume that V (Kr ) = {x1, . . . , xr}. Consider the subgraphs Gi = G \ ({xi} ∪ NG(xi)),
which are also chordal. By induction there is a shelling Fi1, . . . ,Fisi of ΔGi for i = 1, . . . , r .
Observe that any facet of ΔG intersects V (Kr ) in exactly one vertex. Thus by Lemma 2.5 the
following is the complete list of facets of ΔG:
F11 ∪ {x1}, . . . ,F1s1 ∪ {x1}; F21 ∪ {x2}, . . . ,F2s2 ∪ {x2}; . . . ;
Fr1 ∪ {xr}, . . . ,Frsr ∪ {xr}.
We claim that this linear ordering is a shelling of ΔG. Let F ′ < F be two facets of ΔG. There
are two cases to consider.
Case (i). F ′ = Fik ∪ {xi} and F = Fjt ∪ {xj }, where i < j . Notice that Fjt ∪ {x1} is an inde-
pendent set of G because Fjt ∩ V (Kr ) = ∅. Thus Fjt ∪ {x1} can be extended to a facet of G,
i.e., Fjt ∪ {x1} ⊂ F1 ∪ {x1} for some 1    s1. Set F ′′ = F1 ∪ {x1}. Hence xj ∈ F \ F ′,
F \ F ′′ = {xj }, and F ′′ <F .
Case (ii). F ′ = Fik ∪ {xi} and F = Fit ∪ {xi}, with k < t . This case follows from the shellability
of ΔGi . 
Remark 2.14. As shown below (Theorem 3.2), if a graph G is shellable, then it is also se-
quentially Cohen–Macaulay. The above theorem, therefore, gives a new proof to the fact that
all chordal graphs are sequentially Cohen–Macaulay as first proved in [10]. To show that all
chordal graphs are sequentially Cohen–Macaulay, the authors of [10] show that for each degree
d  0, the square-free part of the Alexander dual I (G)∨ (also defined below) in degree d has
linear quotients, that is, there is an ordering of the generators {u1, . . . , us} of the square-free part
of I (G)∨ of degree d such that (u1, . . . , ui−1) : (ui) = (xi1, . . . , xit ) for i = 1, . . . , s. However,
when G is shellable, the generators of the Alexander dual I (G)∨ must have linear quotients (see
[16, Theorem 1.4(c)] and [20]); so, when G is chordal, the ideal I (G)∨ also has linear quotients,
a fact, to the best of our knowledge, that has never been noticed.
3. Sequentially Cohen–Macaulay bipartite graphs
In this section we classify all sequentially Cohen–Macaulay bipartite graphs. We begin by
recalling the relevant definitions and results about sequentially Cohen–Macaulay modules.
Definition 3.1. Let R = k[x1, . . . , xn]. A graded R-module M is called sequentially Cohen–
Macaulay (over k) if there exists a finite filtration of graded R-modules
0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M
such that each Mi/Mi−1 is Cohen–Macaulay, and the Krull dimensions of the quotients are
increasing:
dim(M1/M0) < dim(M2/M1) < · · · < dim(Mr/Mr−1).
As first shown by Stanley [21], shellable implies sequentially Cohen–Macaulay.
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Reisner ring. If Δ is shellable, then R/IΔ is sequentially Cohen–Macaulay.
We now specialize to the case of graphs by providing a sequentially Cohen–Macaulay analog
of Theorem 2.6.
Theorem 3.3. Let x be a vertex of G and let G′ = G \ ({x} ∪ NG(x)). If G is sequentially
Cohen–Macaulay, then G′ is sequentially Cohen–Macaulay.
Proof. Let F1, . . . ,Fs be the facets of Δ = ΔG, and let F1, . . . ,Fr be the facets of Δ that con-
tain x. Set Γ = ΔG′ ; by Lemma 2.5, the facets of Γ are F ′1 = F1 \ {x}, . . . ,F ′r = Fr \ {x}.
Consider the pure simplicial complexes
Δ[k] = 〈{F ∈ Δ ∣∣ dim(F ) = k}〉; −1 k  dim(Δ),
Γ [k] = 〈{F ∈ Γ ∣∣ dim(F ) = k}〉; −1 k  dim(Γ ),
where 〈F〉 denotes the subcomplex generated by the set of faces F . Recall that H is a face of 〈F〉
if and only if H is contained in some F in F . Take a facet F ′i of Γ of dimension d = dim(Γ ).
Then F ′i ∪ {x} ∈ Δ[d+1] and consequently {x} ∈ Δ[k+1] for k  d . Because the facets of Γ are
F ′1 = F1 \ {x}, . . . ,F ′r = Fr \ {x}, we have the equality
Γ [k] = lkΔ[k+1](x)
for k  d . By [5, Theorem 3.3] the complex Δ is sequentially Cohen–Macaulay if and only
if Δ[k] is Cohen–Macaulay for −1  k  dim(Δ). Because Δ[k] is Cohen–Macaulay, by [24,
Proposition 5.3.8] lkΔ[k](F ) is Cohen–Macaulay for any F ∈ Δ[k]. Thus, Γ [k] = lkΔ[k+1](x) is
Cohen–Macaulay for any −1 k  dim(Γ ) dim(Δ)− 1. Therefore Γ is sequentially Cohen–
Macaulay by [5, Theorem 3.3], as required. 
Example 3.4. The six cycle C6 is a counterexample to the converse of the above statement. For
any vertex x of C6, the graph C6 \ ({x}∪NG(x)) is a tree, which is sequentially Cohen–Macaulay.
(A tree is a chordal graph, so by Theorem 2.13, a tree is shellable, and hence, sequentially
Cohen–Macaulay by Theorem 3.2.) However, the only sequentially Cohen–Macaulay cycles are
C3 and C5 [10, Proposition 4.1].
A corollary of the above result is the following result of Francisco and Hà. Here WG(S) is the
whisker notation introduced in the previous section.
Corollary 3.5. (See [9, Theorem 4.1].) Let G be a graph and let S ⊂ VG. If G ∪ WG(S) is
sequentially Cohen–Macaulay, then G \ S is sequentially Cohen–Macaulay.
Proof. We may assume that S = {x1, . . . , xs}. Set G0 = G and Gi = Gi−1 \ (yi ∪ NG(yi)) for
i = 1, . . . , s where yi is the degree 1 vertex adjacent to xi . Notice that Gs = G \ S. Hence by
Theorem 3.3 the graph G \ S is sequentially Cohen–Macaulay. 
We make use of the following result of Herzog and Hibi that links the notions of component-
wise linearity and sequentially Cohen–Macaulayness. We begin by recalling:
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ideal I . Then I is called componentwise linear if (Id) has a linear resolution for all d .
Definition 3.7. If I is a square-free monomial ideal, then the square-free Alexander dual of
I = (x1,1 · · ·x1,s1 , . . . , xt,1 · · ·xt,st ) is the ideal
I∨ = (x1,1, . . . , x1,s1)∩ · · · ∩ (xt,1, . . . , xt,st ).
If I is a square-free monomial ideal we write I[d] for the ideal generated by all the square-free
monomial ideals of degree d in I .
Theorem 3.8. (See [13].) Let I be a square-free monomial ideal of R. Then
(a) R/I is sequentially Cohen–Macaulay if and only if I∨ is componentwise linear.
(b) I is componentwise linear if and only if I[d] has a linear resolution for all d  0.
Lemma 3.9. Let G be a bipartite graph with bipartition {x1, . . . , xm}, {y1, . . . , yn}. If G is se-
quentially Cohen–Macaulay, then there is v ∈ VG with deg(v) = 1.
Proof. We may assume that m n and that G has no isolated vertices. Let J be the Alexander
dual of I = I (G) and let L = J[n] be the monomial ideal generated by the square-free monomials
of J of degree n. We may assume that L is generated by g1, . . . , gq , where g1 = y1y2 · · ·yn and
g2 = x1 · · ·xmy1 · · ·yn−m. Consider the linear map
Rq
ϕ−→ R (ei → gi).
The kernel of this map is generated by syzygies of the form
(
gj/gcd(gi, gj )
)
ei −
(
gi/gcd(gi, gj )
)
ej .
Since the vector α = x1 · · ·xme1 − yn−m+1 · · ·yne2 is in ker(ϕ) and since ker(ϕ) is generated by
linear syzygies (see Theorem 3.8), there is a linear syzygy of L of the form xj e1 − zek , where
z is a variable, k = 1. Hence xj (y1 · · ·yn) = z(gk) and gk = xjy1 · · ·yi−1yi+1 · · ·yn for some i.
Because the support of gk is a vertex cover of G, we get that the complement of the support of gk ,
i.e., {yi, x1, . . . , xj−1, xj+1, . . . , xm}, is an independent set of G. Thus yi can only be adjacent
to xj , i.e., deg(yi) = 1. 
We come to the main result of this section.
Theorem 3.10. Let G be a bipartite graph. Then G is shellable if and only if G is sequentially
Cohen–Macaulay.
Proof. Since G shellable implies G sequentially Cohen–Macaulay (Theorem 3.2) we only need
to show the converse. Assume that G is sequentially Cohen–Macaulay. The proof is by induction
on the number of vertices of G. By Lemma 3.9 there is a vertex x1 of G of degree 1. Let y1 be
the vertex of G adjacent to x1. Consider the subgraphs G1 = G \ ({x1} ∪NG(x1)) and G2 = G \
({y1}∪NG(y1)). By Theorem 3.3 G1 and G2 are sequentially Cohen–Macaulay. Hence ΔG1 and
ΔG are shellable by the induction hypothesis. Therefore ΔG is shellable by Theorem 2.9. 2
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above theorem, therefore, implies the same for sequentially Cohen–Macaulay bipartite graphs.
In particular, we have:
Corollary 3.11. Let G be a bipartite graph. Then G is sequentially Cohen–Macaulay if and only
if there are adjacent vertices x and y with deg(x) = 1 such that the bipartite graphs G \ ({x} ∪
NG(x)) and G \ ({y} ∪NG(y)) are sequentially Cohen–Macaulay.
Example 3.12. No even cycle C2m can be sequentially Cohen–Macaulay since C2m is a bipartite
graph that does not have a vertex of degree 1.
4. An application to Cohen–Macaulay bipartite graphs
If G is a bipartite graph without isolated vertices whose edge ideal I (G) is unmixed, i.e., all
the associated primes of I (G) have the same height, then one can show (see, for example, [24,
Theorem 6.4.2]) that G must have the following two properties:
(1) if V1 = {x1, . . . , xg} and V2 = {y1, . . . , yh} is the bipartition of VG, then g = h,
(2) for i = 1, . . . , g, (after relabeling) {xi, yi} is an edge of G.
Properties (1) and (2) are deduced from the fact that all the minimal vertex covers of a graph
whose edge ideal is unmixed ideal must have the same size. Cohen–Macaulay bipartite graphs
are, therefore, a subset of all the graphs that satisfies (1) and (2) since their edge ideals are
unmixed.
If G is any bipartite graph that satisfies (1) and (2), then Carrá Ferro and Ferrarello [1] in-
troduced a way to construct a directed graph from the graph G. Precisely, we define a directed
graph D with vertex set V1 as follows: (xi, xj ) is a directed edge of D if i = j and {xi, yj } is an
edge of G. In this section G will be any bipartite graph that satisfies conditions (1) and (2). We
will show how G being (sequentially) Cohen–Macaulay affects the graph D. In particular, we
can express Herzog and Hibi’s [14] classification of Cohen–Macaulay bipartite graphs in terms
of the graph D.
We say that a cycle C of D is oriented if all the arrows of C are oriented in the same direction.
Example 4.1. If G = C4 with edge set {{x1, y1}, {x2, y2}, {x1, y2}, {x2, y1}}, then D has two ver-
tices x1, x2 and two arrows (x1, x2), (x2, x1) forming an oriented cycle of length two.
Lemma 4.2. (See [12, Theorem 16.3(4), p. 200].) Let D be the directed graph described above.
D is acyclic, i.e., D has no oriented cycles, if and only if there is a linear ordering of the vertex
set V1 such that all the edges of D are of the form (xi, xj ) with i < j .
Recall that D is called transitive if for any two (xi, xj ), (xj , xk) in ED with i, j, k distinct,
we have that (xi, xk) ∈ ED .
Theorem 4.3. (See [25].) Let G be a bipartite graph satisfying (1) and (2). The digraph D
is transitive if and only if G is unmixed, i.e., all minimal vertex covers of G have the same
cardinality.
We can now show how G being sequentially Cohen–Macaulay affects the graph D.
A. Van Tuyl, R.H. Villarreal / Journal of Combinatorial Theory, Series A 115 (2008) 799–814 809Theorem 4.4. Let G be a bipartite graph satisfying (1) and (2). If G is sequentially Cohen–
Macaulay, then the directed graph D is acyclic.
Proof. We proceed by induction on the number of vertices of G. Assume that D has an oriented
cycle Cr with vertices {xi1, . . . , xir }. This means that the graph G has a cycle
C2r = {yi1, xi1, yi2, xi2, yi3, . . . , yir−1 , xir−1, yir , xir }
of length 2r . By Lemma 3.9, the graph G has a vertex v of degree 1. Notice that v /∈
{xi1, . . . , xir , yi1, . . . , yir }. Furthermore, if w is the vertex adjacent to v, we also have w /∈{xi1, . . . , xir , yi1, . . . , yir }. Hence by Theorem 3.3 the graph G′ = G \ ({v} ∪ NG(v)) is se-
quentially Cohen–Macaulay and DG′ has an oriented cycle, a contradiction to the induction
hypotheses. Thus D has no oriented cycles, as required. 
Example 4.5. The converse of the above theorem does not hold as illustrated through the follow-
ing example. Let G be the graph






















   
   
x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
By Lemma 4.2 G is a bipartite graph whose directed graph D is acyclic. However, G is not
sequentially Cohen–Macaulay. To verify this, note that by Corollary 3.11, if G is sequentially
Cohen–Macaulay, then G1 = G \ ({x5} ∪ NG(x5)) and G2 = G \ ({y5} ∪ NG(y5)) are sequen-
tially Cohen–Macaulay. (Note that by the symmetry of the graph, we can use either {x5, y5} or
{x1, y1}.) But G2 is sequentially Cohen–Macaulay if and only if H1 = G2 \ ({y1} ∪NG(y1)) and
H2 = G2 \ ({x1} ∪ NG(x1)) are sequentially Cohen–Macaulay. But H2 is the graph of C4 which
is not sequentially Cohen–Macaulay. Hence, G is not sequentially Cohen–Macaulay.
Bipartite Cohen–Macaulay graphs have been studied in [7,14,24]. In [7] it is shown that G is
a Cohen–Macaulay bipartite graph if and only if ΔG is pure shellable. In [14] Herzog and Hibi
give a graph theoretical description of Cohen–Macaulay bipartite graphs. This description can be
expressed in terms of D, as was pointed out in [1]. As a corollary, we prove Herzog and Hibi’s
result classifying Cohen–Macaulay bipartite graphs.
Corollary 4.6. (See [1,14].) Let G be a bipartite graph satisfying (1) and (2). Then G is Cohen–
Macaulay if and only if D is acyclic and transitive.
Proof. (⇒) By Theorem 4.3, D is transitive, and by Theorem 4.4, D is acyclic.
(⇐) The proof is by induction on g = |V1|. The case g = 1 is clear. We may assume that G is
connected and g  2. By Lemma 4.2 we may also assume that if {xi, yj } ∈ EG, then i  j . Let
NG(yg) = {xr1, . . . , xrs } be the set of all vertices of G adjacent to yg , where xrs = xg . Consider
the subgraph G′ = G \ ({yg} ∪NG(yg)). We claim that yr1, . . . , yrs−1 are isolated vertices of G′.
Indeed if yrj is not isolated, there is an edge {xi, yrj } in G′ with i < rj . Hence, by the transitivity
of D, we get that {xi, yg} is an edge of G and xi must be a vertex in NG(yg), a contradiction.
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Macaulay. If R1 = k[x | x ∈ VG′ ] and R2 = k[x | x ∈ VG′′ ], then by induction dimR1/I (G′) =
g − s and dimR2/I (G′′) = g − 1. Since (I (G) : yg) = (xi1, . . . , xrs , I (G′)) and (yg, I (G)) =
(yg, I (G
′′)), the ends of the exact sequence
0 −→ R/(I (G) : yg
) yg−→ R/I (G) −→ R/(I (G), yg
)−→ 0
are Cohen–Macaulay modules of dimension g. On the other hand, because D is transitive, by
Theorem 4.2 the graph G is unmixed, and thus dimR/I (G) = dimR − ht(I (G)) = 2g − g = g
since g is the size of any minimal vertex covering. Consequently by applying the depth lemma
(see [6, Corollary 18.6]) to the above short exact sequence, we have
dimR/I (G) depthR/I (G)min
{
depthR/
(
I (G) : yg
)
,depthR/
(
I (G), yg
)+ 1}= g
whence R/I (G) is Cohen–Macaulay of dimension g. 
Cohen–Macaulay trees, first studied in [23], can also be described in terms of D:
Theorem 4.7. Let G be a tree satisfying (1) and (2). Then G is a Cohen–Macaulay tree if and
only ifD is a tree such that every vertex xi ofD is either a source (i.e., has only arrows leaving xi )
or a sink (i.e., has only arrows entering xi ).
Proof. (⇒) Since a tree is bipartite, D is both acyclic and transitive. Suppose there is a vertex
xi that is not a sink or source, i.e., there is an arrow entering xi and one leaving xi . Suppose the
arrow entering xi originates at xj , and the arrow leaving xi goes to xk . Note that xj = xk because
otherwise we would have a cycle in the acyclic graph D. Because D is transitive, the directed
edge (xj , xk) also belongs to D. But then the induced graph on the vertices {xj , yi, xi, yk} in G
forms the cycle C4, contradicting the fact that G is a tree.
(⇐) The hypotheses on D imply D is acyclic and transitive, so apply Theorem 4.6. 
5. Clutters with the free vertex property are shellable
We now extend the scope of our paper to include a special family of hypergraphs called
clutters. The results of this section allow us to give a new proof to a result of Faridi on the
sequentially Cohen–Macaulayness of simplicial forests.
A clutter C with vertex set X = {x1, . . . , xn} is a family of subsets of X, called edges, none
of which is included in another. The set of vertices and edges of C are denoted by VC and EC
respectively. A basic example of a clutter is a graph. Note that a clutter is an example of a
hypergraph on the vertex set of X; a clutter is sometimes called a simple hypergraph, as in [11].
For a thorough study of clutters—that includes 18 conjectures in the area—from the point of
view of combinatorial optimization see [4].
Let R = k[x1, . . . , xn] be a polynomial ring over a field k and let I be an ideal of R minimally
generated by a finite set {xv1, . . . , xvq } of square-free monomials. As usual we use xa as an
abbreviation for xa11 · · ·xann , where a = (a1, . . . , an) ∈ Nn. Note that the entries of each vi are in{0,1}. We associate to the ideal I a clutter C by taking the set of indeterminates VC = {x1, . . . , xn}
as the vertex set and EC = {S1, . . . , Sq} as the edge set, where Si = supp(xvi ) is the support
of xvi , i.e., Si is the set of variables that occur in xvi . For this reason I is called the edge ideal of C
and is denoted I = I (C). Edge ideals of clutters are also called facet ideals [8] because S1, . . . , Sq
are exactly the facets of the simplicial complex Δ = 〈S1, . . . , Sq〉 generated by S1, . . . , Sq .
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least one vertex of C, and (ii) there is no proper subset of C with the first property. If C only
satisfies condition (i), then C is called a vertex cover of C. Notice that p is a minimal prime of
I = I (C) if and only if p= (C) for some minimal vertex cover C of C. In particular, if D1, . . . ,Dt
is a complete list of the minimal vertex covers of C, then
I (C) = (D1)∩ (D2)∩ · · · ∩ (Dt ).
Because I = I (C) is a square-free monomial ideal, it also corresponds to a simplicial complex
via the Stanley–Reisner correspondence [21]. We let ΔC represent this simplicial complex. Note
that F is a facet of ΔC if and only if X \F is a minimal vertex cover of C. As for graphs, we may
say that the clutter C is shellable if ΔC is shellable.
Lemma 5.1. Let C be a clutter with minimal vertex covers D1, . . . ,Dt . If ΔC is shellable and
A ⊂ VC is a set of vertices, then the Stanley–Reisner complex ΔI ′ of the ideal
I ′ =
⋂
Di∩A=∅
(Di)
is shellable with respect to the linear ordering of the facets of ΔI ′ induced by the shelling of the
simplicial complex ΔC .
Proof. Let H1, . . . ,Ht be a shelling of ΔC . We may assume that Hi = VC \ Di for all i. Let Hi
and Hj be two facets of ΔI ′ with i < j , i.e., A ∩ Di = ∅ and A ∩ Dj = ∅. By the shellability
of ΔC , there is an x ∈ Hj \ Hi and an  < j such that Hj \ H = {x}. It suffices to prove that
D ∩ A = ∅. If D ∩ A = ∅, pick z ∈ D ∩ A. Then z /∈ Di ∪ Dj and z ∈ Hi ∩ Hj . Since z /∈ H
(otherwise z /∈ D, a contradiction), we get z ∈ Hj \ H, i.e., z = x, a contradiction because
x /∈ Hi . 
An ideal I ′ is called a minor of I if there is a subset X′ = {xi1, . . . , xir , xj1, . . . , xjs } of the set
of variables X = {x1, . . . , xn} such that I ′ is a proper ideal of R′ = k[X \X′] that can be obtained
from a generating set of I by setting xik = 0 and xj = 1 for all k, . The ideal I is also considered
to be a minor. A minor of C is a clutter C′ on the vertex set VC′ = X \ X′ that corresponds to a
minor (0)  I ′  R′. Notice that the edges of C′ are obtained from I ′ by considering the unique
set of square-free monomials of R′ that minimally generate I ′. For use below we say xi is a free
variable (respectively free vertex) of I (respectively C) if xi only appears in one of the monomials
xv1, . . . , xvq (respectively in one of the edges of C). If all the minors of C have free vertices, we
say that C has the free vertex property. Note that if C has the free vertex property, then so do all
of its minors.
Lemma 5.2. Let xn be a free variable of I = I (C) = (xv1 , . . . , xvq−1 , xvq ), and let xvq = xnxu.
(a) If C1 is the clutter associated to J = (xv1, . . . , xvq−1), then C is a minimal vertex cover of C
containing xn if and only if C ∩ supp(xu) = ∅ and C = {xn} ∪C′ for some minimal vertex cover
C′ of C1. (b) If C2 is the clutter associated to L = (xv1, . . . , xvq−1 , xu), then C is a minimal vertex
cover of C not containing xn if and only if C is a minimal vertex cover of C2.
Proof. (a) Assume that C is a minimal vertex cover of C containing xn. If C ∩ supp(xu) = ∅,
then C \ {xn} is a vertex cover of C, a contradiction. Thus C ∩ supp(xu) = ∅. Hence it suffices to
notice that C′ = C \ {xn} is a minimal vertex cover of C1. The converse also follows readily.
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generator of I (C2), then either xu divides xa or xa = xvi for some i < q . Then clearly C ∩
supp(xa) = ∅ because C ∩A = ∅, where A = supp(xu). Thus C is a vertex cover of C2. To prove
that C is minimal take C′  C. We must show that there is an edge of C2 not covered by C′. As
C is a minimal vertex cover of C, there is xvi such that supp(xvi ) ∩ C′ = ∅. If xvi is a minimal
generator of C2 there is nothing to prove, otherwise xu divides xvi and the edge A of C2 is not
covered by C′. The converse also follows readily. 
Theorem 5.3. If the clutter C has the free vertex property, then ΔC is shellable.
Proof. We proceed by induction on the number of vertices of C. Let xn be a free variable of
I = I (C) = (xv1, . . . , xvq−1 , xvq ). We may assume that xn occurs in xvq . Hence we can write
xvq = xnxu for some xu such that xn /∈ supp(xu). For use below we set A = supp(xu). Consider
the ideals J = (xv1, . . . , xvq−1) and L = (J, xu). Then J = I (C1) and L = I (C2), where C1
and C2 are the clutters defined by the ideals J and L, respectively. Notice that J and L are
minors of the ideal I obtained by setting xn = 0 and xn = 1, respectively. The vertex set of Ci
is VCi = X \ {xn} for i = 1,2. Thus ΔC1 and ΔC2 are shellable by the induction hypothesis. Let
F1, . . . ,Fr be the facets of ΔC that contain xn and let G1, . . . ,Gs be the facets of ΔC that do
not contain xn. Set Ci = X \ Gi and C′i = Ci \ {xn} for i = 1, . . . , s. Then C1, . . . ,Cs is the set
of minimal vertex covers of C that contain xn, and by Lemma 5.2(a) C′1, . . . ,C′s is the set of
minimal vertex covers of C1 that do not intersect A. One has the equality Gi = VC1 \C′i for all i.
Hence, by the shellability of ΔC1 and using Lemma 5.1, we may assume that G1, . . . ,Gs is a
shelling for the simplicial complex generated by G1, . . . ,Gs . By Lemma 5.2(b) one has that C
is a minimal vertex cover of C not containing xn if and only if C is a minimal vertex cover of C2.
Thus, F is a facet of ΔC that contains xn, i.e., F = F ′ ∪ {xn} if and only if F ′ is a facet of ΔC2 .
By induction we may also assume that F ′1 = F1 \ {xn}, . . . ,F ′r = Fr \ {xn} is a shelling of ΔC2 .
We now prove that
F1, . . . ,Fr ,G1, . . . ,Gs with Fi = F ′i ∪ {xn}
is a shelling of ΔC . We need only show that given Gj and Fi there is a ∈ Gj \ Fi and F such
that Gj \ F = {a}. We can write
Gj = X \Cj and Fi = X \Ci,
where Cj (respectively Ci ) is a minimal vertex cover of C containing xn (respectively not con-
taining xn). Recall that A = supp(xu) is an edge of C2. Notice the following: (i) Cj = C′j ∪ {xn}
for some minimal vertex cover C′j of C1 such that A ∩ C′j = ∅, and (ii) Ci is a minimal vertex
cover of C2. From (i) we get that A ⊂ Gj . Observe that A ⊂ Fi , otherwise A∩Ci = ∅, a contra-
diction because Ci must cover the edge A = supp(u). Hence there is a ∈ A \Fi and a ∈ Gj \Fi .
Since C′j ∪ {a} is a vertex cover of C, there is a minimal vertex cover C of C contained in
C′j ∪ {a}. Clearly a ∈ C because C has to cover xu and C′j ∩ A = ∅. Thus F = X \ C is a
facet of ΔC containing xn. To finish the proof we now prove that Gj \ F = {a}. We know that
a ∈ Gj . If a ∈ F, then a /∈ C, a contradiction. Thus a ∈ Gj \ F. Conversely take z ∈ Gj \ F.
Then z /∈ C′j ∪ {xn} and z ∈ C ⊂ C′j ∪ {a}. Hence z = a, as required. 
The n × q matrix A with column vectors v1, . . . , vq is called the incidence matrix of C. This
matrix has entries in {0,1}. We say that A (respectively C) is a totally balanced matrix (respec-
tively clutter) if A has no square submatrix of order at least 3 with exactly two 1’s in each row
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property. Thus we obtain:
Corollary 5.4. If C is a totally balanced clutter, then ΔC is shellable.
Faridi [8] introduced the notion of a leaf for a simplicial complex Δ. Precisely, a facet F of Δ
is a leaf if F is the only facet of Δ, or there exists a facet G = F in Δ such that F ∩F ′ ⊂ F ∩G
for all facets F ′ = F in Δ. A simplicial complex Δ is a simplicial forest if every non-empty
subcollection, i.e., a subcomplex whose facets are also facets of Δ, of Δ contains a leaf. We can
translate Faridi’s definition into hypergraph language; we call the translated version of Faridi’s
leaf an f -leaf.
Definition 5.5. An edge E of a clutter C is an f -leaf if E is the only edge of C, or if there exists
an edge H of C such that E ∩E′ ⊂ E ∩H for all edges E′ = E of C. A clutter C is an f -forest,
if every subclutter of C, including C itself, contains an f -leaf.
In [15, Theorem 3.2] it is shown that C is an f -forest if and only if C is a totally balanced
clutter. Thus we obtain:
Corollary 5.6. If the clutter C is an f -forest, then ΔC is shellable.
We now recover the main result of Faridi [8]:
Corollary 5.7. Let I = I (Δ) be the facet ideal of a simplicial forest. Then R/I (Δ) is sequentially
Cohen–Macaulay.
Proof. If Δ = 〈F1, . . . ,Fs〉, then I (Δ) is also the edge ideal of the clutter C whose edge set is
EC = {F1, . . . ,Fs}. Now apply Corollary 5.6 and Theorem 3.2. 
Remark 5.8. Since submitting this paper, Soleyman Jahan and Zheng [20, Theorem 3.4] have
given a generalization of Theorem 5.3 using the notion a pretty clean monomial ideal.
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