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Abstract
Around the third week after gestation in embryonic development, the human heart consists
only of a valvless tube, unlike a fully developed adult heart, which is multi-chambered. At
this stage in development, the heart valves have not formed and so net flow of blood through
the heart must be driven by a different mechanism. It is hypothesized that there are two
possible mechanisms that drive blood flow at this stage - Liebau pumping (dynamic suc-
tion pumping or valveless pumping) and peristaltic pumping. We implement the immersed
boundary method with adaptive mesh refinement (IBAMR) to numerically study the effect
of hematocrit on the circulation around a valveless. Both peristalsis and dynamic suction
pumping are considered. In the case of dynamic suction pumping, the heart and circulatory
system is simplified as a flexible tube attached to a relatively rigid racetrack. For some
Womersley number (Wo) regimes, there is significant net flow around the racetrack. We
find that the addition of flexible blood cells does not significantly affect flow rates within
the tube for Wo ≤ 10. On the other hand, peristalsis consistently drives blood around the
racetrack for all Wo and for all hematocrit considered.
Keywords: immersed boundary method, heart development, heart tube, hematocrit, fluid
dynamics
1. Introduction
The Liebau pump (dynamic suction pump), first described in 1954 [33], was studied
as a novel way to pump water. It has not been until the past 20 years that scientists
started looking at the pump as a valveless pumping mechanism in many biological systems
and biomedical applications, including microelectromechanical systems (MEMs) and micro-
fluidic devices. Direct applications of such pumps include tissue engineering, implantable
micro electrodes, and drug delivery [27, 10, 26, 33].
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Figure 1: Schematic diagram illustrating dynamic suction pumping [48]. (A) The flexible
tube is at rest. (B) Active contraction of the tube in a non-central location along the tube.
(C) Contraction induces an elastic passive bidirectional wave to propagate along the tube.
(D) Wave reflects off rigid portion of the tube on side nearest to contraction point. (E) The
reflected wave travels down the tube. (F) The waves reflect off the rigid section at the far
side of the tube. Notice the the reflected wave amplitude is smaller than the reflected wave
off the other end.
With extensive industrial applications, dynamic suction pumping (DSP) has proven to be
a suitable means of transport for fluids and other materials in a valveless system, for scales
of Wo > 1 [6]. DSP can be most simply described by an isolated region of actuation, located
asymmetrically along a flexible tube with stiffer ends. Flexibility of the tube is required to
allow passive elastic traveling waves, which augment bulk transport throughout the system.
The rigid ends of the tube cause reflections of the elastic waves, which when coupled with an
asymmetric actuation point, can promote unidirectional flow. DSP is illustrated in Figure
1.
Due to a coupling between the system’s geometry, material properties of the tube wall,
and pumping mechanics, there is a complex, nonlinear relationship between volumetric flow
rate and pumping frequency [6, 9, 17]. Analytic models of DSP have been developed to
address this relationship [39, 2, 32, 47, 9, 4]. Most models use simplifications such as the in-
viscid assumption, long wave approximation, small contraction amplitude, one-dimensional
flow. Furthermore, no analytical model has described flow reversals, which can occur with
changes in the pumping frequency. Relaxing many of these assumptions, physical experi-
ments have been performed to better understand DSP [17, 18, 9, 33], as well as in silico
investigations [21, 22, 3, 6, 5]. Most of these experimental and computational studies focus
on the ‘high’ Wo regime (Wo >> 1).
The vertebrate embryonic heart is a valveless tube, similar to those in various inver-
tebrates, such as urochordates and cephalochordates [24, 43]. Historically, the pumping
mechanism in these hearts has been described as peristalsis [24, 48]. More recently, DSP has
been proposed as a novel cardiac pumping mechanism for the vertebrate embryonic heart
by Kenner et. al. in 2000 [23], and was later declared the main pumping mechanism in
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vertebrate embryonic hearts by Fourhar et. al. in 2004 [14]. Debate over which is the actual
pumping mechanism of the embryonic heart continues today, with the possibility that the
mechanism may vary between species or may be some hybrid of both mechanisms [51, 31].
Although the size of the blood cells during the tubular heart stage is on the same order
of magnitude as the tube itself, previous work with numerical, analytical, and physical have
not considered their presence. Given their size (d ≈ 4 µm) and volume fraction (hematocrit)
that ranges from 0-40%, it is likely that the blood cells are having some effect on the flow.
When the first coordinated myocardial contractions begin to drive blood flow, the embryonic
blood lacks blood cells. However, as the heart tube stage progresses, the hematocrit (the
volume fraction of blood cells) becomes present, as seen in Figure 2, and increases linearly
during development [1]. Hematocrit may play a role in the distribution of forces along the
endothelial lining that contribute to the shaping and growth of the heart.
Figure 2: The embryonic heart tube of a Zebrafish 30 hpf courtesy of [29]. Spherical blood
cells are seen within the tubular heart. The heart tube is roughly 5 blood cells thick in
diameter.
The purpose of this paper is explore the performance DSP and peristalsis when blood cells
are added to the flow. In particular, a central goal is to quantify the relationship between the
magnitude of flow and the hematocrit in tubular hearts over a range of Womersley Numbers,
Wo. While the vertebrate tubular heart is on the order of tens of microns (Wo < 1) [6], the
tubular hearts of many invertebrates span from the tens to hundreds of microns (Wo < 1),
e.g., sea squirts, to salps hearts on the order of millimeters (Wo > 1) [24]. These ranges of
Wo naturally lend themselves to numerical study via the immersed boundary method. The
particular geometry for the computational models will be based upon experimental data
from zebrafish, Danio rerio, embryonic tubular hearts.
2. The Immersed Boundary Method
The immersed boundary method (IBM) is a numerical method developed to solve viscous
incompressible fluid dynamic problems with an immersed elastic structure [41, 37]. Since
its development in the 1970s by Charles Peskin [40], it has been applied to a wide spectrum
of biomathematical models, ranging from blood flow through the heart [40, 41], aquatic
locomotion [19], insect flight [34, 35, 45], to plant biomechanics [36, 53].
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The power of this method is that it can be used to describe flow around complicated
time-dependent geometries using a regular Cartesian discretization of the fluid domain. The
elastic fibers describing the structure are discretized on a moving curvilinear mesh defined
in the Lagrangian frame. The fluid and elastic fibers constitute a coupled system, in which
the structure moves at the local fluid velocity and the structure applies a singular force of
delta-layered thickness to the fluid.
We used an adaptive and parallelized version of the immersed boundary method, IBAMR
[15, 16]. IBAMR is a C++ framework that provides discretization and solver infrastructure
for partial differential equations on block-structured locally refined Eulerian grids [7, 8]
and on Lagrangian (structural) meshes. Adaptive mesh refinement (AMR) allows for better
resolved dynamics between the fibers and the fluid by increasing grid resolution in areas of the
domain that contain an immersed structure or where the vorticity exceeds some threshold.
AMR also improves computational efficiency by decreasing grid resolution in areas of the
domain that do not require a high level of resolution. IBAMR also includes infrastructure
for coupling Eulerian and Lagrangian representations of the fluid and structure, respectively.
The Eulerian grid on which the Navier-Stokes equations were solved was locally refined
near the immersed boundaries and regions of vorticity with a threshold of |ω| > 0.20. This
Cartesian grid was organized as a hierarchy of four nested grid levels, and the finest grid
was assigned a spatial step size of dx = D/1024, where D is the length of the domain. The
ratio of the spatial step size on each grid relative to the next coarsest grid was 1:4. The
temporal resolution was varied to ensure stability. Each Lagrangian point of the immersed
structure was chosen to be D
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apart, that is, twice the resolution of the finest fluid grid.
2.1. Equations of the IBM
Assume that the immsersed boundary is described on a curvilinear, Lagrangian mesh,
S, that is free to move. The fluid is described on a fixed Cartesian, Eulerian grid, Ω, that
has periodic boundary conditions. Given the size of the domain and the localization of the
flow to the tube, the boundary conditions do not significantly affect the fluid motion. The
governing equations for the fluid, the Navier-Stokes equations, are given by
ρ
[
∂u
∂t
(x, t) + (u(x, t) · ∇)u(x, t)
]
= −∇p(x, t) + µ∆u(x, t) + f(x, t) (1)
∇ · u(x, t) = 0. (2)
Eqs.(1) and (2) are the Navier-Stokes equations written in Eulerian form, where Eq.(1)
is the conservation of momentum for a fluid and Eq.(2) is the conservation of mass, i.e.,
incompressibility condition. The two constant parameters in these equations are the fluid
density, ρ, and the dynamic viscosity of the fluid, µ. The fluid velocity, u(x, t), pressure,
p(x, t), and body force, f(x, t), are unknown spatial time-dependent functions of the Eulerian
coordinate, x, and time, t. The body force describes the transfer of momentum onto the
fluid due to the restoring forces arising from deformations of the elastic structure. It is this
term, f(x, t), that is unique to the particular model being studied.
The material properties of the structure may be modeled to resist to bending, stretching,
and displacement from a tethered position. Other forces that can have been modeled include
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the action of virtual muscles, electrostatic (contact) forces, molecular bonds, and other
external forces [41, 50, 46, 13]. The immersed structure may deform due to bending forces
and/or stretching and compression forces. In this paper, elastic forces are calculated as
beams that may undergoe large deformations and Hookean springs, i.e.,
Fbeam = −kbeam ∂
4
∂s4
(
X(s, t)−XB(s)
)
(3)
Fspring = −kspring
(
1− RL||XS −XM ||
)
· (XM −XS) , (4)
Eq.(3) is the beam equation, which describes forces arising from bending of the elastic
structure. Eq.(4) describes the force generated from stretching and compression of the
structure. The parameters, kbeam and kspring, are the stiffness coefficients of the beam and
spring, respectively, and RL is the resting length of the Hookean spring. The variables
XM and XS give the positions in Cartesian coordinates of the master and slave nodes in the
spring formulations, respectively, XB(s) describes the deviation from the preferred curvature
of the structure. In all simulations, XB(s) = 0 along the straight portion of the tube.
A target point formulation can be used to tether the structure or subset thereof in
place, holding the Lagrangian mesh in a preferred position that may be time dependent.
An immersed boundary point with position X(s, t) that is tethered to a target point, with
position Y(s, t) undergoes a penalty force that is proportional to the displacement between
them. The force that results is given by the equation for a linear spring with zero resting
length,
Ftarget = −κtarget (X(s, t)−Y(s, t)) , (5)
where ktarget is the stiffness coefficient of the target point springs. ktarget can be varied to
control the deviation allowed between the actual location of the boundary and its preferred
position. The total deformation force that will be applied to the fluid is a sum of the above
forces,
F(s, t) = Fspring + Fbeam + Ftarget (6)
Once the total force from Eq.(6) has been calculated, it needs to be spread from the
Lagrangian frame to the Eulerian grid. This is achieved through an integral transform with
a delta function kernel,
f(x, t) =
∫
F(s, t)δ(x−X(s, t))ds. (7)
Similarly, to interpolate the local fluid velocity onto the Lagrangian mesh, the same delta
function transform is used,
U(s, t) =
∂X
∂t
(s, t) =
∫
u(x, t)δ(x−X(s, t))dx. (8)
Eqs.(7) and (8) describe the coupling between the immersed boundary and the fluid, e.g.,
the communication between the Lagrangian framework and Eulerian framework. The delta
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functions in these equations make up the heart of the IBM, as they are used to spread
and interpolate dynamic quantities between the fluid grid and elastic structure, e.g., forces
and velocity. The quantity X(s, t) gives the position in Cartesian coordinates of the elastic
structure at local material point, s, and time t. In approximating these integral transforms,
a discretized and regularized delta function, δh(x) [41], is used,
δh(x) =
1
h2
φ
(x
h
)
φ
(y
h
)
, (9)
where φ(r) is defined as
φ(r) =

1
4
[
1 + cos
(
pir
2
)] |r| ≤ 2
0 otherwise.
(10)
2.2. Numerical Algorithm
As stated above, we impose periodic boundary conditions on the rectangular domain.
To solve Eqs. (1), (2),(7) and (8) we need to update the velocity, pressure, position of the
boundary, and force acting on the boundary at time n + 1 using data from time n. IBM
does this in the following steps [41]:
Step 1: Find the force density, Fn on the immersed boundary, from the current boundary
configuration, Xn.
Step 2: Use Eq.(7) to spread this boundary force from the curvilinear mesh to nearby fluid
lattice points.
Step 3: Solve the Navier-Stokes equations, Eqs.(1) and (2), on the Eulerian domain. In doing
so, we are updating un+1 and pn+1 from un and fn. Note: because of the periodic
boundary conditions on our computational domain, we can easily use the Fast Fourier
Transform (FFT) [11, 42], to solve for these updates at an accelerated rate.
Step 4: Update the material positions, Xn+1, using the local fluid velocities, Un+1, using un+1
and Eq.(8).
The above steps outline the process used by the IBM to update the positions and veloc-
ities of both the fluid and elastic structure. We note that since we are using IBAMR that
additional steps are used for adaptive mesh refinement. A more detailed discussion of IBM
and IBAMR are found in [41] and [15], respectively.
2.3. Model Geometry
We numerically model a 2D closed racetrack where the walls of the tube are modeled as
1D fibers. The closed tube is composed of two straight portions, of equal length, connected
by two half circles, of equal inner and equal outer radii. The tube, or racetrack, has uniform
diameter throughout. The geometry of the racetrack is given in Figure 3.
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(a)
(b)
Figure 3: (a) illustrates the racetrack geometry, which is held rigid except for the bottom
of the tube which is flexible. It also includes flexible blood cells, here illustrating the initial
position for a volume fraction of 15%. (b) depicts the geometrical features of the racetrack.
This study goes beyond previous work [6, 5, 22] through the addition of deformable
blood cells, composed of springs connecting adjacent and opposite side Lagrangian nodes.
The blood cells are modeled circular, in agreement with in vivo imaging illustrating their
spherical geometry in embryonic blood [29], rather than biconcave [12].
All of the mock blood cells in our simulations have the same radii. The diameter of
the blood cells was set to d/5 [28]. The flexible cells were modeled via attaching springs
between adjacent Lagrangian points for each cell, i.e. beams and target points are not
used. The geometry of the heart tube with mock blood cells is illustrated in Figure 3a with
all parameter values listed in Table1. It is important to note that everywhere within our
rectangular domain, the fluid has constant density ρ and viscosity µ, even within our elastic
structures.
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Parameter Value
d 1
R1 = ro 3.75
R2 = ri 2.75
L 7.5
LA 0.9375
LS 0.75
rC 0.1
hT
bV
{0, 0.1, 0.2, . . . , 0.8}
Table 1: Geometric parameters used in the numerical experiments.
2.3.1. DSP Model
In the DSP model, the straight portion on the bottom of the racetrack geometry is
flexible, e.g., is composed of beams and springs and is not tethered to target points. All
other sides of the tube are held nearly rigid in a fixed position using target points.There are
also springs attached over a finite actuation region from the inner to outer boundary in the
bottom elastic section of the tube. These springs are used to actuate the tube, modeling
DSP. We model the action of “muscles” with linear springs, whose resting lengths change
in time. These springs are attached between the inner and outer Lagrangian boundaries of
the heart-tube.
Rather than attaching these muscles between all points within this region, we choose a
region that is 10% of the length of the flat portion, LS = L/10, which is also translated a
distance of LA = L/8 along the tube from the beginning of the flat portion from the left.
This model was selected since traditional DSP only assumes an off-center region of active
contraction. The resting lengths of these springs were changed according to
RL(s, t) = d
(
1− 8.5
10
∣∣∣ sin(2.3pit)∣∣∣) (11)
2.3.2. Peristalsis Model
A prescribed motion of the actuation region along the bottom straight portion of the
tube is used to drive peristalsis. To permit volume conservation in the closed racetrack, the
top straight section of the racetrack is modeled using springs and beams and is allowed to
expand. The rest of the racetrack geometry composed of target points is held nearly rigid,
similarly to Section 2.3.1. There are also springs connecting the outer and inner layer of the
top of the tube for additional support. The peristaltic wave of contraction is prescribed by
interpolating between multiple positions as described below.
Phase 1 is defined by the position of the relaxed, straight tube. Phase 2 is defined as a
fully pinched tube at the initial position of contraction. Phase 3 is defined as a full pinched
tube at the end of the peristaltic wave. The initial contraction (pinching) of the tube was
prescribed by interpolating between Phase 1 and Phase 2. Similarly, the contractile release
was performed by interpolating back between Phase 3 and Phase 1. This is illustrated in
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Figure 4: Interpolation phases for the traveling contraction wave along the bottom portion
of the racetrack geometry. From Phase 1 (straight red tube) to Phase 2, the tube gets
pinched on the left side. From Phase 2 to Phase 3, the occlusive pinch travels down the tube
at speed c. From Phase 3, the pinch is released and goes back to the straight tube (in red).
Parameter Time
T 0.435
T1 0.025× T
T2 0.95× T
T3 0.025× T
Table 2: Table of temporal parameters for the prescribed peristaltic wave.
Figure 4. The traveling wave of contraction was performed by translating the pinch along
the length of the contractile section of the tube.
The motion motion of the actual immersed boundary is driven by changing the position of
the target points, which are tethered to each immersed boundary point along the racetrack.
The times of each phase (contraction, translation, and relaxation) are seen in Table 2, where
T is the period of one complete peristaltic wave. The following function was used to induce
the traveling peristaltic wave between Phases 2 and 3,
Xtarget =
{
±A˜(x− xL(t))2(xR(t)− x)2 exp− (x−xC(t))2(0.5w)2 −Ro/i, x ∈ [xL(t), xR(t)]
0 elsewhere
,
(12)
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and
xL(t) = x
i
L + c(t− T1),
xC(t) = x
i
C + c(t− T1),
xR(t) = x
i
R + c(t− T1),
c = −2x
i
C
T2
,
A˜ = 850.0,
where xiL, x
i
C , and x
i
R are the left-most, center, and right-most points associated with the
first pinch. These points are illustrated in Figure 4. The parameters c and A˜ are the wave
speed and amplitude, respectively. ±A˜ and Ro/i correspond to the bottom and the top wall
of the tube, respectively.
2.3.3. Determining Biologically Relevant Parameter Values
To determine the lower range of Wo within the heart tube, we take characteristic values
for zebrafish embryonic hearts between 26 and 30 hpf and match our non-dimensionless
model parameters accordingly. The characteristic frequency, fzf was measured in vivo, and
the characteristic length, Lzf , was taken as the diameter of the heart tube. The Wo was
then calculated as
Wo = Lzf
√
2pi · fzf · ρzf
µzf
= 0.15, (13)
where fzf = 2.2 s
−1 [30], ρzf = 1025 kg/m3 [48], µzf = 0.0015 kg/(m · s) [38], and Lzf =
0.05 mm [6]. The occlusion ratio is assumed to be occ = 0.85 [28]. We take the characteristic
velocity to be Vpump = fzf · occ · Lzf2 = 0.047 mm/s. The dimensionless frequency may then
be calculated as
f˜ =
Lzf
Vpump
· fzf = 2.3. (14)
For the mathematical model, the parameters values were chosen to keep the dimensionless
frequency fixed at 2.3. The Wo was varied by changing the dynamic viscosity, µ. For the sim-
ulations, theWosim is calculated using a characteristic length of d, the width of the tube. The
simulations were performed forWosim = {0.2, 0.4, 0.6, 0.8, 0.9, 1.0, 1.5, 2, . . . , 9, 10, 15, 20, 30}.
Note that the higher end of these values describe a fully inertial regime which may be out-
side of what is found in nature. The stiffness of the target tethering points were chosen to
minimize the deformations of the boundary, i.e, to keep it rigid, and were directly correlated
to Wo. The motivation for the wide range of Wo considered is that we want to compare
parameter values relevant to other types of tubular hearts, such as salps, tunicates, and
insects. We also want to compare our results to the Wo range considered in most previ-
ous DSP studies, (typically Wo > 1). The other mechanical parameters were chosen to
allow deformation and reexpansion of the heart tube on relevant timescales. Our parameter
10
Mechanical Parameters Symbol DSP Value Peristalsis Value
Stretching Stiffness of the Tube k˜stube 1.0e8 2.5e7
Stretching Stiffness of Springs Across Tube k˜sbtwn 1.75e3 5.0e3
Stretching Stiffness of Target Points k˜target 1.0e4 1.0e6
Bending Coefficient of the Tube k˜beam 1.0e2 1.0e10
Stretching Stiffness of Blood Cells k˜scell 2.15e6 2.15e6
Table 3: Table of mechanical parameters used in the computational model. Note that k˜sbtwn
gives the stiffness coefficient of the actuating springs in the DSP model, while it describes
the stiffness coefficients of springs connecting the outer and inner layer of the top of the
tube in the peristalsis model.
choices are given in Table 3, where they have been non-dimensionalized, using the following
relations for springs (and target points) and beams, respectively,
k˜spring/target =
kspring/target
µVpump
(15)
k˜beam =
kbeam
µzfVpumpL2zf
. (16)
3. Results
In this paper, we present simulations of dynamic suction pumping and peristalsis within
a closed racetrack containing flexible blood cells of varying volume fractions but uniform
geometry. The simulations were run for a range of Womersley Number, Wo ∈ [0.1, 30], and
hematocrit, V F = {0%, 5%, 10%, 15%, 20%, 25%}. Examples of the locations of the blood
cells and boundaries at different points in time are seen in Figure 5.
3.1. DSP Results
Figure 5 shows snapshots from simulations of DSP at five different Womersley numbers,
Wo = {0.2, 2.0, 6.0, 10.0, 20.0}, where volume fraction is held constant at V F = 15%. The
images were taken after at 11.5, 22.5, 33.5, and 44.5 heartbeats. In the cases of Wo = 0.2
thru Wo = 2.0, there is no significant net transport for the mock blood cells as evidenced
by the negligible movement of the blood cells (note the color coding of blood cells in each
quadrant). There is, however, clear transport when Wo ≥ 6.0. Moreover, in the cases when
Wo ≥ 6.0, the blood cells begin to clump together, rather than move uniformly throughout
the tube.
Keeping the volume fraction constant, we compared the spatially-averaged velocity across
a cross-section in the center of the top of the tube, for three different Womersley Numbers,
Wo ∈ {0.2, 2.0, 5.0, 9.0, 30.0}. Note that deformations of this section of the tube are negligble
such that the average velocity is directly proportional to the volumetric flow rate. Figure 6
illustrates this for the case of V F = 15%. From the figure, it is evident that the lower Wo
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Figure 5: A comparison of simulations with different Womersley Number, Wo =
{0.2, 2.0, 6.0, 10.0, 20.0}, but same amount of blood cells, V F = 15%. The images were
taken after at 11.5, 22.5, 33.5, and 44.5 heartbeats during the simulations. In the case of
Wo = 0.2 and Wo = 2.0, there is no visual transport for the mock blood cells; however,
there is clear transport when Wo ≥ 6.0. Moreover, in the cases when Wo ≥ 6.0, the
hematrocrit begins to clump together, rather than move uniformly throughout the tube.
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Figure 6: A comparison of the spatially averaged velocity vs. time over the course of
the simulation, for five cases with uniform hematocrit (V F = 15%), but varying Womersley
Number, Wo = {0.2, 2, 5, 9, 30}. The average velocity was spatially computed across a cross-
section in the center of the top of the tube. As Wo increases the amplitude of oscillations in
average velocity also increases. In the biologically relevant case, Wo = 0.2, there are slight
oscillations; however, bulk net flow is insignificant.
case induces less net flow than the other two higher Wo cases. However, we can also deduce
that the direction of flow is a non-linear function of Wo. Note that for Wo = 9.0, flow is
moving in the opposite direction to that of the Wo = 20.0 case.
Moreover, an example comparison of the spatially-averaged velocity vs. time for three
different volume fractions, V F = {5%, 15%, 25%}, for three specific Womersley numbers,
Wo = {0.2, 1.5, 7.0}, are shown in Figure 7. Figures[(7a),(7b)] show the similarity of the
waveforms illustrating little effect of blood cells on bulk flow patterns, for all three Wo.
[(7c),(7d),(7e)] give the spatially averaged velocities (in diameters/heartbeat) vs. time over
the course of the simulation. Time is given in number of heartbeats. It is interesting to note
that in both the Wo = 1.5 and Wo = 7.0 cases, the average velocities are greatest at the
beginning of the simulation and then asymptotically decrease until they reach a periodic
cycle much lower than the beginning transient velocities. In the Wo = 0.2 case, the average
velocities asymptotically increase until they reach a periodic cycle. It is clear the maximal
flow rates in both the Wo = 0.2 and Wo = 1.5 cases are multiple orders of magnitude below
one diameter/heartbeat. These are well below the experimentally observed velocity of ∼ 0.9
diameters/heartbeat recorded in zebrafish [14].
To quantify the effect of blood cells further, spatially- and temporally-averaged velocities
for various Wo and hematocrits were compared. This is illustrated in Figure 8. From Figure
8a, it is clear that flow rates are a non-linear function of Wo. The case with zero hematocrit
is in agreement with previous results reported in [6]. Moreover, the addition of hematocrit
does not significantly perturb flow rates for Wo . 10, as seen in Figure 8b. However, for
Wo & 10, the addition of hematocrit affects flow rates in a non-linear fashion.
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(a) (b)
(c) (d) (e)
Figure 7: A comparison of the spatially averaged velocity vs. time over the course of the
simulation, for varying hematocrit,V F = {5%, 15%, 25%}, for three different Womsersley
Numbers, Wo = 0.2 [(7a), (7c)], Wo = 1.5 (7d), and Wo = 7.0 [(7b),(7e)]. The average
velocity was spatially computed across a cross-section in the center of the top of the tube.
[(7a),(7b)] illustrate how similar the waveforms are for varying volume fractions for Wo, 0.2
and 7, respectively. [(7c),(7d),(7e)] give the average velocities, in diameters/heartbeat, over
the course of the simulation, in heartbeats.
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(a) (b)
Figure 8: 8a shows the spatially- and temporally-averaged velocity for each simulation vs.
Womerseley Number for a hematocrit range of [0%, 25%]. 8b shows the spatially- and
temporally-averaged magnitude of velocity vs. Wo for a hematocrit range of [0%, 25%].
3.2. Peristalsis Results
Figure(9) shows snapshots from simulations for two different Womersley numbers, Wo =
{0.2, 2.0}, where hematocrit is held constant at V F = 15%. The images were taken after
1.5, 2.5, 3.5, and 4.5 heart beats during the simulations. It is clear from both simulations that
there is significant bulk flow throughout the tube. Moreover, significant mixing is observed
in both cases.
The volume fraction was kept constant, at V F = 15%, in Figure(10a) to explore the
effect of scaling on bulk flow for Wo = 0.2, 2.0, 20.0. The spatially-averaged velocity across
the top of the tube, given in diameters/heartbeat, is similar between all three cases of
Wo. Furthermore the direction of flow is consistent in all cases, with bulk flow moving
counterclockwise around the tube, with a sharp decrease in velocity, showing flow going in
the opposite direction, at the end of each heartbeat.
Figures(10b) and (10c) illustrate the effect of varying hematocrit for simulations with
Wo = 0.2 and Wo = 20, respectively. In both cases the waveforms look similar, suggesting
the addition of blood cells does not significantly affect bulk flow rates. However, we note
that the sharp decrease in velocity at the end of the heartbeat is more pronounced in the
Wo = 0.2 case, than in the Wo = 20 case.
4. Conclusions
In this paper, two-dimensional immersed boundary simulations were used to model dy-
namic suction pumping and peristalsis for a single actuation frequency over a range of
Womerseley numbers and hematocrits relevant to valveless, tubular hearts. When strong
net flow was generated in the tube at higher Wo, blood cells clumped together, and did
not flow uniformly throughout the tube. The spatially- and temporally- averaged velocities
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Figure 9: A comparison of simulations for two different Womersley Numbers, Wo =
{0.2, 2.0}, but same hematocrit, V F = 15%. The images were taken after at 1.5, 2.5, 3.5,
and 4.5 heartbeats during the simulations. It is clear that there is significant mixing of the
blood cells with peristalsis, as the colored sections begin to mix
across a cross-section along the top of the tube showed a non-linear relationship between net
flow rates and Wo for DSP. The effect of hematocrit on the net flow rate was significant for
Wo & 10 and was nonlinear. The addition of blood cells did not enhance the weak net flows
produced for Wo < 1. These results highlight the complex dynamics governing dynamic
suction pumping.
For DSP at low Wo, the fluid is nearly-reversible. This reversibility may explain in part
why there is little net flow in the tube for the case of DSP (a reversible motion) at V F = 0.
This result is in agreement with [6, 5]. Previous studies have shown enhanced fluid transport
and animal locomotion in non-Newtonian fluids at low Re and Wo [25]. Since the addition
of blood cells in a Newtonian fluid makes the bulk fluid effectively non-Newtonian, it is
possible that the addition of blood cells could make the flow in tubular hearts irreversible.
For the parameters considered here, any such effect was negligible.
For the case of peristalsis, flow was consistently driven around the racetrack for all Wo
and for all hematocrits. Similar to DSP, the addition of hematocrit did not significantly
change net flow rates at low Wo. The addition of hematocrit also did not significantly alter
the velocity waveform or the net flow at higher Wo.
Although the bulk transport of fluid was not signficiantly changed, the addition of blood
cells may affect the shear stresses experienced by the cardiac cells and the amount of mixing
within the heart tube. The peristalsis simulations show enhanced mixing as compared to that
of DSP at the same Wo and V F . Furthermore for Wo = 0.2, 2, peristalsis was able achieve
similar levels of blood cell mixing an order of magnitude faster than the DSP simulation
at Wo = 20. These results are important when considering the role that fluid mixing and
shear stress may play in cardiogenesis.
Experimental evidence has shown blood flow, and more specifically hemodynamic forces,
are essential for proper heart morphogenesis [20]. Furthermore, it is evident that there is a
strongly coupled relationship between the underlying hemodynamics, cardiac electrophysi-
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(a)
(b) (c)
Figure 10: A comparison of the spatially averaged velocity vs. time over the course of
the simulation, for hematocrit,V F = 15%, for three different Womsersley Numbers, Wo =
0.2, 2, 20 is shown in (10a). The spatially-averaged velocity was computed across a cross-
section in the center of the top of the tube, given in diameters/heartbeat. (10b) and (10c)
give the spatially-averaged velocities for Wo = 0.2 and Wo = 20, respectively, for three
volume fractions, V F = 5%, 15%, 25%.
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ology, and activation of some genetic regulatory networks. For example, hemodynamics is
thought to regulate the development of the pacemakers and the conduction of action poten-
tials in the heart [49, 44]. Since there is direct feedback between the underlying electrophys-
iology and the flow induced by muscle contraction, changes in traveling action potentials
will affect the hemodynamic forces felt at the endothelial layer, e.g., shear stress and pres-
sure. These changes may then result in changes in gene expression via epigenetic signaling
mechanisms, e.g., mechanotransduction. However, the exact pipelines that contribute to
mechanotransduction are not completely understood. [52].
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