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Encoding classical inputs into quantum states is considered as a quantum feature map to map
the classical data into the quantum Hilbert space. This feature map paves opportunities to merge
the advantages of quantum mechanics into machine learning algorithms to perform on the near-
term intermediate-scale quantum computers. While the quantum feature map has demonstrated its
capability when combining with linear classification models in some specific applications, its expres-
sive power from the theoretical perspective remains unknown. We prove that the quantum feature
map is a universal approximator of continuous functions under its typical settings in many practical
applications. We further study the capability of the quantum feature map in the classification of
disjoint regions. Our work enables a theoretical analysis of the feasibility of quantum-enhanced ma-
chine learning algorithms. In light of this, one can utilize knowledge to design a quantum machine
learning model with more powerful expressivity.
Introduction.— The rapidly increasing volume and
complexity of data have led to the notable progress of
machine learning (ML) techniques that employ von Neu-
mann architectures to build sophisticated models for
finding patterns in data. The core of its interest lies in the
ability to recognize the patterns that it can produce. If
a physical computation model can produce atypical pat-
terns that cannot be generated by a classical computer,
it may reveal patterns that are difficult to recognize in
the classical regime [1]. This expectation has led to the
advent of quantum machine learning (QML), a field that
takes advantages of quantum effects to surpass the classi-
cal ML techniques in terms of computational complexity
or pattern recognition. QML is currently benefiting from
the arrival of noisy intermediate-scale quantum (NISQ)
devices which may include a few tens to hundreds of
qubits with no error correction capability [2, 3]. Such de-
vices have ushered in the era of hybrid quantum-classical
algorithms such as variational quantum eigensolver [4],
quantum neural networks [5, 6], quantum classifiers [7–
9], and quantum reservoir computing [10–13].
Since a quantum computer can efficiently access and
manipulate quantum states, the quantum Hilbert space
can be used as a feature space for classical data. The
input data is encoded in a quantum state via a quan-
tum feature map, a nonlinear feature map that maps
data to the quantum Hilbert space (Fig. 1). A quan-
tum computer can analyze the input data in this feature
space, where a classifier, such as a linear support vector
machine, can gain its power in finding a hyperplane to
separate the data. In Refs. [7, 8], the quantum feature
map is set as a fixed quantum circuit, and the adap-
tive training for classification tasks in ML is performed
on a variational circuit that adapts the measurement ba-
sis. Here, the variational circuit is a set of quantum gates
consisting of parameters which can be optimized via a hy-
brid quantum-classical optimization procedure [14]. The
quantum feature map can also be trained to maximize
the separation of mapped quantum states that originated
from different data classes [15].
It is challenging to find a quantum feature map that is
classically intractable but can substantially improve real-
world ML tasks. Another interesting question is whether
a quantum feature map can obtain the same or more
powerful expressivity as classical ML schemes from the
aspect of the universal approximation property (UAP)
and the classification capability. Here, UAP refers to the
ability to approximate any continuous function [16, 17].
The classification capability implies that the function
constructed from quantum feature maps can form dis-
joint decision regions [18]. UAP and the classification
capability have been extensively explored in feedforward
classical neural networks [19–21]. It is then natural to
derive the UAP of quantum neural networks employing
qubits as quantum perceptrons with nonlinear excitation
responses [22]. Such neural networks can be also em-
ulated on a photonic quantum computer, which is ex-
pected to obtain the UAP [23]. Furthermore, it is con-
jectured that under a special kind of classical data pre-
processing, the sequentially repeated quantum feature
maps can become universal function approximators [24].
However, the study of UAP and classification capabil-
ity in typical settings of the quantum feature map [7, 8]
remains a challenge [25].
In this Letter, we formulate the universal approxima-
tion problem in terms of quantum feature maps. We
present a comprehensive provable UAP and classifica-
tion capability in two typical scenarios when setting the
quantum feature map. Both of these scenarios have been
utilized in prior QML applications [14, 24, 26]. In the
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2FIG. 1. A quantum feature framework consists of a feature
map circuit UΨ(x) that realizes Ψ(x) to map the classical data
x ∈ X to a quantum state in the Hilbert space, and a quantum
circuit W to adapt the measurement basis. The combination
of UΨ(x) and Ψ can be repeated as a sequence with different
parameters. This framework has the universal approximation
property if the linear combining of measurement results can
approximate any continuous function g : X → R.
FIG. 2. The quantum circuit for a quantum feature map
UΨ(x). (a) The circuit is the tensor product of multiple cir-
cuits, where each circuit Vi(x) acts on a subsystem. (b) The
circuit is the repeated of a simple circuit V (x) (for example,
a single Pauli-Y rotation) acting on the same qubits.
first scenario, which is defined as the parallel scenario,
the quantum feature map is a tensor product of multiple
quantum circuits where each circuit acts on a subsystem
and the number of qubits can be set freely [Fig. 2(a)].
In the second scenario, which is defined as the sequen-
tial scenario, the quantum feature map is the repetition
of a simple fixed quantum circuit with the number of
qubits being fixed [Fig. 2(b)]. We obtain the UAP in
the first scenario and prove the UAP for the second in
single-qubit circuits of the finite input space. Our work
paves an intriguing theoretical layout to provide insights
into the expressive power of QML techniques.
Quantum feature map.— We will now define the quan-
tum feature map which has been mentioned in Refs. [7, 8].
Let H be a Hilbert space, X ⊂ Rd be an input set. The
quantum feature map Ψ : X → H is a procedure of input
encoding that encodes some input x ∈ X into a quan-
tum feature state |Ψ(x)〉 ∈ H. This mapping action is
equivalent to applying the quantum circuit V(x) = UΨ(x)
to the initial state |0〉⊗N , where N is the number of
qubits. A quantum classifier can be constructed from
the quantum feature map by two approaches: the varia-
tional circuit approach and the kernel induced approach.
In the former approach, a short-depth quantum circuit
W is applied to the quantum feature state to adapt the
measure basic [7, 8] (Fig. 1). The circuit W is often pa-
rameterized with the parameters are optimized during
the training. The quantum circuit’s output is measured
to obtain a complex nonlinear output. This output can
be represented as a linear combination of exponentially
many nonlinear functions. In the kernel induced ap-
proach, the quantum computer estimates the inner prod-
uct between quantum feature states giving rise to a kernel
κ(x,x′) = 〈Ψ(x)|Ψ(x′)〉 = 〈0 . . . 0| V†(x)V(x′) |0 . . . 0〉 to
feed into classical kernel methods [8].
We unify two above approaches into a quantum frame-
work combining quantum feature maps with the ap-
propriate possible set of observables. We introduce a
set of observables which are Hermitian operators O =
{O1, O2, . . . , OK} applied to the quantum feature state
|Ψ(x)〉. If we measure the operator Oi, we can obtain
the expectation value of this operator and consider it as
the ith basic function ψi(x) : X → R which is defined as
ψi(x) = 〈Ψ(x)|Oi|Ψ(x)〉 = Tr[Oi |Ψ(x)〉 〈Ψ(x)|]. (1)
The key idea is that if these basic functions have nonlin-
earity properties with sufficient high dimension, we can
solve a complex task by the linear regression on the out-
put function f : X → R, which is the linear combination
of the basic functions
f(x; Ψ,O,w) =
K∑
i=1
wiψi(x). (2)
Here, the weightsw = {wi}Ki=1(wi ∈ R) can be optimized
via the training. This scheme is analogous with the clas-
sical extreme learning machine (ELM) framework. ELM
was originally developed for the single-hidden-layer feed-
forward neural networks and then extended to multi-layer
feedforward neural networks [19, 27]. In the ELM, the
input data x is fed into a multi-layer perceptron where all
weights between layers are fixed and selected randomly.
The states of hidden nodes at some layer are regarded as
basic functions that plays similar roles with ψi(x).
The observables {Oi} should be chosen for easy imple-
mentation in a quantum computer but can produce the
nonlinearity with sufficient high dimensional basic func-
tions. We note that the adaptive training on the varia-
tional circuits in Ref. [7, 8] plays a role in adapting the
measurement based on the quantum feature space. Fur-
thermore, the kernel induced by the inner product be-
tween quantum feature states in Ref. [8] can be regarded
as a situation with the number of observables goes to in-
finity, where the optimization problems are performed
over functions in a reproducing kernel Hilbert space.
Therefore the expressive power of these well-known ap-
proaches depends on the expressive power of the linear
combination of basic functions.
3Universal approximation property and classification
capability.— From the set of feature maps and the col-
lection of observables, we define the quantum framework
used in this study.
Definition 1. Let P be a set of quantum feature maps
from the input set X to the Hilbert space H, O be the
collection of possible observables on H. A quantum fea-
ture framework F based on (P,O) is defined as the col-
lection of function f : X → R, where each f has the
form f(x; Ψ,O,w) in Eq. (2). Here, Ψ ∈ P,O =
{O1, . . . , OK} ∈ O, and w = {wi}Ki=0(wi ∈ R).
Next, we define the UAP and classification capability
of a given quantum feature framework.
Definition 2. Let G be a space of continuous functions
g : X → R. A quantum feature framework F based on
(P,O) has the universal approximation property (UAP)
w.r.t. G and a norm ‖ · ‖ on G if given any function
g ∈ G, there exists a series of fn(x) ∈ F such that
lim
n→∞ ‖fn(·)− g(·)‖ = 0. (3)
Definition 3. Given a compact setM of Rd. A quantum
feature framework F based on (P,O) has the classifica-
tion capability if for arbitrary disjoint regions, i.e., closed
sets K1,K2, . . . ,Km in M, there exist f ∈ F such that f
can separate these regions [19].
The classification capability is satisfied if we can ap-
proximate a continuous function in terms of the supre-
mum norm [28], where the existence of this function is
guaranteed by the following lemma ([19], Theorem 2.1).
Lemma 1. ([19], Lemma 2.1) Given disjoint regions
K1,K2, . . . ,Km ⊂ Rd with the corresponding m arbitrary
real values c1, c2, . . . , cm, and an arbitrary region E dis-
jointed from any Ki, there exists a continuous function
fc(x) such that fc(x) = ci if x ∈ Ki and fc(x) = c0 if
x ∈ E, where c0 is an arbitrary real value different from
c1, c2, . . . , cm.
We investigate the UAP and the classification capabil-
ity in two typical scenarios in setting the quantum fea-
ture map. We assume that X is a compact set. For
the sake of readability, we present some definitions for
notations used in this study. Let L2(X ) be a space of
functions g : X → R that is square integrable, i.e.,∫
X |g(x)|2dx < ∞. The norm of function g in L2(X )
space is defined as ‖g‖L2(X ) =
[∫
X |g(x)|2dx
]1/2
.
Parallel scenario.— We examine the first scenario
where the quantum feature map is a tensor product of
multiple quantum circuits acting on subsystems with the
number of qubits can be set freely [Fig. 2(a)]. We con-
sider the class PN of the quantum feature map ΨVN via
the following circuit applied to |0〉⊗N
VN (x) = V1(x)⊗ V2(x)⊗ . . .⊗ VN (x), (4)
where Vj(x) is the Y -basis rotation e
−iθj(x)Y applied to
the jth qubit. Here, I =
[
1 0
0 1
]
, X =
[
0 1
1 0
]
, Y =[
0 −i
i 0
]
, and Z =
[
1 0
0 −1
]
are the Pauli matrices give
rise to the rotation operators on the Bloch sphere.
First, we investigate a special kind of data pre-
processing, where the nonlinearity can be introduced by
implementing an activation function into θj(x). Given an
activation function σ : R → [−1, 1], we consider θj(x) =
arccos
(
1 + σ(aj · x+ bj)
2
)
, where aj ∈ Rd, bj ∈ R, and
aj · x denotes the inner product of vectors aj and x in
Rd. We consider the observables on the following set of
Hermitian operators ZN = {I ⊗ . . . ⊗ Z︸︷︷︸
j-index
⊗ . . . ⊗ I |
1 ≤ j ≤ N}. The following theorem provides the suffi-
cient condition for the activation function σ to obtain the
UAP for our quantum feature map based on (P,OPauli),
where P = ∪∞N=1PN and ZPauli = ∪∞N=1ZN .
Theorem 1 (UAP when implementing activation func-
tions in pre-processing). Given any nonconstant piece-
wise continuous function [29] σ : R → [−1, 1] such that
σ(a · x + b) (a ∈ Rd, b ∈ R) is dense in L2(X ), i.e., for
any  > 0 and any g ∈ L2(X ), there exist a ∈ Rd and
b ∈ R such that ‖g− σ(a · ·+ b)‖L2(X ) < . For any con-
tinuous function g : X → R and any function sequence
{σj(x) = σ(aj · x + bj)} where aj and bj are randomly
generated based on any continuous sampling distribution,
the following statement holds with probability 1
lim
N→∞
min
w∈RN
∥∥∥f(·; ΨVN ,ZN ,w)− g(·)∥∥∥
L2(X )
= 0. (5)
Proof. From Eq. (1), we compute the jth ba-
sic function ψj(x) as ψj(x) = 〈ΨVN (x)|Zj |ΨVN (x)〉 =
〈0|⊗N V†N (x)ZjVN (x) |0〉⊗N = 〈0| eiθjY Ze−iθjY |0〉 =
2 cos2(θj) − 1 = σ(aj · x + bj) = σj(x). Then,∥∥∥f(x; ΨVN ,ZN ,w) − g(x)∥∥∥
L2(X )
=
∥∥∥∑Nj=1 wjσj(x) −
g(x)
∥∥∥
L2(X )
. Equation (5) is obtained from the main
result in the UAP of the classical ELM frame-
work in Ref. [21] (Theorem 2.3), which states that
limN→∞minw∈RN
∥∥∥∑Nj=1 wjσj(x)− g(x)∥∥∥
L2(X )
= 0.
Theorem 1 implies that with a sufficient number of
qubits, the quantum feature map induced from non-
linear activation function with the selected observables
can work as a universal approximator to approximate
any continuous target function g : X → R in L2(X )
with any arbitrary precision. We consider m disjoint re-
gions K1,K2, . . . ,Km in X and their corresponding m
distinct real values as labels c1, c2, . . . , cm with the con-
tinuous function fc according to lemma 1. We say that
a function h : X → R can separate m disjoint regions
K1,K2, . . . ,Km at x0 ∈ X if |fc(x0) − h(x0)| < δ =
41
2 min{|ci − cj | | ∀i 6= j}. From theorem 1, for ar-
bitrary ε > 0, there exists f : X → R in the form
of Eq. (2) such that
∥∥∥fc(x) − f(x)∥∥∥
L2(X )
< ε. Let
Y = {y ∈ X | |fc(x0) − f(x0)| ≥ δ} and VY be the vol-
ume of Y, we have V 1/2Y δ < ε or VY < (ε/δ)2. Therefore,
by selecting the sufficiently small ε, we can reduce VY as
small as possible to increase the classification capability
of function f .
We note that the quantum feature map described
above depends on implementing the activation func-
tion σ and its randomly generated function sequence
{σj(x) = σ(aj · x + bj)}. Next, we examine the UAP
of the quantum feature map in more simple form of
the circuit Vj(x) without relying on the pre-processing
with activation function. Since X is a compact sub-
set of Rd, without the loss of the generality, we as-
sume that X = [0, 1]d. Here, we consider the quan-
tum feature map ΨVN via the circuits in Eq. (4) with
Vj(x) = e
−iarccos(√xk)Y , 1 ≤ k ≤ d, j ≡ k(mod d), (1 ≤
j ≤ N). We then prove the UAP for the quantum
feature framework based on P = ∪∞N=1{ΨVN} and the
class of observables Zα = Z
α1 ⊗Zα2 ⊗ . . .⊗ZαN , where
α = (α1, α2, . . . , αN ) ∈ {0, 1}N . The basic functions cor-
responding with the feature map ΨVN and the observables
Zα are calculated as ψα(x) = 〈ΨVN (x)|Zα|ΨVN (x)〉 =
〈0|⊗N V†N (x)ZαVN (x) |0〉⊗N . From {ψα}, we can con-
struct any polynomial function on X by using the follow-
ing lemma (see proof in [30]).
Lemma 2. Consider the polynomial P (x) of the input
x = (x1, x2, . . . , xd) ∈ [0, 1]d where the degree of xj in
P (x) is less than or equal to
N + (d− j)
d
for j = 1, . . . , d,
then there exists a collection of output weights {wα ∈
R2N | α ∈ {0, 1}N} such that∑
α∈{0,1}N
wαψα(x) = P (x). (6)
Lemma 2 implies that we can represent any polynomial
function on X by using the defined quantum feature map
and observables. Since any continuous function on X can
be approximated by polynomial functions with arbitrary
precision in terms of the supremum norm [31], we obtain
the following UAP (see proof in [30]).
Theorem 2 (UAP in the parallel scenario). For any
continuous function g : X → R,
lim
N→∞
min
w∈R2n
∥∥∥ ∑
α∈{0,1}N
wαψα(x)− g(x)
∥∥∥
∞
= 0. (7)
Theorem 2 implies that the induced quantum feature
framework has the UAP w.r.t to the supremum norm.
Furthermore, we prove the classification capability of this
quantum feature framework. We consider the function fc
in lemma 1 with m disjoint regions K1,K2, . . . ,Km in X
and their corresponding m distinct real values as labels
c1, c2, . . . , cm. From theorem 2, we can obtain the func-
tion f : X → R in the form ∑α wαψα(x) such that
‖f(x)− fc(x)‖∞ < δ = 12 min{|ci − cj | | ∀i 6= j}. There-
fore, |fc(x0) − f(x0)| < δ for all x0 ∈ X , i.e., f can
separate all disjoint regions K1,K2, . . . ,Km.
Sequential scenario.— In the parallel scenario, it is
assumed that we can increase the number N of qubits
to approximate the output function to a target contin-
uous function with arbitrary precision. However, there
is a limitation in implementing a quantum system with
a large number of qubits in the current realistic model.
Here, we investigate whether the UAP can be obtained by
constructing the quantum feature map with only single
qubit by repeating the same randomness-free and simple
quantum circuit V (x). Unlike the previous scenario, the
quantum feature map described in the following para-
graphs is not capable of approximating a function whose
domain is an infinite set [30]. We restrict the input set to
a finite set X = {x1,x2, . . . ,xM}, for example, in a real-
world application, X can be the set of RGB fixed-size
images.
To obtain the UAP, it is important to set the appro-
priate form of V (x) [32]. We consider the unitary oper-
ator V (x) = e−piiθ(x)Y applied to the single qubit and
establish the condition of θ(x1), θ(x2), . . . , θ(xM ) to ob-
tain the UAP. The quantum feature map is constructed
by repeating V (x)–that is, applying V n(x) = e−npiiθ(x)Y
(n ∈ N) to |0〉, where θ : X → R. The corresponding
basic function with the observable Z (Pauli-Z) becomes
ψn(x) = 〈0| (V n)†(x)ZV n(x) |0〉 = 2 cos2(pinθ(x))− 1
= cos(2pinθ(x)) = cos(2pi{nθ(x)}), (8)
where {nθ(x)} = nθ(x) − bnθ(x)c is the fractional
part of nθ(x). The output function is modeled by
the output weight w ∈ R as fn(x;w) = wψn(x) =
w cos(2pi{nθ(x)}). The UAP is studied via the density
of the fractional parts ({nθ(x1), . . . , {nθ(xM )})n∈N . We
prove in [30] the following lemma which can be directly
derived from Kronecker–Weyl theorem [33, 34].
Lemma 3. If real numbers 1, a1, a2, . . . , aM are linearly
independent over the field Q of rational numbers [35],
then ({na1}, . . . , {naM})n∈N is dense in [0, 1)M , i.e.,
given (t1, t2, . . . , tM ) ∈ [0, 1)M , for every ε > 0, there
exist n ∈ N such that |{nai}−ti| < ε for i = 1, 2, . . . ,M .
Now, we consider the case when 1, θ(x1), . . . , θ(xM )
are linearly independent over Q. Given a continuous
real-valued function g on X , we define real numbers
β1, . . . , βM , such that βi = g(xi)/β, where β = 1 +
maxi=1,...,M |g(xi)|. Since −1 < βi < 1, there exists
γi ∈ (0, 1) such that βi = cos(2piγi) for i = 1, . . . ,M .
From lemma 3, for every ε > 0, there exists n ∈ N such
that |{nθ(xi)} − γi| < ε/(2piβ) for i = 1, . . . ,M . If we
choose w = β, then |fn(xi;w)−g(xi)| = β|ψn(xi)−βi| =
5β| cos(2pi{nθ(xi)})−cos(2piγi)| ≤ 2piβ|{nθ(xi)}−γi| < ε
for i = 1, . . . ,M . We obtain the following UAP theorem
which states that with the condition of the linearly in-
dependence for 1, θ(x2), . . . , θ(xM ), any function in X
can be approximated by repeatedly applying the unitary
operator V (x) with an appropriate iteration number n.
Theorem 3 (UAP in the sequential scenario). If
1, θ(x1), . . . , θ(xM ) are linearly independent over Q, then
for any function g : X → R and for any  > 0, there ex-
ists n ∈ N such that |fn(x)− g(x)| <  for ∀x ∈ X .
As similar to the analysis in the parallel scenario, we
can also obtain the classification capability in the sequen-
tial scenario via theorem 3.
Conclusion.— We present a comprehensive under-
standing of the UAP of the quantum feature framework
induced from quantum feature maps. This study lays
a foundation for further theoretical analysis on the ex-
pressivity of these quantum frameworks and can provide
insights into the design of a good expressive model in the
QML applications. The suggestions in practical applica-
tions are left for future works, such as finding an efficient
scheme with the lowest implementation cost to obtain
the necessary approximation accuracy.
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2PROOF OF LEMMA 2
LEMMA 2
Consider the polynomial P (x) of the input x = (x1, x2, . . . , xd) ∈ [0, 1]d where the degree of xj in P (x) is
less than or equal to
N + (d− j)
d
for j = 1, . . . , d (N ≥ d), then there exists a collection of output weights
{wα ∈ R2N | α ∈ {0, 1}N} such that ∑
α∈{0,1}N
wαψα(x) = P (x).
Proof.— Consider a real number r, we denote brc as the greatest integer less than or equal to r, and dre as the least
integer greater than or equal to r. For integers i, d (d > 0), let [i] denote the integer number k such that 1 ≤ k ≤ d,
and i ≡ k(mod d). For a nonzero monomial m(x) = lxa11 xa22 · · ·xadd , let deg(m(x)) = a1 + a2 + · · · ad be the degree
of m(x). We define deg(0) = −1 for our convenience. Furthermore, for a nonzero polynomonial P (x), the degree
deg(P (x)) of P (x) is defined as the largest degree of monomial terms in P (x).
The basic functions induced from VN (x) = V1(x)⊗ V2(x)⊗ . . .⊗ VN (x) and Zα = Zα1 ⊗ Zα2 ⊗ . . .⊗ ZαN , where
Vj(x) = e
−iarccos(√x[j])Y , (1 ≤ j ≤ N) and α = (α1, α2, . . . , αN ) ∈ {0, 1}N , are represented as follow:
ψα(x) = 〈0|⊗N V†N (x)ZαVN (x) |0〉⊗N
= 〈0|⊗N (V1(x)⊗ V2(x)⊗ . . .⊗ VN (x))† (Zα1 ⊗ Zα2 ⊗ · · · ⊗ ZαN ) (V1(x)⊗ V2(x)⊗ . . .⊗ VN (x)) |0〉
⊗N
=
N∏
i=1
〈0|V †i (x)Zαii Vi(x)|0〉
=
N∏
i=1
(
2
(
arccos
(
cos
√
x[i]
))2 − 1)αi
=
N∏
i=1
(2x[i] − 1)αi = 2|α|xα1[1]xα2[2] · · ·xαN[N ] +Qα(x). (S1)
Here, α = (α1, α2, . . . , αN ) ∈ {0, 1}N , |α| = α1 + α2 + . . .+ αN , and Qα(x) is the total of other monomial terms in
ψα(x) with the degree less than |α|.
For each j (1 ≤ j ≤ d), we find the number of integer i such that 1 ≤ i ≤ N and [i] ≡ j(mod d). It is equivalent
to finding the number of integer p such that 1 − j ≤ dp ≤ N − j (then i = j + dp). Since 1 − j ≥ 1 − d > −d, then
0 ≤ dp < N − j + 1, or 0 ≤ p < N − j + 1
d
. Therefore the number of such p is dN − j + 1
d
e. From this result and
Eq. (S1), the degree of xj (1 ≤ j ≤ d) in ψα(x) is not larger than dN − j + 1
d
e = bN + (d− j)
d
c.
Next, to prove lemma 2, we prove that if P (x) is the polymonial where the degree of xj in P (x) is less than or
equal to bN + (d− j)
d
c, then P (x) can be represented as the form ∑α wαψα(x). We present the proof by induction
technique on the degree of P (x). The statement is trivial for the case deg(P (x)) = −1, 0. We assume that the
statement is established if deg(P (x)) = −1, 0, . . . , D − 1 (induction assumption), then we need to establish the truth
of the statement for the case deg(P (x)) = D > 0 (induction hypothesis). Let m1(x),m2(x), . . . ,mK(x) denote all
monomial terms in P (x) such that deg(mk)(x) = deg(P (x)) for all k (1 ≤ k ≤ K). Then, P (x) can be represented
as
P (x) = m1(x) +m2(x) + . . .+mK(x) + P
′(x), (S2)
where deg(P ′(x)) < deg(P (x)).
For each k (1 ≤ k ≤ K), let α(k) denote the value of α such that mk(x) = wα2|α|xα1[1]xα2[2] · · ·xαN[N ]. We consider the
difference polynomial R(x) between P (x) and
∑K
k=1 wα(k)ψα(k)(x) as
R(x) = P (x)−
K∑
k=1
wα(k)ψα(k)(x) = P
′(x)−
K∑
k=1
wα(k)Qαk(x). (S3)
3Since deg(R(x)) < deg(P (x)) = D and the degree of xj in R(x) is not larger than bN + (d− j)
d
c, following the
induction assumption, R(x) can be written in the form
∑
α wαψα(x). From this result and Eq. (S3), P (x) is also
represented by the form
∑
α wαψα(x). Therefore, the induction hypothesis is proved for deg(P (x)) = D. The
statement in lemma 2 is established for all values of deg(P (x)).
PROOF OF THEOREM 2
THEOREM 2
For any continuous function g : X → R,
lim
N→∞
min
w∈R2n
∥∥∥ ∑
α∈{0,1}N
wαψα(x)− g(x)
∥∥∥
∞
= 0.
Theorem 2 is obtained from lemma 2 and the Weierstrass’s polynomial approximation theorem, which states that
any continuous function on X can be approximated by polynomial functions with arbitrary precision in terms of the
supremum norm. Let us mention here the general form of the Weierstrass’s polynomial approximation theorem, which
is known as the Stone–Weierstrass theorem [1].
Theorem S1 (Stone–Weierstrass [1]) Let X be a compact space and C(X ) be the set of real-valued continuous
functions defined on X . Let a subset B of C(X ) satisfy the three conditions:
(i) If f, g ∈ B, then the product f · g and linear combination αf + βg, with real coefficients α, β, belong to B.
(ii) The constant function 1 belongs to B.
(iii) The uniform limit f∞ of any sequence fn of functions in B also belongs to B.
Then B = C(X ) iff B separates the points of X , i.e. iff, for every distinct points x,y in X , there exists a function h
in B such that h(x) 6= h(y).
Let P denote the set of all polynomials on the compact set X ⊂ Rd. We apply theorem S1 for the uniform closure
P¯, which is the space of all functions that can be approximated by a sequence of uniformly-converging polynomials
in P. We check three conditions given in theorem S1. From the definition of P¯, the conditions (ii), (iii) are satisfied.
Let us check the condition (i). For arbitrary functions f, g ∈ P¯, there exist sequences of polynomials {fn}, {gn} ∈ P,
such that limn→∞ ‖fn − f‖∞ = 0 and limn→∞ ‖gn − g‖∞ = 0. We define two functions p = f · g, and q = αf + βg,
and two sequences {pn} and {qn}, where pn = fn · gn and qn = αfn + βgn. Because f and g are defined on the
compact set X , there are the maximum values and minimum values for f and g. Let M be a real number such that
‖f‖∞ ≤M and ‖g‖∞ ≤M , then
‖pn − p‖∞ = ‖fn · gn − f · g‖∞
= ‖(fn − f) · g + (gn − g) · fn‖∞
≤ ‖fn − f‖∞‖g‖∞ + ‖gn − g‖∞‖fn‖∞
≤M‖fn − f‖∞ +M‖gn − g‖∞. (S4)
Similarly, we have the following inequality
‖qn − q‖∞ = ‖(αfn + βgn)− (αf + βg)‖∞
= ‖α(fn − f) + β(gn − g)‖∞
≤ |α|‖fn − f‖∞ + |β|‖gn − g‖∞. (S5)
Equations (S4)(S5) imply that limn→∞ ‖pn − p‖∞ = 0 and limn→∞ ‖qn − q‖∞ = 0, therefore p ∈ P and q ∈ P; the
condition (i) is satisfied.
Furthermore, we consider arbitrary distinct points x = (x1, . . . , xd),y = (y1, . . . , yd) ∈ X . Without the loss of
generality, we assume that x1 6= y1. We consider a polynomial h in P (h ∈ P¯) such that h(z) = z1 − x1 for all
4FIG. S1. The sequential scenario in setting the quantum feature map. The circuit is the repeated of a simple circuit V (x) (for
example, a single Pauli-Y rotation) acting on the same qubits.
z = (z1, . . . , zd) ∈ X . Then, h(x) = 0 and h(y) = y1 − x1 6= 0. Therefore, P¯ can separate the points of X . From the
Stone–Weierstrass theorem, we obtain P¯ = C(X ), or P is dense in C(X ).
Now, let g be a continuous real-valued function defined on X . Since P is dense in C(X ), there exists a sequence
of polynomials Pk(x) ∈ P such that limk→∞ ‖g(x) − Pk(x)‖∞ = 0. Then, for any ε > 0, there exists k0 such that
‖Pk(x) − g(x)‖∞ < ε for all k ≥ k0. We choose the number Nk0 of qubits such that the degree of xj in Pk0(x) is
less than or equal to
N + (d− j)
d
for all N ≥ Nk0 . From lemma 2, for N ≥ Nk0 , there exists a collection of output
weights {wα ∈ R2N | α ∈ {0, 1}N} such that
∑
α∈{0,1}N wαψα(x) = Pk(x). Then,
‖
∑
α∈{0,1}N
wαψα(x)− g(x)‖∞ < ε, (S6)
for N ≥ Nk0 . Therefore, we have the following result of theorem 2
lim
N→∞
min
w∈R2n
∥∥∥ ∑
α∈{0,1}N
wαψα(x)− g(x)
∥∥∥
∞
= 0.
UAP OF THE SEQUENTIAL SCENARIO ON AN INFINITE SET
In the sequential scenario (Fig. S1), we investigate whether the UAP can be obtained by constructing the quantum
feature map with only single qubit by repeating the same randomness-free and simple quantum circuit. In this
scenario, we consider the unitary operator V (x) = e−piiθ(x)Y applied to the single qubit. The quantum feature map is
constructed by repeating V (x)–that is, applying V n(x) = e−npiiθ(x)Y (n ∈ N) to |0〉, where θ : X → R. We consider
the observable Z (Pauli-Z) on the state after applied the quantum feature map. Therefore, the corresponding basic
function is
ψn(x) = 〈0| (V n)†(x)ZV n(x) |0〉 (S7)
= 2 cos2(pinθ(x))− 1 = cos(2pi{nθ(x)}),
where {nθ(x)} = nθ(x) − bnθ(x)c is the fractional part of nθ(x). The output function is modeled by the output
weight w ∈ R as fn(x;w) = wψn(x) = w (cos(2pi{nθ(x)})− 1) .
We prove that the quantum feature map described above is not capable of approximating a function whose domain
is an infinite set. Here, for simplicity we consider X as a closed interval X = [a, b] ⊂ R, where b > a, and g is an
arbitrary continuous real-valued function defined on [a, b]. We assume that θ is a continuous real-valued function
defined on [a, b]. If θ(a) = θ(b), any basic function ψ constructed from any observable takes the same value on a and
b, i.e., ψ(a) = ψ(b), therefore the linear combination of these basic functions cannot approximate g if g(a) 6= g(b).
Therefore, we only need to consider the case θ(a) 6= θ(b) to investigate the UAP. Without the loss of generality, we
assume that θ(a) < θ(b). Because the set of rational numbers are a dense subset of the real numbers, there exist ration
numbers q1, q2 ∈ Q such that θ(a) < q1 < q2 < θ(b). From the intermediate value theorem, there exist c1, c2 ∈ [a, b]
such that θ(c1) = q1, θ(c2) = q2. If we write q1 = n1/s, q2 = n2/s for n1, n2, s ∈ Z, then the fractional sequence
({nθ(c1)}, {nθ(c2)})n∈N has the period s and takes the finite number of values. Therefore, (ψn(c1), ψn(c2))n∈N also
takes the finite number of values.
We assume that the quantum feature framework defined by this setting has the UAP. Let choose a continuous
function g : [a, b]→ R such that g(c1) = kg(c2) > 0 for k > 1. For εk = g(c2)/k, there exist wk ∈ R and nk ∈ N such
5that |fnk(c1;wk)− g(c1)| < εk and |fnk(c2;wk)− g(c2)| < εk. Therefore, we have the following inequalities
g(c1)− εk < fnk(c1;wk) = wkψnk(c1) < g(c1) + εk, (S8)
g(c2)− εk < fnk(c2;wk) = wkψnk(c2) < g(c2) + εk. (S9)
Since g(c1)− εk = (k − 1
k
)g(c2) > 0, g(c2)− εk = (1− 1
k
)g(c2) > 0, and g(c2) + εk = (1 +
1
k
)g(c2) > 0, we have
ψnk(c1)
ψnk(c2)
=
wkψnk(c1)
wkψnk(c2)
>
g(c1)− εk
g(c2) + εk
=
k2 − 1
k + 1
. (S10)
Therefore,
ψnk(c1)
ψnk(c2)
can take infinite number of values as k varies (k > 1). However, this is impossible because
(ψn(c1), ψn(c2))n∈N can only takes the finite number of values. In other words, we were wrong to assume the quantum
feature framework defined by this setting has the UAP. We can conclude that the setting of the sequential scenario
mentioned in the main script cannot provide the UAP on an infinite set [a, b]. The same statement can also be
obtained if the input set X is a connected infinite subset of Rd.
PROOF OF LEMMA 3
LEMMA 3
If real numbers 1, a1, a2, . . . , aM are linearly independent over the field Q of rational numbers [2], then
({na1}, . . . , {naM})n∈N is dense in [0, 1)M , i.e., given (t1, t2, . . . , tM ) ∈ [0, 1)M , for every ε > 0, there ex-
ists n ∈ N such that |{nai} − ti| < ε for i = 1, 2, . . . ,M .
Proof.— We prove the lemma from scratch. The proof for the special case when M = 1 (which is known as Wely’s
equidistribudion theorem) can be found in some analysis textbooks, for example, in Ref. [3].
Let a = (a1, a2, . . . , aM ) ∈ RM , k = (k1, k2, . . . , kM ) ∈ ZM , 0 = (0, 0, . . . , 0) ∈ ZM , and k · a denote the dot
product between k and a as k · a = k1a1 + k2a2 + . . . + kMaM . From the linearly independent property over Q of
1, a1, a2, . . . , aM , we have
e2piik·a = 1⇔ k · a ∈ Z⇔ k1 = k2 = . . . = kM = 0. (S11)
Therefore,
1
M
M∑
n=1
e2piink·a =

e2piik·a
M
1− e2piiMk·a
1− e2piik·a → 0 (as M →∞), if k 6= 0.
1, if k = 0.
(S12)
Then,
lim
M→∞
1
M
M∑
n=1
e2piink·a =
ˆ
TM
e2piik·x dx, (S13)
where T = [0, 1),TM = [0, 1)M . Let consider a trigonometric polynomial p : TM → C,
p(x) =
∑
k∈I
pˆk e
2piik·x, pˆk ∈ C, I ⊂ ZM , |I| <∞, (S14)
supported on an arbitrary frequency index set I of finite cardinality. From (S13), we obtain
lim
M→∞
1
M
M∑
n=1
p(na) =
ˆ
TM
p(x)dx. (S15)
We apply the Weierstrass’s polynomial approximation theorem for the case of trigonometric polynomials [1]. For
an arbitrary continuous real-valued function f defined on TM , there exists a sequence of trigonometric polynomial
6{pj(x)}j∈N uniformly converging to f(x). It means that for every ε > 0, there exists a j0 ∈ N such that ‖f−pj‖∞ < ε
for all j ≥ j0. Therefore, for j ≥ j0, we have
∣∣∣∣∣ 1M
M∑
n=1
f(na)−
ˆ
TM
f(x)dx
∣∣∣∣∣ (S16)
=
∣∣∣∣∣ 1M
M∑
n=1
f(na)− 1
M
M∑
n=1
pj(na) +
1
M
M∑
n=1
pj(na)−
ˆ
TM
pj(x)dx+
ˆ
TM
pj(x)dx−
ˆ
TM
f(x)dx
∣∣∣∣ (S17)
≤
∣∣∣∣∣ 1M
M∑
n=1
f(na)− 1
M
M∑
n=1
pj(na)
∣∣∣∣∣+
∣∣∣∣∣ 1M
M∑
n=1
pj(na)−
ˆ
TM
pj(x)dx
∣∣∣∣∣+
∣∣∣∣ˆ
TM
pj(x)dx−
ˆ
TM
f(x)dx
∣∣∣∣ (S18)
≤ 1
M
M∑
n=1
||f − pj ||+
∣∣∣∣∣ 1M
M∑
n=1
pj(na)−
ˆ
TM
pj(x)dx
∣∣∣∣∣+
ˆ
TM
||pj − f ||dx (S19)
≤2+
∣∣∣∣∣ 1M
M∑
n=1
pj(na)−
ˆ
TM
pj(x)dx
∣∣∣∣∣ . (S20)
From Eq. (S15) and Eq. (S20), we have limM→∞
∣∣∣ 1M ∑Mn=1 f(na)− ´TM f(x)dx∣∣∣ ≤ 2ε for all ε > 0. Then, we have
lim
M→∞
1
M
M∑
n=1
f(na) =
ˆ
TM
f(x)dx. (S21)
Let consider a distance ρ on TM , and B(y, r) = {x ∈ TM | ρ(y,x) ≤ r} for each y ∈ TM and r > 0. We define the
characteristic function of B(y, r) as
χB(y,r)(x) =
{
1 if ρ(y,x) ≤ r
0 otherwise.
(S22)
For any  > 0, we define the following continuous real-valued functions on TM
f
()
+ (x) =

1 if ρ(y,x) ≤ r
1− ρ(y,x)− r

if r < ρ(y,x) ≤ r + )
0 otherwise,
(S23)
f
()
− (x) =

1 if ρ(y,x) ≤ r − 
r − ρ(y,x)

if r −  < ρ(y,x) ≤ r
0 otherwise.
(S24)
Then,
1
M
M∑
n=1
f
()
− (na) ≤
1
M
M∑
n=1
χB(y,r)(na) ≤ 1
M
M∑
n=1
f
()
+ (na). (S25)
Since f
()
+ , f
()
− are continuous, from Eq. (S21), we have
lim
M→∞
1
M
M∑
n=1
f
()
− (na) =
ˆ
TM
f
()
− (x)dx, (S26)
lim
M→∞
1
M
M∑
n=1
f
()
+ (na) =
ˆ
TM
f
()
+ (x)dx. (S27)
7Therefore, from Eq. (S25) and Eqs. (S26)(S27), we obtain the following relations
ˆ
TM
f
()
− (x)dx ≤ lim inf
M→∞
1
M
M∑
n=1
χB(y,r)(na) ≤ lim sup
M→∞
1
M
M∑
n=1
χB(y,r)(na) ≤
ˆ
TM
f
()
+ (x)dx. (S28)
We take → 0 , then ´TM f ()± (x)dx→
´
TM χB(y,r)(x)dx, and
lim inf
M→∞
1
M
M∑
n=1
χB(y,r)(na) = lim sup
M→∞
1
M
M∑
n=1
χB(y,r)(na) =
ˆ
TM
χB(y,r)(x)dx. (S29)
Therefore, limM→∞ 1M
∑M
n=1 χB(y,r)(na) =
´
TM χB(y,r)(x)dx. Since
´
TM χB(y,r)(x)dx > 0 with r > 0, then
limM→∞ 1M
∑M
n=1 χB(y,r)(na) > 0. Therefore, with an arbitrary y ∈ TM and an arbitrary r > 0, there exists
n ∈ N such that χB(y,r)(na) > 0, or na ∈ B(y, r). This result proves that {na ∈ TM | n ∈ N} is dense in TM .
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