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Abstract
We prove that the function (x1, . . . , xk)→ Tr(f (x1, . . . , xk)), defined on k-tuples of sym-
metric matrices of order (n1, . . . , nk) in the domain of f , is convex for any convex function f
of k variables. The matrix f (x1, . . . , xk) is defined by the functional calculus for functions of
several variables, and it is symmetric and of order n1, . . . , nk . © 2002 Elsevier Science Inc.
All rights reserved.
1. Preliminaries
Trace functions of the form x → τ(f (x)) with domain in the self-adjoint part of a
von Neumann algebra equipped with a finite trace τ and specified by a real function
f of a single real variable have been studied in order to establish concavity of the
quantum entropy. The element f (x) is defined in terms of the functional calculus,
and it has been known for some time that convexity of f as a real function is sufficient
to ensure convexity of the associated trace function, cf. [5]. The aim of this paper is
to investigate similar questions for functions of several variables.
Let f : I1 × · · · × Ik → R be a Borel measurable, essentially bounded, real func-
tion defined on a product of open intervals I1, . . . , Ik. We say that a k-tuple x =
(x1, . . . , xk) of bounded self-adjoint operators on Hilbert spaces H1, . . . , Hk is in
the domain of f, if the spectrum of xi is contained in Ii for i = 1, . . . , k. If this is so
and
xi =
∫
Ii
λi Ei(dλi), i = 1, . . . , k
is the spectral resolution of xi , we define
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f (x) =
∫
I1×···×Ik
f (λ1, . . . , λk) E1(dλ1)⊗ · · · ⊗ Ek(dλk)
as a bounded self-adjoint operator on H1 ⊗ · · · ⊗Hk, cf. [1,2,4]. If the Hilbert
spaces are of finite dimensions, the above integrals become finite sums, and we may
consider the functional calculus for arbitrary real functions of k variables.
We are content to present the theory only for matrices, which we believe is the
main case. The strategy is to apply the theory of Fréchet differentiation of functions
between Banach spaces, and then explicitly calculate the second Fréchet differential
of the trace function by using the theory of generalized Hessian matrices introduced
by Hansen [2]. In doing so we incidentally give a new proof also in the case of
functions of only one variable.
2. Fréchet differentials
We state the following elementary result without proof.
Lemma 2.1. Let X, Y and Z be Banach spaces, and let F : A→ Y and G : B → Z
be mappings defined in subsets A ⊆ X and B ⊆ Y such that F(A) ⊆ B. Suppose
that x0 is an interior point of A and that F(x0) is an interior point of B. If F is
twice Fréchet differentiable at x0 and G is twice Fréchet differentiable at F(x0), then
the composed mapping G ◦ F : A→ Z is twice Fréchet differentiable at
x0 and
d2(G ◦ F)(x0)(h, h)=d2G(F(x0))(dF(x0)h, dF(x0)h)
+ dG(F(x0))d2F(x0)(h, h)
for each h ∈ X.
If we choose Y in Lemma 2.1 to be a von Neumann algebra equipped with a finite
trace τ and set G = τ, then the linearity of the trace entails that dτ(y0)k = τ(k)
and d2τ(y0)(k, k) = 0 for all y0, k ∈ Y. Combining this with [2, Proposition 2.2] we
obtain:
Proposition 2.2. Let A be an open convex subset of a real Banach space X, and
let M be a von Neumann algebra equipped with a finite trace τ. We consider a
twice Fréchet differentiable function f of A into the self-adjoint part of M. The real
function
x → τ(f (x)), x ∈ A
is convex, if and only if
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τ(d2f (x)(h, h))  0
for every x ∈ A and h ∈ X.
3. Variant Hessian matrices
Let f ∈ C2(I1, . . . , Ik), where I1, . . . , Ik are open intervals. We consider a gen-
eralized Hessian matrix
H(m1, . . . , mk) = (Hus(m1, . . . , mk))ku,s=1
associated with f and matrices x = (x1, . . . , xk) of order (n1, . . . , nk) in the domain
of f for a k-tuple (m1, . . . , mk)  (n1, . . . , nk). The possibly degenerate eigenvalues
of xs are denoted λ1(s), . . . , λns (s) for s = 1, . . . , k. Each entry Hus(m1, . . . , mk) is
an nu × ns matrix with its entry labelled by the indices pu and js (pu = 1, . . . , nu,
js = 1, . . . , ns). We refer to [2] for a detailed description of generalized Hessian
matrices.
We first introduce a principal submatrix of H(m1, . . . , mk) by selecting row mu
in the blocks Hu1(m1, . . . , mk), . . . , Huk(m1, . . . , mk) for u = 1, . . . , k and column
ms in the blocks H1s(m1, . . . , mk), . . . , Hks(m1, . . . , mk) for s = 1, . . . , k. Indeed,
these rows and columns are numbered m1, n1 +m2, n1 + n2 +m3, . . . , n1 + · · · +
nk−1 +mk in H(m1, . . . , mk). Namely, for each u, s we retain from the nu × ns ma-
trix Hus(m1, . . . , mk) just one entry with the index (pu, js) = (mu,ms). The princi-
pal submatrix so constructed is a k × k matrix with entries labelled by u, s and given
by {[λm1(1)| · · · |λms (s)λms (s)| · · · |λmu(u)λmu(u)| · · · |λmk (k)]su, s /= u,
2[λm1(1)| · · · |λms (s)λms (s)λms (s)| · · · |λmk (k)]s , s = u,
=
{
f ′′us(λm1(1), . . . , λmk (k)), s /= u,
f ′′ss(λm1(1), . . . , λmk (k)), s = u.
It is nothing but the usual Hessian matrix for f at the point (λm1(1), . . . , λmk (k)).
Next we define a so called variant Hessian matrix as the block matrix
V (m1, . . . , mk) = (Vus(m1, . . . , mk))ku,s=1 ,
where Vus(m1, . . . , mk) for each u, s is obtained from Hus(m1, . . . , mk) by retaining
the following entries and replacing all other entries by zero. The retained entries are
all diagonal entries of the diagonal blocks Hss(m1, . . . , mk) and one entry (pu, js) =
(mu,ms) from each of the off-diagonal blocks Hus(m1, . . . , mk). Notice that the
entry (ps, js) = (ms,ms) in the diagonal block Hss(m1, . . . , mk) is a diagonal en-
try and thus retained. The resulting variant Hessian matrix is an orthogonal direct
sum of the principal submatrix constructed above and a diagonal matrix. The vari-
ant Hessians are symmetric matrices of order n1 + · · · + nk. If we set k = 2 and
n1 = n2 = 2, then V (1, 1) is the matrix
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
f ′′11(λ1(1), λ1(2)) 0
0 2[λ1(1)λ2(1)λ2(1)|λ1(2)]
f ′′21(λ1(1), λ1(2)) 0
0 0
f ′′12(λ1(1), λ1(2)) 0
0 0
f ′′22(λ1(1), λ1(2)) 0
0 2[λ1(1)|λ1(2)λ2(2)λ2(2)]


and V (1, 2) is the matrix

f ′′11(λ1(1), λ2(2)) 0
0 2[λ1(1)λ2(1)λ2(1)|λ2(2)]
0 0
f ′′21(λ1(1), λ2(2)) 0
0 f ′′12(λ1(1), λ2(2))
0 0
2[λ1(1)|λ2(2)λ1(2)λ1(2)] 0
0 f ′′22(λ1(1), λ2(2))

 .
Similarly for V (2, 1) and V (2, 2).
Proposition 3.1. Let I1, . . . , Ik be open intervals. A function f ∈ C2(I1, . . . , Ik)
is convex if and only if all variant Hessian matrices associated with f are positive
semi-definite.
Proof. The variant Hessian matrix is, as explained above, an orthogonal direct sum
of the principal Hessian matrix constructed above and a diagonal matrix. The positive
semi-definiteness of the variant Hessian matrix, therefore, is equivalent to the same
for the two (mutually orthogonal) submatrices. The first one is the usual Hessian
matrix of an ordinary function f as displayed above and hence its positive semi-
definiteness is equivalent to the ordinary convexity of the function f, as is well
known. On the other hand, the (diagonal) entries of the diagonal submatrix are partial
second divided differences which are all non-negative if f is convex. Therefore the
assertion follows. 
4. The main results
Theorem 4.1. Let f ∈ Cp(I1 × · · · × Ik), where I1, . . . , Ik are open intervals and
p > 2 + k/2. The function x → f (x) is twice Fréchet differentiable in the domain
of f . We define to each k-tuple h = (h1, . . . , hk) of self-adjoint matrices of order
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(n1, . . . , nk) and each k-tuple of natural numbers (m1, . . . , mk)  (n1, . . . , nk) the
block vector
h(m1, . . . , mk) =


h1(m1)
...
hk (mk)

 ,
where hs (ms)js = hsmsjs is the (ms, js)-entry of the matrix variable hs for js =
1, . . . , ns and s = 1, . . . , k. The trace of the second Fréchet differential for each k-
tuple x = (x1, . . . , xk) of self-adjoint matrices of order (n1, . . . , nk) in the domain
of f is given by
Tr
(
d2f (x)(h, h)
)
=
n1∑
m1=1
· · ·
nk∑
mk=1
(
V (m1, . . . , mk)
h(m1, . . . , mk) | h(m1, . . . , mk)
)
,
where V (m1, . . . , mk) for ms = 1, . . . , ns and s = 1, . . . , k are the variant Hessian
matrices associated with f and the matrices x = (x1, . . . , xk).
Proof. The function x → f (x) is twice Fréchet differentiable by [2, Corollary
2.12]. Each vector ϕ in the tensor productH1 ⊗ · · · ⊗Hk is represented by a function
ϕ of k-tuples of natural numbers (m1, . . . , mk) by setting
ϕ =
n1∑
m1=1
· · ·
nk∑
mk=1
ϕ(m1, . . . , mk)e
1
m1 ⊗ · · · ⊗ ekmk ,
where (es1, . . . , e
s
ns
) for each s = 1, . . . , k is an orthonormal basis for Hs consisting
of eigenvectors for xs. Setting
ϕi(m1, . . . , mk) = δi1,m1 · · · δik,mk
for i = (i1, . . . , ik)  (n1, . . . , nk) and applying [2, Corollary 4.4] we obtain
Tr
(
d2f (x)(h, h)
)
=
n1∑
i1=1
· · ·
nk∑
ik=1
(
d2f (x)(h, h)ϕi | ϕi
)
=
n1∑
i1=1
· · ·
nk∑
ik=1
n1∑
m1=1
· · ·
nk∑
mk=1
k∑
s,u=1
ns∑
js=1
nu∑
pu=1
hsmsjs h
u
pumu
×Hus(m1, . . . , mk)pujs ϕi(m1, . . . , ms−1, js,ms+1, . . . , mk)
×ϕ¯i (m1, . . . , mu−1, pu,mu+1, . . . , mk)
=
n1∑
m1=1
· · ·
nk∑
mk=1
k∑
s,u=1
ns∑
js=1
nu∑
pu=1
n1∑
i1=1
· · ·
nk∑
ik=1
hsmsjs h
u
pumu
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×Hus(m1, . . . , mk)pujs δi1,m1 · · · δis−1,ms−1δis ,js δis+1,ms+1 · · · δik,mk
×δi1,m1 · · · δiu−1,mu−1δiu,puδiu+1,mu+1 · · · δik,mk
=
n1∑
m1=1
· · ·
nk∑
mk=1
k∑
s,u=1
ns∑
js=1
nu∑
pu=1
hsmsjs h
u
pumu
(u, s, pu, js)
×Hus(m1, . . . , mk)pujs ,
where
(u, s, pu, js) =
{
δpu,muδjs ,ms , u /= s,
δps,js , u = s.
We observe that the (pu, js)-entry in the variant Hessian submatrix Vus(m1, . . . , mk)
is equal to (u, s, pu, js)Hus(m1, . . . , mk)pujs and therefore obtain
Tr
(
d2f (x)(h, h)
)
=
n1∑
m1=1
· · ·
nk∑
mk=1
k∑
s,u=1
ns∑
js=1
nu∑
pu=1
hsmsjs h
u
pumu
Vus(m1, . . . , mk)pujs
=
n1∑
m1=1
· · ·
nk∑
mk=1
k∑
s,u=1
(
Vus(m1, . . . , mk)
h
s (ms) | hu(mu)
)
=
n1∑
m1=1
· · ·
nk∑
mk=1
(
V (m1, . . . , mk)
h(m1, . . . , mk) | h(m1, . . . , mk)
)
,
which is the statement of the theorem. 
Theorem 4.2. Let f be a convex function defined on a product I1 × · · · × Ik of open
intervals. The mapping
(x1, . . . , xk)→ Tr (f (x1, . . . , xk))
is convex on k-tuples of symmetric matrices in the domain of f.
Proof. If f is continuously differentiable of order p > 2 + k/2, we combine Prop-
osition 2.2 with Theorem 4.1 and Proposition 3.1 to obtain the desired statement. In
the general case we approximate f with a sequence of convex C∞-functions (fn),
which may be chosen of the form fn = f ∗ en for a C∞-approximate unit en with
compact support. 
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