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We resolve the controversy on the stability of the monopole condensation in the one-loop effective
action of SU(2) QCD by calculating the imaginary part of the effective action with two different
methods at one-loop order. Our result confirms that the effective action for the magnetic background
has no imaginary part but the one for the electric background has a negative imaginary part. This
assures that the monopole condensation is indeed stable, but the electric background becomes
unstable due to the pair-annihilation of gluons.
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I. INTRODUCTION
One of the most outstanding problems in theoret-
ical physics is the confinement problem in quantum
chromodynamics (QCD). It has long been argued that
monopole condensation can explain the confinement of
color through the dual Meissner effect [1, 2]. Indeed,
if one assumes monopole condensation, one can easily
argue that the ensuing dual Meissner effect guarantees
the confinement [2, 3]. A satisfactory theoretical proof
of the desired monopole condensation in QCD, however,
has been very elusive [4, 5, 6]. Fortunately, we have
recently been able to demonstrate the monopole conden-
sation with the one-loop effective action in SU(2) QCD
[7, 8]. In this paper we discuss the perturbative method
which can prove the stability of the monopole conden-
sation in detail. Our result strongly indicates that the
monopole condensation describes the stable vacuum of
QCD, which could guarantee the confinement of color.
A natural way to establish the monopole condensa-
tion in QCD is to demonstrate that the quantum fluc-
tuation triggers a dimensional transmutation and phase
transition through the Coleman-Weinberg mechanism in
QCD. Coleman and Weinberg have demonstrated that
the quantum effect could trigger a dimensional trans-
mutation in massless scalar QED with a quartic self-
interaction of scalar electrons, by showing that the one-
loop effective action generates a mass gap through the
condensation of scalar electrons which defines a non-
trivial new vacuum [9]. To prove the monopole conden-
sation, one need to demonstrate such a phase transition
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in QCD. There have been many attempts to demonstrate
monopole condensation in QCD with the one-loop effec-
tive action using the background field method [4, 5, 6].
Savvidy has first calculated the effective action of SU(2)
QCD in the presence of an ad hoc color magnetic back-
ground, and discovered an encouraging evidence of a
magnetic condensation as a non-trivial vacuum of QCD
[4]. But this calculation was repeated by Nielsen and Ole-
sen, who found that the magnetic background generates
an imaginary part to the effective action which makes the
vacuum unstable [5]. The origin of this instability of the
“Savvidy-Nielsen-Olesen (SNO) vacuum” can be traced
back to the fact that it is not gauge invariant. Because of
this the effective action develops an imaginary part which
destabilizes the magnetic condensation through the pair
creation of gluons. This instability of the SNO vacuum
has been widely accepted and never been seriously chal-
lenged. This has created the unfortunate impression that
it might be impossible to establish the monopole conden-
sation with the effective action of QCD.
A few years ago, however, there was a new attempt
to calculate the one-loop effective action of QCD with a
gauge independent separation of the classical background
from the quantum field [7]. Remarkably, in this calcula-
tion the effective action was shown to produce no imag-
inary part in the presence of the non-Abelian monopole
background, but a negative imaginary part in the pres-
ence of the pure color electric background. This means
that in QCD the non-Abelian monopole background pro-
duces a stable monopole condensation, but the color elec-
tric background becomes unstable by generating a pair
annhilation of the valence gluon at one-loop level. This
remarkable result was obtained by the correct infra-red
regularization of the effective action which respects the
causality. With this infra-red regularization by causal-
ity one has the dual Meissner effect and the magnetic
confinement of color in SU(2) QCD [7].
2The new result sharply contradicts with the earlier
results, in particular on the stability of the monopole
condensation. This has resurrected the old controversy
on the stability of monopole condensation. Since the sta-
bility of the monopole condensation is such an important
issue for the confinement in QCD, it is imperative that
one looks for an independent method to resolve the con-
troversy.
A remarkable point of gauge theories is that in the
massless limit the imaginary part of the effective action
is proportional to g2, where g is the gauge coupling con-
stant. This has been shown to be true in both QCD
[4, 5, 6, 7] and massless QED [10, 11]. This allows us
to check the presence (or the absence) of the imaginary
part by a perturbative method, and recently two of us
have presented a straightfoward perturbative method to
resolve the controversy on the stability of monopole con-
densation once and for all [8]. The purpose of this pa-
per is to discuss the perturbative method to calculate the
imaginary part of the one-loop effective action in massles
gauge theories in more detail. We test the validity of
this method in massless QED, and apply this to SU(2)
QCD. We confirm that the QCD effective action indeed
has no imaginary part in the presence of the monopole
background but has a negative imaginary part in the pres-
ence of the color electric background. This endorses our
result based on the infra-red regularization by causality
[7], and guarantees the stability of the monopole conden-
sation in QCD.
It should be pointed out that the first to dispute the
SNO effective action, and to suggest that the imaginary
part of the QCD effective action could be calculated by
a perturbative method, was Schanbacher [12]. Unfortu-
nately this remarkable suggestion has met with skepti-
cism and thus been completely ignored, partly because
this work also lacked the desired gauge invariance but
more probably because this suggestion has never been
confirmed by a concrete example before. In this paper
we verify this suggestion in massless QED, and calculate
the imaginary part of the QCD effective action pertur-
batively with two different methods. The first method
is to draw the relevant Feynman diagrams and calculate
the imaginary part at one-loop order. The second is to
apply Schwinger’s method of the perturbative expansion
[13] of the QED effective action to QCD, and calculate
the imaginary part to the second order. These meth-
ods reproduce the identical result, identical to what we
obtained with the infra-red regularization by causality.
The paper is organized as follows. In Section II we re-
view the Abelian formalism of QCD to make the similar-
ity between QED and QCD more transparent. In Section
III we reproduce the one-loop effective action of QCD us-
ing the Abelian formalism. In Section IV we compare our
effective action with the SNO effective action, and review
the origin of the instability of the SNO vacuum. In Sec-
tion V we calculate the imaginary part of the effective
action of massless QED perturbatively, and demonstrate
that the perturbative result produces an identical result,
identical to the non-perturbative result. In Section VI
we calculate the imaginary part of the QCD effective
action perturbatively with the Feynman diagrams. In
Section VII (and in the Appendix) we apply Schwinger’s
method to QCD to reproduce the desired result. Finally
in Section VIII we discuss the physical implications of
our findings.
II. ABELIAN FORMALISM OF QCD
In this section we review the gauge-independent
Abelianization of QCD [2, 3], which we need to calcu-
late the imaginary part of the effective action using the
Schwinger’s method. For simplicity we will concentrate
on the SU(2) QCD in this paper. We start from the
gauge-independent decomposition of the gauge potential
into the restricted potential Aˆµ and the valence potential
~Xµ [2, 3], which has recently been referred to as the Cho
decomposition or Cho-Faddeev-Niemi-Shabanov decom-
position [14, 15]. Let nˆ be the unit isovector which selects
the color charge direction everywhere in space-time, and
let [2, 3]
~Aµ = Aµnˆ− 1
g
nˆ× ∂µnˆ+ ~Xµ = Aˆµ + ~Xµ,
(Aµ = nˆ · ~Aµ, nˆ2 = 1, nˆ · ~Xµ = 0), (1)
where Aµ is the “electric” potential. Notice that the
restricted potential Aˆµ is precisely the connection which
leaves nˆ invariant under parallel transport,
Dˆµnˆ = ∂µnˆ+ gAˆµ × nˆ = 0. (2)
Under the infinitesimal gauge transformation
δnˆ = −~α× nˆ , δ ~Aµ = 1
g
Dµ~α, (3)
one has
δAµ =
1
g
nˆ · ∂µ~α, δAˆµ = 1
g
Dˆµ~α,
δ ~Xµ = −~α× ~Xµ. (4)
This tells that Aˆµ by itself describes an SU(2) connection
which enjoys the full SU(2) gauge degrees of freedom.
Furthermore the valence potential ~Xµ forms a gauge co-
variant vector field under the gauge transformation. But
what is really remarkable is that the decomposition is
gauge independent. Once the gauge covariant topological
field nˆ is chosen, the decomposition follows automatically,
regardless of the choice of gauge [2, 3].
Remember that Aˆµ retains all the essential topologi-
cal characteristics of the original non-Abelian potential.
Clearly nˆ defines π2(S
2) which describes the non-Abelian
3monopoles [16, 17], and characterizes the Hopf invariant
π3(S
2) ≃ π3(S3) which describes the topologically dis-
tinct vacua [18, 19]. Furthermore Aˆµ has a dual struc-
ture,
Fˆµν = ∂µAˆν − ∂νAˆµ + gAˆµ × Aˆν = (Fµν +Hµν)nˆ,
Fµν = ∂µAν − ∂νAµ,
Hµν = −1
g
nˆ · (∂µnˆ× ∂ν nˆ) = ∂µC˜ν − ∂νC˜µ, (5)
where C˜µ is the “magnetic” potential of the monopoles
(Notice that one can always introduce the magnetic po-
tential since Hµν forms a closed two-form locally sec-
tionwise) [2, 3]. Thus, one can identify the non-Abelian
monopole potential by
~Cµ = −1
g
nˆ× ∂µnˆ, (6)
in terms of which the magnetic field is expressed by
~Hµν = ∂µ ~Cν − ∂ν ~Cµ + g ~Cµ × ~Cν = Hµν nˆ. (7)
This provides the gauge independent separation of the
monopole field Hµν from the color electromagnetic field
Fµν . The monopole potential (6) has been referred to as
the Cho connection [14, 15].
With the decomposition (1), one has
~Fµν = Fˆµν + Dˆµ ~Xν − Dˆν ~Xµ + g ~Xµ × ~Xν , (8)
so that the Yang-Mills Lagrangian is expressed as
L = −1
4
~F 2µν
= −1
4
Fˆ 2µν −
1
4
(Dˆµ ~Xν − Dˆν ~Xµ)2
−g
2
Fˆµν · ( ~Xµ × ~Xν)− g
2
4
( ~Xµ × ~Xν)2. (9)
This shows that the Yang-Mills theory can be viewed as a
restricted gauge theory made of the restricted potential,
which has the valence gluons as its source [2, 3].
An important advantage of the decomposition (1) is
that it can actually Abelianize (or more precisely “dual-
ize”) the non-Abelian gauge theory [2, 3]. To see this let
(nˆ1, nˆ2, nˆ) be a right-handed orthonormal basis and let
~Xµ = X
1
µ nˆ1 +X
2
µ nˆ2,
(X1µ = nˆ1 · ~Xµ, X2µ = nˆ2 · ~Xµ)
and find
Dˆµ ~Xν =
[
∂µX
1
ν − g(Aµ + C˜µ)X2ν
]
nˆ1
+
[
∂µX
2
ν + g(Aµ + C˜µ)X
1
ν
]
nˆ2. (10)
So with
Bµ = Aµ + C˜µ,
Xµ =
1√
2
(X1µ + iX
2
µ), (11)
one could express the Lagrangian explicitly in terms of
the dual potential Bµ and the complex vector field Xµ,
L = −1
4
G2µν −
1
2
|DˆµXν − DˆνXµ|2 + igGµνX∗µXν
−1
2
g2
[
(X∗µXµ)
2 − (X∗µ)2(Xν)2
]
= −1
4
(Gµν +Xµν)
2 − 1
2
|DˆµXν − DˆνXµ|2, (12)
where
Gµν = Fµν +Hµν , DˆµXν = (∂µ + igBµ)Xν ,
Xµν = −ig(X∗µXν −X∗νXµ).
Clearly this describes an Abelian gauge theory coupled
to the charged vector field Xµ. But the important point
here is that the Abelian potential Bµ is given by the sum
of the electric and magnetic potentials Aµ + C˜µ. In this
form the equations of motion of SU(2) QCD is expressed
by
∂µ(Gµν +Xµν) = igX
∗
µ(DˆµXν − DˆνXµ)
−igXµ(DˆµXν − DˆνXµ)∗,
Dˆµ(DˆµXν − DˆνXµ) = igXµ(Gµν +Xµν). (13)
This shows that one can indeed Abelianize the non-
Abelian theory with our decomposition. The remarkable
change in this Abelian formulation is that here the topo-
logical field nˆ is replaced by the magnetic potential C˜µ
[2, 3].
An important feature of this Abelianization is that it
is gauge independent, because here we have never fixed
the gauge to obtain this Abelian formalism. So one might
ask how the non-Abelian gauge symmetry is realized in
this Abelian formalism. To discuss this let
~α = α1 nˆ1 + α2 nˆ2 + θ nˆ,
α =
1√
2
(α1 + i α2),
~Cµ = −1
g
nˆ× ∂µnˆ = −C1µnˆ1 − C2µnˆ2,
Cµ =
1√
2
(C1µ + i C
2
µ). (14)
Then the Lagrangian (12) is invariant not only under the
active gauge transformation (4) described by
δAµ =
1
g
∂µθ − i(C∗µα− Cµα∗), δC˜µ = −δAµ,
δXµ = 0, (15)
4but also under the following passive gauge transformation
described by
δAµ =
1
g
∂µθ − i(X∗µα−Xµα∗), δC˜µ = 0,
δXµ =
1
g
Dˆµα− iθXµ. (16)
Clearly this passive gauge transformation assures the de-
sired non-Abelian gauge symmetry for the Abelian for-
malism. This tells that the Abelian theory not only re-
tains the original gauge symmetry, but actually has an
enlarged (both the active and passive) gauge symmetries.
But we emphasize that this is not the “naive” Abelian-
ization of QCD which one obtains by fixing the gauge.
Our Abelianization is a gauge-independent Abelianiza-
tion. Besides, here the Abelian gauge group is U(1)e ⊗
U(1)m, so that the theory becomes a dual gauge theory
[2, 3]. This is evident from (15) and (16). This Abelian-
ized QCD will become important in the following.
III. MONOPOLE CONDENSATION: A REVIEW
To demonstrate the validity of the Abelian formal-
ism we now calculate the effective action of QCD with
the Abelian formalism, and reproduce the same effective
action that we obtained with the non-Abelian formal-
ism. So, using the background field method [20, 21],
we first divide the gluon field into two parts, the slow-
varying classical part Bµ and the fluctuating quantum
part Xµ, and identify Bµ as the classical background.
In this picture the active gauge transformation (15) is
viewed as the background gauge transformation and the
passive gauge transformation (16) is viewed as the quan-
tum gauge transformation. Now, we fix the gauge of the
quantum gauge transformation by imposing the following
gauge condition to Xµ,
DˆµXµ = 0, (DˆµXµ)
∗ = 0
Lgf = −1
ξ
|DˆµXµ|2. (17)
Remarkably, under the gauge transformation (16) the
gauge condition depends only on α, so the corresponding
Faddeev-Popov determinant is given by
MFP =
∣∣∣∣∣∣∣
δ(DˆµXµ)
δα
δ(DˆµXµ)
δα∗
δ(DˆµXµ)
∗
δα
δ(DˆµXµ)
∗
δα∗
∣∣∣∣∣∣∣
. (18)
With this gauge fixing the effective action takes the
following form,
exp
[
iSeff (Bµ)
]
=
∫
DXµDX∗µDc1Dc†1Dc2Dc†2 exp
{
i
∫ [
− 1
4
(Gµν +Xµν)
2 − 1
2
|DˆµXν − DˆνXµ|2
−1
ξ
|DˆµXµ|2 + c†1(Dˆ2 + g2X∗µXµ)c1 − g2c†1XµXµc2 + c†2(Dˆ2 + g2X∗µXµ)∗c2 − g2c†2X∗µX∗µc1
]
d4x
}
, (19)
where c1 and c2 are the complex ghost fields. To evaluate the integral notice that the functional determinants of the
valence gluon and the ghost loops are expressed as
Det−
1
2Kµν ≃ Det[−gµν(DˆDˆ) + 2igGµν], DetMFP = Det[−(DˆDˆ)]2. (20)
Using the relation
GµαGνβGαβ =
1
2
G2Gµν +
1
2
(GG˜)G˜µν , (G˜µν =
1
2
ǫµνρσGρσ), (21)
one can simplify the functional determinants of the gluon and the ghost loops as follows,
lnDet−
1
2K = lnDet[(−Dˆ2 + 2a)(−Dˆ2 − 2a)] + lnDet[(−Dˆ2 − 2ib)(−Dˆ2 + 2ib)],
lnDetMFP = 2 lnDet(−Dˆ2), (22)
where
a =
g
2
√√
G4 + (GG˜)2 +G2, b =
g
2
√√
G4 + (GG˜)2 −G2.
With this one has [7, 8]
∆S = i lnDet[(−Dˆ2 + 2a)(−Dˆ2 − 2a)] + i lnDet[(−Dˆ2 − 2ib)(−Dˆ2 + 2ib)]− 2i lnDet(−Dˆ2). (23)
5One can evaluate the functional determinants and find
∆L = 1
16π2
∫ ∞
0
dt
t3−ǫ
abt2/µ4
sinh(at/µ2) sin(bt/µ2)
[
exp(−2at/µ2) + exp(2at/µ2)
+ exp(2ibt/µ2) + exp(−2ibt/µ2)− 2
]
, (24)
where µ is a dimensional parameter. This is exactly the
same expression of the effective action that we have ob-
tained before, with the non-Abelian formalism of QCD
[4, 6, 7, 8]. This demonstrates that our Abelian formal-
ism is identical to the conventional non-Abelian formal-
ism of QCD.
The evaluation of the integral (24) for arbitrary a and
b has been notoriously difficult [4, 5, 6]. Even in the case
of “simpler” QED the integration of the effective action
has been completed only recently [10, 11]. Fortunately
the integral for the pure electric (a = 0) and pure mag-
netic (b = 0) background has now been correctly per-
formed [7, 8]. For a pure monopole background (i.e.,
with Gµν = Hµν) we have b = 0, so that the integral
(24) becomes
∆L = 1
16π2
∫ ∞
0
dt
t2
a/µ2
sinh(at/µ2)
[
exp(−2at/µ2) + exp(+2at/µ2)
]
. (25)
To perform the integral we have to regularize the infra-red divergence first. For this we go to the Minkowski time
with the Wick rotation, and find [7, 8]
∆L = ∆L+ +∆L−,
∆L+ = − 1
16π2
∫ ∞
0
dt
t2
a/µ2
sin(at/µ2)
exp(−2iat/µ2),
∆L− = − 1
16π2
∫ ∞
0
dt
t2
a/µ2
sin(at/µ2)
exp(+2iat/µ2). (26)
In this form the infra-red divergence has disappeared,
but now we face an ambiguity in choosing the correct
contours of the integrals in (26). Fortunately this ambi-
guity can be resolved by causality. To see this notice that
the two integrals ∆L+ and ∆L− originate from the two
determinants Det(−Dˆ2 + 2a) and Det(−Dˆ2 − 2a), and
the standard causality argument requires us to identify
2a in the first determinant as 2a − iǫ but in the second
determinant as 2a + iǫ. This tells that the poles in the
first integral in (26) should lie above the real axis, but
the poles in the second integral should lie below the real
axis. From this we conclude that the contour in ∆L+
should pass below the real axis, but the contour in ∆L−
should pass above the real axis. With this causality re-
quirement the two integrals become complex conjugate
to each other. This guarantees that ∆L is explicitly real,
without any imaginary part.
With this infra-red regularization by causality we ob-
tain
Leff = − a
2
2g2
− 11
48π2
a2(ln
a
µ2
− c),
c = 1− ln 2− 24
11
ζ′(−1, 3
2
) = 0.94556..., (27)
for a pure monopole background, where ζ(x, y) is the
generalized Hurwitz zeta function [7, 8].
For the pure electric background (i.e., with a = 0) the
infra-red regularization by causality gives us [7, 8]
Leff = b
2
2g2
+
11b2
48π2
(ln
b
µ2
− c)− i11b
2
96π
. (28)
Observe that (27) and (28) are related by the duality. In
fact we can obtain one from the other simply by replacing
a with −ib and b with ia. This duality, which states
that the effective action should be invariant under the
replacement
a→ −ib, b→ ia, (29)
60.2 0.4 0.6 0.8 1
a
-0.004
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FIG. 1: The effective potential of SU(2) QCD in the pure magnetic background. Here (a) is the effective potential and (b) is
the classical potential.
was recently established as a fundamental symmetry of
the effective action of gauge theory, both Abelian and
non-Abelian [7, 10]. We emphasize that the duality pro-
vides a very useful tool to check the self-consistency of
the effective action.
Remarkably the the effective action (27) generates
the much desired dimensional transmutation in QCD,
the phenomenon Coleman and Weinberg first observed
in massless scalar QED [9]. It is this dimensional trans-
mutation that produces the dynamical generation of
mass gap through the monopole condensation [7, 8]. To
demonstrate this we first renormalize the effective action.
Notice that the effective action (27) provides the follow-
ing effective potential
V =
1
2
a2
g2
[
1 +
11g2
24π2
(ln
a
µ2
− c)
]
. (30)
So we define the running coupling g¯ by [4, 7]
∂2V
∂a2
∣∣∣
a=µ¯2
=
1
g¯2
. (31)
With the definition we find
1
g¯2
=
1
g2
+
11
24π2
(ln
µ¯2
µ2
− c+ 3
2
), (32)
from which we obtain the following β-function,
β(µ¯) = µ¯
∂g¯
∂µ¯
= − 11
24π2
g¯3 . (33)
This is exactly the same β-function that one obtained
from the perturbative QCD to prove the asymptotic free-
dom [22]. This confirms that our effective action is con-
sistent with the asymptotic freedom.
The fact that the β-function obtained from the ef-
fective action becomes identical to the one obtained by
the perturbative calculation is really remarkable, because
this is not always the case. In fact in QED it has
been demonstrated that the running coupling and the
β-function obtained from the effective action is differ-
ent from those obtained from the perturbative method
[7, 11].
In terms of the running coupling the renormalized po-
tential is given by
Vren =
1
2
a2
g¯2
[
1 +
11
24π2
g¯2(ln
a
µ¯2
− 3
2
)
]
, (34)
which generates a non-trivial local minimum at
< a >= µ¯2 exp
(
− 24π
2
11g¯2
+ 1
)
. (35)
Notice that with α¯s = 1 we have
< a >
µ¯2
= 0.48988.... (36)
This is nothing but the desired magnetic condensation.
This proves that the one loop effective action of QCD in
the presence of the constant magnetic background does
generate a phase transition thorugh the monopole con-
densation [7, 8].
The corresponding effective potential is plotted in Fig.
1, where we have assumed α¯s = 1, µ¯ = 1. The effective
potential clearly shows that there is indeed a dynamical
generation of mass gap which indicates the existence of
the confinement phase in QCD.
IV. STABILITY OF MONOPOLE
CONDENSATION
The effective action of QCD in the presence of pure
magnetic background (i.e., for b = 0) has first been calcu-
lated by Savvidy and subsequently by Nielsen and Olesen
7[4, 5]. Their effective action was almost identical to ours,
except that theirs contains the following extra imaginary
part,
ImLeff
∣∣∣
SNO
=
a2
8π
b = 0. (37)
This sharply contradicts with our result (27) and (28),
which has the following imaginary part,
Im Leff =


0 b = 0
−11b
2
96π
a = 0 .
(38)
Clearly the imaginary part of the SNO effective action
destabilizes our vacuum (35) through the pair creation
of gluons. This would nullify our result, the monopole
condensation and the dynamical generation of mass in
QCD. So it becomes a most urgent issue to find out which
of the effective actions is correct.
To settle thiss issue, one must understand the ori-
gin of the difference. The argument for the imaginary
part in the SNO effective action was that the magnetic
background should generate unstable tachyonic modes in
the long distance region. These tachyonic modes, they
argued, would generate an imaginary part to the effec-
tive action and render the vacuum condensation unsta-
ble. And indeed one does obtain (37), if one naively
regularizes the infra-red divergence of the integral (25)
with the ζ-function regularization [5, 6].
Notice that these unstable modes, however, are un-
physical which violate the causality. Furthermore, the
SNO vacuum is not gauge invariant, and one can ar-
gue that the unstable modes originate from this fact.
So one must be careful to exclude the unphysical modes
when one regularizes the infra-red divergence. As we
have pointed out, the infra-red regularization by causal-
ity naturally removes the unphysical modes and gives us
the correct effective action. Furthermore, this regular-
ization has been shown to preserve the duality, an im-
portant consistency condition for the effective actions in
gauge theories [7, 8].
Our infra-red regularization by causality assures the
existence of the monopole condensation in SU(2) QCD
without doubt. On the other hand, since the ζ-function
regularization is also a well-established regularization
method, it is not at all clear which regularization is the
correct one for QCD at this moment. Given the fact
that the stability of the vacuum condensation is such an
important issue which can make or break the confine-
ment, one must find an independent method to resolve
the controversy. We now discuss a straightforward per-
turbative method to calculate the imaginary part of the
effective action which can resolve the controversy and
guarantee the stability of the monopole condensation.
We present two independent methods based on the per-
turbative expansion, the Feynman diagram calculation
and the perturbative calculation of the imaginary part of
the effective action, to justify the infra-red regularization
by causality.
V. IMAGINARY PART OF EFFECTIVE
ACTION IN MASSLESS QED
Before we discuss QCD we have to prove that one can
indeed calculate the imaginary part of the effective action
either perturbatively or non-perturbatively in massless
gauge theories. As far as we understand, this has never
been demonstrated before. So in this section we first cal-
culate the imaginary part of the effective action of mass-
less QED perturbatively, and show that the perturbative
result is identical to the non-perturbative result.
The imaginary part of the non-perturbative one-loop
effective action of QED has been known to be [10, 11],
ImLQED = ab
8π2
∞∑
n=1
1
n
coth
(nπa
b
)
× exp
(
− nπm
2
b
)
, (39)
where m is the electron mass and
a =
e
2
√√
F 4 + (FF˜ )2 + F 2,
b =
e
2
√√
F 4 + (FF˜ )2 − F 2.
In the massless limit this gives us [10, 11]
ImLQED
∣∣∣
m=0
=


0 b = 0
b2
48π
a = 0 .
(40)
Notice that the imaginary part is indeed of the order
e2, which is not the case when m 6= 0. We emphasize
that the massless limit is well-defined because the one-
loop effective action of massless QED has no infra-red
divergence when ab = 0 [10, 11].
Now we calculate the imaginary part perturbatively
to the order e2. There are two different ways to do this,
by calculating the Feynman diagram directly to the order
e2 or by making the perturbative expansion of the non-
perturbative one-loop effective action. We start with the
Feynman diagram. It is well-known that, to the order e2,
the electron loop diagram for an arbitrary backgroundAµ
(with the dimensional regularization) gives us [21]
1
2
∫
d4pAµ(p)Πµν(p)Aν(−p)
=
ie2
4π2
∫
d4pAµ(p)(p
2gµν − pµpν)Aν(−p)
8B

B

B

B

B

B

B

B

FIG. 2: The Feynman diagrams that contribute to the effective action at g2 order.
×
∫ 1
0
dxx(1 − x)
(
− 2
ǫ
+ γ + ln[1− x(1 − x) p
2
m2
]
)
=
ie2
8π2
∫
d4pFµν(p)Fµν(−p)
∫ 1
0
dxx(1 − x)
×
(
− 2
ǫ
+ γ + ln[1− x(1 − x) p
2
m2
]
)
, (41)
where Πµν(p) is the vacuum polarization tensor and m
is the electron mass. In the massless limit (with the sub-
traction of infra-red divergence at µ2) this gives us the
leading contribution to the effective action
∆SQED =
e2
48π2
∫
d4pFµν(p)Fµν(−p)
×
[
ln
( p2
µ2
)
+ C0
]
(42)
where C0 is a regularization-dependent constant which
can be absorbed to the wave function renormalization.
Clearly the imaginary part could only arise from the
term ln(p2/µ2), so that for a space-like p2 (with µ2 > 0)
the effective action has no imaginary part. But since a
space-like p2 corresponds to a magnetic background (b =
0), we find that the magnetic condensation generates no
imaginary part, at least at the order e2.
As for the electric background (a = 0) in general we
need to consider a time-like p2, but here we are interested
in a constant electric background. In this case we have to
go to the limit p2 = 0 and make the analytic continuation
of (42) to p2 = 0. This is a delicate task. Fortunately
the causality, with the familiar prescription p2 → p2− iǫ,
guides us to make the analytic continuation correctly.
Indeed the causality tells that
lim
p2→0
ln
( p2
µ2
)
→ lim
p2→0
ln
( p2
µ2
− iǫ
)
= ∞− iπ
2
. (43)
From this we obtain (to the order e2)
Im LQED
∣∣∣
m=0
=


0 b = 0,
b2
48π
a = 0,
which obviously is identical to the non-perturbative re-
sult (40).
Next, we calculate the imaginary part of the effective
action of massless QED by making the perturbative ex-
pansion of the effective action to the order e2. For this
it is instructive for us to review Schwinger’s perturbative
calculation of the QED effective action, who obtained [13]
∆SQED =
e2
16π2
∫
d4pFµν(p)Fµν(−p)
×
∫ 1
0
dv
v2(1− v2/3)
1− v2 + 4m2/p2 . (44)
Clearly the imaginary part can only arise when the in-
tegrand develops a pole, so that the effective action has
no imaginary part when p2 > −4m2. This confirms that,
for the magnetic background, the QED effective action
has no imaginary part.
But notice that when p2 < −4m2 the integrand de-
velops a pole at v2 = 1 + 4m2/p2, and Schwinger taught
us how to calculate the imaginary part of the effective
action with the causality prescription p2 → p2 − iǫ. But
we notice that in the massless limit, the pole moves to
v = 1. In this case the pole contribution to the imaginary
part is reduced by a half because only one quarter, not
a half, of the pole contributes to the integral. With this
observation we again reproduce (40) [8].
This proves that one can calculate the imaginary part
of the effective action of massless QED perturbatively or
non-perturbatively, with identical results. We emphasize
that the perturbative calculation of the imaginary part
of the effective action of massless QED has never been
performed correctly before.
VI. DIAGRAMMATIC CALCULATION OF
IMAGINARY PART OF QCD EFFECTIVE
ACTION
A remarkable point of QCD is that the imaginary part
of the one-loop effective action is of the order g2. This is
evident from both (37) and (38). This allows us to cal-
culate the imaginary part perturbatively. In this section
9we calculate the imaginary part of the effective action
of QCD perturbatively from Feynman diagrams. To do
this we can either use the non-Abelian formalism or the
Abelian formalism of QCD. Here we will use the latter
in order to make the connection between QED and QCD
more transparent.
For an arbitrary background Bµ there are four Feyn-
man diagrams that contribute to the order g2. They are
shown schematically in Fig. 2. Here the straight line and
the dotted line represent the valence gluon and the ghost,
respectively. The tadpole diagrams contain a quadratic
divergence which does not appear in the final result.
The sum of these diagrams is given (in Feynman gauge
with dimensional regularization) by [21]
1
2
∫
d4pBµ(p)Πµν(p)Bν(−p)
= i
11g2
96π2
∫
d4pGµν(p)Gµν(−p)
∫ 1
0
dxx(1 − x)
×
(
− 2
ǫ
+ γ + ln[1− x(1 − x) p
2
µ2
]
)
, (45)
so that we have
∆Seff = − 11g
2
96π2
∫
d4pGµν(p)Gµν(−p)
×
[
2
ǫ
− γ − ln
(
p2
µ2
)]
. (46)
Evidently the imaginary part can only arise from the
term ln(p2/µ2), and just as in massless QED we have
no imaginary part for the monopole condensation (for
b = 0).
To evaluate the imaginary part for a constant electric
background (for a = 0) we have to make the analytic
continuation of (46) to p2 = 0. Here again the causal-
ity requirement (43) dictates how to make the analytic
continuation, and we obtain
Im ∆L = −11b
2
96π
(a = 0). (47)
So (46) gives us [8]
Im Leff =


0 b = 0
−11b
2
96π
a = 0 ,
which is identical to (38). From this we conclude that in-
deed the Feynman diagram calculation of the imaginary
part does produce the result which is identical to what
we obtained from the one-loop effective action of QCD
[7, 8].
VII. SCHWINGER’S METHOD
To remove any remaining doubt about the imaginary
part (38) we now verify the above result by evaluating
the functional determinant (23) of the effective action
perturbatively to the order g2. With our Abelian for-
malism of QCD, one can do this by following the method
Schwinger used to evaluate the effective action of QED
perturbatively step by step [13]. This is presented in the
Appendix. Here we do this in a slightly different way
using a modern language, by calculating the functional
determinant (23) to the order g2.
To calculate the determinant we consider the deter-
minant of the form
DetM = Det (−Dˆ2 + gR), (48)
where R = ±2a/g,±2ib/g, and 0. We can rewrite
DetM = Det (−∂2) ·Det[1 + 1
∂2
ig(∂µBµ +Bµ∂µ)
− 1
∂2
g2B2µ −
1
∂2
gR]
= Det (−∂2) ·Det[1 + ∆+ ∆˜ + ∆ˆ], (49)
and calculate the determinant by expanding it. At the
lowest order in g2 we have
lnDetM = Tr lnM = Tr(∆˜− 1
2
∆2 − 1
2
∆ˆ2). (50)
Now, using a standard technique [21, 23] (with dimen-
sional regularization) we obtain to the order g2,
Tr ln (−Dˆ2 + gR)
=
ig2
16π2
∫
d4p
∫ 1
0
dv
∫ ∞
0
dt
t
exp
[
− p
2
4µ2
(1− v2)t
]
×
[v2
4
Gµν(p)Gµν(−p)− 1
2
R(p)R(−p)
]
. (51)
From this we find that the determinant (23) is given, up
to the order g2, by [8]
∆S =
g2
8π2
∫
d4pGµν(p)Gµν (−p)Σ(p),
Σ(p) =
∫ 1
0
dv(1 − v
2
4
)
∫ ∞
0
dt
t
exp[− p
2
4µ2
(1− v2)t]
= −2
∫ 1
0
dv
v2(1 − v2/12)
1− v2 + C1, (52)
where C1 is a regularization-dependent constant. Now,
it is straightforward to evaluate the imaginary part of
∆S, because the imaginary part can only arise from the
pole at v = 1. So repeating the argument to derive the
imaginary part for massless QED in Section V, we again
reproduce (38), after the proper wave function renormal-
ization [8].
The fact that the Feynman diagram calculation and
the Schwinger’s method produce an identical result is not
accidental, because they are physically equivalent [21]. In
fact, one can easily convince oneself that, order by order
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the perturbative expansion of the determinant (23) has
one to one correspondence with the Feynman diagram
expansion. And up to the order g2, the Feynman dia-
grams that contribute to the determinant (23) are pre-
cisely those given by Fig. 2. Another way to see this
is to notice that, from the definition of the exponential
integral function [24]
Ei(−z) = −
∫ ∞
z
dτ
τ
exp(−τ)
= γ + lnz +
∫ z
0
dτ
τ
[exp(−τ)− 1] , (Rez > 0) (53)
we can express Σ(p) in (52) by
Σ(p) = − lim
ǫ→0
∫ 1
0
dv(1 − v
2
4
)
[
γ + ln
( p2
4µ2
(1− v2)ǫ
)]
= −11
12
[
ln
(
p2
µ2
)
+ C2
]
, (54)
where C2 is another constant which can be removed by
the wave function renormalization. But this is exactly
what we had in (46) in the Feynmam diagram calcu-
lation (up to the irrelevant renormalization constant).
This assures that the calculations of the imaginary part
by Feynman diagram and by Schwinger’s method are in-
deed physically equivalent.
It must be emphasized again that, just as in the calcu-
lation of the non-perturbative effective action, the causal-
ity plays the crucial role in these perturbative calcula-
tions of the imaginary part of the effective action.
This confirms that the monopole condensation indeed
describes a stable vacuum, but the electric background
creates the pair-annihilation of the valence gluons in
SU(2) QCD [7, 8]. As importantly this confirms that
the infra-red regularization by causality in the calcula-
tion of the effective action of QCD is indeed correct.
VIII. DISCUSSION
The proof of the monopole condensation in QCD has
been extremely difficult to attain. The earlier attempts
to calculate the effective action of QCD to prove the con-
finement have produced a negative result. In particular,
the instability of the SNO vacuum has created a false
impression that one can not prove the monopole conden-
sation by calculating the effective action of QCD. The
instability of the SNO vacuum can be traced back to
the ζ-function regularization of the infra-red divergence
of the gluon loop integral (25). But we have recently
pointed out that the ζ-function regularization violates
the causality, and proposed the infrared regularization
by causality as the correct regularization in QCD. With
the infrared regularization by causality we proved that
a stable monopole condensation does take place at one
loop level which can generate the dual Meissner effect
and the confinement of color in SU(2) QCD [7, 8].
Considering the fact that the ζ-function regulariza-
tion is a well-established regularizationmethod which has
worked so well in other theories, however, one can not
easily dismiss the instability of the SNO vacuum. Under
this circumstance one definitely want to know which is
the correct regularization in QCD, and why that is so.
In this paper we have checked the correctness of the
infrared regularization by causality with two indepen-
dent methods based on the perturbative expansion. Both
methods produce a result identical to the one obtained
with the infra-red regularization by causality, confirming
the stability of the monopole condensation. This con-
firms that the magnetic confinement is indeed the correct
confinement mechanism in QCD.
We emphasize that the above perturbative calcula-
tion of the imaginary part of the one-loop effective action
was possible because in QCD (and in massless QED) the
imaginary part of the one-loop effective action is of the
order g2 [8, 12]. This assures us that one can make a
perturbative expansion for the imaginary part of the ef-
fective action. For massive QED, for example, this cal-
culation does not make sense because the imaginary (as
well as the real) part of the effective action simply does
not allow a convergent perturbative expansion [10, 11].
The same argument applies to the real part of QCD. Only
for the imaginary part of massless gauge theories one can
make sense out of the perturbative calculation.
One might worry about the negative signature of the
imaginary part in the QCD effective action. To un-
derstand the origin of this, compare QCD with QED.
In QED we integrate the electron loop, and we know
that the imaginary part of the effective action is positive
[10, 13]. But in QCD we have the valence gluon loop,
and obviously the electron and the valence gluon have
opposite statistics. Furthermore one can easily convince
oneself that the two loop integrals do not change the sig-
nature, due to the the similar nature of interactions. This
means that the imaginary part of the effective action in
QED and QCD should have opposite signature. This is
the reason for the negative signature [7, 8]. We empha-
size that this is what one should have expected from the
asymptotic freedom. A positive imaginary part would
make pair-creation, not pair-annhilation, of the valence
gluons. This would produce the screenig, not the anti-
screening, of the color charge. Obviously this is against
the asymptotic freedom. This assures us that indeed the
electric background generates pair-annihilation, not pair-
creation, of gluons in QCD.
We have neglected the quarks in this paper. We
simply remark that the quarks, just like in asymptotic
freedom [22], tend to destabilize the monopole conden-
sation. In fact the stability puts exactly the same con-
straint on the number of quarks as the asymptotic free-
dom [25]. Furthermore here we have considered only the
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pure magnetic or pure electric background. So, to be
precise, the above result only proves the existence of a
stable monopole condensation for a pure magnetic back-
ground. To show that this is the true vacuum of QCD,
one must calculate the effective action with an arbitrary
background in the presence of the quarks and show that
the monopole condensation remains a true minimum of
the effective potential. Fortunately, one can actually
calculate the effective action with an arbitrary constant
background, and show that indeed the monopole conden-
sation becomes the true vacuum of SU(2) QCD, at least
at one-loop level [25].
It is truly remarkable (and surprising) that the prin-
ciples of quantum field theory allow us to demonstrate
confinement within the framework of QCD. The failure to
establish confinement within the framework of QCD has
recently encouraged an increasing number of people to
entertain the idea that a supersymmetric generalization
of QCD might be necessary for confinement [26]. Our
analysis shows that this need not be the case. One can
indeed demonstrate that QCD generates confinement by
itself, with the existing principles of quantum field the-
ory. This should be interpreted as a most spectacular
triumph of quantum field theory itself.
Appendix
With the Abelian formalism of QCD, we can follow
Schwinger step by step to obtain the imaginary part of
the QCD effective action. For the pure magnetic case
(i.e., for b = 0), (23) is written as
∆S = iTr [ln(−Dˆ2 + 2a) + ln(−Dˆ2 − 2a)]. (55)
Using the identity
lnM = −
∫ ∞
0
ds
s
exp(−iMs), (56)
this can be expressed as
∆S = −iTr
∫ ∞
0
ds
s
[exp(−i(Dˆ2 − 2a)s)
+ exp(−i(Dˆ2 + 2a)s)]. (57)
The perturbative expansion of
Tr U(s)± ≡ Tr exp(−i(Dˆ2 ∓ 2a)s), (58)
in powers of gC˜µ and a (remember that a contains a
factor of g) can be read from Schwinger’s work [13].
To second order in g we have
Tr U(s)± = TrU0(s)− isTr[G±U0(s)]
−1
2
s2
∫ 1
0
duTr[G±U0((1− u)s)G±U0(us)], (59)
where
U0(s) = exp(i∂
2s),
G± = −Dˆ2 + ∂2 ± 2a.
Substituting these into (57) we have
∆S = −2i
∫
ds
s
{
Tr
[
exp(i∂2s)
]
− isTr
[
g2C˜2µ exp(i∂
2s)
]
+g2s2
∫ 1
−1
dvTr
[
∂µC˜µ exp
( i
2
∂2(1− v)s
)
∂µC˜µ exp
( i
2
∂2(1 + v)s
)]
−a2s2
∫ 1
−1
dvTr
[
exp
( i
2
∂2(1− v)s
)
exp
( i
2
∂2(1 + v)s
)]}
, (60)
where u = (1 + v)/2. The next step is to take the trace, yielding
∆S = −2i
∫
ds
s
∫
d4p
∫
d4k
(2π)4
{
Tr
[
exp(−ik2s)
]
− isTr
[
g2C˜2µ exp(−ik2s)
]
−g2s2
∫ 1
−1
dvTr
[
kµC˜µ exp
(
− i
2
(
k +
p
2
)2
(1− v)s
)
kµC˜µ exp
(
− i
2
(
k − p
2
)2
(1 + v)s
)]
−a2s2
∫ 1
−1
dvTr
[
exp
(
− i
2
(
k +
p
2
)2
(1− v)s
)
exp
(
− i
2
(
k − p
2
)2
(1 + v)s
)]}
. (61)
Following Schwinger’s technique and keeping only nonvanishing field-dependent terms, we obtain
∆S =
a2
4π2
∫
ds
s
∫
d4p
∫ 1
0
dv
(
1− v
2
4
)
exp
(
− i
4
p2(1− v2)s
)
. (62)
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Now, with the Wick rotation s→ −is and the integration by parts with respect to v, we have
∆S =
a2
8π2
∫
d4p
∫
ds
s
{11
6
+ sp2
∫ 1
0
dvv2
(
1− v
2
12
)
exp
(
− p
2
4
(1 − v2)s
)}
The first term in the square bracket has no imaginary
part and is removed by renormalization. The second term
is integrated over s to yield
∆S = − a
2
2π2
∫
d4p
∫ 1
0
dv
v2(1− v2/12)
1− v2 . (63)
On the other hand for the pure electric background
(i.e., for a = 0), we have
∆S = iTr [ln(−D˜2 + 2ib) + ln(−D˜2 − 2ib)], (64)
Repeating the steps that lead to (63) we find
∆S =
b2
2π2
∫
d4p
∫ 1
0
dv
v2(1− v2/12)
1− v2 . (65)
So, for an arbitrary background, we have
∆S = −a
2 − b2
2π2
∫
d4p
∫ 1
0
dv
v2(1− v2/12)
1− v2 .
This is identical to (52), again up to the irrelevant renor-
malization constant. This, with the argument in Sections
VI and VII, confirms that the Schwinger’s method repro-
duces (38).
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