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Abstract—Arterial blood pressure is a key vital sign for the
health of the human body. As such, accurate and reproducible
measurement techniques are necessary for successful diagnosis.
Blood pressure measurement is an example of molecular commu-
nication in regulated biological systems. In general, communica-
tion in regulated biological systems is difficult because the act of
encoding information about the state of the system can corrupt
the message itself. In this paper, we propose three strategies to
cope with this problem to facilitate reliable molecular communi-
cation links: communicate from the outskirts; build it in; and leave
a small footprint. Our strategies—inspired by communication
in natural biological systems—provide a classification to guide
the design of molecular communication mechanisms in synthetic
biological systems. We illustrate our classification using examples
of the first two strategies in natural systems. We then consider
a molecular link within a model based on the Michaelis-Menten
kinetics. In particular, we compute the capacity of the link, which
reveals the potential of communicating using our leave a small
footprint strategy. This provides a way of identifying whether the
molecular link can be improved without affecting the function,
and a guide to the design of synthetic biological systems.
I. INTRODUCTION
Hypertension—commonly known as high arterial blood
pressure—is a key risk factor for stroke, coronary heart
disease, congestive heart failure, renal failure, and peripheral
vascular disease [1]. As such, accurate and reproducible tech-
niques to measure blood pressure are necessary for successful
medical diagnoses. To this end, a non-invasive technique
known as sphygmomanometry—simply using an inflatable
cuff around a patient’s arm—has been developed, which is
easy to perform and sufficiently accurate for the purposes of
diagnosis.
It is surprising that sphygmomanometry is accurate. Arte-
rial blood pressure is highly regulated; when blood pressure
becomes too high or too low there are severe consequences.
In sphygmomanometry, arterial blood flow in the arm is
temporarily cut off (or occluded) [1], which means there is
a local change in blood pressure. Naively, this local change
would be expected to cause the regulatory system to rapidly
adjust the blood flow in the rest of the body, which would
invalidate the measurement. Fortunately, the special structure
of the arterial blood pressure regulatory system prevents this,
facilitating accurate and reproducible measurement.
Blood pressure measurement can be viewed as a molecular
communication problem, where the network of arteries is the
source and the receiver is the sphygmomanometer. This is
because arterial blood pressure is related to the flow of the
molecules that comprise blood.
In fact, communication in biological systems is closely
related to measurement; typically, the goal is to communi-
cate the state—often the concentration of a compound—of
one component to another. In contrast with many popular
molecular communication links based on models of isolated
chemical systems [2–5], communication in biological systems
is complicated by the presence of feedback mechanisms, which
regulate the concentration of the molecules within the system.
As encoding the concentration of a given compound for
communication over a molecular link usually requires a reac-
tion involving the compound, it means that the concentration
of the compound will be altered. This can then initiate a feed-
back mechanism, which will change the concentration of the
compound within the component. That is, simply by encoding
the concentration, the message itself will be corrupted—the
key difficulty of communication in biological systems.
In this paper, we propose three general strategies inspired by
nature to design reliable synthetic molecular communication
links in biological systems; both in synthetic biological sys-
tems, and to improve biological function in existing systems.
Importantly, our strategies form a classification of different
communication mechanisms in biological systems.
Our first strategy, communicate from the outskirts, is in-
spired by blood pressure measurement in the human body.
As we detail in Section II-A, sphygmomanometry is possible
because the baroreceptors—internal blood pressure sensors—
are localized near the neck and heart [6]. As such, local
changes in blood flow far away from the neck and heart will
not be immediately detected. More generally, this suggests that
biological components that are regulated by loosely coupled
reactions can support reliable molecular communication.
Our second strategy, build it in, applies to biological systems
with regulation formed by tightly coupled reactions, which
means that the communicate from the outskirts strategy cannot
be applied. In the build it in strategy, which is detailed in
Section II-B, the component transmits information at the same
time that molecules of the regulated compound are produced
via a communication mechanism that does not interfere with
the regulation of the system.
An important example in nature of the build it in strategy
is cell-to-cell communication within bacteria colonies, often
known as quorum sensing [7]. The key drawback of this
strategy is that the biological system is required to be more
sophisticated—relative to systems that do not couple feedback
and communication. As such, design and operation costs (e.g.,
energy consumption) are much higher. Despite this drawback,
new techniques from synthetic biology mean that the strategy
is in principle able to be adopted to implement synthetic
molecular links in biological systems [8].
Our final strategy, leave a small footprint, is targeted at
biological systems that do not support the first two strate-
gies; i.e., the regulation is strongly coupled, or the costs do
not justify building in the communication mechanism. The
basic principle of this strategy (in Section II-C) is that the
concentration of a compound can be communicated, as long
as the perturbation of the concentration—due to the encoding
process—is bounded. Although this means that the capacity of
the link is constrained, the function of the biological system
can be preserved.
Next, we evaluate in Section III the potential and limitations
of our leave a small footprint strategy in a biochemical sys-
tem with Michaelis-Menten kinetics—widely used to model
natural biological systems regulated by enzymes [9, 10]. In
particular, we compute the capacity of the link, which provides
a way of identifying whether the molecular link in natural
biological systems can be improved without affecting the
function, and a guide to the design of synthetic biological
systems.
II. THREE COMMUNICATION STRATEGIES
The concentrations of key chemical compounds in biolog-
ical systems often depend on several coupled chemical reac-
tions, which are regulated by complex feedback mechanisms.
As such, even small changes in the concentration of a single
compound can affect the concentration of other compounds
within the system. This means that reliable molecular com-
munication is not possible without carefully accounting for
how the encoding and transmission processes interact with the
feedback mechanisms. In sharp contrast with isolated chemical
systems (such as the standard molecular timing channel [2,
3]), the interaction of the communication mechanism with
the whole system must be considered, not simply the direct
communication channel.
In this section, we propose three strategies inspired by
nature for reliable molecular communication in biological
systems: communicate from the outskirts; build it in; and leave
a small footprint. Here, reliability is not just the probability
of error: the effect of the communication mechanism on the
function of the biological system must also be captured. To
ensure that the biological system can preserve its function, we
identify scenarios where each strategy is best suited and can be
adopted to design synthetic molecular communication links.
There are two key factors that determine the applicability
of each strategy: reaction coupling; and cost constraints. The
reaction coupling is a measure of the interactions between
different chemical compounds. On the other hand, the cost
constraints correspond to energy consumption or complexity
of the system. We summarize our strategies with a coarse
classification of the required reaction couplings and cost
constraints in Table I. Observe that communicate from the
outskirts is applicable irrespective of the cost constraint, as
long as there is weak coupling between reactions. On the
other hand, the other two strategies work irrespective of the
reaction coupling; instead, they depend on whether there is
a high (abundant resources) or low (limited resources) cost
constraint.
TABLE I
SUMMARY OF STRATEGIES AND THEIR APPLICABILITY.
Strategy Reaction Coupling Cost Constraints
Communicate from the outskirts Weak Low/High
Build it in Weak/Strong High
Leave a small footprint Weak/Strong Low
A. Communicate From the Outskirts
Our first strategy, communicate from the outskirts, ex-
ploits situations where chemical compounds carrying useful
information do not strongly interact with other parts of the
system. As such, the concentration of these compounds can be
perturbed by the communication link without interacting with
any feedback mechanisms, which would corrupt the message
to be transmitted.
A key scenario where this strategy occurs in nature (i.e.,
without synthetically modifying the biological system) is in
arterial blood pressure measurement. In this case, the goal
is to communicate the arterial blood pressure to outside the
body. Using sphygmomanometry—with an inflatable cuff—
this is achieved by applying external pressure and cutting off
blood flow in the artery through the arm of the patient, and
slowly releasing the external pressure. Blood pressure can then
be measured by observing the Karotkoff sounds (see [1] for a
full description of the procedure).
As it is important for bodily function to keep blood pressure
nearly constant (i.e., in homeostasis), cutting off blood flow
would be expected to alter the blood pressure in the rest
of body—making an accurate measurement of the blood
pressure impossible. However, this is not the case. As the
baroreceptors—which regulate blood pressure—are predom-
inately located in arteries near the neck and the heart, it takes
up to half an hour [6] for the local change in blood pressure in
a limb to cause a significant change in blood pressure where
the baroreceptors are located.
The slow change in blood pressure near the baroreceptors
means that it is possible to perturb the blood flow in the arm
without affecting the blood flow in the rest of body. This facili-
tates accurate measurement, and hence reliable communication
of blood pressure from within the body to the outside. The key
feature that enables reliable measurement is the loose coupling
between the local blood pressure in the arm and the blood
pressure in the rest of the body.
Another scenario where the communicate from the outskirts
strategy can be applied is in biological systems regulated by
enzymes that only react with a small number of chemical
compounds. This weak coupling means that the concentration
of enzymes can be altered without affecting the rest of
the biological system. As such, reliable communication via
other carrier molecules of the enzyme concentrations (and
the compounds they react with) can be possible, while still
preserving the overall function of the system.
Importantly, natural biological systems where enzyme re-
actions are weakly coupled occur frequently. The reason for
this is that these systems are approximately scale-free, which
means that enzymes catalyzing several reactions occur rarely.
This suggests that the function of the system can be main-
tained, even after perturbing a small number of the reactions,
as long as the reactions are not crucial to the function of
the system. As scale-free networks in biological systems are
conjectured to be widespread [11], there are a range of possible
applications of the communicate from the outskirts strategy;
including in the bacteria E. Coli and the eukaryote C. elegans
[12].
B. Build It In
Our second strategy, build it in, facilitates reliable com-
munication by coupling the communication mechanism to the
regulatory system. That is, a communication link is induced by
the concentration of one or more chemical compounds, without
altering any of the concentrations. This is highly desirable;
however, it also increases the complexity, and as such the cost
of constructing and operating the biological system.
Despite the increased complexity, the build it in strategy nat-
urally occurs in cell-to-cell communication in bacteria colonies
[7, 13]; known as quorum sensing. The most popular examples
of quorum sensing are in the bacteria Vibrio fischeri or Vibrio
harveyi [14], where the communication link is induced by
the production of a compound known as an autoinducer.
Each bacterium can then detect the total concentration of the
autoinducer, which initiates a positive feedback mechanism—
leading to the emission of light (see [13] for more details).
The intensity of the light can then reveals useful properties of
the bacteria colony, such as the number of bacterium.
In principle, the build it in strategy can be applied to any
system regulated via DNA transcription [9] by modifying via
synthetic biology techniques the transcription process so that
a signalling molecule is emitted, with the amount dependent
on the concentration of the regulated compound. The key
advantage is that the communication mechanism does not
interfere with the message; that is, the concentration of the
compound to observed. In the case of quorum sensing, this
is achieved by signalling with light, which does not affect
the concentration of autoinducer. The drawback is that this
approach is costly in terms of both construction and operation,
and requires careful design to ensure that the biological system
retains its intended function. This is particularly important in
synthetic biological systems with strict energy consumption
constraints; due to limited resources for biochemical energy
production mechanisms.
C. Leave a Small Footprint
Our final strategy, leave a small footprint, is an approach of
last resort, used when neither of the other strategies are suitable
due to the structure or the cost of modifying the biological
system. Our previous two strategies exploited the structure of
biological systems to ensure that the communication mech-
anism does not perturb the concentration of key chemical
compounds. Unfortunately, when perturbation is unavoidable,
the only course of action is to limit the perturbation. This
means that communication is possible—albeit at a reduced
rate—while ensuring that the function of the biological system
is preserved.
In order to apply the leave a small footprint strategy, both
the communication link (which determines the rate) and the
biochemical reaction network (which determines the perturba-
tion) need to be considered. It is worth noting that this is in
contrast to isolated chemical systems—such as the molecular
timing channel [2]—which only consider the communication
link.
To explore the reliability of the leave a small footprint
strategy, we develop a concrete example of a biochemical
reaction network enclosed within a permeable membrane. The
goal is to communicate the concentration of a key compound
within the membrane to the outside. This model and its
properties are developed in the next section.
III. RELIABLE COMMUNICATION WITH A SMALL
FOOTPRINT
A. System Model
Consider a biological system enclosed by a membrane, with
volume V . Inside the membrane is a biochemical reaction
network, which involves a chemical species S. We desire to
communicate the concentration of S outside the membrane.
As the membrane is impermeable to S, this can be achieved
by introducing an enzyme E, which initiates the reaction
E + S
k1
⇄
k−1
ES
k2→ E + P, (1)
where the parameters k1, k−1, and k2 are reaction rates.
We assume that the membrane is impermeable to S and
the complex ES. Importantly, we also assume the enzyme E
can be introduced or removed at any time, which controls the
reduction of S within the membrane. As such, the reduction in
the concentration of S can be constrained, which preserves the
function of the original biological system within the membrane
(i.e., without E). The system directly involved in producing
P then consists of E, S, ES and P , which is illustrated in
Fig. 1.
As the membrane is impermeable to S and ES, the con-
centration of S is communicated outside the membrane by
P . In order to support reliable communication, we aim to
P
E
S
ES
Membrane
Fig. 1. Illustration of the biological system component with Michaelis-
Menten kinetics.
produce the maximum concentration of P while ensuring that
the concentration of S is not significantly reduced.
The reaction in (1) determining the concentrations of S
and P is modeled by Michaelis-Menten kinetics [9], which is
known to govern a range of biochemical reactions involving
enzymes. In particular, the concentrations of each compound
at time t, [E](t), [S](t), [ES](t), [P ](t) respectively, are gov-
erned by coupled differential equations, which can be derived
assuming mass-action kinetics [15]. In particular, the differen-
tial equations are given by
∂[S](t)
∂t
= −k1[E](t)[S](t) + k−1[ES](t),
∂[E](t)
∂t
= −k1[E](t)[S](t) + (k−1 + k2)[ES](t),
∂[ES](t)
∂t
= k1[E](t)[S](t) − (k−1 + k2)[ES](t). (2)
The initial concentrations at t = 0 are [S](0) = S0,
[E](0) = E0, [ES](0) = ES0, and [P ](0) = 0. We also
assume that the following conservation law holds
[E](t) + [ES](t) = [E](0) + [ES](0) = ET . (3)
Often, the initial concentration of S, given by S0, has a
finite number, K , of possible values; i.e., S0 ∈ {s1, . . . , sK}.
This is due to the fact that in many biological systems S0 will
be determined by other reactions, which we do not explicitly
model. In particular, the finite number of states can arise due
to the presence of a positive feedback network; a key example
is the biochemical switch exploited by bacteria colonies [7].
We now turn to the model of the molecular communication
link, which operates using discrete time slots of duration T .
At the beginning of each time slot, the biochemical switch
is activated by introducing E, which begins production of
P . When a molecule of P is produced, we assume that the
membrane it passes through is an erasure channel with success
probability q. The success probability captures the loss of
molecules during diffusion and the ability for the receiver to
detect P . We note that q can in principle be computed from
the underlying stochastic diffusion process. This means that
the received signal on the outside of the component membrane
Yj in time slot j is given by
Yj =
Nj∑
i=1
Xi,j , (4)
where Nj is the number of molecules of P , which lies between
[0, Nmax] with Nmax the maximum number of molecules of
P that can be produced in a time slot. The variable Xi,j is
then a Bernoulli random variable for the i-th molecule with
success probability q.
To ensure that the biological system can still perform its
function, we introduce a perturbation constraint on [S](t),
which determines Nmax. In particular, the following condition
must hold
S0 − [S](T ) ≤ ∆, (5)
where ∆ is the maximum perturbation. The perturbation
constraint can be enforced by removing the enzyme E from
the system after time T , which halts the reaction in (1) and
flushes P from the system. This means that the concentration
of S returns to its initial state, S0, which occurs due to the
feedback mechanism regulating [S].
The key consequence of the perturbation constraint is that
the maximum concentration, [P ](t∗) (equivalent to Nmax/V ),
of P is bounded. As we will show next, this has important
consequences for the capacity of the molecular communication
link through the membrane.
B. Capacity Analysis
We now turn to the capacity of the molecular link in our
model. Recapping, the input is the concentration of P , and
the membrane forms an erasure channel for each molecule of
P . Moreover, the input concentration [P ] must be bounded so
that the condition in (5) is satisfied.
It is worth pointing out that the link capacity does in fact
have physical meaning as a measure of reliability in our model.
This is because it is in principle possible to perform coding on
the input message [P ] via another chemical reaction network,
which would need to be introduced on top of our model. As a
general theory of coding using reaction networks in molecular
communications has not yet been developed, we do not pursue
this further here.
In order to compute the capacity, we first need to obtain an
upper bound on [P ](t) so that the perturbation constraint (5)
holds. This is achieved by computing the time
t∗ = sup{t : S0 − [S](t) ≤ ∆}. (6)
In general, obtaining a simple solution to the differential
equations in (2) is not straightforward. Fortunately, we can
assume the pseudo-steady state (PSS) condition holds [16],
which is guaranteed when tS ≪ tES (which are characteristic
time scales, given by the inverses of the reaction rates), or
E0 ≪ Km + S0, where [16]
Km =
k−1 + k2
k1
. (7)
Importantly, these conditions hold in a wide range of scenarios.
Under the PSS condition, the concentration for the substrate
S can be written as
∂[S](t)
∂t
= −
k2ET [S](t)
Km + [S](t)
. (8)
The concentration of S can then be written as [16]
[S](t) = KmW (F (t)) , (9)
where W (·) is the Lambert W-function, and
F (t) =
S0
KM
exp
(
1
KM
(S0 − Vmaxt)
)
. (10)
Using (9), the time t∗ can be obtained numerically by
solving [S](t) = S0 − ∆, for t. We also note that the
concentration of P can be obtained by solving [17]
∂[P ](t)
∂t
=
Vmax[S](t)
Km + [S](t)
, (11)
where Vmax = k2ET .
Next, we derive the maximum value of [P ](t) such that
the perturbation constraint holds, which is denoted by [P ](t∗).
This means that the input concentration must lie in [0, [P ](t∗)].
From (11), the maximum input concentration is given by
[P ](t∗) =
∫ t∗
0
Vmax[S](τ)
Km + [S](τ)
dτ. (12)
In general, [P ](t∗) must be solved numerically. Fortunately,
when S0−∆≫ Km, we can obtain an accurate approximation
for [P ](t∗) in closed-form. Note that this occurs when k1 ≫
k2+k−1, which holds, for instance, in mitochondrial fumarase.
This is an important enzyme involved in the Krebs cycle—a
key biochemical energy production mechanism [18].
Next, observe that
[P ](t∗) =
∫ t∗
0
Vmax[S](τ)
Km + [S](τ)
dτ
≤
∫ t∗
0
Vmaxdτ = t
∗Vmax, (13)
which is tight when Km is small compared with [S](t), ∀t <
t∗. Now, the Lambert W-function can be approximated as [19]
W (ex+a) ≈ x
(
1−
log x− a
x+ 1
)
, (14)
when x≫ a. Applying this approximation to (9), we obtain
[S](t) ≈ (S0 − Vmaxt)

1− log
(
S0−Vmaxt
S0
)
S0−Vmaxt
Km
+ 1


≈ S0 − Vmaxt, (15)
when Km is small (such as in mitochondrial fumarase). This
means that
Vmaxt
∗ ≈ S0 − [S](t
∗) = ∆. (16)
After substituting into (13), we obtain
[P ](t∗) ≈ ∆. (17)
That is, the maximum concentration of P such that the
perturbation constraint holds is approximately equal to the
maximum perturbation. Moreover, T = t∗ is an appropriate
choice for the duration of a time slot. We point out that
this result is intuitive as any loss of S should eventually be
converted to P , which is interesting as this conversion occurs
very rapidly (within time t∗).
Now that we have the maximum input concentration of
P—corresponding to Nj molecules—we turn to the erasure
channel, which models the communication channel through the
membrane. We note that the received signal Yj is binomially
distributed with parameter q, conditioned on Nj = V [P ](T )
(V is the volume of the system and T = t∗).
It is worth noting the similarities between the communica-
tion link in our model and that of the quorum sensing model
in [13]. The cause of the similarity is that the underlying
channel in both models is the binomial channel in (4), induced
by an erasure channel acting on each molecule. Despite the
similarities, there are two key differences. The first is the
maximum input concentration. In the quorum sensing model,
this is determined by the autoinducer production mechanism
in each bacterium, and the number of bacteria; while in our
model, the maximum input concentration is determined by the
perturbation constraint.
Second, the message in our model is Nj , the number of
molecules of P ; while in the quorum sensing model, the
message is the concentration of autoinducer, which behaves
similarly to the erasure probability q in (18) rather than Nj .
To see this, note that the central limit theorem implies that the
received signal, conditioned on Nj , can be approximated by
Y˜j ∼ N (µ, σ
2), (18)
for sufficiently large Nj , where µ = Njq and σ2 = N2j q2(1−
q)2.
Finally, we compute the capacity using the Blahut-Arimoto
algorithm [20], where the input is bounded in [0, [P ](T )]
(again, T = t∗) and the channel is given by (4). To demon-
strate the effect of the perturbation constraint, we provide
detailed numerical results in Section III-C.
C. Numerical Results
In this section, we investigate the effect of the perturbation
constraint and the channel erasure probability on the capacity.
First, we demonstrate that (17) is an accurate approximation
for [P ](t∗) for small Km. Observe from Table II that the
perturbation constraint ∆ and the maximum concentration of
P , [P ](t∗) are in precise agreement. This result is convenient
as it provides a simple closed-form expression for the integral
in (12), which would otherwise require a root-finding method
(to obtain t∗) and numerical integration.
Next, we turn to the effect of ∆ and the erasure probability
q on the capacity. Fig. 2 plots the capacity (in bits) for
varying ∆ and q. As expected, the capacity increases when
∆ increases as it leads to a higher value of [P ](t∗), and also
when q increases as the membrane channel has lower noise.
For low ∆, the capacity increases rapidly; while for higher
TABLE II
A COMPARISON OF THE PERTURBATION CONSTRAINT,∆, AND THE
MAXIMUM CONCENTRATION OF P , [P ](T ) (FROM (12), WITH T = t∗ ).
PARAMETERS ARE: Km = 0.1; S0 = 30; AND Vmax = 1.
∆ 0.1 0.2 0.3 0.4 0.5
[P ](t∗) 0.10 0.20 0.30 0.40 0.50
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
5
6
7
Perturbation constraint ∆
Ca
pa
cit
y 
(bi
ts)
 
 
q = 1
q = 0.9
q = 0.6
Fig. 2. Plot of capacity as the perturbation constraint, ∆, varies. Parameters
are: Km = 0.1; S0 = 10; Vmax = 1; and the system volume is V = 100.
∆ (i.e., ∆ > 0.1), the slope decreases. This suggests an
analogy with the Gaussian channel, where ∆ plays the same
role as the transmit power (due to the intimate relationship
with [P ](t∗)). In particular, there are diminishing gains as ∆
increases. Importantly, the parameters S0 and Vmax do not
play an important role with this choice of Km due to (17).
IV. CONCLUSIONS
A popular approach for modeling of molecular commu-
nication systems is to assume an isolated chemical system.
Unfortunately, this approach cannot be applied for biological
system-based applications, as the concentrations of compounds
are often coupled to complex feedback mechanisms. As such,
it is important to develop strategies to ensure that reliable com-
munication is possible, without initiating the feedback loops.
This is necessary as biological systems are often required to be
highly stable, and cannot fulfil their function when the system
is perturbed by large changes in compound concentrations.
To this end, we have introduced three general strategies for
molecular communications in biological systems: communi-
cate from the outskirts; build it in; and leave a small footprint.
Our strategies form a classification of communication mech-
anisms applicable in biological systems, with each strategy
appropriate in different types of systems. We have shown that
existing work has fallen under the first two strategies, and
detailed new scenarios where these strategies can be applied.
To investigate the reliability of systems exploiting the leave
a small footprint strategy, we introduced a model based on
Michaelis-Menten kinetics, which is widely used to model en-
zyme biochemical reactions. With our model, we demonstrated
how the capacity is affected by the perturbation constraint and
the molecular channel.
Designing reliable molecular communication mechanisms
in biological systems remains a difficult problem. We expect
that using our three strategies will help identify the right tech-
niques to ensure that biological systems retain their function,
while facilitating reliable communication.
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