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Abstract
An out-branching of a directed graph is a rooted spanning tree with
all arcs directed outwards from the root. We consider the problem of
deciding whether a given digraph D has an out-branching with at least
k leaves (Directed Spanning k-Leaf). We prove that this problem is
fixed parameter tractable, when k is chosen as the parameter. Previously
this was only known for restricted classes of directed graphs.
The main new ingredient in our approach is a lemma that shows that
given a locally optimal out-branching of a directed graph in which every
arc is part of at least one out-branching, either an out-branching with at
least k leaves exists, or a path decomposition with width O(k3) can be
found. This enables a dynamic programming based algorithm of running
time 2O(k
3 log k) · nO(1), where n = |V (D)|.
1 Introduction
Directed graphs or digraphs are graphs with vertices connected by oriented
arcs. Directed graph problems are in general harder to solve than their analog
on undirected graphs, since undirected graphs may be seen as a special case
of digraphs, namely directed graphs with arcs in both directions. Considering
∗Supported by the Graduate School “Methods for Discrete Structures” in Berlin, DFG
grant GRK 1408.
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NP -hard problems in particular, the results on algorithms for problems on undi-
rected graphs are many, compared to the corresponding versions on digraphs.
Though there exist problems where the fastest algorithm works for both types of
graphs—as a prominent example take the colour coding algorithm for Longest
Path of [3]—the algorithmic ideas used in many fast solutions for problems on
undirected graphs do not apply to the directed case.
We consider the NP -hard problem of finding spanning trees with maximum
number of leaves (Maximum Leaf Spanning Tree). This is a well-studied
problem on undirected graphs, see e.g. [5, 6, 10, 11, 12, 13, 15, 17, 18] for a selec-
tion of approximation algorithms, exact algorithms and results from extremal
graph theory. Note that the problem is closely related to connected dominating
set; instead of maximizing the number of leaves we may also choose to minimize
the number of non-leaves, which form a connected dominating set.
One reason that these problems are well-studied is because of their ample
applications, for instance in (wireless) networks. From this practical viewpoint,
Maximum Leaf Spanning Tree is even more interesting on digraphs, though
theoretically only little studied. In one typical application, locations of trans-
mitter nodes are given, and every node can transmit information to nearby
nodes. The goal is to select routing nodes plus a root, such that messages
from the root can be relayed through the routing nodes to every other node
(broadcasting), or the other way around (e.g. sensor networks). For cost con-
siderations, the number of routing nodes should be minimized, or equivalently,
the number of leaf nodes should be maximized. When we assume that transmis-
sion capabilities of nodes are uniform, this problem is modeled by Maximum
Leaf Spanning Tree on undirected graphs. This assumption is however not
always justified [14, 16, 19], which leads to the formulation of the problem we
consider.
For digraphs we will use notions that are defined for undirected graphs, such
as paths, cycles, trees, connectedness, and vertex neighborhoods. These are de-
fined as expected, where arc directions are irrelevant. An out-tree of a digraph
is a subgraph that is a rooted tree, where all vertices have in-degree 1 except for
one which has in-degree 0, the root. An out-branching of a digraph is a spanning
out-tree. A leaf of a digraph is a vertex with out-degree 0. The problem is now
defined as follows.
Directed Spanning k-Leaf:
instance: A connected digraph D and an integer k.
question: Does D contain an out-branching with at least k leaves?
We consider the parameterized version of this problem, where we choose k as
the parameter. We are interested in fixed parameter tractable (FPT) algorithms,
which are algorithms with a time complexity of the form f(k)·nO(1), where f(k)
is a function only depending on k, the parameter function, and n = V (D).
After many improvements (see e.g. [11, 5]), the current fastest FPT algo-
rithm for undirected graphs appears in [6], with a running time of O∗(6.75k) +
O(m), with m = |A(D)| being the number of arcs. This problem is an example
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where one of the essential ideas for the undirected case does not hold for di-
graphs, namely that any tree with k leaves can be extended to a spanning tree
with at least k leaves. See below for an example.
Tackling an open problem posed by Michael Fellows in 2005 [7], Alon et
al. [2] were the first to prove that Directed Spanning k-Leaf admits an
FPT algorithm when restricted to a certain graph class that includes for in-
stance strongly connected digraphs and acyclic digraphs, with parameter func-
tion f(k) = 2O(k
2 log k). In [1], the same authors improve that function to
2O(k log
2 k) for strongly connected graphs, and 2O(k log k) for acyclic graphs. The
question whether the problem admits an FPT algorithm for all digraphs re-
mained open, and was posed again in [1, 2, 8].
In their approach, Alon et al. consider classes of graphs where the maximum
number of leaves is the same for out-trees and out-branchings (or where no
out-branching exists, which is the trivial case). Hence, instead of creating an
out-branching with at least k leaves, it suffices to find an out-tree with at least
k leaves. They show that, given a locally optimal out-branching that has less
than k leaves, either such an out-tree can be found, or a path decomposition can
be given with width bounded by a function of k. This allows standard dynamic
programming approaches to be used. We sketch and interpret the main idea
of the proof of this statement. The authors decompose the tree into directed
paths, and consider the number of backward arcs for a combination of such a
path P and vertex v ∈ V (P ) on this path—loosely speaking, those are sets of
arcs that are not part of the tree and form a directed cycle with a part of P ,
that contains v. It is then shown that either a path and vertex exist for which
the number of backward arcs is at least k, which immediately gives an out-tree
with k leaves (rooted at v), or for each path and each vertex on this path it is
less than k, which can be used to find a path decomposition with width bounded
by a function of k. For this last step, the local optimality of the out-branching
is essential.
Our contribution. In this paper we answer the above question positively,
by providing the first FPT algorithm for Directed Spanning k-Leaf that
works for all digraphs. An overview of our algorithm is given in Section 3.1. It
uses the same general approach as introduced in [1, 2]: we start with a locally
optimal tree, and use it to either find an out-branching with at least k leaves
(when the number of backward arcs is large), or to find a path decomposition
of width bounded by a function of k (when this number is small).
However an addition to this approach is needed, since it can not work for all
digraphs: consider Figure 1 1. This digraph has an out-tree with n − 2 leaves,
rooted at v, but the unique out-branching, which is rooted at r, has only one
leaf. More importantly, this example shows that the ratio between the maximum
number of leaves of an out-branching on one hand, and the number of backward
arcs or the pathwidth on the other hand may be arbitrarily bad. But if one takes
a closer look at the arcs of the out-tree, one may observe that they are irrelevant
1Example given by Gregory Gutin at a lecture at the Fall School on Algorithmic Graph
Structure Theory, Blankensee 2007
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for the problem we consider; they do not appear in any out-branching. We will
first remove all such arcs, which are called useless arcs, see Section 3.2. For the
remaining graph, we consider a locally optimal out-branching, and deduce its
properties in Section 3.3. However, this still does not enable us to apply the
ideas from the former algorithms.
Therefore, in Section 3.4, we prove a key lemma which is our main new
contribution: we show that, in a graph without useless arcs for which a locally
optimal out-branching with less than k leaves is given, if there is any point
where the number of backward arcs is at least 6k2, an out-branching with at
least k leaves can be found. If not, then we create a path decomposition of
width bounded by 6k3 in Section 3.5. Together with a dynamic programming
procedure, these ingredients give the FPT algorithm, which is summarized in
Section 3.6. The relatively short proof of our main lemma is made possible by
making heavy use of the partial order structure defined by an out-branching,
which is a useful new approach for this problem. We first start in Section 2 with
definitions.
r v. . . . .
Figure 1: A graph with a leafy out-tree but no leafy out-branching.
2 Preliminaries
General definitions For basic graph theoretic definitions see [9], and for
directed graphs in particular see [4]. For a digraph D, V (D) denotes the set of
vertices and A(D) the set of arcs. Arcs are 2-tuples (u, v) where u ∈ V (D) is
called the tail and v ∈ V (D) the head. For an arc set B, Head(B) is the set
of heads of arcs in B, Tail(B) is the set of tails. The underlying undirected
graph of a digraph D is denoted by Du. A dipath is a graph with vertex set
{v1, v2, . . . , vr} and arc set {(vi, vi+1) : i = 1, . . . , r − 1}. This will also be
called a (v1, vr)-dipath. With such a dipath we associate an order from v1 to
vr, for instance when talking about the first arc of the path that satisfies some
property.
We define now a path decomposition (X1, . . . , Xq) of an (undirected) graph
G as a collection of subsets Xi of V (G) (bags) such that
1.
⋃
i=1,...,qXi = V (G),
2. for each edge vw ∈ E(G), there exists an i ∈ {1, . . . , q} such that v, w ∈
Xi, and
3. for each v ∈ V (G), there exist i, k with 1 ≤ i ≤ k ≤ q such that v ∈ Xj
for all j with i ≤ j ≤ k and v /∈ Xℓ for all ℓ with ℓ < i or ℓ > k .
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The width of a path decomposition (X1, . . . , Xq) equals maxi∈{1,...,q}{|Xi| − 1}.
A partial order is a binary relation that is reflexive, antisymmetric and tran-
sitive. A strict partial order is irreflexive and transitive. Partial orders will be
denoted by , and strict partial orders by ≺. If for every pair of elements u
and v, either u  v or v  u holds, the order is a linear order. For strict partial
orders, the corresponding notion is a strict linear order.
Definitions for out-trees and out-branchings A subtree T of a digraph
D is an out-tree if it has only one vertex of in-degree zero, its root. If T is a
spanning out-tree of D, i.e. V (T ) = V (D), then we call T an out-branching
of D. The vertices of T of out-degree zero are leaves and the vertices of out-
degree at least two are called branch vertices. Let Leaf(T ) denote the set of
leaves of T , and BrSucc(T ) the vertices of T that have a branch vertex of T
as in-neighbor. Note that Leaf(T ) ∩BrSucc(T ) may not be empty.
If there exists a dipath in D from vertex u to vertex v, we say v is reachable
from u (within D). The set of all vertices that are reachable from u within D
is denoted by RD(u). (This set includes u itself.) Let T be an out-tree. Then
we write u T v if v ∈ RT (u), and u ≺T v if in addition v 6= u.
Proposition 1 Let T be an out-tree. The relation T is a partial order on
V (T ).
Proposition 2 Let T be an out-tree of a digraph D, with root r. Then D has
an out-branching T ′ with root r, that contains T , if and only if RD(r) = V (D).
Proof: First observe that if there exists any out-branching with root r then it
is obvious that RD(r) = V (D). To prove the other direction, suppose that for
the root r of T , RD(r) = V (D) holds. Consider a maximal out-tree T
′ with
root r that contains T . Suppose V (T ′) 6= V (D). Let u ∈ V (D)\V (T ′). Since
RD(r) = V (D), there exists a (r, u)-dipath. Consider the first arc on this path
with head not in V (T ′): this arc can be added to T ′, a contradiction with the
maximality of T ′. ✷
Let T be an out-branching of D, and let (u, v) ∈ A(D)\A(T ), where v is not
the root of T . The 1-change for (u, v) is the operation that yields T + (u, v)−
(w, v), where w is the unique in-neighbor of v in T . We call an out-branching
T 1-optimal if there is no 1-change for an arc of A(D)\A(T ) that results in an
out-branching T ′ with more leaves.
Let D be a digraph with a vertex r such that RD(r) = V (D). An arc (u, v)
of D is useless for r if there is no out-branching of D that contains (u, v) and
has r as root.
We now define the essential concept of backward arcs more formally, which
is illustrated in Figure 2. This figure shows only the arcs of the out-tree T of
D, and a set of backward arcs that will be called BTD(z, l). For arcs that are
part of T , the arc directions are not shown. The convention in our figures will
be that those arcs are directed from left to right. Let T be an out-tree of D, let
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rlz : T
: BT
D
(z, l)
: HBT
D
(z, l)
Figure 2: The sets BTD(z, l) and HB
T
D(z, l).
l be a leaf of T and z T l. Then
BTD(z, l) = {(u, v) ∈ A(D) : (v ≺T z T u T l)}.
Loosely speaking, this is the set of arcs of D that have their heads before z,
and tails between z and l. For our algorithm it is relevant how many different
vertices are heads of such arcs, but not out-neighbors of branch vertices, so let
HBTD(z, l) = Head(B
T
D(z, l))\BrSucc(T ).
If it is clear what the graphs D and T in question are, the subscript and super-
script will be omitted. Informally speaking, we will show that when |HBTD(z, l)|
is large for some choice of z and l, an out-branching with at least k leaves can
be found, provided that D contains no useless arcs. On the other hand, when
this quantity is small for every choice of z and l, a path decomposition of D can
be found with small width, which allows us to do dynamic programming.
3 An FPT Algorithm for Directed Spanning k-
Leaf
3.1 Overview of the Algorithm
In this section we give an overview of our FPT algorithm, Algorithm 3.1. Details
of the different steps are given in the next subsections, and in Section 3.6 we
combine these to prove the correctness and time complexity of the algorithm.
The main idea is as follows: we consider every possible root r, and only consider
the arcs that are not useless for this root. In polynomial time, we can construct
a 1-optimal out-branching T rooted at r. If the number of backward arcs at
some point is large, an out-branching with at least k leaves exists. Otherwise,
if T itself also has less than k leaves, a path decomposition of bounded width
can be found, which enables a dynamic programming procedure.
In Section 3.2 we will characterize the useless arcs and show how to remove
them in polynomial time. In Section 3.3 we will deduce properties of 1-optimal
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Algorithm 3.1: An FPT algorithm for Directed Spanning k-Leaf.
Input : A digraph D and integer k.
for all r ∈ V (D) with RD(r) = V (D) do
Remove from D all useless arcs for r and obtain D′.1
Compute a 1-optimal out-branching T of D′ with root r.2
if |Leaf(T )| ≥ k then Return(YES).3
if T has a leaf l and vertex x ≺T l such that HB
T
D′(x, l) ≥ 6k
2 then4
Return(YES).
Construct a path decomposition of D′u with width at most 6k
3.5
Do dynamic programming on the path decomposition of D′u.6
if an out-branching with at least k leaves is found then Return(YES).7
Return(NO)8
out-branchings and show how to find them in polynomial time. In Section 3.4
we prove the key lemma; we prove the correctness of Step 1. The construction
of the path decomposition is treated in Section 3.5.
3.2 Removing useless arcs
In this section, we give a polynomial time algorithm for removing the useless
arcs for some give vertex r of digraph D.
Proposition 3 Let D be a digraph with a vertex r such that RD(r) = V (D).
An arc (u, v) of D is not useless for r if and only if there is a dipath in D
starting at r that ends with (u, v).
Proof: Clearly, if (u, v) is not useless for r then the out-branching with r as
root that contains (u, v) also contains the desired dipath. Now let P be a dipath
starting at r and ending with (u, v). Since RD(r) = V (D), Proposition 2 shows
this dipath can be extended to an out-branching containing P . ✷
We employ this observation to derive our subroutine:
Algorithm 3.2: Subroutine to Algorithm 3.1, Line 1. A polynomial time
algorithm for removing useless arcs for vertex r.
Input : A digraph D and a vertex r ∈ V (D).
for all (u, v) ∈ A(D) where r 6= u, v do
Test if there is a dipath in D − v from r to u.
if no such dipath exists then remove (u, v) from A(D).
Output: Digraph D with no useless arcs for r.
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3.3 Computing a 1-optimal out-branching
Together, the following two lemmata give sufficient and necessary conditions
for when a 1-change leads to an out-branching with more leaves. We use these
to design a simple polynomial time algorithm for computing a 1-optimal out-
branching.
Lemma 4 Let T be an out-branching of D, and let (u, v) ∈ A(D)\A(T ). The
1-change for (u, v) gives again an out-branching of D if and only if v 6T u.
Proof: Let T ′ be the result of a 1-change for (u, v) on an out-branching T . Note
that |A(T ′)| = |A(T )|, and that the in-degrees have not changed. Therefore
T ′ is again an out-branching if and only if T ′ contains no cycles (directed or
undirected).
Suppose T ′ contains an (undirected) cycle C. Then this cycle must contain
(u, v). Since v again has in-degree 1 in T ′, the next arc of C must have v as tail.
Since all vertices in T ′ have in-degree at most 1, we can continue the argument
like this, and conclude that C is in fact a directed cycle, and thus contains a
(v, u)-dipath. This dipath is also part of T , so v T u.
To prove the other direction, suppose v T u, so T contains a (v, u)-dipath
P . This path does not contain (w, v) where w is the unique in-neighbor of v,
so P is again part of T ′. It follows that T ′ contains a (directed) cycle. This
concludes the proof. ✷
Lemma 5 Let T be an out-branching of D, and let (u, v) ∈ A(D)\A(T ). The
1-change for (u, v) increases the number of leaves if and only if u 6∈ Leaf(T )
and v 6∈ BrSucc(T ).
Proof: Adding (u, v) and removing (w, v), where w is the in-neighbor of v,
increases the out-degree of u, and decreases the out-degree of w, and changes
no other out-degrees. So if u was a leaf before, it loses leaf status. Vertex w
becomes a leaf if and only if it was not a branch vertex before. No other vertices
gain or lose leaf status. The statement follows. ✷
Algorithm 3.3 now shows how to find a 1-optimal out-branching. Correctness
follows from the above lemmata, and the algorithm terminates in polynomial
time since every iteration increases |Leaf(T )|. Note that the proof of Proposi-
tion 2 gives an easy way to find an initial out-branching T in polynomial time.
3.4 The Existence of Out-branchings with Many Leaves
In this section, we prove the key lemma of our algorithm: we prove the correct-
ness of Step 1. But first we prove some auxiliary lemmata that we will use in
its proof.
Lemma 6 Let T be an out-branching of D and let Q be a dipath in D that
starts at the root r of T . Then making all of the 1-changes for every arc in
A(Q)\A(T ) yields again an out-branching of D that contains Q.
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Algorithm 3.3: Sub-routine to Algorithm 3.1, Line 1. A polynomial time
algorithm for computing a 1-optimal out-branching.
Input : A digraph D with no useless arc for vertex r ∈ V (D).
Create an out-branching T of D rooted at r.
for all (u, v) ∈ A(D) \A(T ) do
if v 6T u and u 6∈ Leaf(T ) and v 6∈ BrSucc(T ) then Do the
1-change for (u, v).
Output: 1-optimal out-branching T of D rooted at r.
Proof: The proof is by induction over |A(Q)\A(T )|. If this number is zero,
then the statement is obvious.
Now let (u, v) be the first arc of Q that is not part of T , and let Q1 be the
subpath of Q from r to u. This path contains all vertices w with w T u, so it
follows that v 6T u. Making the 1-change for (u, v) then yields again an out-
branching (Lemma 4). After making this 1-change, the resulting out-branching
has one more arc in common with Q, and we can use induction. ✷
Lemma 7 Let T be an out-tree. Then |BrSucc(T )| ≤ 2|Leaf(T )| − 2.
Proof: By induction over the number of branch vertices of T . If T has no
branch vertices, the statement is obvious, since T has at least one leaf.
Otherwise, consider a branch vertex v of T such that there are no other
branch vertices in RT (v). Let do ≥ 2 denote the out-degree of v in T , and
let T ′ be the out-tree obtained from T by deleting all vertices in RT (v) ex-
cept v itself. So v is a leaf of T ′, but do leaves of T are deleted, and exactly
do vertices in BrSucc(T ) are deleted. So |Leaf(T
′)| = |Leaf(T )| − do +
1, and |BrSucc(T ′)| = |BrSucc(T )| − do. By induction, |BrSucc(T
′)| ≤
2|Leaf(T ′)| − 2. Then
|BrSucc(T )| = |BrSucc(T ′)|+ do ≤ 2|Leaf(T
′)| − 2 + do =
2|Leaf(T )| − do ≤ 2|Leaf(T )| − 2.
✷
Figure 3 illustrates the next lemma. Here L, R, ≺ and B are represented
by a graph with vertex set L ∪ R, drawn from left to right corresponding to
≺. The tuples of B are represented by arcs between the corresponding vertices.
The set W = {w1, w2} satisfies the condition from the lemma. Note that for
both choices of w ∈W , there are three arcs (u, v) ∈ B with v ≺ w  u.
Lemma 8 Let  and ≺ be a linear order and corresponding strict linear order
on a set L ∪ R, such that v ∈ L and u ∈ R imply v ≺ u. Let B be a set of at
least 2k − 1 2-tuples (u, v) with u ∈ R and v ∈ L, and let W ⊆ L ∪ R be a set
such that for every tuple (u, v), there is a w ∈ W with v ≺ w  u. Then there
exists a w ∈W such that there are at least k tuples (x, y) ∈ B with y ≺ w  x.
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w1 w2
L R
Figure 3: The arcs in B and two elements in W .
Proof: We first show that there is a tuple (u, v) ∈ B such that
• there are at least k tuples (x, y) ∈ B with y  v, and
• there are at least k tuples (x, y) ∈ B with u  x.
For v ∈ L, let L(v) denote the number of tuples (x, y) ∈ B with y  v (note
that tuples with y = v also count towards L(v) since  is reflexive). For u ∈ R,
let R(u) denote the number of tuples (x, y) with u  x. First remove all tuples
(u, v) from B with L(v) ≤ k − 1; at most k − 1 tuples are removed and at least
k left. Then remove all tuples (u, v) from B with R(u) ≤ k − 1; at most k − 1
tuples are removed. At least one tuple is remaining, for which the statement
holds. Let (u, v) be this tuple and let w be an element of W with v ≺ w  u.
We now show that our choice of (u, v) implies that there are at least k tuples
(x, y) ∈ B with y ≺ w  x. First suppose w ∈ L. Then for all (x, y) ∈ B, w ≺ x.
Since we have chosen v such that there are at least k arcs (x, y) in B such that
y  v ≺ w, all of these choices give y ≺ w  x. The case w ∈ R is analog. ✷
Now we are ready to prove the correctness of Step 1 of Algorithm 3.1.
Lemma 9 Let D be a digraph without useless arcs for r ∈ V (D), and let T
be a 1-optimal out-branching of D rooted at r. If there exists a leaf l of T and
vertex z with z ≺T l such that |HB
T
D(z, l)| ≥ 6k
2, then D has an out-branching
with at least k leaves.
Proof: The fact that |HB(z, l)| ≥ 6k2 shows that there exists a set of arcs
B ⊂ A(D) such that the following conditions hold:
1. |B| ≥ 6k2.
2. Leaf l is reachable from every vertex in Head(B) ∪Tail(B).
3. For v ∈ Head(B) and u ∈ Tail(B), v ≺T u holds.
4. The heads of any two arcs in B are disjoint.
5. For all v ∈ Head(B), v 6∈ BrSucc(T ) holds.
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Note that Condition 2 implies that T is a linear order on Head(B)∪Tail(B);
this important fact will be used implicitly throughout the proof. We only have
to consider the case that |Leaf(T )| ≤ k − 1. Let B = {(ui, vi) : i = 1, . . . ,m}.
Since D contains no useless arcs for r, for every arc (ui, vi) there is a dipath Qi
in D starting at r and ending with (ui, vi) (Proposition 3). This path contains
the following important arcs and vertices: let xi be the last vertex of Qi that is
not in RT (vi). Let yi be the next vertex of Qi, so vi ≺T yi, and (xi, yi) ∈ A(Qi).
Let wi be the first vertex of Qi with vi T wi T ui. It is possible that wi = yi
or wi = ui, or both. These definitions are illustrated in Figure 4. For arcs that
are part of T , the arc directions are not shown. The convention in our figures
will be that those arcs are directed from left to right.
r
xi
: A(Qi)\A(T )
: T
yi
wi
(ui, vi)
Figure 4: An out-branching T , arc (ui, vi) and path Qi.
Note that for all i, the arc (xi, yi) has yi 6T xi and (xi, yi) ∈ A(D)\A(T ).
So by the 1-optimality of T , we know that xi ∈ Leaf(T ) or yi ∈ BrSucc(T )
(Lemma 4, Lemma 5). Let Bx = {(ui, vi) ∈ B : xi ∈ Leaf(T )}, and By =
{(ui, vi) ∈ B : yi ∈ BrSucc(T )}. Then|Bx| + |By| ≥ 6k
2, so we may distin-
guish two cases: |Bx| ≥ 2k
2 or |By| ≥ 4k
2.
Case 1: |Bx| ≥ 2k
2.
Since |Leaf(T )| ≤ k − 1, there is a vertex x such that x = xi for at least
2(k+1) choices of i. Choose such a vertex x, and let B′ ⊆ Bx be the set of arcs
(ui, vi) with xi = x. So |B
′| ≥ 2(k + 1). Figure 5 illustrates these notions. For
clarity we have only drawn some arcs in B′.
By Condition 3, we may now use Lemma 8 for the arc set B′, so we can
choose an arc (ui, vi) ∈ B
′ such that there are at least k + 1 arcs (uj , vj) ∈ B
′
with vj ≺T wi T uj. For this choice of i, let B
′′ ⊆ B′ denote this set of arcs,
and let u = ui, v = vi, y = yi and w = wi. We construct a dipath Q as follows,
see Figure 6.
• Start with the unique path in T from r to x.
• Add the subpath of Qi from x to w.
The first path contains only vertices that are not in RT (v), and the second path
contains only vertices in RT (v), except x, so these paths only share x. Hence
11
rx
: A(Q1)\A(T )
: A(Q2)\A(T )
: A(Q3)\A(T )
: T
w3
(u2, v2) (u3, v3)
w2w1
(u1, v1)
Figure 5: Three arcs in B′, the corresponding paths Qi, and vertex x.
x
r
: T
: A(Q)\A(T )uwv
: B′′
Figure 6: The path Q and arc set B′′.
the resulting Q is a dipath from r to w.
Now let T ′ be obtained by making all 1-changes for arcs in A(Q)\A(T ), see
Figure 7. By Lemma 6, T ′ is again an out-branching, which contains Q.
x
r
uwv
: T ′
: B′′
Figure 7: The out-branching T ′ obtained by making 1-changes for A(Q)\A(T ).
Now we show that for all arcs (uj , vj) ∈ B
′′, we have vj 6T ′ uj. Suppose T
′
contains a dipath P from vj to uj . Since A(Q) ⊆ A(T
′) and Q starts at the root
of T ′, if P contains at least one vertex from Q then its first vertex vj is also in
Q. But Q started with a path in T from r to x, and vj 6T x. In addition, for
all subsequent vertices a ∈ V (Q), a 6≺T w holds, but vj ≺T w. So vj 6∈ V (Q),
and thus P does not share vertices with Q. Then P is also a path in T . But
the unique path from vj to uj in T contains w ∈ V (Q), a contradiction.
This shows that if we make 1-changes for all arcs in B′′, again an out-
branching is obtained (Lemma 4); note that making one such 1-change does
12
not change the fact that vj 6T ′ uj for all other (uj , vj) ∈ B
′′. We now argue
that this introduces at least k leaves. Recall that all arcs in B′′ have disjoint
heads (Condition 4). Let vj ∈ Head(B
′′) be the minimum among Head(B′′)
with respect to T . This is then the only vertex in Head(B
′′) that may have
an in-neighbor in Q, and thus the only vertex for which the out-degree of its
in-neighbor may be different in T and T ′. So for all of the other vertices in
Head(B′′), the out-degree of their in-neighbor is the same in T and T ′, so they
are again not in BrSucc(T ′) (Condition 5). Making the 1-changes for these arcs
makes their in-neighbors leaves, and thus yields at least k leaves, see Figure 8.
x
r
uwv : leaf
Figure 8: The leafy tree obtained from T ′ by making 1-changes for B′′.
Case 2: |By| ≥ 4k
2.
Since |BrSucc(T )| ≤ 2(k − 1) (Lemma 7), there is a vertex y such that y = yi
for at least 2(k + 1) choices of i. Choose such a vertex y, and let B′ ⊆ By be
the set of arcs (ui, vi) with yi = y. So |B
′| ≥ 2(k + 1).
Just as in the first case, it follows with Lemma 8 that there exists an arc
(ui, vi) ∈ B
′ such that there are at least k + 1 arcs (uj , vj) ∈ B
′ with vj ≺T
wi T uj. Let B
′′ ⊆ B′ denote the set of those arcs. For this choice of i, let
u = ui, v = vi and w = wi. Let vj ∈ Head(B
′′) be the unique minimum of
Head(B′′) with respect to T . Let x = xj , so for all vl ∈ Head(B
′′) we have
vl 6T x. We construct a dipath Q as follows.
• Start with the unique path in T from r to x.
• Add arc (x, y).
• Add the subpath of Qi from y to w.
At this point, we have chosen and constructed Q, B′′, x, y and w with the same
essential properties as in the first case, and the proof can be completed in the
same way. ✷
3.5 Finding a Path Decomposition with Bounded Width
In this section we show how to construct the path decomposition of D′u in
Line 5 of Algorithm 3.1, and prove that it has width at most 6k3. For every
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u ∈ V (T ), let h(u) denote the height of u, that is, the distance in T from the
root r to u. The path decomposition will consist of bags X1, . . . , Xm, where
m is the maximum height among all vertices. For i ∈ {1, . . . ,m}, bag i will
now contain all vertices at height i, all leaves of T , all vertices in BrSucc(T ),
and all vertices with height less than i that have a neighbor at height at least
i which is not in Leaf(T ) or BrSucc(T ). Formally, Xi is defined as follows.
Let R = (V (T )\Leaf(T ))\BrSucc(T )
Xi = {v ∈ V (T ) : h(v) = i} ∪ BrSucc(T ) ∪ Leaf(T ) ∪
{v ∈ V (T ) : ∃u ∈ R : (h(v) < i ≤ h(u)) ∧ (uv ∈ E(D′u))}.
Lemma 10 (X1, . . . , Xm) as constructed above is a path decomposition of D
′
u.
Proof: Every vertex u ∈ V (D′u) is included in at least one bag, namely Xh(u)
if h(u) ≥ 1. The root of T is included in X1. Now we show that for every edge
uv ∈ E(D′u) there is a bag containing both u and v. If one of its end vertices,
say v, is in BrSucc(T ) or in Leaf(T ), then u, v ∈ Xh(u). Otherwise, suppose
w.l.o.g. that h(v) ≤ h(u), then we have u, v ∈ Xh(u). For condition three, note
that if h(u) = i and u 6∈ BrSucc(T )∪Leaf(T ), then u does not appear in any
bag Xl with l < i. Suppose v is the vertex at maximum height j in T such that
there is an arc uv ∈ E(D′u). Then w is inside every bag Xi, . . . , Xj and not in
any bag Xl with l > j. Hence, the bags containing u are consecutive. ✷
Lemma 11 Let T be a 1-optimal out-branching of a digraph D with |Leaf(T )| ≤
k−1. If for all leaves l of T and vertices x with x T l it holds that |HB
T
D(x, l)| <
6k2, then the path decomposition (X1, . . . , Xm) as constructed above has width
at most 6k3.
Proof: Consider a set Xi. We will show that for every v ∈ Xi one of the
following statements holds:
• i− 1 ≤ h(v) ≤ i, or
• v ∈ Leaf(T ), or
• v ∈ BrSucc(T ), or
• There is an l ∈ Leaf(T ) such that for the unique vertex x T l with
h(x) = i, v ∈ HB(x, l) holds.
Combined with upper bounds on the sizes of these sets, the statement will
follow. Suppose h(v) 6= i, h(v) 6= i − 1, v 6∈ Leaf(T ) and v 6∈ BrSucc(T ).
By the definition of Xi, h(v) < i and v has a neighbor u with u 6∈ Leaf(T ),
u 6∈ BrSucc(T ) and h(u) ≥ i. Then h(v) ≤ i − 2 and h(u) ≥ i, which shows
that the arc between those vertices is not in T . Since T is 1-optimal and both
u and v are not in Leaf(T ) or BrSucc(T ), Lemma 4 and Lemma 5 show that
either v ≺T u or u ≺T v. The latter is not possible since h(u) > h(v), so we
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have v ≺T u. Now let l be a leaf of T that is reachable from u, and let x be
the unique vertex with x T l and h(x) = i. Then we have v ≺T x T u T l,
so v ∈ HB(x, l). Note that since this choice of x is unique for every l, we have
proved that v is part of one out of at most |Leaf(T )| possible sets HB(x, l);
one for every choice of l.
Since |Leaf(T )| ≤ k − 1, we have the following upper bounds: |{v ∈ V (T ) :
i − 1 ≤ h(v) ≤ i}| ≤ 2k − 2, |BrSucc(T )| ≤ 2k − 4 (Lemma 7), and for every
l ∈ Leaf(T ) and x ≺T l, HB(i, l) < 6k
2. It follows that
|Xi| < (k − 1) + (2k − 2) + (2k − 4) + (k − 1)6k
2 < 6k3.
✷
3.6 Summary of the Algorithm
The only step of Algorithm 3.1 that we have not explained in detail is Step 1, the
dynamic programming step. When a tree or path decomposition is given of the
underlying undirected graph of D′, standard dynamic programming methods
can be used to decide whether D′ has an out-branching with at least k leaves.
The time complexity of such a procedure is 2O(w log k) ·n, where n = |V (D)| and
w is the width of the path decomposition. For details, see e.g. [2].
Theorem 12 For any digraph D with n = |V (D)|, Algorithm 3.1 solves the
problem Directed Spanning k-Leaf in time 2O(k
3 log k) · nO(1).
Proof: We first prove that Algorithm 3.1 returns the correct answer in every
case. Step 1 and 1 are obviously correct. The correctness of Step 1 is given
by Lemma 9. In Section 3.5 it is shown that if YES is not returned in Step 1,
then in Step 1 indeed a path decomposition with width at most 6k3 can be
constructed.
Now we prove the correctness of Step 1, hence we prove that if an out-
branching with at least k leaves exists inD, it will be found during some iteration
of the for-loop. Suppose T is an out-branching of D with at least k leaves and
root r. Clearly, RD(r) = V (D), so consider the iteration of the for-loop where
this r is considered. By definition of useless arcs, T is also an out-branching
of D′. The dynamic programming procedure considers all possibilities, so in
Step 1 YES is returned, if not before in Step 1 or 1.
Finally we consider the time complexity of Algorithm 3.1. We have shown
that every step of the algorithm can be done in time polynomial in n, except
Step 1, which takes time 2O(k
3 log k) ·n, since the width of the path decomposition
is bounded by 6k3 (Lemma 11). Steps 1–1 are repeated at most n times (for
every possible choice of the root), so in total the complexity becomes 2O(k
3 log k) ·
nO(1). ✷
Note that Algorithm 3.1 can be made into a constructive FPT algorithm,
since the proof of Lemma 9 can be turned into a polynomial time algorithm
that constructs an out-branching.
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