Here we have used Type II progressive censoring with random removal for the Pareto lifetime model in the presence of outliers. The number of units removed at each failure time follows a Binomial distribution. The analysis is based on Bayesian approach. In the last, we have given examples with real data.
Introduction
Amin [2] developed Bayesian procedures in the context of parameter estimation and prediction of future observations from the classical Pareto distribution. Bayes estimators as well as Bayesian credible regions are derived for the parameters of the density function, as well as the survival probability and hazard rate. Also she has illustrated derivation of the predictive distribution of individual future observations. Inferences are based on the progressive Type II censored data with random removals where the number of units removed at each failure time follow a Binomial distribution. Analysis is carried out using the natural conjugate prior. For more details see Arnold and Press [3] and [4] , Dunsmore and Amin [15] and [16] and Nigm and Hamdy [21] . Pareto distribution has found widespread use as a model for various socioeconomic phenomena. The Pareto has also been used in reliability and lifetime modeling (see for example Berger and Mandelbrot [6] , Davis and Feldstein [8] , Freiling [17] and Harris [18] ). We assume that the random variables (X1, X2, ..., Xn) are such that any m of them are distributed with probability density function (1.1) f2(x; α, β, θ) = α(βθ) α x α+1 , 0 < βθ ≤ x, α > 0, β > 1, θ > 0, and remaining (n − m) random variables are distributed as (1.2) f1(x; α, θ) = αθ α x α+1 , 0 < θ ≤ x, α > 0.
In this paper, we have derived the Bayesian estimators of parameters of the Pareto distribution in the presence of outliers under progressive Type II censoring with random removals where the number of units removed at each failure time follow a Binomial distribution. At the end, we have given the examples of real data.
Model
The joint distribution of (X1, X2, ..., Xn) in the presence of m outliers is given by f (x1, x2, .., xn; α, β, θ)
A 1 =1 n−m+2
... ,b = 1 − b and (X1, X2, ..., Xn) are not independent (For more details see Dixit [9] , Dixit et al. [10] , Dixit et al. [13] , Dixit and Nasiri [14] and Dixit and Jabbari Nooghabi [11, 12] ). Also, the survival functions respect to (1) and (2) A natural joint conjugate prior for (α,θ) was rst suggested by Lwin [20] and later generalized by Arnold and Press [3] . The prior, called the Power Gamma prior (or modied Lwin prior), denoted by PG(ν, λ, µ, ) is described as follows.
Also we assume the following prior density function for parameter β.
Under progressive Type II censoring, a group of n individuals are observed from time 0 and the test is terminated at the time of the rth failure. When the ith item fails (i= 1, 2,..., r − 1), ki of the surviving items are removed from the experiment (k1=0, 1,..., n − r and ki=0, 1,..., n − r − i−1 j=1 kj). When the rth failure is observed, the remaining kr = n − r − r−1 j=1 kj surviving units are all removed. Here, we assume that when the ith item fails (i= 1, 2,..., r − 1), ti and ui of the surviving items are removed from the 'nooutliers' and outliers observations, respectively. Also, when the rth failure is observed, the remaining tr = n − m − (r − s) − r−s−1 j=1 tj and ur = m − s − s−1 j=1 uj surviving units are all removed from the 'no-outliers' and outliers observations, respectively. So ki = ui + ti for i=1, 2,..., r. For progressive Type II censoring with predetermined ki's, the extension version of the likelihood in the presence of outliers can be dened as
where the realized values are denoted by X = (X (1) , X (2) , ..., X (r) ), K = (T, U) = ((T1, U1), (T2, U2), ..., (Tr−1, Ur−1)), s is the number of outliers observation out of r, C(r, s) = r! s!(s−r)! and the constant C1 is
One should note that if we put m = 0 and s = 0, then the likelihood is reduced to homogeneous case as in Amin [2] and Cohen [7] . Expression (12) is derived from conditioning on ki , however, in some practical situations these numbers of ki may occur at random as a result of the unexpected dropout of experimental units. Under random removals, at the failure of an item, each of the remaining live items will either be dropped out of the test or will continue. Each unit acting independently of the others with a probability for each to be dropped out equal to p. Thus, following Tse et al. [22] , we assume that Ki (i = 1, 2, ..., r − 1), the number of items dropped out at time X (i) , assumes the following distributions: The random variable T1 follows the binomial distribution with parameters n − m − (r − s) and p (denoted as Bin(n − m − (r − s), p)), whereas the variables Ti|t1, t2, ..., ti−1 follow the Bin(n − m − (r − s) − i−1 j=1 tj, p) distributions for i = 2, 3, ..., r − 1, respectively. Also, The random variable U1 follows the Bin(m − s, p), whereas the variables Ui|u1, u2, ..., ui−1 follow the Bin(m − s − i−1 j=1 uj, p) distributions for i = 2, 3, ..., r − 1, respectively. Furthermore, we assume that Ki is independent of Xi. The likelihood function of X and K = (T, U ) can be found as
Therefore after substituting the values in (12) and (13) and using some algebra, we get
... 
Posterior distributions
In the previous section, we found the likelihood under progressive type II censoring with binomial removals as in (14) . Now, we obtain the posterior density of (α, β, θ). Posterior densities of α, β and θ are
uA j , (3.9) and ω = min(x (1) , ).
Proof. Applying the joint prior density of the parameters (α, β, θ) in (11) and using (14) , we have
Then integrating respect to α, we get
Now integrating respect to θ imply that
We know that
Thus using some elementary algebra, joint posterior density of (α, β, θ) is obtained. Also we have
So we get the marginal posterior density of α as in (16) . Further
So by evaluating the above integrals, we get the marginal posterior density of θ as in (18) . Finally for posterior density of β, we have
Therefore, we can obtain the posterior density of β as in (17).
Bayes estimators
If our loss function is squared error loss, then the posterior means of α, β and θ using (16) , (17) and (18) represent the appropriate Bayes estimators. Results will be derived under Progressive Type II censoring with Binomial removals. Bayes estimators and credible region for homogenous case of Pareto distribution (ie. m = 0 and β = 1) under progressive Type II censoring and squared error loss and absolute error loss are given in Amin [2] . Some of this material for homogenous case of Pareto distribution was derived earlier for the particular case of Type II censoring, that is when ki = 0 for i = 1, 2, ..., r − 1 and kr = n − r in Arnold and Press [3] , [4] , Dunsmore and Amin [15] , [16] and Nigm and Hamdy [21] . 4 .1. Under squared error loss function. The squared loss function for parameter α and decision rule δ is dened by
where B0, B1, B2, B3 and B6 are dened as in (19), (20), (21), (22) and (23), respectively,
is the incomplete Gamma function (for more details see Abramowitz and Stegun [1]).
Proof.
The proof is given in the appendix.
Under Linex loss function.
In this subsection, we will obtain the Bayes estimator of the parameters α, β and θ under Linex loss function. We know that the Linex loss function for parameter α and decision rule δ is
For c > 0, the loss function L(α, δ) is quite asymmetric about 0 with overestimation being more costly than under-estimation. As |δ − α| → ∞, the loss L(α, δ) increases almost exponentially when δ − α > 0 and almost linearly when δ − α < 0. For c < 0, the linearity-exponentiality phenomenon is reversed. Also, when |δ − α| is very small, L(α, δ) is near c(δ−α) where
and B0, B1, B2, B3, B4, B5 and B6 are dened as in (19), (20), (21), (22), (28), (29) and (23), respectively.
For proof refer to the appendix. Note: One should note that Amin [2] had not found the Bayes estimator of α and θ for the homogenous case of the Pareto distribution under progressive censoring with binomial removals and Linex loss function. So we can obtain them as follows.
Theorem.
A) Bayes estimator of α for homogenous case of the Pareto distribution is
B) Bayes estimator of θ for homogenous case of the Pareto distribution is
The proof is given in the appendix. 4 .3. Credible regions. In this subsection, we will obtain 100(1 − γ)% symmetric credible region for the parameters α, β and θ.
A) By using Newton-Raphson method, the lower (αL) and upper (αU ) bounds of 100(1 − γ)% symmetric credible region for α are obtained as follows. 
and (4.17)
B)
By using Newton-Raphson method, the lower (βL) and upper (βU ) bounds of 100(1 − γ)% symmetric credible region for β are found as follows. 
C)
By using Newton-Raphson method, the lower (θL) and upper (θU ) bounds of 100(1 − γ)% symmetric credible region for θ are obtained as follows. 
and 1 B0(r + ν − 1) * A 1 ,...,As
where B0, B1, B2, B3, B4, B5 and B6 are dened as in (19) , (20) , (21), (22), (28), (29) and (23), respectively.
To proof see the appendix. 5 . Numerical study 5 .1. Simulation data. Assume that a lifetimes of n parts of electronic instruments followed the Pareto distribution in the presence of outliers as in (1) and (2). They are put on the test simultaneously. We observed that the rst rth items are failed and the times of failure (in hours) including the number of surviving items removed from the process at the failure of each item named as ti (for 'no-outlier' data) and ui (for outliers data). At rst, we have simulated the values of α, β and θ from the (8), (9) and (10), respectively, by using the following xed values as: ν = 7, µ = 100, = 50, λ = 0.2 and d = 3. The simulated parameters from (8), (9) and (10) by using 1000 replications are α = 1.836382, β = 1.825401 and θ = 12.781246. Then the data were generated from the Pareto distribution in the presence of outliers with parameters α = 1.836382, β = 1.825401 and θ = 12.781246 for dierent values of n, m, s and r = 6. Also data for dropouts ti and ui were generated from Binomial distribution as: T1 ∼ Bin(n−m−(r−s), p = 0.05), Ti|t1, t2, ..., ti−1 ∼ Bin(n−m−(r−s)− i−1 j=1 tj, 0.05), U1 ∼ Bin(m − s, 0.05) and Ui|u1, u2, ..., ui−1 ∼ Bin(m − s − i−1 j=1 uj, 0.05) for i = 2, 3, ..., r − 1. Therefore, repeating 1000 times, the Bayesian estimators and determinant of the covariance matrix of estimate of the parameters are derived and shown in Table  1 . The determinant is calculated from the following formula.
Further, a 95% symmetric two-sided Bayes probability interval of the parameters α, β and θ are shown in Table 2 . 'hat' is to estimate under square error loss and 'tilde' for under Linex loss. Again, assuming that the prior parameters for the joint prior density are ν = 10, µ = 75, = 100, λ = 0.5 and d = 3. The simulated parameters from the joint prior density are α = 5.018414, β = 2.491183 and θ = 69.665391. Same as the previous procedure, we have obtained the Bayesian estimates and the determinant. The results for dierent values of n, m, s and r = 6 are inserted in Table 3 . Also, the 95% symmetric two-sided Bayes probability interval for the parameters are shown in Table 4 for dierent values of n, m and s. The results are shown in Table 5 . From the Tables 1 and 3 , it has been seen that the determinant of covariance matrix of the Bayesian estimators of the parameters α, β and θ are decreased as n increased. Also, according to Table 5 , when n is xed, in some of the cases the generalized variance is increasing when removal probability p, increases; but when n increases the generalized variance is always decreasing. For n = 100, m = 1, r = 80, s = 1, ui = 0, (i = 1, 2, ..., 12) and t = (2, 5, 2, 1, 1, 1, 1, 2, 1, 1, 2, 1), Bayes estimates and 95% symmetric two-sided Bayes probability interval of the parameters are derived under the prior specication for ν = 7, µ = 8, = 5, λ = 1, d = 3 and c = 4 are given in Table 6 (upper value). Also, under the non-informative prior density (or ν = −1, µ = 1, → ∞, λ = 0) for α and θ and specied prior for β, d = 3 and c = 4, the corresponding values are given in Table 6 (lower value). Table 6 . Bayes estimator and 95% symmetric two-sided Bayes probability interval for the parameters (m = 1, s = 1) Upper value in each cell refers to the specied prior and lower value to the non-informative prior, 'hat' notation is indicated the estimation under square error loss and 'tilde' for estimation under Linex loss.
Further, for n = 100, m = 2, r = 80, s = 1, ui = 0, (i = 1, 2, ..., 11), u12 = 1 and t = (2, 5, 2, 1, 1, 1, 1, 2, 1, 1, 1, 1) Bayes estimates and 95% symmetric two-sided credible regions of the parameters are derived under the prior specication for ν = 7, µ = 8, = 5, λ = 1, d = 3 and c = 4 are shown in Table 7 (upper value). Also, under the non-informative prior density for α and θ and specied prior for β, d = 3 and c = 4 the corresponding values are given in Table 7 (lower value). Table 7 . Bayes estimator and 95% symmetric two-sided Bayes probability interval for the parameters (m Upper value in each cell refers to the specied prior and lower value to the non-informative prior, 'hat' notation is indicated the estimation under square error loss and 'tilde' for estimation under Linex loss.
Example 2:
A life test for a new insulating material used 25 specimens. The specimens were tested simultaneously at 30 KV (considerably higher than the rated voltage of 20 KV). Further, it is also observed that there is some noise in the voltage rate. So the data is in the presence of outliers. The test was run until 15 of the specimens failed (under Type II progressive censoring). In other hand, when any specimen (from rst to 15th) failed, according to the binomial distribution of dropout random variables, the corresponding number of surviving items are removed from the observations (same as the procedure which is described in section 2, pages 3 and 4 Here for n = 25, m = 1, r = 15, s = 1, ui = 0, (i = 1, 2, ..., 15) and t = (0, 1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 0, 1), we can obtain the Bayes estimates under squared and Linex loss function and 95% symmetric two-sided Bayes probability interval. The results under specied prior density for ν = 7, µ = 8, = 5, λ = 1, d = 3 and c = 4 are given in Table 8 (upper  value) . The corresponding results under the non-informative prior density for α and θ and specied prior for β, d = 3 and c = 4 are shown in Table 8 (lower value). Upper value in each cell refers to the specied prior and lower value to the non-informative prior, 'hat' notation is indicated the estimation under square error loss and 'tilde' for estimation under Linex loss. Also, for n = 25, m = 2, r = 15, s = 1, ui = 0, (i = 1, 2, ..., 14) , u15 = 1 and t = (0, 0, 2, 0, 1, 1, 0, 1, 0, 0, 1, 1, 0, 1, 1) , the Bayes estimates under squared and Linex loss function and the 95% symmetric two-sided Bayes probability interval under specied prior density for ν = 7, µ = 8, = 5, λ = 1, d = 3 and c = 4 are shown in Table 9 (upper value). The corresponding values under the non-informative prior density for α and θ and specied prior for β, d = 3 and c = 4 are inserted in Table 9 (lower value). Upper value in each cell refers to the specied prior and lower value to the non-informative prior, 'hat' notation is indicated the estimation under square error loss and 'tilde' for estimation under Linex loss. Further, for n = 25, m = 2, r = 15, s = 2, ui = 0, (i = 1, 2, ..., 15) and t = (2, 0, 2, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 1, 1), we can obtain the Bayes estimates under squared and Linex loss function and the 95% symmetric two-sided Bayes probability interval. The values under specied prior density for ν = 7, µ = 8, = 5, λ = 1, d = 3 and c = 4 are shown in Table 10 (upper value). Also, the corresponding results under the non-informative prior density for α and θ and specied prior for β, d = 3 and c = 4 are given in Table 10 (lower value). Upper value in each cell refers to the specied prior and lower value to the non-informative prior, 'hat' notation is indicated the estimation under square error loss and 'tilde' for estimation under Linex loss.
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Proof of Theorem 4.4:
Case A: The symmetric 100(1 − γ)% two-sided Bayes probability interval for α could be easily derived from the following integrals. We know that So by using simple algebra, we can get (39). Also, we can nd (40) by using the following relation 
