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Abstract
It is shown that every unital surjective linear map between J-subspace lattice algebras
which preserves invertibility in both directions is a Jordan isomorphism. This result can apply
to atomic Boolean subspace lattice algebras and pentagon subspace lattice algebras.
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1. Introduction and preliminaries
In this paper, all algebras and vector spaces are over the complex field C. Let
A and B be two unital Banach algebras. A linear map  :A→ B is called un-
ital if (1) = 1; invertibility preserving if (A) is invertible in B for every invert-
ible element A ∈A; invertibility preserving in both directions if for every A ∈A,
(A) is invertible in B if and only if A is invertible in A; spectrum preserving
if σA(A) = σB((A)) for every A ∈A, where σA(A) and σB((A)) denotes the
spectra of A and (A) respectively; and a Jordan isomorphism if  is bijective and
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satisfies (A2) = (A)2 for every A ∈A. Obviously, a unital linear map preserves
invertibility in both directions if and only if it preserves spectrum.
Given a Banach space X with topological dual X∗, byB(X) we mean the algebra
of all bounded linear operators on X. Let L be a subspace lattice on X, that is, L
is a family of (closed) subspaces of X satisfying (i) (0), X ∈L and (ii) ∩γ Lγ ∈L,
∨γ Lγ ∈L, for every family {Lγ } of elements of L, where ∨Lγ denotes the
closed linear span of ∪Lγ . The associated subspace lattice algebra AlgL is the set
of all operators inB(X) which leave every subspace inL invariant. It is easy to see
that AlgL is a unital weakly closed operator algebra. Put
J(L) = {K ∈L : K /= (0) and K− /= X},
where K− = ∨{L ∈L : K ⊆ L}. CallL aJ-subspace lattice if
(1) ∨{K : K ∈ J(L)} = X,
(2) ⋂{K− : K ∈ J(L)} = (0),
(3) K ∨ K− = X for every K ∈ J(L),
(4) K ∩ K− = (0) for every K ∈ J(L).
The class of J-subspace lattices was defined in [12] and subsequently discussed
in [10,11]. The relevance ofJ(L) is due to the following lemma.
Lemma 1.1 (Longstaff [8] (see also [7])). If L is a subspace lattice on a Banach
space X, then the rank one operator x ⊗ f ∈ AlgL if and only if there exists some
K ∈ J(L) such that x ∈ K, and f ∈ K⊥− , where K⊥− means (K−)⊥.
From Lemma 1.1 we know that ifL is aJ-subspace lattice then AlgL is rich in
rank one operators, and hence deserve some attention. It should be mentioned that
both atomic Boolean subspace lattices and pentagon subspace lattices are members
of the class of J-subspace lattices [11]. In addition, it follows from Theorem 1 of
[9] that everyJ-subspace lattice algebra is a semisimple Banach algebra.
In [6] Kaplansky asked when must every unital surjective invertibility preserv-
ing linear map from an algebra A to an algebra B be a Jordan isomorphism? This
problem was motivated by the famous results of Gleason [3] and Kahane–Zelazko
[5], which show that every unital invertibility preserving linear map from a Banach
algebra to a semisimple commutative Banach algebra is multiplicative, as well as by
results of Dieudonné [2] and Marcus–Purves [13] stating that every unital invertibil-
ity or singularity preserving linear map on a matrix algebra is either multiplicative or
antimultiplicative. The answer to Kaplansky’s question is not always affirmative and
some historical remarks on this problem can be found in [1, pp. 27–31]. As remarked
in [15], it is tempting to conjecture an affirmative answer to Kaplansky’s question if
the considered algebras A and B are semisimple Banach algebras. Unfortunately,
this is only a conjecture and finding a proof is left as an open problem. In [4], Jafarian
and Sourour proved the following result.
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Theorem 1.2. Let X and Y be Banach spaces and  : B(X) → B(Y ) be a sur-
jective linear map preserving spectrum. Then either (A) = TAT −1 for every A ∈
B(X) or(A) = SA∗S−1 for every A ∈ B(X), where T : X → Y and S : X∗ → Y
are bounded invertible linear operators.
In the theorem above, the assumption on  is equivalent to that  is a unital
surjective linear map preserving invertibility in both directions. In a recent paper
[14], Šmerl provides a simple proof of this result.
Motivated by the results above, in this paper we study invertibility preserving
linear maps between J-subspace lattice algebras. It will be proved that every un-
ital surjective linear map preserving invertibility in both directions acting between
J-subspace lattice algebras is necessarily a Jordan isomorphism. This result is a
generalization of Theorem 1.2 and can apply to atomic Boolean subspace lattice
algebras and pentagon subspace lattice algebras.
Finally, let X be a Banach space. For A ∈ B(X), denote by A∗ the adjoint of A
and by I the identity operator on X. For x ∈ X and f ∈ X∗, the operator x ⊗ f is
defined by y → f (y)x for y ∈ X. For any nonempty subset L ⊆ X, L⊥ denotes its
annihilator, that is L⊥ = {f ∈ X∗ : f (x) = 0 for all x ∈ L}.
2. Results and proofs
Let us first give a characterization of rank one operators in a J-subspace lattice
algebra, which in fact play a key role in this paper.
For a subspace latticeL on a Banach space X and a rank one operator x ⊗ f ∈
AlgL, it is well known that I − x ⊗ f is invertible in AlgL if and only if it is invert-
ible in B(X). Thus, no trouble can arise when we say that I − x ⊗ f is invertible.
Obviously, I − x ⊗ f is invertible if and only if f (x) /= 1; in fact,
(I − x ⊗ f )−1 = I + 1
1 − f (x)x ⊗ f.
Theorem 2.1. LetL be aJ-subspace lattice on a Banach space X and A ∈ AlgL.
Then the following are equivalent:
(i) A has rank at most one.
(ii) If B ∈ AlgL is invertible in AlgL, then there is at most one scalar λ such that
B + λA is not invertible in AlgL.
Proof. The implication (i) ⇒ (ii) is trivial. Indeed, if A has rank one, we can write
A = x ⊗ f for an x ∈ X and an f ∈ X∗. Suppose that B ∈ AlgL is invertible in
AlgL and λ ∈ C. Then B + λA = B(I + λB−1A) is invertible in AlgL if and only
if I + λ(B−1x) ⊗ f is invertible, that is, λf (B−1x) /= −1. It follows that B + λA
is not invertible in AlgL for at most one scalar λ.
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To prove the reverse implication, assume that A has rank at least two. We want to
find an operator B ∈ AlgLwhich is invertible in AlgL and nonzero vectors x1, x2 ∈
X such that Bx1 = −u1 and Bx2 = u2, where ui = Axi for i = 1, 2. The existence
of such B will complete the proof since both B + A and B − A are singular. To
do this, we distinguish two cases.
Case 1. There are two distinct elements K1,K2 ∈ J(L) such that A(K1) /=
(0) /= A(K2). Obviously, K1 ⊆ K2− and K2 ⊆ K1−. It follows that K1 ∩ K2 = (0).
We then take x1 ∈ K1 and x2 ∈ K2 such that u1 = Ax1 and u2 = Ax2 are both non-
zero. Then x1 and x2 are linearly independent, and so are u1 and u2. For i = 1, 2,
since xi ∈ Ki we can pick fi ∈ K⊥i− such that fi(xi) = 1. If f1(u1) = 0, then u1
is linearly independent of x1. Then u1 /∈ 〈x1〉 + K1− where 〈x1〉 = {λx1 : λ ∈ C}. It
then follows that there is an g1 ∈ K⊥1− such that g1(x1) = 0 and g1(u1) = 1. Then
(f1 + g1)(x1 + u1) /= 1 and (f1 + g1)(x1) = 1. So we can assume that f1(x1 + u1)
/= 1. Similarly, we can assume that f2(x2 − u2) /= 1. By Lemma 1.1, I − (x1 +
u1) ⊗ f1, I − (x2 − u2) ⊗ f2 ∈ AlgL are invertible. Denote
B = [I − (x1 + u1) ⊗ f1][I − (x2 − u2) ⊗ f2].
Then B is invertible in AlgL. Note that xi, ui ∈ (Kj )− if i /= j . A simple compu-
tation yields that Bx1 = −u1 and Bx2 = u2.
Case 2. There is a unique K ∈ J(L) such that A(K) /= (0). Then there are
x1, x2 ∈ K such that u1 = Ax1 and u2 = Ax2 are linearly independent. Of course,
x1 and x2 are also linearly independent. Let M be the linear span of {x1, x2, u1, u2}.
Then M ⊆ K and 2  dim M  4. We distinguish three subcases according to the
dimension of M .
Case 2.1. dim M = 2. Then there is an invertible matrix[
α11 α12
α21 α22
]
such that[
x1
x2
]
=
[
α11 α12
α21 α22
] [
u1
u2
]
.
Obviously, there exist f1, f2 ∈ K⊥− such that fi(xj ) = δij for 1  i, j  2, where
δij denotes the Kronecker function. Then the operator B ∈ AlgL defined as
B = I − (x1 + u1) ⊗ f1 − (x2 − u2) ⊗ f2
is invertible in AlgL. In fact, noting that[
α11 α12
α21 α22
]−1
=
[
f1(u1) f2(u1)
f1(u2) f2(u2)
]
,
a direct computation gives that
B−1 = I − ((α11 + 1)x1 − α12x2) ⊗ f1 − (α21x1 + (1 − α22)x2) ⊗ f2.
Moreover, Bx1 = −u1 and Bx2 = u2.
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Case 2.2. dim M = 3. Suppose that {x1, x2, x3} and {u1, u2, u3} are two separate
bases for M . Then there is an invertible matrix
α11 α12 α13α21 α22 α23
α31 α32 α33


such that
x1x2
x3

 =

α11 α12 α13α21 α22 α23
α31 α32 α33



u1u2
u3

 .
Pick f1, f2, f3 ∈ K⊥− such that fi(xj ) = δij . Then the operator B ∈ AlgL defined
as
B = I − (x1 + u1) ⊗ f1 − (x2 − u2) ⊗ f2 − (x3 − u3) ⊗ f3
is invertible in AlgL. In fact, noting that
α11 α12 α13α21 α22 α23
α31 α32 α33

−1 =

f1(u1) f2(u1) f3(u1)f1(u2) f2(u2) f3(u2)
f1(u3) f2(u3) f3(u3)

 ,
we have
B−1 = I − ((1 + α11)x1 − α12x2 − α13x3) ⊗ f1
−(α21x1 + (1 − α22)x2 − α23x3) ⊗ f2
−(α31x1 − α32x2 + (1 − α33)x3) ⊗ f3.
Clearly, Bx1 = −u1 and Bx2 = u2.
Case 2.3. dim M = 4. Then x1, x2, u1, u2 are linearly independent. We can take
fi, gi ∈ K⊥− such that
fi(xj ) = δij , gi(uj ) = δij , fi(uj ) = 0 and gi(xj ) = 0,
where 1  i, j  2. Set h1 = f1 + g1 and h2 = f2 − g2. Then
h1(x1 + u1) = h2(x2 − u2) /= 1,
and hence I − (x1 + u1) ⊗ h1, I − (x2 − u2) ⊗ h2 ∈ AlgL are invertible. Thus
B = [I − (x1 + u1) ⊗ h1][I − (x2 − u2) ⊗ h2]
is the desired operator. This completes the proof. 
Throughout what follows, let L and M be two J-subspace lattices on Banach
spaces X and Y , respectively, and let  : AlgL→ AlgM denote a unital surjective
linear map which preserves invertibility in both directions. We will show that  is
in fact a Jordan isomorphism. Let us begin with some lemmas.
Lemma 2.2. The map  is bijective.
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Proof. It suffices to prove that  is injective. Suppose to the contrary that there
exists a nonzero T ∈ AlgL satisfying (T ) = 0. Then there are K ∈ J(L) and
x, u ∈ K such that T x = u /= 0. If x and u are linearly independent, then a similar
argument used in the proof of Theorem 2.1 implies that f (x) = 1 and f (x − u) /= 1
for some f ∈ K⊥− . Put S = I − (x − u) ⊗ f . If u = λx for some nonzero scalar λ,
then define S = λI . In both cases, we have that S ∈ AlgL is invertible but S − T is
singular. On the other hand,  preserves invertibility in both directions and (S) =
(S − T ). We hence arrive at a contradiction, and the proof is complete. 
Lemma 2.3. The map  preserves rank one operators in both directions, that is,
for every T ∈ AlgL the operator (T ) is of rank one if and only if T is of rank one.
Proof. This follows immediately from Theorem 2.1. 
Now we introduce two notations. For x ∈ K and f ∈ K⊥− where K is in L or
M, define LKx = {x ⊗ g : g ∈ K⊥−} and RKf = {y ⊗ f : y ∈ K}. If K ∈L and x, f
are both nonzero, then we have obviously dim(LKx ) = dim(RKf ) = dim LKx =
dim RKf = dim K = dim K⊥− .
Lemma 2.4. Let K ∈ J(L). Then there exists a unique K̂ ∈ J(M) such that one
of the following holds:
(i) For any nonzero x ∈ K, (LKx ) = LK̂y for some y ∈ K̂.
(ii) For any nonzero x ∈ K, (LKx ) = RK̂g for some g ∈ K̂⊥− .
Proof. Throughout the proof, let x0 ∈ K be a fixed nonzero vector. We will accom-
plish the proof in stages, each of which is a refinement of its predecessor.
Claim 1. There exists K̂ ∈ J(M) such that either
(1) (LKx0) ⊆ LK̂y0 for some y0 ∈ K̂; or
(2) (LKx0) ⊆ RK̂g0 for some g0 ∈ K̂⊥− .
By Lemma 2.3, (LKx0) is obviously a linear manifold consisting of operators
of rank at most one. If dim K = 1, then applying Lemma 1.1 it is easy to see that
both (1) and (2) hold. So assume dim K  2. Then there are f1, f2 ∈ K⊥− such that
(x0 ⊗ f1) and (x0 ⊗ f2) are linearly independent. Write (x0 ⊗ f1) = y1 ⊗ g1
and(x0 ⊗ f2) = y2 ⊗ g2 for y1, y2 ∈ Y and g1, g2 ∈ Y ∗. We have that either y1, y2
or g1, g2 are linearly independent.
Suppose first that y1 and y2 are linearly independent. Since y1 ⊗ g1 + y2 ⊗ g2 is
of rank one, g1 and g2 are linearly dependent. For any nonzero f3 ∈ K⊥− , let (x0 ⊗
f3) = y3 ⊗ g3 for y3 ∈ Y and g3 ∈ Y ∗. Then y1 ⊗ g1 + y3 ⊗ g3 has rank at most
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one. We assert that g1 and g3 are also linearly dependent. If not, then y1 and y3
must be linearly dependent. Observing that y2 ⊗ g2 + y3 ⊗ g3 is of rank at most one
and that g2 and g3 are linearly independent, so y2 and y3 are linearly dependent.
Moreover, y1 and y2 is linearly dependent, which is a contradiction. Put g0 = g1.
We have (LKx0) ⊆ {y ⊗ g0 : y ∈ Y }. Note that if M,N ∈ J(M) with M /= N then
M⊥− ∩ N⊥− = (0). It follows from Lemma 1.1 that there exists an element ofJ(M),
K̂ say, such that g0 ∈ K̂⊥− and (LKx0) ⊆ RK̂g0 . This shows that (2) holds.
In the case that g1 and g2 are linearly independent, we can similarly prove (1).
Claim 2. For any nonzero x ∈ K, then either
(1) (LKx ) ⊆ LK̂y for some y ∈ K̂; or
(2) (LKx ) ⊆ RK̂g for some g ∈ K̂⊥− .
Suppose that the case (1) of Claim 1 occurs. Similar to the proof of Claim 1,
we can get that there exists N ∈ J(M) such that either (LKx ) ⊆ LNy for some
y ∈ N , or (LKx ) ⊆ RNg for some g ∈ N⊥− . For the first case, take nonzero f ∈ K⊥− .
Writing (x0 ⊗ f ) = y0 ⊗ g1 and (x ⊗ f ) = y ⊗ g2, then y0 ⊗ g1 + y ⊗ g2 is of
rank at most one. It follows that either y, y0 or g1, g2 are linearly dependent. Since
N ∩ K̂ = (0) and N⊥− ∩ K̂⊥− = (0) if N /= K̂ , we get N = K̂ . Similarly, we still
have N = K̂ for the second case.
The proof when the case (2) of Claim 1 occurs is similar.
Claim 3. We have that either
(1) for any x ∈ K, (LKx ) ⊆ LK̂y for some y ∈ K̂; or
(2) for any x ∈ K, (LKx ) ⊆ RK̂g for some g ∈ K̂⊥− .
In the case of dim K = 1, the desired result holds obviously.
Let dim K  2 and suppose first that the case (1) of Claim 1 occurs. We will show
that the case (1) of Claim 3 holds. Assume to the contrary that there exists x ∈ K
such that (LKx ) ⊆ LK̂y for any y ∈ K̂ . Then by Claim 2 we are forced to have
(LKx ) ⊆ RK̂g for some g ∈ K̂⊥− . Denote x1 = x + x0. Applying Claim 2 again, we
need only to consider the following two cases.
(a) Suppose that (LKx1) ⊆ LK̂y1 for some y1 ∈ K̂ . For any f ∈ K⊥− , write
(x0 ⊗ f ) = y0 ⊗ gf , gf ∈ K̂⊥− ,
(x ⊗ f ) = yf ⊗ g, yf ∈ K̂,
(x1 ⊗ f ) = y1 ⊗ hf , hf ∈ K̂⊥− .
It follows that
y1 ⊗ hf = yf ⊗ g + y0 ⊗ gf .
162 P. Li et al. / Linear Algebra and its Applications 372 (2003) 155–166
If gf and g are always linearly dependent for any f ∈K⊥− , then(x0 ⊗ f )= λf y0 ⊗
g for λf ∈ C. So dim K = 1. This contradiction forces that there exists f0 ∈ K⊥−
such that gf0 is linearly independent of g. Therefore yf0 and y0 are linearly depen-
dent. Let yf0 = λ0y0 for λ0 ∈ C. Thus
y1 ⊗ hf0 = yf0 ⊗ g + y0 ⊗ gf0 = y0 ⊗ (gf0 + λ0g),
and hence y1 = λ1y0 for λ1 ∈ C. We then have y0 ⊗ (λ1hf − gf ) = yf ⊗ g, and
moreover yf and y0 are linearly dependent, for any f ∈ K⊥− . It follows from (x ⊗
f ) = yf ⊗ g that dim K = 1, which is a contradiction.
(b) Suppose that (LKx1) ⊆ RK̂g1 for some g1 ∈ K̂⊥− . Similar to the proof of the
case (a), we can also reach a contradiction.
If the case (2) of Claim 1 occurs, we can similarly show that the case (2) of Claim
3 holds.
It is time to complete the proof.
First suppose that the case (1) of Claim 3 holds. Let x ∈ K be nonzero. Then
(LKx ) ⊆ LK̂y for some y ∈ K̂ . To prove the reverse inclusion, let g ∈ K̂⊥− be ar-
bitrary and nonzero. By the surjectivity of  and Lemma 2.3, we can write (u ⊗
h) = y ⊗ g for some rank one operator u ⊗ h ∈ AlgL. By Lemma 1.1 there is L ∈
J(L) such that u ∈ L and h ∈ L⊥−. We assert that L = K . Indeed, choose a nonzero
f1 ∈ K⊥− . It is easy to see that (x ⊗ f1 + u ⊗ h) is of rank at most one, so then is
x ⊗ f1 + u ⊗ h. We thus have that either u, x or h, f1 are linearly dependent, and
consequently, L = K . Now it suffices to prove that u and x are necessarily linear-
ly dependent. For the nontrivial implication, assume that dim K  2. Suppose to
the contrary that u is linearly independent of x. For any f ∈ K⊥− , x ⊗ f + u ⊗ h
is clearly of rank at most one, and so f and h are linearly dependent. Therefore
dim K = dim K⊥− = 1, a contradiction. We then have(LKx ) = LK̂y . This proves that
the case (i) of Lemma 2.4 holds.
Similarly, we can show that the case (ii) of Lemma 2.4 holds if the case (2)
of Claim 3 holds.
We now conclude the proof by noting that the uniqueness of K̂ is obvious. 
It will be convenient to call K ∈ J(L) of Type-I (respectively, Type-II) if the
case (i) (respectively (ii)) of Lemma 2.4 occurs. Note that if dim K = 1, then K is
of Type-I and also of Type-II.
Lemma 2.5. Let K ∈ J(L).
(i) If K is of Type-I, then there exist two bijective linear maps TK : K → K̂ and
SK : K⊥− → K̂⊥− such that (x ⊗ f ) = TKx ⊗ SKf for all x ∈ K and all f ∈
K⊥− .
(ii) If K is of Type-II, then there exist two bijective linear maps GK : K⊥− → K̂
and HK : K → K̂⊥− such that (x ⊗ f ) = GKf ⊗ HKx for all x ∈ K and all
f ∈ K⊥− .
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Proof. (i) Let K be of Type-I and fix a nonzero xK ∈ K . Then there is a nonzero
yK ∈ K̂ such that (LKxK ) = LK̂yK . Pick gK ∈ K̂⊥− with gK(yK) = 1. Define a linear
map SK : K⊥− → K̂⊥− by
SKf = (xK ⊗ f )∗gK, f ∈ K⊥− .
For any f ∈ K⊥− , write (xK ⊗ f ) = yK ⊗ g for some g ∈ K̂⊥− . Then
(xK ⊗ f ) = yK ⊗ gK · yK ⊗ g = yK ⊗ gK · (xK ⊗ f ) = yK ⊗ SKf.
It is easily seen that SK is injective. In order to see that SK is surjective, let g ∈ K̂⊥−
be arbitrary. Then there is f ∈ K⊥− such that yK ⊗ SKf = (xK ⊗ f ) = yK ⊗ g,
and consequently, SKf = g.
Now we claim that for every x ∈ K , there exists a unique yx ∈ K̂ such that
(x ⊗ f ) = yx ⊗ SKf, f ∈ K⊥− .
In fact, let x ∈ K . If x = λxK for some λ ∈ C, then the desired result holds obviously
by putting yx = λyK .
So suppose that x and xK are linearly independent. Since K is of Type-I, there
exists y ∈ K̂ such that (LKx ) = LK̂y . Thus we can write
(x ⊗ f ) = y ⊗ gf , f ∈ K⊥− .
We want to show that gf and SKf is always linearly dependent for each f ∈ K⊥− .
Assume to the contrary that there is f ∈ K⊥− such that gf and SKf are linearly inde-
pendent. Since yK ⊗ SKf + y ⊗ gf = ((xK + x) ⊗ f ) is of rank one, y and yK
are linearly dependent. So (LKx ) = LK̂y = LK̂yK = (LKxK ). Furthermore, we have
that x and xK are linearly dependent by the injectivity of , a contradiction. There-
fore, for every f ∈ K⊥− , there is some λf ∈ C such that gf = λf SKf .
It will be shown that λf is independent of f . First, assume that dim K = 1.
Choose a nonzero f ∈ K⊥− . For any nonzero a ∈ C, since y ⊗ (agf ) = a(x ⊗
f ) = (x ⊗ af ) = y ⊗ gaf and y /= 0, we have gaf = agf . So aλaf SKf =
aλf SKf , and hence λaf = λf . Second, assume that dim K  2. Let f1, f2 ∈ K⊥−
be linearly independent. Observe that SKf1 and SKf2 are also linearly indepen-
dent. Comparing (x ⊗ (f1 + f2)) with (x ⊗ f1) + (x ⊗ f2), one can see that
λf1 = λf1+f2 = λf2 . If f1, f2 ∈ K⊥− are linearly dependent and nonzero, we have
λf1 = λf0 = λf2 , where f0 ∈ K⊥− is independent of f1. It follows that λf = λ is
independent of f . So gf = λSKf holds for every f ∈ K⊥− .
Denote yx = λy. Then (x ⊗ f ) = y ⊗ gf = λy ⊗ SKf = yx ⊗ SKf holds
for any f ∈ K⊥− . The uniqueness of yx is obvious, as desired.
Now we can define TK : K → K̂ by TKx = yx . Then
(x ⊗ f ) = TKx ⊗ SKf
for every x ∈ K and every f ∈ K⊥− . Clearly, TK is an injective linear map. It remains
to prove that TK is also surjective. For any y ∈ K̂ , we write (x ⊗ f ) = y ⊗ gK ,
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where x ⊗ f ∈ AlgL satisfies x ∈ L and f ∈ L⊥− for some L ∈ J(L). By the sur-
jectivity of SK , assume that SKfK = gK for some fK ∈ K⊥− . It follows from y ⊗
gK + TKxK ⊗ gK = (x ⊗ f + xK ⊗ fK) that x ⊗ f + xK ⊗ fK has rank at most
one, and so L = K . We thus have y ⊗ gK = TKx ⊗ SKf . Therefore TK(λx) = y
for some λ ∈ C.
The proof of (ii) is similar. This completes the proof. 
Lemma 2.6. Let K ∈ J(L).
(i) If K is of Type-I, then (SKf )(TKx) = f (x) for all x ∈ K and all f ∈ K⊥− .
(ii) If K is of Type-II, then (HKx)(GKf ) = f (x) for all x ∈ K and all f ∈ K⊥− .
Proof. We only give the proof of (i), and (ii) can be proved similarly. As already
mentioned in the Introduction,  is in fact spectrum preserving. Note that for every
rank one operator R in AlgL, the spectrum of R in AlgL is equal to the spectrum
of R in B(X). A similar conclusion is of course true for any rank one operator in
AlgM. We then have by Lemma 2.5
{0, f (x)} = σAlgL(x ⊗ f ) = σAlgM((x ⊗ f )) = {0, (SKf )(TKx)}
for every x ∈ K and every f ∈ K⊥− . Hence (SKf )(TKx) = f (x), completing the
proof. 
Lemma 2.7. For any K ∈ J(L), each of the maps TK, SK, GK and HK is con-
tinuous.
Proof. We only prove the continuity of SK , and the others go similarly.
By the closed graph theorem it suffices to show that SK is closed. Let {fn}∞n=1 be a
convergent sequence in K⊥− , and let fn → f and SKfn → h, with f ∈ K⊥− and h ∈
K̂⊥− . Assume that x ∈ K is arbitrary. It is clear that (SK(fn − f ))(TKx) converges to
(h − SKf )(TKx). On the other hand, by Lemma 2.6 (SK(fn − f ))(TKx) = (fn −
f )(x) converges to zero. So (h − SKf )(TKx) = 0. Since TK(K) = K̂ , it
follows that h − SKf ∈ K̂⊥ ∩ K̂⊥− = (0). Thus h = SKf and the proof is complete.

Lemma 2.8. Let K ∈ J(L) be of Type-I, and let A ∈ AlgL. Then (A)TKx =
TKAx holds for all x ∈ K.
Proof. First suppose that A is invertible in AlgL. Denote S = A−1T −1K (A)TK .
Then S is a continuous invertible linear map from K onto itself. We claim that Sx and
x are always linearly dependent for all x ∈ K . If not, assume that there exists x ∈ K
such that Sx and x are linearly independent. Take f ∈ K⊥− satisfying f (x) = −1
and f (Sx) = 0. Put R = Sx ⊗ f . Then R ∈ AlgL is a nilpotent operator of rank
one with Rx = −Sx. Applying Lemmas 2.5 and 2.6 we have
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(AR)TKx = TKASx ⊗ SKf (TKx) = (SKf )(TKx)TKASx
= f (x)TKASx = −TKASx
= −(A)TKx.
Therefore (AR + A)TKx = 0, and consequently, AR + A is not invertible in
AlgL. Moreover I + R is not invertible, which is a contradiction. So S = λIK
for some nonzero scalar λ, where IK denote the identity operator on K . We now
want to prove λ = 1. Otherwise, pick x ∈ K and f ∈ K⊥− with f (x) = −λ. Noting
that 1 + x ⊗ f is invertible, we have (A + Ax ⊗ f )TKx is nonzero. On the other
hand,
(A + Ax ⊗ f )TKx = (A)TKx + (Ax ⊗ f )TKx
= λTKAx + TKAx ⊗ SKf (TKx) = 0.
This contradiction implies λ = 1. Hence (A)TKx = TKAx for every x ∈ K .
Generally, let A ∈ AlgL be arbitrary. Take a large scalar λ such that λI − A is
invertible in AlgL. Then (λI − A)TKx = TK(λI − A)x for every x ∈ K . Since
(I ) = I , we have(A)TKx = TKAx for every x ∈ K . The proof is complete. 
Similarly, we have
Lemma 2.9. Let K ∈ J(L) be of Type-II, and let A ∈ AlgL. Then (A)GKf =
GKA
∗f holds for all f ∈ K⊥− .
Now we are in a position to prove our main result.
Theorem 2.10. LetL andM be twoJ-subspace lattices on Banach spaces X and
Y respectively, and let  : AlgL→ AlgM be a unital surjective linear map which
preserves invertibility in both directions. Then  is a Jordan isomorphism.
Proof. Using Lemma 2.2, it suffices to prove that (A2) = (A)2 holds for every
A ∈ AlgL. Let M ∈ J(M) be arbitrary. Assume that y0 ∈ M and g0 ∈ M⊥− are
both nonzero. Then, by Lemmas 1.1 and 2.3, we can write (x ⊗ f ) = y0 ⊗ g0
where x ∈ K and f ∈ K⊥− for some K ∈ J(L). It follows easily from Lemma 2.4
that y0 ⊗ g0 belongs to either LK̂y for some y ∈ K̂ , or RK̂g for some g ∈ K̂⊥− , and
consequently M = K̂ . Suppose A ∈ AlgL. If K is of Type-I, by Lemma 2.8 one
has
(A2)TKx = TKA2x = (A)TKAx = (A)2TKx
for any x ∈ K . Noting that TK(K) = M , then (A2)y = (A)2y for all y ∈ M . By
applying Lemma 2.9, the same must be true for the case that K is of Type-II. Since∨{M : M ∈ J(M)} = Y , we have (A2) = (A)2. This completes the proof. 
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