Let G be a sub-Riemannian k-step Carnot group of homogeneous dimension Q. In this paper, we shall prove several geometric inequalities concerning smooth hypersurfaces (i.e. codimension one submanifolds) immersed in G, endowed with the H-perimeter measure.
Introduction
During the last years there was an increasing interest in studying Analysis and Geometric Measure Theory in metric spaces (see [1] [3, 4] , [17] , [24] , [31] , [58] and bibliographic references therein, but this list is far from being exhaustive). In this regard, important examples of highly non-Euclidean geometries are represented by the so-called Carnot-Charathéodory (or sub-Riemannian) geometries; see [10] , [33] , [49] , [50, 51, 52] , [56] , [59] . In this context, Carnot groups play the role of modeling the tangent space (in a suitable generalized sense, which is related with the Gromov-Hausdorff convergence) of a subRiemannian manifold; see [33] , [49] . For this and many other reasons, Carnot groups are an intriguing field of research; see [5] , [6] , [7] , [11] , [18] , [21, 23] , [27, 28, 29, 30] , [36] , [40, 41] , [43, 44] , [54] .
A k-step Carnot group (G, •) is an n-dimensional, connected, simply connected, nilpotent, stratified Lie group (with respect to the group multiplication •) whose Lie algebra g R n satisfies:
We assume that h i = dimH i (i = 1, ..., k) so that n = k i=1 h i . Any Carnot group G has a 1-parameter family of dilations, adapted to the stratification, that makes it a homogeneous group, in the sense of Stein's definition; see [55] . We refer the reader to Section 1.1 for a more detailed introduction to Carnot groups.
In this paper, we shall prove some geometric inequalities concerning smooth hypersurfaces immersed in a sub-Riemannian k-step Carnot group G of homogeneous dimension Q := k i=1 i h i . We have to stress that hypersurfaces will be endowed with the so-called H-perimeter measure σ n−1 H , which is a natural substitute of the intrinsic (Q − 1)-dimensional CC Hausdorff measure. In Section 1.2, we will discuss some preliminaries notions concerning homogeneous measures and the horizontal geometry of hypersurfaces. Then we will recall some tools which will be important in the sequel, such as a Coareatype formula and the horizontal integration by parts theory; see Section 1.3.
In Section 2 we will extend to this setting some Isoperimetric-type Constants, introduced by Cheeger in the Seventies for compact Riemannian manifolds in [16] and later studied by Yau in [61] .
In particular, we shall prove the validity of some global inequalities for smooth compact hypersurfaces with (or without) boundary, immersed into G. Here, we would like to remark that there is a strong relationship among these inequalities and some eigenvalue problems related to the 2nd order differential operator LHS (which is nothing but a horizontal version of the Laplace-Beltrami operator); see, more precisely, Definition 21 in Section 1.2.
Roughly speaking, after defining the isoperimetric constants (in purely geometric terms), we will show that they are equal to the infimum of some Rayleigh's quotients. More precisely, let S ⊂ G be a smooth hypersurface and assume ∂S ∅. see Corollary 28. Some similar results concerning another isoperimetric constant will be proved; see Theorem 30 and Corollary 31. The proofs of these results follow the scheme of the Riemannian case, for which we refer the reader to Yau, [61] ; see also [16] and [13, 14] . We also remark that the main technical tool in the original proofs is the Coarea formula. In Section 3 we shall prove two geometric inequalities involving volume, H-perimeter and the 1st eigenvalue of the operator LHS on S . These results generalize an inequality of Chavel (see [12] ) and an inequality of Reilly (see [53] ), respectively.
In Section 4 we will extend to the Carnot setting some classical differential-geometric results (such as linear isoperimetric inequalities); see, for instance, [9] and references therein. The starting point is an integral formula very similar to the Euclidean Minkowsky Formula; see Corollary 20 for a precise statement. In particular, we will show that
where S ⊂ G is a compact hypersurface with boundary and R denotes the radius of a homogeneous ̺-ball circumscribed about S . From this linear (isoperimetric) inequality, it is possible to infer some geometric consequences and, among them, we prove a weak monotonicity inequality for the H-perimeter; see Section 4.1, Proposition 38.
Section 5 contains a theorem about non-horizontal graphs in 2-step Carnot groups. This generalizes a classical result of Heinz [35] ; see also Chern, [19] .
Let us describe this result in the simpler case of the Heisenberg group H 1 . So let S ⊂ H 1 be a T -graph associated with a function t = f (x, y) of class C 2 over the xy-plane. If the horizontal mean curvature HH of S satisfies a bound |HH | ≥ C > 0, then
is the usual i-dimensional Euclidean Hausdorff measure and P xy is the orthogonal projection onto the xy-plane. Hence, taking U := S ∩ C r (T ), where C r (T ) denotes a vertical cylinder of radius r around the T -axis of H 1 , yields r ≤ 2 C for every r > 0. It follows that any entire xy-graph of class C 2 , having either constant or only bounded horizontal mean curvature HH , must be necessarily a H-minimal surface. An analogous result holds true in the framework of step 2 Carnot groups; see Theorem 42.
In Section 6 we shall study some (local) Poincaré-type inequalities, depending on the local geometry of the hypersurface S and, more precisely, on its characteristic set C S ; see Theorem 44, Theorem 45.
For instance, let S ⊂ G be a C 2 -smooth hypersurface with bounded horizontal mean curvature HH . Then, we shall prove that for every x ∈ S there exists R 0 ≤ dist ̺ (x, ∂S ) (which explicitly depends on C S ) such that:
for all ψ ∈ C 1 0 (S R ) and all R ≤ R 0 , where S R := S ∩ B ̺ (x, R). These results are obtained by means of elementary "linear" estimates starting from the horizontal integration by parts formula, together with a simple analysis of the role played by the characteristic set. Finally, in Section 6.1 we will prove the validity of a Caccioppoli-type inequality for weak solutions of the operator LHS .
Carnot groups.
A k-step Carnot group (G, •) is a finite-dimensional connected, simply connected, nilpotent and stratified Lie group with respect to a polynomial group law •. The Lie algebra g R n fulfils the conditions: The horizontal bundle H is generated by a frame XH := {X 1 , ..., X h } of left-invariant vector fields. This frame can be completed to a global graded, left-invariant frame X := {X 1 , ..., X n } for TG. Note that the standard basis {e i : i = 1, ..., n} of R n can be relabeled to be graded or adapted to the stratification. Any left-invariant vector field of the frame X is given by
We also fix a Euclidean metric on g = T 0 G such that {e i : i = 1, ..., n} is an orthonormal basis. This metric g = ·, · extends to the whole tangent bundle by left-translations and makes X an orthonormal left-invariant frame. Therefore (G, g) is a Riemannian manifold.
Let exp : g −→ G be the exponential map. Hereafter, we will use exponential coordinates of the 1st kind; see [60] , Ch. 2, p. 88.
As for the case of nilpotent Lie groups, the multiplication • of G is uniquely determined by the "structure" of the Lie algebra g. This is the content of the Baker-Campbell-Hausdorff formula; see [20] . More precisely, one has
where ⋆ : g × g −→ g denotes the so-called Baker-Campbell-Hausdorff product given by
Using exponential coordinates, (1) the group multiplication • turns out to be polynomial and explicitly computable; see [20] . Moreover, 0 = exp (0, ..., 0) and the inverse of x ∈ G (x = exp (x 1 , ..., x n )) is
A sub-Riemannian metric gH is a symmetric positive bilinear form on the horizontal bundle H.
where the infimum is taken over all piecewise-smooth horizontal paths γ joining x to y. Later, we shall choose gH := g |H . Carnot groups are homogeneous groups, that is, they admit a 1-parameter group of automorphisms δ t : G −→ G (t ≥ 0) defined by δ t x := exp j,i j t j x i j e i j , where x = exp j,i j x i j e i j ∈ G. As already said, the homogeneous dimension of G is the integer Q := k i=1 i h i coinciding with the Hausdorff dimension of (G, d CC ) as a metric space; see [49] .
We recall that a continuous distance ̺ : G × G −→ R + ∪ {0} is a homogeneous distance if, and only if,
The structural constants of g (see [13] ) associated with the frame X are defined by C r i j := [X i , X j ], X r ∀ i, j, r = 1, ..., n. They are skew-symmetric and satisfy Jacobi's identity. The stratification of the Lie algebra g implies a fundamental "structural" property of Carnot groups, i.e. if X i ∈ H l , X j ∈ H m , then [X i , X j ] ∈ H l+m . It is worth remarking that, if i ∈ IHs and j ∈ IHr also, then
Equivalently, if C r i j 0, then ord(i) + ord( j) = ord(r), where ord : {1, ..., n} → {1, ..., k} is the function defined as ord(l) = i ⇐⇒ l ∈ IH i . Notation 3. Henceforth, we shall set
Remark 4.
It is important to observe that (2) immediately implies that the matrices just defined are the only ones which can be non zero.
Let us define the left-invariant co-frame ω := {ω i : i = 1, ..., n} dual to X, i.e. ω i = X * i for every i = 1, ..., n. The left-invariant 1-forms ω i for i = 1, ..., n are uniquely determined by the condition 
.., X n } be the global left-invariant frame on TG. Then, it turns out that
see, for instance, Milnor's paper [42] , Section 5, pp. 310-311. Furthermore, we stress that ∇ H is a partial connection, called horizontal H-connection; see [32] or [37] ; see also [44] and references therein. Using Definition 5 together with (3) and (2), it is not difficult to show the following:
Definition 6. If ψ ∈ C ∞ (G) we define the horizontal gradient of ψ as the unique horizontal vector field grad H
The Lie algebra h n R 2n+1 of the n-th Heisenberg group H n can be described by means of a left-invariant frame Z :
.., n, and all other commutators vanish, so that T is the center of h n and h n turns out to be a nilpotent and stratified Lie algebra of step 2, i.e. h n = H ⊕ H 2 . The structural constants of h n are described by the skew-symmetric (2n × 2n)-matrix
. By integration of the n-form σ n R , one obtains the Haar measure of G, which equals the push-forward of the n-dimensional Lebesgue measure L n on g R n . The symbols H s CC , H s Eu will denote the intrinsic CC s-dimensional Hausdorff measure and the Euclidean s-dimensional Hausdorff measure, respectively. (Sometimes we will use the notation σ n R = Vol n ). Let S ⊂ G be a hypersurface (i.e. a codimension 1 submanifold of G) of class C i (i ≥ 1). Let ν denote the (Riemannian) unit normal vector along S . Then x ∈ S is a characteristic point if and only if dim
The characteristic set of S is given by C S := {x ∈ S : dim H x = dim(H x ∩ T x S )}. In other words, a point x ∈ S is non-characteristic (hereafter abbreviated as NC) if and only if H is transversal to S at x. Hence, one has C S := {x ∈ S : |PH ν(x)| = 0}, where PH denotes orthogonal projection onto H. It is of fundamental importance that the (Q − 1)-dimensional CC Hausdorff measure of the characteristic set C S vanishes, i.e. H Q−1 CC (C S ) = 0; see, for instance, Theorem 6.6.2 in [40] . We also stress that if S is a hypersurface of class C 2 , then precise estimates of the Riemannian Hausdorff dimension of C S can be found in [8] ; see also [6] for the case of the Heisenberg group H n (n ≥ 1).
The (n−1)-dimensional Riemannian measure along S is defined by integration of the (n−1)-differential form σ n−1 R S := (ν σ n R )| S , where denotes the "contraction" operator on differential forms; see [25] . We recall that : 
where the density-function k(ν H ), called metric factor, explicitly depends on ν H and d CC ; see [40] . At each NC point x ∈ S \ C S , the horizontal tangent bundle HS := H ∩ TS ⊂ TS and the horizontal normal bundle ν H S ⊂ H split the horizontal bundle H into an orthogonal direct sum, i.e. H = ν H ⊕ HS . The stratification of g induces a stratification of TS := ⊕ k i=1 H i S , where we have set HS := H 1 S ; see [33] . Note that at any characteristic point x ∈ C S one has H x = H x S , so that
Notation 8. Throughout this paper, we denote by PHS : TS −→ HS the orthogonal projection map from TS onto HS .
Now let S ⊂ G be a hypersurface of class C 2 and let ∇ TS denote the induced connection on S from ∇. The tangential connection ∇ TS induces a partial connection on HS defined by
see [44] .
Definition 9 (see [44] ). We call HS -gradient of ψ ∈ C 1 (S ) the unique horizontal tangent vector field grad HS ψ such that
We denote by divHS the HS -divergence, i.e. if X ∈ X 1 (HS ) and x ∈ S , then
The HS -Laplacian ∆HS is the 2nd order differential operator defined as
The horizontal 2nd fundamental form of S \ C S is the map given by
The horizontal mean curvature HH is the trace of BH , i.e. HH :
It is worth observing that the HS -connection admits, in general, a non-zero torsion because BH is not symmetric; see [44] .
Definition 10. Let U ⊆ S be an open set. We shall denote by
C i HS (U), (i = 1, 2
) the space of functions whose HS -derivatives up to i-th order are continuous on U.
We stress that the previous definitions concerning the horizontal 2nd fundamental form BH (·, ·) and the HS -connection can also be reformulated by using the function space C i HS (U), (i = 1, 2) and, more precisely, by replacing X 1 (HS ) = C 1 (S , HS ) with
Let S ⊂ G be a hypersurface of class C i (i ≥ 1) and let ν be the outward-pointing unit normal vector field along S . We need to define some important geometric objects. To this end, we first note that ν = PH ν + PV ν. By using the left-invariant frame X = {X 1 , ..., X n }, we see that PV ν = α∈I V ν α X α , where ν α := ν, X α ; see Notation 2.
Notation 11. Hereafter we shall set
H ; see, for instance, Notation 3 and Remark 4.
Other tools.
Let S ⊂ G be a hypersurface of class C i (i ≥ 1). Let ∂S be a (n − 2)-dimensional submanifold of S of class C 1 , oriented by the outward pointing unit normal vector η ∈ TS ∩Nor(∂S ). We shall denote by σ n−2 R the Riemannian measure on ∂S , i.e. σ n−2
The unit HS -normal along ∂S is given by ηHS := P HS η |P HS η| . In this way, we can define a homogeneous (n − 2)-dimensional measure σ n−2
∂S for every X ∈ X 1 (HS ) := C 1 (S , HS ). Now let ν ∧ η ∈ Λ 2 (TS ) be a unit 2-vector orienting ∂S , where ν ∈ Nor(S ) and η ∈ TS ∩ Nor(∂S ). Then, the characteristic set of ∂S is defined as C ∂S := {p ∈ ∂S : |PH (ν ∧ η)| = 0}, where the orthogonal projection operator PH is extended to 2-vectors in the standard way.
Proposition 12. Let S ⊂ G be a compact hypersurface of class C 1 and let
Proof. This formula follows from the Riemannian Coarea Formula; see [9] , [15] or [46] . We have
for every φ ∈ L 1 (S , σ n−1 R ); see [9] , [15] . Choosing φ = 
Below, we recall a basic integration by parts formula for horizontal vector fields; see [44] .
Definition 13. Let DHS : X 1 HS (HS ) −→ C(S ) be the 1st order differential operator given by
Furthermore, let LHS : C 2 HS (S ) −→ C(S ) be the 2nd order differential operator given by
HS (S ); see Definition 9 and Notation 11.
The horizontal matrix CH is a key object, related with the skew-symmetric part of the horizontal 2nd fundamental form BH . Note that DHS (ϕX) = ϕDHS X + grad HS ϕ, X for every X ∈ X 1 HS (HS ) and every ϕ ∈ C 1 HS (S ). Moreover, one has LHS ϕ = DHS (grad HS ϕ) for every ϕ ∈ C 2 HS (S ). These definitions are motivated by Theorem 3.17, Corollary 3.18 and Corollary 3.19 in [44] . Theorem 14 (see [44] ). Let S be a compact NC hypersurface of class C 2 with boundary ∂S of class C 1 . Then 
where we have used the fact that ν = |PH ν|ν H + α∈I V ν α X α at each NC point. Finally, inserting this into (6), we obtain an equivalent form of (5). In particular, for any X ∈ X(H) the function DHS X turns out to be the Lie derivative of the differential (n − 1)-form σ n−1
H S with respect to the initial velocity X of a smooth variation of S . Roughly speaking, this can be rephrased by saying that the differential
(n − 1)-form (DHS X) σ n−1 H ∈ Λ n−1 (T * S ) is the "infinitesimal"1st variation of S .
Formula (5) holds true even if C S ∅, at least under suitable assumptions.
Definition 17. Let X ∈ C 1 (S \ C S , HS ) and set α X := (X σ n−1 H )| S . We say that X is admissible (for the horizontal divergence formula) if the differential forms α X and dα X are continuous on all of S , or, more generally, if α, dα ∈ L ∞ (S ) and ı * S α ∈ L ∞ (∂S ). We say that φ ∈ C 2 HS (S \ C S ) is admissible if grad HS φ is admissible for the horizontal divergence formula.
We stress that, if the differential forms α X and dα X are continuous on all of S (or, more generally, if α, dα ∈ L ∞ (S ) and ı * S α ∈ L ∞ (∂S ), where ı S : ∂M −→ M is the natural inclusion), then Stokes formula holds true; see, for instance, [57] . This fact motivates the following: Corollary 18. Let S ⊂ G be a compact hypersurface of class C 2 with boundary ∂S of class C 1 . Then
The last formula holds true even if ∂S ∅, but for compactly supported functions. Moreover, it can be shown that ϕ 2 is admissible if and only if ϕ ∈ C 2 HS (S \ C S ) ∩ W 
We also remark that any vector field X ∈ C 1 (S , HS ) turns out to be admissible. Analogously, any ϕ ∈ C 2 HS (S ) is admissible.
Lemma 19. Let xH := i∈I H x i X i be the "horizontal position vector" and let gH denote its component along the H-normal ν H , i.e. gH := xH , ν H . In the sequel, the function gH will be called "horizontal support function" of xH . Then, we have:
denotes Kronecker's delta. Note that we have used JH (xH ) = Id h and ∇ X i X j , X i = 0 for all i, j ∈ IH ; see Definition 6 and formula (6) . Furthermore, by definition, one has divHS xH
Furthermore, by definition, we have
where we have used an orthonormal horizontal frame
at any x ∈ S \ C S ; see, for instance, Definition 3.4 in [44] . Starting from (7), we compute
for every x ∈ S \ C S . The thesis easily follows from the definition of DHS .
A simple consequence of Corollary 18 and Lemma 19. is given by the following:
Corollary 20 (Minkowsky-type formula). Let S ⊂ G be a compact hypersurface of class C 2 . Let xH = i∈I H x i X i be the horizontal position vector. Furthermore, set gH = xH , ν H and xHS
Proof. It is enough to apply Corollary 18 to the horizontal tangent vector field xHS ∈ C 1 (S \ C S , HS ). Using Remark 15 and Lemma 19 the thesis easily follows.
Definition 21 (Eigenvalue problems for LHS ). Let S ⊂ G be a compact hypersurface of class C 2 without boundary. Then we look for solutions of class
) to the problem:
If ∂S ∅, we look for solutions of class
) to the problems:
We explicitly remark that
The problems (P 1 ), (P 2 ) and (P 3 ) generalize to our context the classical closed, Dirichlet and Neumann eigenvalue problems for the Laplace-Beltrami operator on Riemannian manifolds; see [13, 14] .
Finally, we recall a recent general result about the size of horizontal tangencies to non-involutive distributions, which applies to our Carnot setting; see Theorem 4.5 in [8] . 
Remark 23.
Let N ⊂ G be a (n − 2)-dimensional submanifold of class C 2 . This smoothness condition is sharp, see [8] . Moreover, we stress that dimV = 1 just for Heisenberg groups and 2-step Carnot groups having 1-dimensional center. For Heisenberg groups H n , n > 1, using Frobenius' Theorem yields dim Eu−Hau (C N ) ≤ n, where n = dimH 2 ; see also [8] . 
Isoperimetric constants and the 1st eigenvalue of LHS on compact hypersurfaces
As a consequence of the Coarea Formula (4) we may generalize to the Carnot groups setting some results about isoperimetric constants and global Poincaré inequalities for which we refer the reader to [13, 14] ; see also [16] , [61] .
Let S ⊂ G be a compact hypersurface of class C 2 with (or without) boundary. Similarly as in the Riemannian setting (see [16] and [61] ), we may give the following:
Definition 24. The isoperimetric constant Isop(S ) of S is defined as follows:
• if ∂S = ∅, we set
where the infimum is taken over all This definition requires some comments. As recalled in the introduction, in the Riemannian setting analogous isoperimetric constants were introduced by Cheeger in [16] , in order to give a geometric lower bound for the smallest eigenvalue of the Laplace-Beltrami operator on smooth compact Riemannian manifolds. This definition was somewhat motivated by an example of Calabi, the so-called dumbbell manifold, homeomorphic to S 2 . Actually, an analysis of this example shows that, in order to bound λ from below, the diameter and the volume are not enough.
We also have to recall that these isoperimetric constants turn out to be strictly positive. Although, this claim turns out to be (more or less) elementary in dimension n = 2, it becomes a bit more difficult when n > 2; see [16] . Some years later after Cheeger result, Yau (see [61] ) reconsidered the isoperimetric constants and demonstrated that λ has a bound in terms of volume, diameter and (of a lower bound of the) Ricci curvature. See the survey [39] for a glimpse on this topic.
Below we shall generalize some of the results of [61] . Our results will follow the original scheme, which is based mainly on a suitable use of the Coarea formula for smooth functions. Note also that, instead of C ∞ -smooth hypersurfaces, here we are considering hypersurfaces of class C 2 . We have to observe that all the results could also be stated for C 1 hypersurfaces. But the delicate matter here is that in our setting, new difficulties come from the presence of characteristic points and, in the C 1 case, it is not simple to prove that isoperimetric constants are strictly positive. Actually, the following further hypothesis seems to be unavoidable in order to have non-zero isoperimetric constants:
This assumption can be overcome by using the generalized Derridj's Theorem 22; see also Remark 23. As a consequence, the results of this section are "meaningful"(in the sense that the isoperimetric constants do not vanish) at least for any Carnot group G such that dimV ≥ 2 and for all Heisenberg groups H n , with n > 1.
where the infimum is taken over all C 2 -smooth functions on S such that S ψ σ n−1 Proof of Theorem 25. The proof repeats almost verbatim the arguments of Theorem 1 in [61] . We just prove the theorem for ∂S = ∅ since the other case is analogous. First, let us prove the inequality
where ψ ∈ C 2 (S ) and S ψ σ n−1 H = 0. To prove this inequality let us consider the auxiliary functions ψ + = max{0, ψ}, ψ − = max{0, −ψ}. By applying the Coarea Formula (4) and the definition of Isop(S ) we get that
Now we shall prove the reversed inequality. So let us assume that σ n−1
) and let ǫ > 0. By making use of the fixed homogeneous distance ̺ on G, we now define a function ψ ǫ : S −→ R by setting
where the constant α depends on ǫ and is chosen in a way that S ψ ǫ σ n−1
. Putting all together we get
If we take the infimum over N and S 1 , the inequality follows. .
Proof. We just prove the first claim, as the second claim is similar. Let ψ be an eigenfunction of LHS corresponding to λ 1 . Then
where we have used Theorem 25 together with Cauchy-Schwarz inequality.
We now extend, to Carnot groups, another isoperimetric constant and some related facts which, in the Riemannian case, were studied in [61] .
Definition 29. The isoperimetric constant Isop 0 (S ) of any C 2 -smooth compact hypersurface S ⊂ G with boundary ∂S is given by
where the infimum is taken over all decompositions S = S 1 ∪ S 2 such that σ n−1
Theorem 30. Let S ⊂ G be a compact hypersurface of class C 2 with boundary. Then
where the inf is taken over all C 2 -functions defined on S .
Proof. The proof is analogous to that of Theorem 6 in [61] . First, let us prove the inequality
To this purpose, let us define the functions ψ + := max{0, ψ − k}, ψ − := − min{0, ψ − k}, where k ∈ R is any constant such that:
By using again the Coarea Formula (4) together with the definition of Isop 0 (S ) we get that
We prove the other inequality. Assuming σ n−1
and ǫ > 0, we define the function
Furthermore, one can find a constant k(ǫ) satisfying
for every ψ ∈ C 2 (S ) and every k ∈ R such that
Furthermore, if ψ ∈ C 2 (S ) and S ψ σ n−1
Proof. One has S (ψ + · ψ − ) σ n−1 H = 0, where the functions ψ ± are defined as in the proof of Theorem 30. Moreover, by using once more Coarea Formula, we get
This proves (10) . In order to prove (11) we note that the hypothesis S ψ σ n−1
which together with (10), implies the thesis of the theorem.
Two upper bounds on λ 1
Below we shall extend two (nowadays classical) inequalities obtained, respectively, by Chavel and Reilly in the Euclidean/Riemannian setting. An important feature of these results is in that they give explicit upper bounds for the first non-trivial eigenvalue (of the Laplacian) of a compact submanifold of R n . For further details we refer to [12] and [53] ; see also [34] . To begin with, let Ω G be a bounded domain and assume that S := ∂Ω is a connected hypersurface of class C 2 , with orientation given by the outward normal vector ν. Moreover, let xH be the horizontal position vector field and let us apply the usual divergence formula. We also set σ n R = Vol n . We have
where we have used identity (i) of Lemma 19. Furthermore, we may further assume that the "center of mass"of ∂Ω (with respect to the H-perimeter) is placed at the identity 0 ∈ G. In other words, let us assume that S x i σ n−1 H = 0 for every i ∈ IH = {1, ..., h}, where xH ≡ (x 1 , ..., x i , ..., x h ) is the horizontal position vector; see Lemma 19 .
The last assumption is justified by the following:
Proof. Let
and aH ≡ (a 1 , ..., a i , ..., a h ). Set a := exp (aH , 0V ), where the symbol 0V denotes the origin of V ⊂ g. Consider the change of variables y :
where L a −1 is the left-translation by a −1 = −a; see Section 1.1. The usual Change of Variables formula together with standard properties of the pull-back imply the following chain of equalities:
for every smooth function f : S −→ R; see, for instance, Lee's book [38] Lemma 9.11, p. 214. Using
From this identity and Cauchy-Schwartz inequality, we easily get that Let R be the radius of the ̺-ball B ̺ (0, R), centered at the identity 0 of the group G and circumscribed
which is an equivalent form of (23).
We have to notice however that, in order to prove an "intrinsic" isoperimetric inequality, the number (h − 1) in the previous differential inequality is not the correct one, which is (Q − 1). This fact motivates a further study, made by the author in [46, 47] .
A theorem about non-horizontal graphs in 2-step Carnot groups
We begin by describing our result in the simpler setting of the first Heisenberg group H 1 ; see also [45] . For the notation, see Example 7.
Theorem 39 (Heinz's estimate for T -graphs). Let S
for every C 1 -smooth relatively compact open set U ⊂ S . Hence, taking U := S ∩ C r (T ), where C r (T ) denotes a vertical cylinder of radius r around the T -axis T := p = exp (0, 0, t) ∈ H 1 , t ∈ R , yields r ≤ 2 C for every r > 0.
It follows that any entire xy-graph of class C 2 having constant (or just bounded) horizontal mean curvature HH must be necessarily a H-minimal surface. To see this fact, it is enough to send r −→ +∞. The proof of the previous theorem is elementary. More precisely, one uses the following identity:
denotes the dual 1-form to the vertical direction T . We also have to remark that ̟σ 2 H = −dθ = dx ∧ dy. The previous theorem is a generalization to our context of a classical result obtained by Heinz in [35] . This was generalized by Chern in [19] and then by other authors in a number of different directions.
Below, we shall restrict ourselves to consider only 2-step Carnot groups.
Definition 40 (Non-horizontal graphs in 2-step Carnot groups). Let G be a 2-step Carnot group and let Z = α∈I V z α X α ∈ V be a constant vertical vector. In this case, for the sake of simplicity, we reorder the variables in g as
So let us fix a constant vertical vector Z ∈ V and let S = p = exp (x Z ⊥ , ψ(x Z ⊥ )) ∈ G, x Z ⊥ ∈ Z ⊥ be a Z-graph of class C 2 over the Z ⊥ -hyperplane. For the sake of simplicity and without loss of generality, we may take Z = X α for a fixed index α ∈ IV = {h + 1, ..., n}. Now let us define a differential (n − 2)-form on S ⊂ G by setting
This differential (n − 2)-form ξ α is well-defined out of C S and we have to compute its exterior derivative. Below we will briefly sketch a proof, which can also be found in [44] , see Claim 3.22. Proof. Let us set ζ j := (X α X j σ n R )| S for any α ∈ IV and j ∈ IH and compute dζ j := d(X α X j σ n R )| S . Let G be a k-step Carnot group. We claim that
The proof of this claim is just a long, but elementary, calculation. Since we are assuming that G has step 2, using the properties of the Carnot structural constants yields C k α j = 0 whenever j, k ∈ IH and α ∈ IV . Hence dζ j = 0 for every j ∈ IH . By linearity ξ α = − j∈I H ν Proof. Without loss of generality, we may assume −HH ≥ C > 0 and take Z = X α for some fixed index α ∈ IV . In this case, one has It follows that an entire Z-graph of class C 2 over the Z ⊥ -hyperplane having constant (or bounded) horizontal mean curvature HH must be necessarily a H-minimal hypersurface.
Local Poincaré-type inequality
By using an elementary technique, somehow analogous to the one used in Section 4, we will state a local Poincaré-type inequality for smooth compactly supported functions on NC domains. First we need the following: We stress that
where C := α∈I V C α H Gr only depends on the structural constants of g. Let us set
.
From (28) for every ψ ∈ C 1 HS (U R ) ∩ C 0 (U R ). Finally, the general case follows by Hölder's inequality. More precisely, let us use the last inequality with |ψ| replaced by |ψ| p . This implies
