Several fascinating examples of non-Gaussian bivariate distributions which have marginal distribution functions to be Gaussian have been proposed in the literature. These examples often clarify several properties associated with the normal distribution. In this paper, we generalize this result in the sense that we construct a p-dimensional distribution for which any proper subset of its components has the Gaussian distribution. However, the joint p-dimensional distribution is inconsistent with the distribution of these subsets because it is not Gaussian. We study the probabilistic properties of this non-Gaussian multivariate distribution in detail. Interestingly, several popular tests of multivariate normality fail to identify this p-dimensional distribution as non-Gaussian. We further extend our construction to a class of elliptically contoured distributions as well as skewed distributions arising from selections, for instance the multivariate skew-normal distribution.
Introduction
In his fundamental paper, Bhattacharyya [8] stated the following assertions related to the bivariate Gaussian distribution: (i) normality and homoscedasticity of the component distributions, (ii) linearity of the regression lines, (iii) concentric spherical/elliptic contours, and (iv) normality of the marginal distributions. He was interested in framing a set of sufficient conditions that would be considered essential to determine the bivariate normal law. In the paper, he continued to give answers to these assertions, some of which he remarked ''appear to be interesting, others trivial''. In the statistics literature, Bhattacharyya's assertions have raised more questions, and they have been extended to various scenarios that are not necessarily Gaussian. Gelman and Meng [15] present results developed on Gaussian marginals with non-Gaussian conditional distributions, and the review paper by Arnold, Castillo and Sarabia [5] states conditionally skewed distributions with Gaussian marginals.
The assertion in statement (iv) on the normality of marginal distributions intrigues us, and we study it in more detail in this paper. It is well known that a pair of marginal distributions does not uniquely determine a bivariate distribution; for example, a bivariate distribution with Gaussian marginals need not necessarily be jointly Gaussian; see, e.g., [27] ; [1, p. 37] ; [14, p. 69] ; and [10] . Kowalski's [19] paper with the references therein and sub-section 10.1 in [25] provide a collection of several such examples as well. These examples have interesting constructions, invoke questions regarding fundamental ideas of normality and correlation theory, and aid in improving the understanding of basic statistical theory. On a different note, there is an immense literature on the characterization of the normal distribution, but our interest is contrary to this fact, i.e., conditions which fail to determine the Gaussian law.
We first suggest a simple construction by considering X * 1 = X 1 S 2 and X * 2 = X 2 S 1 , where X 1 and X 2 are independent and identically distributed (i.i.d.) standard normal variates; S 1 = sign(X 1 ) and S 2 = sign(X 2 ). Here, we define the univariate sign function as follows:
The sign function is a key ingredient in our construction. It is quite easy to check that X * 1 and X * 2 are normally distributed. Note that E(e tX * * p−1,p = (X * 
Theorem 1. The vector X
where N q denotes the joint q-dimensional standard normal distribution, 0 q is the q-dimensional vector of zeros and I q is the q × q identity matrix for any positive integer q.
Proof of Theorem 1. Consider the case when {k 1 , . . .
⊤ with the vector of signs as (S 2 , . . . , S p )
⊤ .
For any t ∈ R p−1 , consider the moment generating function of X * p−1,p as follows:
This now implies that
. As per our construction, the probability of the joint product of the p random variables is Pr
Here, and henceforth x · y denotes x × y. This is a proper subset of R p , and hence the distribution F * p is clearly non-Gaussian. This completes a part of the proof and gives the main idea underlying it. The proof is completed by considering other permutations, and this is presented in the Appendix.
From the statement of Theorem 1, it is clear that the distribution of any subset of random variables of size less than p−1 is also Gaussian because the joint (p−1)-dimensional distribution is Gaussian with mean 0 p−1 and variance I p−1 (i.e., independent components). In particular, the marginal distributions are all Gaussians as well. Given X * p , we now have any set of p − 1 random variables X * p−1,p that are independent but jointly (or, p-wise) dependent (see [17] for pairwise independent random variables which are not jointly independent). It is important to note at this point that the argument of Theorem 1 is exclusive only to Gaussian random variables. This is the case because of a special property of the multivariate standard normal distribution, namely that a spherical distribution with the scale matrix as the identity matrix and independent components is necessarily Gaussian (see Theorem 4.11 in [13] ).
Considering the indices of the random vector as (1, . . . , p), we chose the vector of signs to be (2, . . . , p, 1). But, the construction is quite flexible. We may further consider permutations of the sign vector for which we have a 'p-cycle' (see, e.g., [9] ). One easy way to obtain these permutations is by shifting each index to the left (e.g., (3, 4, . . . , p, 1, 2), (4, 5, . . . , p, 1, 2, 3), etc.). In fact, we have a total of p!/(p · 1) = (p − 1)! such choices for the construction of the p-dimensional sign vector. The idea of a 'p-cycle' avoids a complete cycle among any subset of size p − 1 or smaller, which would not yield the desired construction (also see Section 7 for more details).
We conclude this section with a discussion of Example (ii) in [25, p. 92] . The author describes a stochastic representation for the joint p-dimensional distribution as follows (we put it in a summarized form, and use our notations for the sake of consistency): ''X j = ξ j |Z j | where Z 1 , . . . , Z p are i.i.d. standard normals and (ξ 1 , . . . , ξ p ) are such that they are (p − 1)-wise independent but Pr(ξ 1 = 1, . . . , ξ p = 1) = P ̸ = 1/2 p and not independent''. However, he does not suggest any specific way of constructing such probability distributions. Here, we give a specific choice of (ξ 1 , . . . , ξ p ) in terms of Z 1 , . . . , Z p . From our construction, it follows that ξ k is S k S k+1 for k = 1, . . . , p − 1 and ξ p as S p S 1 . Therefore, the probability P is 1/2 p−1 , which is clearly different from the independent case (when P = 1/2 p ). Moreover, our construction comes from a different motivation, it has a simpler structure, and continues to attract independent interest as we demonstrate in the sections that follow.
Symmetry of X * p in p dimensions
Recall that the distribution of each of X 1 , . . . , X p is standard normal, and they are all independent. We therefore have
⊤ . This componentwise symmetry and independence now implies an important fact on mutual independence as follows:
This property has also been studied by Arellano-Valle, del Pino and San Martin [3, p. 113] for the more general class of componentwise symmetric distributions.
We have X k = |X k |S k , and the componentwise symmetry of X k also implies that Combining the above mentioned facts, we now have the following stochastic representation for the vector X * p :
This representation is very useful and plays an important role in our study on the symmetry of the joint p-dimensional distribution.
Theorem 2. For even p, the joint distribution is centrally symmetric, i.e., X *
It is interesting to observe that although we have componentwise symmetry, we do not have central symmetry of X * p for odd values of p. We argue for this asymmetry in the proof of Theorem 2, which follows from the 'circular' definition of the sign vector, S p .
The joint distribution of X * p
We now give some expressions for the distribution function, and as a consequence, we compute the density function of X * p (denoted by f * p ). From the stochastic representation (2) and the independence Eq. (1), we derive the following relation
This follows from the fact that Pr(
p probabilities can all be worked out to be equal to 1/2 p−1 in a similar way. Consider a partition of Remark. If X k are independent and symmetric about 0 with density function
+ . This also includes the special case when X p = (X 1 , . . . , X p ) ⊤ is spherically symmetric.
The joint distribution F * 2 and the related copula
We state the functional form of the distribution function of X * 2 as follows (see proof of Theorem 2 for Case II in the Appendix):
Here, the notation Φ(x) denotes the cumulative univariate standard normal distribution function.
The distribution function, F * 2 is a function of the univariate distribution functions Φ(x 1 ) and Φ(x 2 ) only. So, the copula (see, e.g., [24] ) of the two-dimensional random vector, X * 2 , works out fairly easily to be: The copula is clearly symmetric due to the componentwise symmetry of the X * k 's. Moreover, X * 2 is centrally symmetric, which implies that the copula and its version based on the survival function are equal, i.e., the copula C * 2 (u 1 , u 2 ) is 'radially symmetric' about (0, 0); see [24, p. 36] ; [20] . For the general case with any p, we will have similar properties and the copula is 'radially symmetric' for any even value of p.
To get an idea of the joint distribution, we construct a contour plot using the form of the density function, f * 2 , as well as the contours for the bivariate copula function, C * 2 (see right panel of Fig. 1 ).
Moments of X * p
At this point, recall the following stochastic representation of X * p stated in Eq. (2) for any p ≥ 2:
By componentwise symmetry, we have E(X * k ) = 0, which further implies that E(X * p ) = 0 p . Further, note that the variance
Here, 1 p denotes the p-dimensional column vector of 1's.
We now proceed to study the joint moments. Since the (p − 1)-dimensional or fewer distributions are all Gaussians, those moments match with the Gaussian distribution. But, for the joint p-dimensional case, we have quite different results. Firstly, note that
So, the usual product moment matches with the standard normal distribution. We divide our study into the following three sub-cases:
Therefore, all the even ordered moments also match with the standard p-variate normal distribution as well.
When
because of (p − 1)-wise (which implies componentwise) independence of X * k s and E(X * k ) = 0 for the m k s that belong to the set O.
The m-th order moment of the absolute value of a standard normal variate (say, Z ) can be expressed as follows (see [12] ):
Using this fact, for odd m k , we obtain the following expression:
Unlike the p-dimensional standard normal distribution, all the odd ordered moments of F * p are not zero because of the dependence among the components induced by the 'circular' definition of the sign vector, S p .
Other properties and inferences
We first study the conditional distributions. Define 
It turns out that all the conditional distributions also belong to the same family as the p-dimensional distributions. Although all low-dimensional distributions are Gaussian, the joint as well as the conditional belong to the same family of non-Gaussian distributions.
The squared of signs is unity (i.e., S 
although X * p is not normally distributed. Here χ 2 p denotes the chi-squared distribution with p degrees of freedom (df). Interestingly, this result continues to hold for asymmetric distributions like the multivariate skew-normal distribution; see, e.g., [16, 4] and references therein. In our case, the following more general result holds:
. So, the quadratic form X * ⊤ p Λ p X * p has the non-central chi-squared distribution; see [23, pp. 22-24] .
At this point, we recall Mardia's [21] indices for testing normality of a sample based on the multivariate skewness param-
= X p , and they are independent. The multivariate kurtosis parameter is β 2,p = E{(X p − µ p )
For the p-dimensional standard normal distribution, we have β 1,p = 0, and β 2,p = p(p + 2), which follows from the fact that E(
For the random vector X * p , we recall that µ p = 0 p and
0, because of independence and the fact that in each term, at least one of the i k 's is either 1 or 3 (also recall the discussion Projection pursuit techniques are often used to reject the hypothesis whether a given multivariate distribution is Gaussian or not. Theorem 3.6 in [11] states that every projection of the distribution of X * p is not Gaussian, almost surely. However, it is interesting to note that if we consider projections of X * p where at least one of the components is zero, then the distribution of this projection is Gaussian.
Results of tests of multivariate normality on F * p
To understand the distribution F * p in contrast with the standard p-dimensional Gaussian distribution, we carried out some tests of multivariate Gaussianity. The review paper by Mecklin and Mundfrom [22] presents a detailed discussion of several tests of multivariate normality. They divide the existing tests into four main categories: (i) procedures based on graphical plots and correlation coefficients, (ii) goodness-of-fit tests, (iii) tests based on measures of skewness and kurtosis, and (iv) consistent procedures based on the empirical characteristic function. Apart from Mardia's indices based on skewness (Mskew) and kurtosis (Mkurt) (category (iii)), we also used popular tests of multivariate normality like Shapiro-Wilks (SW), Royston (R) and a more recent proposal called mvShapiro (mvS) [28] (category (ii)). We also considered Henze-Zirkler (HZ) (category (iv)) and one based on energy statistics Szekely-Rizzo (SR) [26] (category (ii)). The results that we obtained are summarized in Table 1 .
We expect the power to be close to 1 for all these tests and for any value of p > 2. However, the results in Table 1 differ from our expectations. From a theoretical standpoint, Mardia's skewness index fails to detect F * p as a non-normal distribution. Popular tests like HZ, SR and mvS strongly reject the claim of F * p to be Gaussian for p = 2, but the power decreases with increasing values of p. For the R test, strangely, the power grows with increasing p. Additionally, we see interesting and stronger results for Mkurt and SW. As expected, the power of Mkurt decreases with increasing p up to 10, but starts to increase and eventually shoots to 1 for p greater than 50. Surprisingly, SW performs differently from all other tests, and the power increases to 1 for p = 10 onwards. However, this result is actually 'false' because this test fails to detect Gaussianity in a data of size 100 generated from the p-dimensional standard normal distribution. We probably need to increase the sample size to obtain more accurate inferences in higher dimensions.
More permutations and the 'half-normal' distribution
A natural aspect to study is the joint p-dimensional distribution under permutations other than the 'p-cycles' mentioned in Section 2. For other permutations in which we have a 'cycle' of smaller size in the permutation, interestingly, the joint distribution can be worked out fairly easily with a stochastic representation similar to the one mentioned in Eq. (2). For any general permutation, whenever we have a 'p ′ -cycle' with p 
The joint distribution will be supported on the orthants (+, +, +) and (−, −, +) of R 3 . On the other hand, define X * * k = X k S k for 1 ≤ k ≤ p. The sign vector S p , now has the natural indices (1, . . . , p), and we get X * *
⊤ . This is the p-dimensional 'half normal' distribution that has support on the orthant in R p where all the components are positive. In the present context, we think that calling it the '1/2 p -normal distribution' will be more appropriate, while X * p with support on R p + (which includes half of R p ) may be called the 'half-normal' distribution. To summarize, at one end, we have the distribution F * p (when we have a permutation with a complete 'p-cycle') and the p-dimensional 'half normal' distribution on the other (when we have the identity permutation). Considering permutations for the sign vector that take into account smaller cycles, we get a joint distribution that lies in a sense somewhere in-between these two distributions at the two 'extremities'.
Other distributions where all lower-dimensional distributions are the same 9. Conclusions
In this work, we demonstrated some results related to the broad idea of characterization of the multivariate Gaussian distribution in terms of the distribution of its subsets. We also explored some issues related to inference, such as the impact of our construction on several tests of multivariate normality. However, some questions remain unanswered. The first question is how to characterize the class of p-dimensional distributions for which all (p − 1)-dimensional distributions are Gaussian (also see the review paper by Arnold et al. [5] ). We could also explore the link of the p-dimensional copula with the (p − 1)-dimensional Gaussian copulas. Further, it would be interesting to study the distribution of new random variables obtained by multiplying X * p by its sign vector (as stated before Theorem 1). Another area of research could be to explore this construction for discrete symmetric distributions. 
Proof of Theorem 1 (Continued
We have already argued when {j 1 , . . . , j p−1 } = {1, . . . , p − 1}, and call it Case I. The argument for the second possibility follows from Case I. We now give an argument for the third possibility, which appears to be a bit tricky.
Case II: The third possibility 
In particular, for r = 1, we have  p i=1 Φ + (x i ).
We now give the expression of F * p for x ∈ R p + as follows: We now give the expression of F * p for x ∈ R p − as follows:
Case II: In a similar spirit, we have a representation of the set R p + for even p as follows:
where P E k = {(u 1 , . . . , u p ) : u i > 0 for i ∈ E k and u i < 0 for i ∈ E c k } with E k ⊂ {1, 2, . . . , p} of size k is such that k is even, and O k is such that E k ∪ O k = {1, . . . , p}. P + and P − are as defined above. We now give the expression of F * p for x ∈ R p + as follows: 
We also describe the set R p − below: We now give the expression of F * p for x ∈ R p − as follows:
Note that
∂Φ(x) ∂x
= φ(x) and φ(x) = φ(−x) for any x ∈ R. This now implies that 
