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Abstract
We present a new algorithm for the computation of the irreducible
factors of degree at most d, with multiplicity, of multivariate lacunary
polynomials over fields of characteristic zero. The algorithm reduces
this computation to the computation of irreducible factors of degree
at most d of univariate lacunary polynomials and to the factorization
of low-degree multivariate polynomials. The reduction runs in time
polynomial in the size of the input polynomial and in d. As a result,
we obtain a new polynomial-time algorithm for the computation
of low-degree factors, with multiplicity, of multivariate lacunary
polynomials over number fields, but our method also gives partial
results for other fields, such as the fields of p-adic numbers or for
absolute or approximate factorization for instance.
The core of our reduction uses the Newton polygon of the in-
put polynomial, and its validity is based on the Newton-Puiseux
expansion of roots of bivariate polynomials. In particular, we bound
the valuation of f (X, φ) where f is a lacunary polynomial and φ a
Puiseux series whose vanishing polynomial has low degree.
∗Supported by the LIX-Qualcomm-Carnot fellowship.
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1 Introduction
This article proposes a new algorithm for computing low-degree factors of
lacunary polynomials over fields of characteristic 0. The lacunary represen-
tation of a polynomial
f (X1, . . . , Xn) =
k
∑
j=1
cjX
α1,j
1 · · ·X
αn,j
n
is the list {(cj, α1,j, . . . , αn,j) : 1 ≤ j ≤ k}. We define the lacunary size of f ,
denoted by size( f ), as the size of the binary representation of this list. It
takes into account the size of the coefficients, and thus depends on the
field they belong to. An important remark is that the size is proportional
to the logarithm of the degree.
Over algebraic number fields, the factorization problem can be solved in
time polynomial in the degree of the input polynomial (see for instance [20]
and references therein). It is also the case of absolute factorization, that is
factorization over the algebraic closure of Q [7]. In the case of lacunary
polynomials, these algorithms are not adapted since they are exponential
in the size of the representation.
Actually, the computation of the irreducible factorization of a polyno-
mial given in lacunary representation cannot be performed in polynomial
time. For instance over Q, the polynomial Xp− 1 has a size of order log(p),
while one of its irreducible factors, namely (1 + X + · · ·+ Xp−1), has a
size of order p.
Therefore, a natural restriction consists in computing low-degree fac-
tors only. A line of work yielded an algorithm that, given a lacunary
polynomial f ∈ K[X1, . . . , Xn] and an integer d as input, where K is an
algebraic number field, computes all the irreducible factors of f of degree
at most d in time polynomial in size( f ) and d [8, 18, 13, 14]. These re-
sults are based on Gap Theorems showing that the desired factors of a
polynomial f = ∑kj=1 cjX
αj must divide both ∑`j=1 cjX
αj and ∑kj=`+1 cjX
αj
for some index `. This allows to reduce the computation to the case of
low-degree polynomials, for which one applies the classical algorithms.
These Gap Theorems are based on number-theoretic results.
We recently proposed a new approach for this problem and gave a new
algorithm for the computation of the multilinear factors of multivariate
lacunary polynomials [5, 4]. The algorithm we obtained is simpler and
faster than the previous ones. Moreover, since it is not based on number-
theoretic results, it can be used for a larger range of fields, for instance
for absolute or approximate factorization, or for finite fields of large
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characteristic. In this paper, we propose a generalization of this algorithm
to the case of factors of degree at most d. We briefly explain the new
approach in the simplest case of linear factors of bivariate polynomials.
Let f = ∑kj=1 cjX
αjYβ j ∈ K[X, Y] for some field K of characteristic 0,
with αj ≤ αj+1 for all j < k. A linear polynomial (Y− uX− v) divides f if
and only if f (X, uX + v) = 0. We proved that for uv 6= 0, if f (X, uX + v)
is nonzero then its valuation, that is the largest power of X dividing it, is
bounded by α1 + (
k
2). From this, we deduced a Gap Theorem: Suppose
that there exists an index ` < k such that α`+1 > α1 + (
`
2) and let f1 =
∑`j=1 cjX
αjYβ j and f2 = ∑kj=`+1 cjX
αjYβ j . Then for all uv 6= 0, f (X, uX +
v) = 0 if and only if f1(X, uX + v) = f2(X, uX + v) = 0. In other words,
(Y− uX− v) divides f if and only if it divides both f1 and f2. From this
Gap Theorem, an algorithm for computing linear factors (Y − uX − v)
with uv 6= 0 follows quite easily: Apply the Gap Theorem recursively
to express f as a sum of low-degree polynomials, and compute their
common linear factors using any classical factorization algorithm. The
computation of the remaining possible linear factors such as (Y− uX) or
(X− v) reduces to univariate lacunary factorization.
To use the same strategy with degree-d factors, we need some new
ingredients. First, we view a degree-d bivariate irreducible polynomial
g ∈ K[X, Y] as a polynomial in Y whose coefficients are polynomials in X.
The roots of g can be expressed in an algebraic closure of K[X] using the
notion of Puiseux series. If φ is such a root of g, then g divides f ∈ K[X, Y]
if and only if f (X, φ) = 0. We give a bound on the valuation of such
an expression where f is a lacunary polynomial. This yields a new Gap
Theorem. Yet, the bound and the Gap Theorem depend on the valuation of
the root φ itself. This means that there are actually as many Gap Theorems
as there are possible valuations of φ. A second ingredient is the use of the
Newton polygon of f to a priori compute these valuations. As in the case of
linear factors, there are some special cases reducing to the univariate case,
namely the weighted homogeneous factors. The computation of these factors
too makes use of the Newton polygon of f .
In what follows, we give two algorithms: We first show how to com-
pute the weighted homogeneous factors, given an oracle to compute the
irreducible factors of degree at most d of a univariate lacunary polyno-
mial. The second algorithm reduces the computation of the other factors,
called inhomogeneous, to the factorization of some bivariate low-degree
polynomials.
Using both algorithms yields our first main result.
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Theorem 1. Let K be any field of characteristic 0. Given a lacunary polynomial
f ∈ K[X, Y] of degree D with k nonzero terms and an integer d, the computation
of the irreducible factors of degree at most d of f , with multiplicity, reduces to
• the computation of the irreducible factors of degree at most d of k/2 lacunary
polynomials of K[X] plus dO(1) bit operations per factor in post-processing,
and
• the factorization of O(k3) polynomials of K[X, Y] of total degree sum at
most O(d4k4),
plus at most (k log D + d)O(1) bit operations.
In the multivariate case, we cannot directly apply the same algorithm
as in the bivariate case since the resulting algorithm would be exponential
in the number of variables. Nevertheless, we can prove the following
result.
Theorem 2. Let K be any field of characteristic 0. Given a lacunary polynomial
f ∈ K[X1, . . . , Xn] of degree D with k nonzero terms and an integer d, the
computation of the irreducible factors of degree at most d of f , with multiplicity,
reduces to
• the computation of the irreducible factors of degree at most d of (nk)O(1)
lacunary polynomials of K[X] plus (nd)O(1) bit operations per factor in
post-processing, and
• the factorization of k polynomials of K[X1, . . . , Xn] of total degree sum at
most (nk log(D) + d)O(1),
plus at most (nk log D + d)O(1) bit operations.
In the case of number fields, Lenstra gave a polynomial-time algorithm
to compute the factors of degree at most d of a univariate lacunary poly-
nomial [18]. For the low-degree factorization of a polynomial g, there
exist deterministic algorithms that run in time (size(g) + deg(g))O(n) and
return the list of factors in lacunary representation [11], and randomized
algorithms that run in time (size(g) + deg(g))O(1) and return the factors
as straight-line programs [12] or blackboxes [16]. As a result, we obtain
a new algorithm for the computation of factors of degree at most d of
multivariate lacunary polynomials over number fields, giving a new proof
of the main result of [14].
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Corollary 3. There exists an algorithm that, given as inputs an irreducible
polynomial ϕ ∈ Q[ξ] representing a number field K = Q[ξ]/〈ϕ〉, a lacunary
polynomial f ∈ K[X1, . . . , Xn] and an integer d, computes the lacunary repre-
sentation of the irreducible factors of degree at most d of f , with multiplicity, in
deterministic time (size( f ) + d)O(n).
If the factors are represented as straight-line programs or blackboxes, the
algorithm is randomized and runs in time (size( f ) + d)O(1).
Note that Theorems 1 and 2 are valid with any field of characteristic 0.
For instance, as long as a polynomial-time algorithm is known for multi-
variate low-degree factorization, we obtain a polynomial-time algorithm to
compute the inhomogeneous low-degree factors of multivariate lacunary
polynomials. These fields include the algebraic closure Q of Q (absolute
factorization [7]), the fields of real or complex numbers (approximate
factorization [15]), or the fields of p-adic numbers [6]. Note that for Q and
C, one cannot expect to have a polynomial-time algorithm computing all
low-degree factors of multivariate lacunary polynomials since as we shall
see, the computation of weighted homogeneous factors is equivalent to
univariate lacunary factorization. The number of irreducible linear factors
of a univariate polynomial over an algebraically closed field equals its de-
gree, thus there are too many weighted homogeneous factors to compute
them in polynomial time. The case of polynomials with real (approximate)
coefficients is open to the best of my knowledge. In this case, Descartes’
rule of signs implies that the number of real roots, or linear factors, is
bounded by 2k − 1 where k is the number of terms. Therefore, it is an
intriguing question whether these roots can be computed in polynomial
time.
We conjecture that the reductions presented in the current paper are
valid in large positive characteristic, as in [5, 4], using Hahn series rather
than Puiseux series. Another intriguing question is the validity of the
approach in fields of small positive characteristic.
Organization In Sec. 2, we collect some known facts about Newton
polygons and Puiseux series. Sec. 3 is devoted to the computation of
the weighted homogeneous factors and Sec. 4 to the computation of
inhomogeneous factors, both for bivariate polynomials. In Sec. 5 we give
a proof sketch for the case of multivariate polynomials.
Acknowledgments I am grateful to P. Koiran, N. Portier and Y. Strozecki
for the numerous discussions we had on this work. I also wish to thank
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Puiseux series, and the anonymous reviewers for their remarks which
improved the presentation of this paper.
2 Newton polygons and Puiseux series
We recall a few facts about Newton polygons and Puiseux series. For more
on this topic, we refer the reader to [19, 1].
Let f = ∑j cjX
αjYβ j . Its support is the set Supp( f ) = {(β j, αj) : cj 6= 0}.
The Newton polygon of f , denoted by Newt( f ), is the convex hull of its
support. Note that the coordinates are swaped in these two definitions
compared to usual conventions. For two convex polygons A and B, their
Minkowski sum is the set A + B = {a + b : a ∈ A, b ∈ B}.
Theorem 4 (Ostrowski). Let f , g, h ∈ K[X, Y] such that f = gh. Then
Newt( f ) = Newt(g) +Newt(h).
We note that Ostrowski’s Theorem was already used to compute the
factorization of a polynomial using a decomposition of its Newton poly-
gon [2]. Yet computing such a decomposition is NP-hard [10]. This implies
that this method has an inherent polynomial dependence on the degree of
the polynomial to factor unless P = NP.
By contrast, we aim to obtain a logarithmic dependence on the degree.
To this end we shall use the theorem to determine only some edges in the
decomposition of the Newton polygon. We can see the Newton polygon
of f as a set of edges. By Ostrowski’s Theorem, each edge of a factor of
f has to be parallel to an edge of Newt( f ). Moreover, if we consider a
degree-d factor1 g of f , its Newton polygon is inside a square whose sides
have length d. For an edge of endpoints (i, j) and (i′, j′), its slope is defined
as (j′ − j)/(i′ − i). Thus the slopes of the edges of Newt(g) have the form
p/q, p ∈ Z, q ∈ N, with |p|, q ≤ d. By convention, we say that a vertical
edge has slope −1/0. In particular, only edges of Newt( f ) with a slope
p/q with |p|, q ≤ d can be edges of the Newton polygon of a factor of f .
Let g ∈ K[X, Y], viewed as a polynomial in Y with coefficients in K[X].
We are interested in the roots of g in an algebraic closure of K(X). This
algebraic closure can be described using the field of Puiseux series over the
algebraic closure K of K, denoted by K〈〈X〉〉. Its elements are formal sums
φ = ∑t≥t0 ftX
t/d where ft ∈ K, ft0 6= 0, t0 ∈ Z and d ∈ N. All we need for
1From now on, the expression “degree-d factors” denotes the irreducible factors of degree
at most d of a polynomial.
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our purpose is that K〈〈X〉〉 contains an algebraic closure of K(X). In other
words, any root of g ∈ K[X][Y] can be described by a Puiseux series.
We define the valuation of a polynomial f ∈ K[X] by val( f ) = max{v :
Xv divides f }. This valuation is easily extended to the field of Puiseux
series: If φ = ∑t≥t0 ftX
t/d with ft0/d 6= 0, then val(φ) = t0/d. For bivariate
polynomials in K[X, Y], we define similarly the valuations with respect to
X and with respect to Y, and denote them by valX and valY respectively.
Since K〈〈X〉〉 contains an algebraic closure of K(X), a bivariate polyno-
mial g ∈ K[X][Y] of degree d in Y has exactly d roots (counted with multi-
plicity) in K〈〈X〉〉. That is, there exist φ1, . . . , φd ∈ K〈〈X〉〉 and g0 ∈ K[X]
such that
g(X, Y) = g0(X)
d
∏
i=1
(Y− φi(X)).
The set {val(φi) : 1 ≤ i ≤ d} can be described in terms of the Newton
polygon of g.
Theorem 5 (Newton-Puiseux). Let g ∈ K[X][Y]. It has a root of valuation v
in K〈〈X〉〉 if and only if there is an edge of slope −v in the lower hull of Newt(g).
The lower hull of Newt(g) is the set of edges of Newt(g) which are
below Newt(g), excluding vertical edges. We define in the same way the
upper hull of Newt(g).
As a consequence of Ostrowski’s Theorem and Newton-Puiseux Theo-
rem, we get informations on the roots of the factors of a polynomial by
inspecting its Newton polygon.
Corollary 6. Let f , g ∈ K[X, Y], where g is a degree-d factor of f . Then g has
a root φ ∈ K〈〈X〉〉 of valuation v only if there is an edge in the lower hull of
Newt( f ) of slope −v = −p/q where q > 0 and |p|, q ≤ d.
Let us suppose that we are given a bivariate lacunary polynomial
f = ∑kj=1 cjX
αjYβ j as the list of its nonzero terms, represented by triples
(cj, αj, β j). The common first step of our algorithms is the computation
of the Newton polygon of f . This can be done in time polynomial in k
and log(deg( f )) using for instance Graham’s scan [9]. The output is the
ordered list of vertices of the Newton polygon.
3 Weighted homogeneous factors
The aim of this section is to reduce the computation of the degree-d
weighted homogeneous factors of a bivariate lacunary polynomial to
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univariate lacunary factorization. We first collect some useful facts on
weighted homogeneous polynomials. A polynomial g = ∑j bjX
γjYδj is
said (p, q)-homogeneous of order ω if there exist two relatively prime integers
p and q, q ≥ 0, and ω ≥ 0 such that pγj + qδj = ω for all j. In terms of the
Newton polygon, this means that Newt(g) is contained in a line of slope
−q/p. Note that there are two degenerate cases: g is (1, 0)-homogeneous if
γj is constant, thus if it can be written Xγh where h ∈ K[Y], and similarly
it is (0, 1)-homogeneous if it can be written Yβh with h ∈ K[X]. Any
polynomial g can be written g = g1 + · · · + gs where the gt’s are the
(p, q)-homogeneous components of g, of pairwise distinct orders.
The product of two (p, q)-homogeneous polynomials of order ω1 and
ω2 respectively is (p, q)-homogeneous of order ω1 +ω2. Conversely, any
factor of a (p, q)-homogeneous polynomial is itself (p, q)-homogeneous.
We shall also need a notion of (p, q)-homogenization of a univariate
polynomial: If p, q > 0, the (p, q)-homogenization of h ∈ K[X] is hp,q =
Yp deg(h)h(Xq/Yp). A monomial Xδ of h becomes XqδYp(deg(h)−δ). For
all δ, p(deg(h) − δ) ≥ 0 and p · qδ + q · p(deg(h) − δ) = pq deg(h) is
independent of δ. Thus hp,q is a (p, q)-homogeneous polynomial. If p < 0
and q > 0, the (p, q)-homogenization is defined by hp,q(X, Y) = h(XqY−p).
Since p < 0, hp,q is a polynomial and one easily checks that it is (p, q)-
homogeneous of order 0. The (0, 1)-homogenization of h ∈ K[X] is h itself.
The (1, 0)-homogenization is only defined for h ∈ K[Y] and is the identity
too. It is clear that for all p and q, the (p, q)-homogenization of a product
h1h2 equals the product of the (p, q)-homogenizations of h1 and h2.
We define the normalization of a bivariate polynomial g, denoted by g◦,
as g◦(X, Y) = X− valX(g)Y− valY(g)g(X, Y), so that valX(g◦) = valY(g◦) =
0. Note that the (p, q)-homogenization of h ∈ K[X] is a normalized
polynomial, and every irreducible polynomial is in particular normalized.
If g = ∑j bjX
γjYδj is normalized and (p, q)-homogeneous (p, q 6= 0) of
order ω, then q|γj and p|δj for all j. Indeed, since g is normalized, there
exists j1 such that γj1 = 0. Hence qδj1 = ω and q|ω. Let us thus write
ω = qω′. Now for all j, pγj = qω′ − qδj, whence γj is divisible by q since
p and q are relatively prime. In the same way, p divides δj.
We first show that for all p and q, one can reduce the computation of
the degree-d (p, q)-homogeneous factors of f to the computation of the
degree-(d/q) factors of some univariate lacunary polynomials.
Theorem 7. Let f = ∑kj=1 cjX
αjYβ j ∈ K[X, Y] and let f1, . . . , fs be its
(p, q)-homogeneous components for some p and q, q 6= 0. Then multg( f ) =
min1≤t≤s(multg( ft)) for any (p, q)-homogeneous irreducible polynomial g.
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Moreover, if f ◦t denotes the normalization of ft for all t,
multg( ft) = multg(X1/q,1)( f
◦
t (X
1/q, 1)).
Proof. If f = gµh, one can write h = h1 + · · · + hs′ as a sum of (p, q)-
homogeneous components. Then each gµht is (p, q)-homogeneous, and
they have pairwise distinct orders. Hence s′ = s and, up to reordering,
gµht = ft for all t. Therefore, multg( f ) ≥ mint(multg( ft)). The converse
inequality is obvious.
For the second part, let us assume that f itself is a (p, q)-homogeneous
and normalized polynomial. As mentioned earlier, q|αj. Therefore fq(X) =
f (X1/q, 1) and gq(X) = g(X1/q, 1) are polynomials. Suppose that f = gµh.
Then h is also (p, q)-homogeneous. Since f is normalized, h is normalized
and the exponents of X in h are multiples of q. In other words, fq(X) =
gq(X)µh(X1/q, 1) is an equality of polynomials. Conversely, suppose that
there exist hq such that fq(X) = g
µ
q (X)hq(X). To prove that gµ divides f ,
it suffices to (p, q)-homogenize this equality. One can easily check that the
(p, q)-homogenization of fq and gq are f and g respectively. Thus if we
denote by h the (p, q)-homogenization of hq, f = gµh.
The case q = 0 is similar. The only difference is for the second part of
the theorem: The conclusion is multg( ft) = multg( f ◦t (1, Y)) since g ∈ K[Y]
and g(1, Y) = g(X, Y).
We can now give an algorithm to compute the degree-d weighted
homogeneous factors of a bivariate lacunary polynomial, provided we
dispose of an algorithm for the computation of the degree-d factors of
univariate polynomials. We assume that such an algorithm is given as an
oracle.
Algorithm 1.
Input: A polynomial f ∈ K[X, Y] given in lacunary representation and an
integer d.
Output: The list L of the degree-d weighted homogeneous factors of f , with their
multiplicities.
Oracle: Given f0 ∈ K[X] in lacunary representation and an integer d, computes
the degree-d factors of f0.
1. Compute Newt( f ) and initialize L← ∅.
2. For each pair of parallel edges in Newt( f ), of slopes−q/p with |p|, q ≤ d:2
2Vertical edges are said to have slope −1/0 by convention.
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(a) Compute the (p, q)-homogeneous components f1, . . . , fs of f , and
their normalizations f ◦1 , . . . , f
◦
s ;
(b) For t = 1 to s:
i. Using the oracle, compute the degree-(d/q) factors (h1, µ1), . . . ,
(hst , µst) of f
◦
t (X
1/q, 1), resp. f ◦t (1, Y) if q = 0;
ii. Let Lt be the list of pairs (gu, µu), 1 ≤ u ≤ st, such that gu is
the (p, q)-homogenization of hu and deg(gu) ≤ d.
(c) L← L ∪⋂st=1 Lt.
3. Return L.
In the algorithm, union and intersection are multisets operations: if
(g, µ1) ∈ L1 and (g, µ2) ∈ L2, then L1 ∪ L2 contains (g, max(µ1, µ2)) and
L1 ∩ L2 contains (g, min(µ1, µ2)).
Proposition 8. Algorithm 1 is correct. If the input polynomial has degree D and
k terms, the algorithm uses at most (k log D + d)O(1) bit operations, plus dO(1)
per factor in post-processing. The sum of the sizes of all the univariate lacunary
polynomials given to the oracle is at most k2 size( f ).
Proof. A (p, q)-homogeneous polynomial has a Newton polygon contained
in a line of slope −q/p. By Ostrowski’s Theorem, f can have a (p, q)-
homogeneous degree-d factor only if its Newton polygon has two parallel
edges of slopes −q/p with |p|, q ≤ d. (There is a special case: (0, 1)-
homogeneous factors are factors depending only on the variable X and
correspond to vertical edges.) Therefore, the set of pairs (p, q) is correctly
computed.
Now for each such pair (p, q), the algorithm computes the (p, q)-
homogeneous factors of f of degree d. The correctness of this part directly
follows from Theorem 7. It is enough for the oracle to compute degree-
(d/q) factors since for a degree-d factor g of ft, g(X1/q, 1) has degree d/q.
Note that the factors we compute may still be of degree larger than d,
hence we discard the higher-degree factors.
All the steps are easily seen to be polynomial-time computable since
they consist in simple manipulations of lists of integer exponents, including
the computation of the Newton polygon as noticed at the end of Sec. 2.
For each factor, the post-proceessing step is a computation on a list of
exponents of size at most dO(1).
There are at most k/2 pairs of parallel edges in Newt( f ). For each such
pair, since f1, . . . , fs have a lacunary representation, ∑t size( ft) = size( f ),
whence the result.
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4 Inhomogeneous factors
In this section, we study the factors of a bivariate lacunary polynomial
whose Newton polygon is not contained in a line, that is which are not
weighted homogeneous. For a bivariate lacunary polynomial f and an
irreducible polynomial g having a root φ ∈ K〈〈X〉〉, we first give a bound
on the valuation of f (X, φ(X)) in the first section. In the second section,
we use this bound to give a Gap Theorem for inhomogeneous degree-d
factors of bivariate lacunary polynomials. We deduce an algorithm to
reduce the computation of these factors to some bivariate low-degree
factorizations.
4.1 Bounds on the valuation
The aim of this section is to prove the following theorem.
Theorem 9. Let g ∈ K[X][Y] be an irreducible polynomial of total degree d such
that ∂g∂Y 6= 0, and φ ∈ K〈〈X〉〉 be a root of g of valuation v.
Let f = ∑`j=1 cjX
αjYβ j be a polynomial with exactly ` terms, and suppose
that the family (Xαjφβ j)1≤j≤` is linearly independent.
Then
val
(
f (X, φ(X))
) ≤ min
1≤j≤`
(αj + vβ j) + (2d(4d + 1)− v)
(
`
2
)
.
The proof of this theorem is based on the Wronskian of a family of
series.
Definition 10. Let f1, . . . , f` ∈ K〈〈X〉〉. Their Wronskian is the determinant
of the Wronskian matrix
wr( f1, . . . , f`) = det

f1 f2 · · · f`
f ′1 f
′
2 · · · f ′`
...
...
...
f (`−1)1 f
(`−1)
2 · · · f (`−1)`
 .
The main property of the Wronskian is its relation to linear indepen-
dence. The following result is classical (see for instance [3]).
Proposition 11. The Wronskian of f1, . . . , f` is nonzero if and only if the f j’s
are linearly independent over K.
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We first need an easy lemma, already proved in [5, 4] in the context of
polynomials. The exact same proof remains valid with Puiseux series.
Lemma 12. Let f1, . . . , f` ∈ K〈〈X〉〉 be Puiseux series in the variable X. Then
val(wr( f1, . . . , f`)) ≥
`
∑
j=1
val( f j)−
(
`
2
)
.
We aim to upper bound the valuation of the Wronskian of the fam-
ily (Xα1φβ1 , . . . , Xα`φβ`). We need first the following lemma, borrowed
from [17].
Lemma 13. Let g, φ and f be as in Theorem 9, and let gY =
∂g
∂Y . Then
wr(Xα1φβ1 , . . . , Xα`φβ`) = XA−(
`
2)φB−(
`
2)
h`(X, φ)
g`(`−1)Y (X, φ)
where A = ∑j αj, B = ∑j β j and h` is a polynomial of degree (1 + 2d)(
`
2) in
each variable.
It remains to obtain a valuation bound for a Puiseux series in terms of
a vanishing polynomial.
Lemma 14. Let g and φ be as in Theorem 9. Let h(X, Y) be a polynomial of
degree at most δ in each variable. Then |val(h(X, φ))| ≤ 2dδ.
Proof. Let us consider the resultant
r(X, Y) = resZ(g(X, Z), Y− h(X, Z)).
Then r(X, h(X, φ)) = 0 vanishes since φ is a common root of both polyno-
mials in the resultant.
Let us now consider the degree of r in X. The coefficients of g(X, Z)
viewed as a polynomial in Z have degree at most d in X by definition.
In the Sylvester matrix, δ rows are made of the coefficients of g since
Y − h(X, Z) has degree δ in Z. In the same way, the Sylvester matrix
contains d rows with the coefficients of Y − h(X, Z), each of which has
degree at most δ in X. Altogether, each term in the resultant has degree at
most 2dδ in X.
We have shown that h(X, φ) is a Puiseux series which cancels a poly-
nomial r of degree at most 2dδ in X. By Newton-Puiseux Theorem, the
absolute value of its valuation is at most 2dδ.
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of Theorem 9. Let W be the Wronskian of the family (Xα1φβ1 , . . . , Xα`φβ`)
and ψ = f (X, φ). Without loss of generality, let us assume that minj(αj +
vβ j) is attained for j = 1.
Using column operations on the Wronskian matrix, one can replace the
first column by ψ and its derivatives. The determinant of the new matrix
is the Wronskian Wψ of ψ, Xα2φβ2 , . . . , Xα`φβ` . We have Wψ = a1W and
their valuations coincide. By Lemma 12,
val(Wψ) ≥ val(ψ) +∑
j>1
(αj + vβ j)−
(
`
2
)
.
On the other hand, since the family (Xαjφβ j)j is linearly independent,
there exists a nonzero h` such that
W = XA−(
`
2)φB−(
`
2)
h`(X, φ)
g`(`−1)Y (X, φ)
according to Lemma 13. Moreover val(h`(X, φ)) ≤ 2d(2d + 1)(`2) and
val(gY(X, φ)) ≥ −2d2 by Lemma 14. Therefore,
val(W) ≤ A−
(
`
2
)
+ v
(
B−
(
`
2
))
+ 2d(4d + 1)
(
`
2
)
.
Since A = ∑j αj and B = ∑j β j,
val(ψ) ≤ α1 + vβ1 − v
(
`
2
)
+ 2d(4d + 1)
(
`
2
)
.
The conclusion follows, since α1 + vβ1 = minj(αj + vβ j).
4.2 Gap Theorem and algorithm
Theorem 15 (Gap Theorem). Let v ∈ Q, d ∈ N?, and f = f1 + f2, where
f1 =
`
∑
j=1
cjXαjYβ j and f2 =
k
∑
j=`+1
cjXαjYβ j
satisfy αj + vβ j ≤ αj+1 + vβ j+1 for 1 ≤ j < k. Assume that ` is the smallest
index, if it exists, such that
α`+1 + vβ`+1 > (α1 + vβ1) + (2d(4d + 1)− v)
(
`
2
)
.
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Then for every irreducible polynomial g of degree at most d such that g has a
root of valuation v in K〈〈X〉〉,
multg( f ) = min(multg( f1), multg( f2)).
Proof. Let us view g as a polynomial in K[X][Y], and let φ ∈ K〈〈X〉〉 be a
root of g of valuation v. Then g divides f (resp. f1, resp. f2) if and only if
f (X, φ) = 0 (resp. f1(X, φ) = 0, resp. f2(X, φ) = 0). And if g divides both
f1 and f2, it divides f . Let us assume that g does not divide f1 and prove
that in such a case, it does not divide f either. Let ∆ = 2d(4d + 1)− v.
Since g does not divide f1, f1(X, φ) is nonzero. Let us consider a basis
(Xαjtφβ jt )1≤t≤m of the family (Xαjφβ j)1≤j≤` and rewrite f1(X, φ) as
f1(X, φ) =
m
∑
t=1
btXαjtφβ jt
where b1, . . . , bm are linear combinations of c1, . . . , c`. Without loss of
generality, we assume that bt 6= 0 for all t. Using Theorem 9, the valuation
of f1(X, φ) is bounded by αj1 + vβ j1 + ∆(
m
2 ). Furthermore, by minimality
of `, αj1 + vβ j1 ≤ α1 + vβ1 + ∆(j1−12 ). Thus
val( f1(X, φ)) ≤ α1 + vβ1 + ∆
((
j1 − 1
2
)
+
(
m
2
))
.
Since j1 + m− 1 ≤ `, we deduce that val( f1(X, φ)) ≤ α1 + vβ1 + ∆(`2) by
superadditivity of the function ` 7→ (`2).
Now, val( f2(X, φ)) ≥ α`+1 + vβ`+1 > val( f1(X, φ)) by hypothesis.
Hence f (X, φ) = f1(X, φ) + f2(X, φ) cannot vanish. That is, g does not
divide f .
To obtain the conclusion on the multiplicity of g as a factor of f , it
remains to apply the same proof to the successive derivatives of f , f1 and
f2. The point is that these derivatives have the same form as f , f1 and f2 if
no term vanishes. This can be ensured by multiplying f by large powers
of X and Y, without changing its non-monomial factors.
In the Gap Theorem, we assumed that αj + vβ j ≤ αj+1 + vβ j+1 for
all j. That is, we put an order on the monomials which depends on the
value of v. Since we aim to use this theorem with different values on
v, we restate it without referring to the order: Let I = {1, . . . , k}, and
suppose that I can be partitioned into I1 unionsq I2 such that I1 = {i ∈ I :
αi + vβi ≤ minj(αj + vβ j) + ∆(`2)} where ∆ = 2d(4d + 1)− v. Then any
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degree-d polynomial g which has a root of valuation v in K〈〈X〉〉 satisfies
multg( f ) = min(multg( f|I1), multg( f|I2)), where f|I1 = ∑j∈I1 cjX
αjYβ j
and f|I2 is defined similarly.
It is straightforward to extend the Gap Theorem to a partition of I into
subsets I1, . . . , Is, using recursion: Let us rename I2 into J . Suppose we
have partitioned I as (⊔tu=1 Iu) unionsq J . We can partition J = J1 unionsq J2 using
the Gap Theorem with f|J . Then let It+1 = J1 and J = J2. When the
Gap Theorem stops working because there is no more gap, let Is = J .
For all t and all j1, j2 ∈ It,∣∣(αj1 + vβ j1)− (αj2 + vβ j2)∣∣ ≤ ∆(|It| − 12
)
.
For 1 ≤ t ≤ s, let ft = f|It . The previous construction together with
the Gap Theorem ensures that multg( f ) = mint(multg( ft)). Our goal is
to refine the partition of I into smaller subsets such that the polynomials
obtained from this partition after normalization have low degree.
We first prove an easy lemma useful to give bounds in the next theorem.
Lemma 16. Let v1 = p1/q1 and v2 = p2/q2 two rational numbers such that
0 < p1, q1, p2, q2 ≤ d and v1 > v2.
Then 1/(v1 − v2) ≤ d2 and (v1 + v2)/(v1 − v2) ≤ 2d2.
Proof. We have
p1
q1
− p2
q2
=
p1q2 − p2q1
q1q2
and since v1 > v2, the numerator is a nonzero integer and v1 − v2 ≥ 1/d2.
Similarly,
v1 + v2
v1 − v2 =
p1q2 + p2q1
p1q2 − p2q1 ≤ 2d
2.
Theorem 17. Let f , g ∈ K[X, Y] such that f has k monomials and g has a degree
d and is not weighted homogeneous. There exists a deterministic algorithm that
computes in time polynomial in k and d a set of at most k polynomials f ◦1 , . . . ,
f ◦s , such that each f ◦t has `t nonzero terms, with ∑t `t = k, and degree at most
O(d4(`t−12 )), and such that
multg( f ) = min
1≤t≤s
(multg( f ◦t )).
Proof. Since g is not weighted homogeneous, its Newton polygon is not
contained in a line. Therefore, it has at least two non-parallel edges e1 and
e2. The idea is to apply the Gap Theorem twice: first to f with e1 to get
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a partition I1 unionsq · · · unionsq Is′ of I = {1, . . . , k}, and then to each ft = f|It with
e2 to refine the partition. We shall then prove that this refined partition
defines low-degree polynomials.
There are three cases to handle: either Newt(g) has two edges in its
lower hull, or it has two edges in its upper hull, or it has an edge in the
lower hull and at least one vertical edge. To simplify notations, let us
define D = 2d(4d + 1), ∆1 = D− v1 and ∆2 = D− v2.
The first case is simple. Let −v1 be the slope of e1 and −v2 the slope
of e2, so that g has a root of valuation v1 and another one of valuation v2
in K〈〈X〉〉. We can apply the Gap Theorem to f with v = v1 to partition
I = I1 unionsq · · · unionsq It, and then apply it to each ft = f|It with v = v2 to
partition each It as It,1 unionsq · · · unionsq It,st . Consider one subset It,u and the
corresponding polynomial ft,u = f|It,u . Let us assume without loss of
generality that αi + viβi = minj∈It,u(αj + viβ j) for i = 1, 2. Then for all
j ∈ It,u and for i = 1, 2, αj + viβ j ≤ αi + viβi + ∆i(`2). Let `t,u = |It,u|.
Then for all p, q ∈ It,u,
αp − αq = (αp − α1) + (α1 − αq)
≤ v1(β1 − βp) + ∆1
(
`t,u − 1
2
)
+ v1(βq − β1)
≤ v1(βq − βp) + ∆1
(
`t,u − 1
2
)
.
This inequality still holds if we replace v1 by v2 and if p and q are ex-
changed. In other words,
αq − αp ≤ v2(βp − βq) + ∆2
(
`t,u − 1
2
)
.
We can sum both equations and reorganize to obtain
(βp − βq)(v1 − v2) ≤ (∆1 + ∆2)
(
`t,u − 1
2
)
.
Since p and q can once again be exchanged, we conclude that for all p and
q, ∣∣βp − βq∣∣ ≤ ∆1 + ∆2|v1 − v2|
(
`t,u − 1
2
)
.
Using very similar arguments, one easily shows that∣∣αp − αq∣∣ ≤ |v1|∆2 + |v2|∆1|v1 − v2|
(
`t,u − 1
2
)
.
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By Lemma 16, |αp − αq|, |βp − βq| ≤ O(d4(`t,u−12 )). Therefore the polyno-
mial f ◦t,u obtained after normalization of ft,u has `t,u nonzero terms and
degree at most O(d4(`t,u−12 )). The theorem follows, with s = ∑t st.
The next two cases actually reduce to the first one. For the sec-
ond case, one can consider the reciprocals f X of f and gX of g with
respect to the variable X, defined by f X(X, Y) = XdegX( f ) f (1/X, Y) =
∑kj=1 cjX
γjYβ j where γj = degX( f )− αj for all j and similarly for gX. Then
multg( f ) = multgX( f
X) and we can apply the first case since the lower
hull of Newt(gX) has two edges. The bounds on the degrees of the
polynomials we obtain are still valid for their reciprocals.
The third case corresponds to e2 being vertical. We simply invert the
variables and consider f¯ (X, Y) = f (Y, X) and g¯(X, Y) = g(Y, X). Then
Newt(g¯) must have two edges either in its lower hull or in its upper hull.
This means that either the first or the second of the previous cases can be
applied to f¯ to still obtain the same bounds.
Algorithm 2.
Input: A polynomial f ∈ K[X, Y] given in lacunary representation and an
integer d.
Output: The list L of the degree-d inhomogeneous factors of f , with their multi-
plicities.
Oracle: Given a degree-O(d4k2) polynomial g ∈ K[X, Y], computes the irre-
ducible factorization of g.
1. Compute Newt( f ) and initialize L← ∅;
2. For each pair of non-parallel edges in Newt( f ):
(a) Compute f ◦1 , . . . , f
◦
s according to Theorem 17;
(b) For t = 1 to s: Compute the list Lt of degree-d factors of f ◦t using the
oracle;
(c) L← L ∪⋂st=1 Lt.
3. Return L.
Proposition 18. Algorithm 2 is correct. If f has degree D and k nonzero terms,
the algorithms uses at most (k log D + d)O(1) bit operations, and the sum of the
degrees of the bivariate polynomials given to the oracle is at most O(d4k4).
Proof. The correctness follows from Ostrowski’s Theorem and Theorem 17.
Furthermore, for each pair of edges, the polynomials f ◦1 , . . . , f
◦
s have
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degree at most O(d4(`t−12 )) for all 1 ≤ t ≤ s, with ∑t `t = k. By superaddi-
tivity of the function ` 7→ (`2), ∑t deg( f ◦t ) ≤ O(d4(k−12 )). Since there are at
most (k2) pairs of distinct edges, the result follows.
5 Multivariate polynomials
To extend our method to multivariate polynomials f ∈ K[X1, . . . , Xn], a
first idea consists in considering the n-dimensional Newton polytope of
f . Yet the computation of the Newton polytope is not polynomial in
n. Actually, we will use the n(n − 1) possible 2-dimensional Newton
polygons. For, we extend our definition of Newt( f ): If i1 6= i2, Newti1,i2( f )
is the Newton polygon of f viewed as an element of R[Xi1 , Xi2 ] where R is
the polynomial ring in the (n− 2) other variables over K.
As for the case of bivariate polynomials, there exists a special case.
This special case corresponds to factors g whose n-dimensional support
is contained in a line (and thus is 1-dimensional). As for weighted ho-
mogeneous factors in the bivariate case, the computation of these factors
reduces to univariate lacunary polynomials. Let us call these polynomials
unidimensional polynomials. Note first that for such a factor g, Newti1,i2(g)
is contained in a line for all i1 and i2. Consider the Newton polygons
Newt1,i for all i > 1. If f has a unidimensional factor g depending on
X1, there exists a corresponding pair of parallel edges in each Newt1,i(g),
which are horizontal if g does not depend on i. Actually, these pairs of
edges correspond to a same pair of edges in the n-dimensional Newton
polytope of g. The algorithm to compute unidimensional factors depending
on X1 is as follows: Consider all the parallel edges in Newt1,2( f ). For each
such pair, pick one of the edges (say in the lower hull or on the left if it
is vertical) and denote by (a1, a2) and (b1, b2) its endpoints. Then, each
Newt1,i( f ) should have an edge of endpoints (a1, ai) and (b1, bi) for some
ai and bi, as well as an edge parallel to this one if ai and bi are not both
zero (in which case we are considering a factor which does not depend
on Xi). Thus for each pair of parallel edges of Newt1,2( f ), we check if
the corresponding edges exist in Newt1,i( f ) for i > 2. Now if we view f
as a polynomial in X1 and X2, it is weighted homogeneous and we can
apply the algorithm for bivariate polynomials to eliminate the variable
X2. In the same way we eliminate all the variables Xi for i = 2 to n and
we get univariate lacunary polynomials. If we have an oracle computing
their low-degree factors, we can reconstruct, as in the bivariate case, the
corresponding unidimensional factors, variable by variable. This gives all
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the factors depending on X1. We apply the same algorithm forgetting the
variable X1 and replacing its role by X2 to compute the factors depending
on X2 and not on X1. We continue with all variables to get all the unidi-
mensional factors. The running time of this algorithm is polynomial in
n, k and log(D) where k is the number of nonzero terms in f and D its
degree.
Let us now consider a multidimensional factor g, that is a factor whose
support is not contained in a line. Then for every variable Xi1 , there exists
at least one variable Xi2 such that Newti1,i2(g) is not contained in a line,
but in one case: if g does not depend on Xi1 . The idea of the algorithm is
the following: For all variables Xi, i > 1, consider the Newton polygons
Newt1,i( f ). For each i, partition the set I = {1, . . . , k} into I1 unionsq · · · unionsq Is
according to the pairs of non-parallel edges, as in the proof of Theorem 17.
Thus, we have (n− 1) partitions of I . The idea is now to merge these
partitions to build a single partition. For, suppose we have two partitions
I = ⊔t J 1t and I = ⊔t J 2t that we want to merge. We define a new
partition I = ⊔t It recursively. Let I1 = {1}. Then, for every j ∈ I1, if
j ∈ J 1t and j ∈ J 2t′ , we replace I1 by I1 ∪ J 1t ∪ J 2t′ . Once every index j inI1 has been treated, we take the smallest index j /∈ I1 and define I2 = {j}.
We apply the same algorithm to I2 and recursively build a partition of I .
If two distinct indices j1 and j2 belong to a same subset J it (i = 1 or
2) of a partition, we have |α1,j1 − α1,j2 | ≤ Cd4|J it |2 for some constant C
(cf. Theorem 17). Consider then two indices j1 and j2 in a same subset It
of the new partition. They can be joined by a path of indices such that
two consecutive indices in this path belong to a same J 1t or a same J 2t .
In other words, there exist indices u1 = j1, u2, . . . , u2m = j2 such that
u1, u2 ∈ J 1t1 , u3, u4 ∈ J 1t3 , . . . , u2m−1, u2m ∈ J 1t2m−1 on the one hand, and
u2, u3 ∈ J 2t2 , . . . , u2m−2, u2m−1 ∈ J 2t2m−2 on the other hand, for some t1, . . . ,
t2m−1. Then,
|j2 − j1| ≤
2m−1
∑
p=1
|α1,up − α1,up+1 |
≤ Cd4(|J 1t1 |2 + |J 2t2 |2 + · · ·+ |J 1t2m−1 |2).
We can assume without loss of generality that the J 1tp ’s are pairwise
distinct, as well as the J 2tp ’s. Since the sum of the sizes of the J 1t ’s,
respectively of the J 2t ’s, is bounded by k, and since the function k 7→ k2
is superadditive, |α1,j2 − α1,j1 | ≤ 2Cd4k2. This means that we can merge
all partitions built using the Newton polygons Newt1,i( f ) to get a new
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partition I = I1 unionsq · · · unionsq Is such that for all t and j1, j2 ∈ It, |α1,j1 − α1,j2 | ≤
O(nd4k2).
This new partition has the property that if we define the normalized
polynomials f ◦t = f ◦|It for all t, then multg( f ) = mint(multg( f
◦
t )) for all
degree-d multidimensional polynomials depending on X1. To include
factors which do not depend on X1, we simply have to ensure that two
indices j1 and j2 such that α1,j1 = α1,j2 belong to the same subset. This can
be done by merging the partition I1 unionsq · · · unionsq Is with the partition induced
by the equalities on α1,j. The bound on |α1,j1 − α1,j2 | remains valid.
Now, we can replace X1 by X2 and refine the partition we have with the
same algorithm, and so on with all variables. Let I = I1 unionsq · · · unionsq Is be the
final partition and let f ◦t be the normalization of f|It for all t. The degree
of f ◦t is at most O(nd4k2) in each variable, and for any irreducible multidi-
mensional polynomial g of degree at most d, multg( f ) = mint(multg( f ◦t )).
It only remains to factorize these low-degree polynomials.
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