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ABSTRACT
The atomic structures and formation energies and volumes of a 
copper crystal for a series of single and multiple point defects have 
been calculated by real-space computer modelling techniques. Stable and 
metastable defect configurations were obtained by iteratively minimizing 
the potential energy of the model crystal. The interaction between atoms 
was described by three new, short-ranged, central, ’non-equilibrium1 
pair-potentials. Each potential was derived in such a manner that they 
reproduce exactly the experimental lattice parameter, the three elastic 
constants C-q» c _^2 an<^  C44 anc^  vacancy formation and intrinsic stacking 
fault energies. The potentials differ only at those separations which 
are less than the first nearest-neighbour distance in copper.
Two types of single vacancies and nine different kinds of single 
interstitials were simulated with each of the potentials. The normal 
vacancy consisting of an empty lattice site is stable whilst the split 
vacancy comprising two nearest-neighbour vacant sites and an atom between 
them is unstable. The nine interstitial configurations studied are the 
octahedral, tetrahedral, crowdion, octahedral-tetrahedral, cctahedral- 
crowdion, tetrahedral-crowdion, split <100>, split <110> and split <111> 
types. For the softest potential all of the interstitials are 
equilibrium structures but for the other two the tetrahedral-crowdion is 
unstable. In each case the tetrahedral interstitial is the stable one.
The stability of vacancy pairs and close-packed clusters of 
trivacancies and tetravacancies were studied using the potential in best 
agreement with experimentally determined single vacancy properties. All 
four of the possible clusters of trivacancies relax to equilibrium 
configurations. The stable trivacancy structure is formed from a tetrahedron
of nearest-neighbour vacant sites enclosing at its centre an atom 
displaced from one of the empty sites. Of the twenty different 
tetravacancies clusters investigated six were either stable or meta­
stable. The lowest energy configuration is derived from the square of 
tetravacancies which relaxes to an octahedral cage of six vacancies 
surrounding two interstitials lying on the long axis of the octahedron. 
The distance between the interstitials is close to the first nearest- 
neighbour separation in copper.
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CHAPTER 1 Elements of Point Defect Theory
1.1 Introduction
Point defects play a key role in a number of physical properties 
of solids. Frenkel (1926) and Schottky (1931, 1935) were the first to 
recognise how vacancies and interstitials modify the behaviour of 
crystals. The defects named after those workers.are thermally generated 
but point defects can be introduced into crystals in two other ways, 
by radiation damage and by mechanical work.
A knowledge of the behaviour of the defects, their formation 
energies and the lattice.distortions produced by them is of considerable 
importance. For instance, it is now accepted that irradiation swelling 
is caused by the different distortion fields that occur around an 
interstitial and a vacancy (Greenwood et al, 1959). Irradiation creep 
is attributed to the differences between the elastic properties of the 
material in the defect region and the bulk. The electrical resistivity, 
diffuse X-ray and thermal neutron scattering due to point defects all 
depend on the lattice distortion in the neighbourhood of the defect.
In .this thesis calculations, for copper, of the formation 
energies and displacement fields for single vacancies, vacancy pairs and 
close-packed clusters of trivacancies and tetravacancies as well as 
several types of single interstitials at OK are reported. The 
calculations were performed by minimizing in real-space the potential 
energy of a model crystal.
In order to compare the results of previous workers with those 
reported here, it will be necessary in later sections to draw together 
the threads of continuum theory, KanzakiTs reciprocal-space method and
real-space procedures. In the next four subsections the bases of the 
three approaches are sketched.
1.2 Classical Linear Elasticity Theory
A brief account of linear elasticity is presented in this 
section. No attempt at rigour or completeness is made, for its purpose 
is only to provide the groundwork for later sections. For a more 
thorough treatment the reader is referred to the definitive review by 
Eshelby (1956), where the limitations of the linear theory and its 
applications to point defects are discussed in detail. The following 
approach may be found in Hirthe and Lothe (1968).
In the infinitesmal theory, if the displacement vector, u, 
at the point r, has components u^, the strains e^ are defined as
1
e .. = —
ID 2
3u. 3u.
— i + — 1
3x. 3x.
D i
(1.1)
For small deformations 3u./3x., the stresses O.. are a linear
■l D
function of the strains, so
aij = Cijk£ekX. (1'2)
where the C... „ are the elastic constants, 
ljkx,
At rest each infinitesmal volume element of the body is in 
mechanical equilibrium and provided there are no internal torques
(1.3)
From (1.1), (1.2) and (1,3), the elastic constants are 
subject to the symmetry conditions
Cijk& = Cjik& = Cji£k ~ Cij£k
Because the sum of the forces acting on a volume element are 
zero, the equations of equilibrium are
3cr. .
 11
3x.
D
+ F. = 0 (1.5)
where F is the body force per unit volume.
Substituting (1.1) and (1.4) into (1.2) we obtain
8uk
a.. = C... „ T-i (1.6)i] i^k£ 3x^
Inserting (1.6) into (1.5) gives
32uv
C. + F. = 0 (1.7)
ijk£ 3x.3x^ i
At this point it is convenient to introduce the tensor Green’
function, U..(r). From the usual definition of a Green’s function,
ID -
lhj(r_) is a solution of the set of differential equations
32U
c--vo (r) + = 0 1^-8)ink£ 3x.3xo —  lm —
D £
and a continuous distribution of forces F(r) in an elastic medium
produces displacements given by
The tensor Green’s function is not available in an analytic 
form except for isotropic materials and those with hexagonal symmetry 
(KrBner, 1953).
1.3 The Continuum Theory of Point Defects
Undoubtedly the simplest model of a point defect consists of 
a spherical inclusion placed inside a smaller or larger spherical hole. 
The surfaces of the matrix and inclusion are imagined to be welded
together and the whole is allowed to relax. In an infinite isotropic
continuum the displacement field is given by
00 o
ii (r) = Cr/r , r > Rq (1.10)
R is the final radius of the inclusion and C is a constant0
which depends on Poisson’s ratio and the original radii of the hole 
and inclusion (Mott and Nabarro, 1940).
A more elegant, but by no means more physical approach to 
the problem no|es that the field (1.10) is produced by a distribution 
of body force
| .
F.(r) = -G - -  6(r) (1.11)
1  —  d x .  —1
which is equivalent to three, equal, perpendicular dipoles or double 
forces, without moment (Eshelby, 1956). The defect scalar strength 
G can be generalised to a strength tensor so as to represent an 
ellipsoidal inclusion.
Thus from (1.9) and (1,12)
(1.13)
(1.13) is a perfectly general result for an infinite continuum.
Clearly if the tensor Green's function is known the displacement field 
can be readily calculated for any point defect within the limitations 
of the model. The isotropic continuum Green's function is (Hirth and 
Lothe, 1968)
The displacement is purely radial in nature so the single 
component is
00 = G _1_ 
ur 47r(A+2y) r 2
00
Thus the defect produces a volume expansion AV in an 
infinite continuum
(1.14)
where y and A are the Lame constants of the continuum. Substituting
(1.14) into (1.13), the equivalent solution to (1.10) is
—  (2-} = wTXTzifJ
r
r 3
oo o oo
AV = 4irr2u = G/(A+2y) 
r
In a finite continuum additional ’image1 displacements
I 00u are necessary to annul the surface tractions produced by u on
the crystal surface. As a consequence the total displacement field 
. 00 I /is u_ .+ u_ (Eshelby, 1956). Equivalently a term ar, where a is a
00
constant, must be added to u to ensure that the stress a
r rr
vanishes at the surface of the continuum, since no forces can act 
normal to a free surface. Then
u^ = G/4Trr2 (A+2y) + ar (1.15)
t
In spherical coordinates, the appropriate form of (1.6) is 
9u u
a = U+2y) + 2\ ~  (1.16)rr 9r r
If for the sake of simplicity the continuum is a sphere of 
radius R, on combining (1.15) and (1.16) we obtain
a = yG/tR3 (A+2y)(3A+2y)
Then in a finite continuum the defect produces a volume 
expansion AV where
AV = 4uR2ur(R) = 3G/(3A+2y) = G/K (1.17)
K is the bulk modulus of the isotropic material. Eshelby (1956) 
proved (1.17) for isotropic materials only, but Hardy (1968a) has 
been able to show that the last form, in terms of the bulk modulus, 
is a general result for those defects such as the vacancy, which have 
equal diagonal and zero off-diagonal strength tensor components.
• The continuum theory unfortunately suffers from a grave 
defect which limits the usefulness of (1,17); from continuum considerations 
alone, it is not possible to determine the parameters G and AV.
1.4 The Defect Strength Tensor
The defect strength tensor is an unknown factor in the 
continuum theory. However Hardy (1960, 1968b) has shown a connection 
between the continuum and discrete lattice theories which allows the 
unambiguous identification of G. The components G_^ are uniquely 
determined by the displacement field and the atomic forces in the 
vicinity of the defect. Hardy’s work will not be repeated here but 
a more general procedure suggested by Heald (1976) is followed.
If the atoms of a perfect lattice are assumed to interact 
with one another through two-body forces, the potential energy Eq due 
to the pair-potential V is given by
V H  V(s-s')
SJCS’
where the sum is performed over all of the lattice sites.
Consider the introduction into the crystal of n point defects 
which interact with the host atoms through pair-potentials i//71 and 
among themselves by \}jmm where m and m ’ label the defects. The 
atoms of the crystal previously on lattice sites are displaced by 
u, so that the potential energy of the new system is
where rm is the position of the defect m.
At equilibrium
+ auTTsJ + ~ -  ~ - -  ^
S 2. “■
Clearly the force on the atom now at s + u(s) due to the
defects at each rm is F where
 ^,m
F. = I F. (s + u(s) - r ) = -I v -y (1.19)
1 ** 1 — ------- —   ^du.Cs; ■m m i  —
If the defect system is made one cell of an infinite superlattice 
of defect systems we may write
«-i m * / \ in\ 1 v p Hi/ % • / / \ m\Fi (£ + u(s_) - r ) = —  ^  F^ (c^) exp i£. (a + u(s_) - r )
1 (1.20)
where the wave vectors £ satisfy periodic boundary conditions and N 
is the number of unit cells in each supercell.
Inserting the Fourier transform of T ™  ' (<^) into (1.20) we
obtain
where V is the defect cell volume, c
Expanding the first exponential in (1.21) is series
gives
_1
.V dVF^m(r_)(l - iq.r_ - ^<3?£)2 + ...)exp ic[. C _s+u_( s_) — )
If the ^vectors in the bracket are replaced by differential 
operators and the summation over q is performed (1.19) becomes
Fl = I dVFArHl-r. 3-('s'+u'(s)’)+ * * * (1.22)
Later it will be shown that the first term is zero. The 
second term which is just the part which arises in the long wavelength 
limit (small wave vector _q_) bears a remarkable resemblance to the 
body force distribution for defects in the continuum theory, namely
r m a nu-) G. . —  o(r - r )L i] 3x. — —m 3
The second term in (1.22) may be written
-I
m
dV’F1? (r’ )r.f 6(r - rm ) l —  n dr. —  —
. 3
where r_ = s_ + • The strength tensor of defect m can now be
identified as
(r) is not a continuous function but a distribution of 
discrete forces. If we ignore the mathematical difficulties which 
arise with distributions (Messiah, 1961)
 ^m v* _—,m * f \ • ^\ / f \G.* = ) F. (s+u(s) - r )(s.+u.(s)-r.) 
1D g 1 ----- - 1 3 - 1
This result differs slightly from Hardy’s who in the same 
notation obtained
m VT-,m/ / v m w  m.G .. = T F. (s+u(s) - r )(s.-r.) 
13 “ i   -  3 3
Obviously within the continuum theory the two results agree 
since in 1.2 the displacements u_are explicitly assumed to be 
infinitesmal.
No assumptions have been made concerning the crystal structure 
so the result is structure independent; furthermore it is valid for 
vacancies or substitutional defects when r™ coincides with a lattice 
site, and for interstitials when it does not.
It is still necessary to prove that the first term in (1.22) 
is zero. In order to do so consider (1.18.), the potential energy of 
the defect system. Suppose the atoms of the defect system are 
displaced from their equilibrium sites by w(s_) or w(r_m) depending on 
whether they were originally on displaced lattice sites or defect 
sites, then the, potential energy of the displaced defect system is
H  A s +w(s) - r -w(r ))
m s
, 1  r lflm m m ,  , m s m ’ , m ’ v v
+ 2 I r (r ))
mphn
+ i £ V(s_+_w( s_)-s_’ -_w( s_’ ) ) (1.23)
s^sf
where for convenience s labels not the perfect lattice sites as 
previously but the equilibrium sites of the defect system.
If the first term of (1.23) is expanded as a Taylor series 
in powers of the atomic displacements we obtain
The subscript o indicates the derivatives are evaluated at 
the defect system equilibrium positions.
but constant value the potential energy is unchanged; that is the 
potential energy is invariant for rigid body translations. Thus 
if to is purely arbitrary the coefficients of each power of ok must be 
identically zero, then from (1.24)
Kanzaki’s discrete reciprocal-space method of lattice statics
(Kanzaki, 1957) has been used by several workers to calculate the 
displacement fields and formation volumes of both pairs and single 
point defects. In later sections the results of this work will be 
compared with theirs and to facilitate the comparison of real-space 
and reciprocal-space calculations a concise explanation of Kanzaki’s 
method is presented here.
m S
I l (s,rm ) +
o
+ higher order terms (1.24)
Clearly from (1.23) if each to is set to the same arbitrary
which just happens to be the first term in (1.22)
1.5 The Method of Lattice Statics
For convenience consider a single point defect, centred at 
the origin and interacting with the host atoms through a pair- 
potential if), Then from (1.18) the potential energy E^ of the defect 
system is
E , = J \p (s+u(s)) + —  J V (s_+u_( s_)-s’ -uC^1 ) )
s s^s ’
where the symbols are defined in 1.4
If the second term is expanded in a Taylor series in powers 
o'f the displacement u
Ed .= Eo + ^ + I  '
3V 
3u.(s)1 — ui^ —^
I  I
s^s
9 V u.(s)u.(s’)
3u. (s)3u.(s’) i — j —l —  i —  I JJ J  Q
+ higher order terms
where ij = ij (j^ +uXjO) and the subscript zero indicates that the 
s
quantity is evaluated at the perfect lattice equilibrium configuration, 
However at equilibrium the force on every atom must vanish, hence
3V [
3u .(s) [ = 0l  —
If the lattice is assumed to distort harmonically the higher 
order terms may be neglected, then in the harmonic approximation 
the equilibrium configuration of the defect system is given by
Be = 0 = -  ■ ■ -t- y J, a v .
Bu.(s) A . ] Bu.(s)3u.(s’) 
1 —  s' 1 — -i
■ u .(sf) 
3 ~  ■
(1.25)
In order to make use of the powerful Fourier transform 
methods the defect system is made one cell of an infinite superlattice 
of defect systems. If each supercell contains N unit cells and one 
defect the relevant Fourier transforms are
B uTTsi= " I ^  ri(a )exp (1.26)
S V
Bu. (s)3u. (sT 
1 “  3 -
| I Ai.(cL)exp i£.,(£-sT) 
£
where the summation is over the N distinct q_ vectors of the first 
Brillouin zone.
Then (1.25) may be written
r .(£) .= A..(a )Q.(a )
or formally
Qi(q) = (£>rj (£>
where Q is the inverse of A. Then in real-space
ui(£) = f  I r^ .(q)exp i£.£ (1.27)
The relaxation energy of the defect system E will not beK
discussed in any detail and the reader is referred to Flocken and 
Hardy (1970) who in a straightforward manner show
er = - J  I I
i q
Note in (1.27) that the 3N x 3N array of linear equations 
wfiich determine the real-space displacements of the model have been 
reduced to N 3x3 arrays, one for each Q. depends only on the 
specific model chosen to represent the perfect crystal, not the 
defect system, and thus once determined it remains unchanged 
irrespective of the types of point defects subsequently considered.
The point defect-host interaction fixes T for a particular defect 
type and the form of T, of course, is different for each kind of 
defect. Obviously T depends intimately on the derivatives of ip 
but not on \p itself, so only a knowledge of the defect forces 
rather than the defect potential is necessary. In practice (1.27), is 
solved by an iterative technique. Usually r^(q) is first evaluated 
in the zeroth approximation by assuming initially the atoms are not 
displaced.from their perfect lattice sites. The resultant displacement 
field is calculated from (1.27) and I\(q_) is recalculated in the 
light of this information. This procedure is repeated until 
internal consistency to the required accuracy in the displacement 
field is achieved. In particular the displacement for any atom 
can be calculated from (1.27) without explicitly relaxing the whole 
lattice.
CHAPTER 2 Review of Previous Work
2.1 Introduction
The computer simulation of discrete lattices can be naturally 
classified into two equivalent approaches; real-space methods and 
reciprocal-space methods. The history of real-space calculations 
is somewhat longer than the second method, and of course this is 
reflected in the literature; much more work has been devoted to 
real-space simulations. As a consequence this review is divided 
into two unequal subsections. The first and longer part follows 
the development of real-space models of metals to the present day 
and the second covers the reciprocal-space work. In order to limit 
the extent of the review only that work directly applicable to face- 
centred cubic metals is included.
Before the literature is reviewed it is in order to compare 
the two methods and to make an important comment. Flocken and 
Hardy (1970) showed using Kanzaki’s reciprocal-space method (Kanzaki, 1957) 
that the elastic limit is achieved far from the point defect site for 
anisotropic cubic metals. Some authors (Popovic et al, 1974) have
interpreted this result to mean reciprocal-space methods are inherently
!
superior to real-space techniques. Their view is a gross over­
simplification. For point defect systems with a high degree of 
symmetry, such as the single vacancy or the interstitial on an
octahedral site in f.c.c. metals the reciprocal-space methods have
iI
a definite advantage within the harmonic approximation. Thus 
reciprocal-space methods can be used to accurately determine the 
displacement field of a defect in the intermediate region lying 
between the immediate neighbours of the defect and those atoms far 
from the defect. The field far from the defect or Fernfeld, of
course is determined by the atomic forces and relaxations in the 
neighbourhood of the defect (see 1.4). The intermediate region 
falls almost exactly within the boundary region in the majority of 
real-space calculations and since the displacement field there is 
r^ ot generally available in an analytic form, some difficulties can 
occur in real-space simulations.
However when reciprocal-space methods are applied to 
defect configurations of low symmetry, to simulation of anharmonic 
effects, to simulation of defect systems exhibiting large 
relaxations from the perfect lattice sites or to relatively small 
clusters of defects, the arising computational problems are 
tremendous. For example the most complex point defect calculations 
attempted with reciprocal-space methods are the divacancy (Bullough 
and Hardy, 1968; Boyer and Hardy, 1971) and the di-interstitial 
configurations (Flocken and Hardy, 1968; Ivanov et al, 1975), 
whilst Savino and Perrin (1974), have successfully simulated using 
the most advanced real-space techniques, hexagonal clusters of 
61 vacancies. But perhaps the greatest advantage real-space methods 
have over any other method is that once a model has been developed 
and programmed many different defect configurations can be 
investigated without much additional effort.
2.2 Real-Space Simulations
This section will follow the approximate chronological 
development of the real-space models for f.c.c. metals reported in 
the literature. The origin of each model has been traced and although 
at least six or seven different schools or groups of simulators have 
existed their models share only two roots. No attempt will be made 
here to present the numerical values of formation, binding and
migration energies, nor formation volumes for point defects primarily 
because they vary so much from author to author. However, they 
will be discussed and compared with the results reported in this 
thesis in later sections.
The first and by far the most influential model was 
proposed by Huntingdon (1953) who postulated a free-electron model 
for copper in which the ions interacted with each other through 
semi-empirical, repulsive Born-Mayer forces. He studied the mobilities 
of the octahedral and <100> split interstitials (the various types 
of f.c.c. interstitials which have been investigated are shown 
in Fig. (2.1)) and obtained results in surprisingly good agreement 
with the later, more sophisticated calculations; he concluded that 
the split configuration has the lower formation energy and, once 
formed, interstitials easily migrate.
The first computer simulation of a metal was performed by 
Tewordt (1958) for a model based on Huntingdon’s (1953) hand 
calculation. Even though the numerical values of the formation
energies of the defects he considered, namely, the vacancy, the
/
octahedral interstitial and the split <100> interstitial, were not 
calculated in a self-consistent manner his complex model was 
subsequently used in an almost unchanged form by many later investigators.
A lattice of movable atoms was created around a defect in a 
volume termed region I. In region II, a boundary region surrounding 
I, the atomic positions were constrained to satisfy a set of proper 
elastic solutions derived from isotropic continuum theory. Because 
the Born-Mayer potential goes rapidly to zero, region II need contain 
only the first nearest-neighbours of the outer atoms in region I.
The model was relaxed to equilibrium.using a variational method to-
solve a set of linear algebraic equations with the atomic displacements 
and ’strengths’ of the elastic solutions as unknowns. Effectively 
the minimization procedure consisted of a harmonic relaxation of the 
defect configuration. Unfortunately Tewordt did not realise that 
his model’s response was determined by what is now called a ’non­
equilibrium’ potential. A model costal can be at equilibrium at 
the experimental lattice parameter solely under the influence of 
a central pair-potential but if this is the case the model elastic
constants must obey the unphysical Cauchy conditions; when this 
<
occurs the central pair-potential is classified as an ’equilibrium’ ■ 
potential. If however the model is described by a ’non-equilibrium’, 
central pair-potential which accurately reproduces the experimental 
elastic constants an external pressure P =. i  C^j^2“Ci+i+^ ^or cu^^c 
materials must be applied to the crystal to ensure the model has the 
correct lattice parameter. Obviously if the crystal volume changes 
such as when a point defect is created work is done against this 
pressure. Tewordt neglected this important term which is several 
tenths of an electron-volt for copper so his formation energy 
estimates are unreliable but nevertheless his calculations of 
formation volumes are perfectly acceptable. Although Tewordt’s 
numerical values for energies are dubious, he did attempt in an 
inconsistent way to estimate the electronic contributions to the 
formation energies using Fumi’s theory (Fumi, 1955).
In a further paper (Bennemann and Tewordt, I960) the 
Tewordt model was extended to include Morse potential interactions 
(Girifalco and Weizer, 1959) as well as Born-Mayer; the Morse 
potential is an ’equilibrium’ potential. They considered the single 
vacancy and the octahedral interstitial and obtained formation volumes
for them for the two types of potential. They were also able to 
show that pairs of octahedral interstitials can attract one another 
and estimated the recombination volume for Frenkel pairs. The model 
size greatly exceeded that for Tewordt’s earlier work, 500 movable 
atoms were used to simulate the interstitial, and an approximate 
anisotropic elastic solution was applied to region II.
Bennemann (1961a, 1961b) continued the work using the 1960 
model and obtained the displacement fields, formation energies and 
changes in crystal volume for the split <100> and the split <111>. 
Furthermore his model predicted that the octahedral and split <110> 
interstitials were unstable. However he did not attempt to estimate 
the effects of the volume dependent term on the formation energies 
so his results remain suspect. Bennemann did estimate the migration 
energy of the split <100> interstitial to be of the order of a tenth 
of an eV and discovered that the split <111> was separated from the 
surrounding interstitial configurations by small energy barriers.
At about the same time Gibson et al (1960) developed a 
computer model capable of simulating up to 1000 atoms in order to 
study radiation damage in copper at low and moderate energies. Like 
Tewordt's (1958) model theirs was also based on Huntingdon’s (1953)
work. They too simulated several point defects and concluded that
|
the split <100> interstitial was stable, whilst the split <110>, the 
activated crowdion and the octahedral interstitials were not. No 
attempt was male to calculate the formation energies of the defects 
because the surface contribution to them is not well defined for 
their model. However they did estimate the Frenkel pair formation 
energy, which does not include a surface term, and unlike Tewordt 
and his co-worker correctly calculated the volume term contribution.
Gibson et al (196Q) simulated the divacancy of nearest-neighbours 
and found it was loosely bound. They also simulated the most 
compact trivacancy which consists of three vacant sites, each a 
nearest-neighbour of the other two; on {ill} planes the direction 
vectors between the.three vacant sites form an equilateral triangle 
and the three vacancies share one common nearest-neighbour. In 
their simulation the common neighbour relaxed to the centre of 
gravity of the resulting tetrahedron of vacancies formed by its 
own vacant site and the other three. The trivacancy was relatively 
tightly bound.
Using Gibson’s programs, Vineyard (1961) continued the 
investigation of small clusters of vacancies. He studied three 
tetravacancies; the tetrahedron of nearest-neighbour vacancies, the 
square of nearest-neighbours and the square of second nearest- 
neighbours. Vineyard found that the tetrahedron configuration 
was unstable against the formation of four single vacancies but 
both of the square tetravacancies were bound and stable. However 
his nearest-neighbour square tetravacancy relaxed to an 
octahedral cage of vacancies surrounding a pair of asymmetric 
interstitials. Vineyard also considered three nearest-neighbour 
pentavacancy clusters all of which were stable and bound. The 
relaxed configuration of one of them consisted of the smallest 
octahedron of vacancies containing an asymmetrically placed 
interstitial. Vineyard believes the asymmetric relaxations 
are a real effect but since no one has reproduced his results it seems
more likely that his program contained some small error. The 
interaction of nearest-neighbour pairs of split <100> interstitials 
was also studied (Vineyard, 1963); three of the possible four 
orientations were stable and bound.
Gibson’s model has influenced all subsequent workers in the 
field and since it has been recently revived it is in order to 
briefly summarize his method. ' Like Tewordt, Gibson divided his model 
into two domains, region I and region II. However a constant 
inward force was applied to each atom in region II to hold the model 
ih equilibrium against the repulsive Born-Mayer potentials of the 
ions. In addition two other forces were allowed to act on the 
boundary atoms; the first, which was. proportional to the atomic 
displacement of a region II atom from its perfect lattice site, 
simulated an infinite crystal outside of the boundary; the second, 
a viscous force proportional to the velocity of the boundary atom, 
was added to damp the energy of the interior region.
The relaxation procedure, now called ’the dynamical method’ 
consisted of approximately integrating Newton’s equations of motion 
using a finite difference scheme, whilst storing the velocities and 
positions of all the atoms of the model. Because of the viscous 
force at the boundary energy flows out of region I. Gibson et al (1960) 
also introduced the method of dynamic quenching to remove energy from 
the system by setting the kinetic energies of all the atoms to zero 
each time the total kinetic energy passed through a maximum.
Scholtz and Lehmann (1972) have revived Gibson’s model and 
repeated the earlier work of Gibson et al (1960) using a repulsive 
Born-Mayer potential extending in range past second nearest-neighbours 
and fitted to copper data. They thoroughly investigated the Frenkel
pair recombination volume but unfortunately neglected to include the 
volume term contribution to the Frenkel pair formation energy. In 
this paper and a subsequent one (Dederichs and Lehmann, 1973) the 
authors identified the localized and resonance modes of the split 
<100> interstitial which of course can only be accomplished with a 
dynamical relaxation procedure.
Gibson’s model has recently.been used to simulate the
propagation of a chain of collisions along the <100> directions in
copper (Mikhlin and Nelaev, 1973). Their calculation showed, rather 
*
surprisingly, that a single vacancy does not interrupt the 
propagation of a focuson.
In the spirit of Gibson’s calculation Torrens (1973a) has 
simulated the dynamics of copper near the displacement threshold to 
study the creation of Frenkel pairs. He used a dynamical relaxation 
method akin to Gibson's but perhaps the most novel aspect of his 
work concerns the generation of the model crystal. A section of the 
crystal is continuously created around the moving knock-on atom which 
contains all of the atoms the moving atom is currently interacting 
with, as well as their previous history and any atoms which may have 
entered the section from outside. Since the model is effectively 
infinite no boundary conditions are applied. The atomic interaction
f
W[as described by a repulsive Moliere potential (Moliere, 1947) 
which approximates to the Thomas-Fermi potential at high-energies 
and the Born-Mayer at low. In two other papers (Torrens and Robinson,
j
1972; Robinson and Torrens, 1974) the radiation damage investigation
was extended to much higher energies but the results need not concern us 
here.
In analogy with Huntingdon’s work (Huntingdon, 1953)
Mann and Seeger (1960) developed their own semi-empirical Born-Mayer 
potentials for the noble metals. They used their copper potential 
to study the single vacancy, the octahedral interstitial and the 
Frenkel pair (Seeger and Mann, 1960). Their crystal model improved 
on previous models by including for the first time force constants 
compatible with Born and Huang’s lattice theory (Born and Huang, 1954). 
The contribution to the force constants from the Born-Mayer potential 
was subtracted out and the slowly varying remainder was assumed to 
be solely due to the valence electrons. With their model a vacancy 
formation energy is obtained which is quite close to the experimental 
value.
Schottky (1960) used the same model to simulate the nearest- 
neighbour divacancy and the four different nearest-neighbour trivacancy 
clusters. Although all the clusters were stable and bound, Schottky 
was unable to decide whether Gibson’s trivacancy or the corresponding 
equilateral triangle has the lower formation energy.
Seeger et al (1962) simulated the interstitials in copper 
and concluded in agreement with previous workers that the split 
<100> was the most stable. This model allowed approximate anisotropic 
boundary conditions to be applied in the outer region. The split 
interstitial formation energy was only slightly lower than that for 
the octahedral^defect as calculated by Seeger and Mann (1960) but 
the migration energy was rather high.
Using the 1962 anisotropic model Schottky et al (1964) 
computed the strengths and the volumes and energies of formation 
and migration for* the single vacancy and nearest-neighbour divacancy 
in the noble metals. Although the strengths and the formation and 
migration volumes are correct the energies are probably in error
due to a mistake in calculating the bond-breaking contributions 
(Johnson, 1965).
In 1960 Johnson and Huntingdon, with others, reported their 
first computer calculations (Johnson et al, 1960). Using Huntingdon’s 
Born-Mayer potential for copper (Huntingdon, 1953) they considered 
the relative stabilities of the octahedral and split <100> 
interstitials. Their model was similar to Tewordt’s (Tewordt, 1958) 
but the defect system was relaxed from the initial configuration 
by an iterative process which later became a standard relaxation 
method; each atom in the inner region is cyclically moved to a 
near position where the resultant force is zero until all of the 
atoms are at equilibrium. Johnson et al (1960) found that the 
split interstitial was stable whilst the metastable octahedral 
had a slightly higher energy.
More extensive calculations followed (Johnson and Brown, 1962) 
when the same model was applied to single vacancies and divacancies 
and interstitials and di-interstitials in copper. In agreement with 
their previous work the split <100> was the most stable interstitial 
configuration but the octahedral was situated at a local energy 
maximum and was thus unstable. In order of stability the other
single interstitials were the <110> and <111> splits, the tetrahedral
j
and finally the'activated crowdion. Johnson and Brown predict the 
split <100> has ^ a small migration energy; their vacancy migration 
energy is about jhalf of the experimental value. They did not 
estimate the absolute values of the defect formation energies 
except for the Frenkel pair because, as mentioned previously, the 
surface contribution is not known for their model. The binding and 
migration of pairs of split <100> and octahedral interstitials were 
briefly considered.
In a further paper (Johnson, 1965) the migrational energies 
of divacancies and di-interstitials were investigated in more detail. 
Johnson concluded that the energy was quite small, in both cases 
less than a tenth of an eV. His results differ considerably from 
SchottkyTs (Schottky et al, 1964) but a careful comparison of both 
sets of results led Johnson to conclude that Schottky had not correctly 
specified the unrelaxed energies of his initial configurations.
In parallel with the development of ’non-equilibrium’
Born-Mayer models a considerable effort was devoted to ’equilibrium’ 
models using the Morse potentials computed by Girifalco and Weizer (1959) 
for several b.c.c. and f.c.c. metals. These purely empirical 
potentials were fitted' to the cohesive energy, the bulk modulus and 
the lattice parameter of the metal in question.
Damask et al (1959) simulated the Gibson compact trivacancy 
cluster described earlier, in a model for copper and found the 
configuration highly stable which led them to suggest it is the 
nucleus for void formation. They also found that the same trivacancy 
was relatively immobile and the transformation of the compact 
trivacancy into a more open form in order to migrate was energetically 
unfavourable. Little relaxation of the trivacancy model was allowed 
so for comparison the unrelaxed migration energies of single and 
nearest-neighbour divacancies were estimated. Because the model 
was constrained against complete relaxation the energies computed 
by Damask and his co-workers are without real value; they were 
also incorrect in concluding that the copper Morse potential predicted 
a trivacancy formation energy of only a tenth of the single vacancy 
experimental value.
Girifalco and Weizer (1960) simulated the single vacancy in 
lead, nickel, copper and calcium as well as three b.c.c. metals
using their own Morse potentials, Only first and second neighbours 
were relaxed from their perfect crystal positions using an iterative 
procedure similar to Johnson et al (1960). No attempt was made to 
estimate formation energies or volumes. In a related work (Weizer 
and Girifalco, 1960) their calculation was extended to include 
divacancy formation and migration. Although atoms out to 7th 
neighbours were allowed to relax they were constrained to move 
radially towards the pair of vacancies. The constraint of radial 
relaxation should only be applied to atoms which lie on rotation 
vectors thus it is a perfectly reasonable constraint for first and 
second nearest-neighbours around a single vacancy but a poor one 
for the divacancy problem. The nearest-neighbour divacancy was 
found to be the most tightly bound; the binding energy of the other 
divacancy configurations monotonically decreased with increasing 
separation.
Hoekstra and Behrendt (1962) extended the Morse model 
calculations to include the octahedral and split <100> interstitials 
in copper. The split interstitial was marginally more stable but the 
formation energies differed by only a tiny amount; the displacement 
fields around both defects were also reported.
Doyama and Cotterill (1965 ) modified the Girifalco and Weizer 
(1959) Morse potential to reproduce the correct copper properties 
when summed over the 62 movable atoms in region I of their model.
Their new potential was used to study three of the possible twenty 
tetravacancy nearest-neighbour clusters occurring in f.c.c. single 
lattices. The most stable configuration of the ones considered 
consists of four vacancies on a {ill} plane forming a rhombus made 
up of two equilateral triangles with a common side; this configuration 
’ is closely related to the Gibson compact trivacancy. The other two
tetravacancies were, in order of stability, the square of nearest- 
neighbour vacancies and the tetrahedron of vacancies, both of which 
had previously been considered by Vineyard (1961).
In a later paper (Doyama and Cotterill, 1967) the most 
extensive investigation of point defects, except for the work reported 
in this thesis, was carried out. The authors simulated the single 
vacancy, the nearest-neighbour divacancy, the four nearest-neighbour 
trivacancy clusters, the three tetravacancies reported earlier, some 
of the single interstitials, the Frenkel pair and the metastable 
vacancy and divacancy migration configurations. Two kinds of Morse 
potential were used in the study, the' first matched to the same 
parameters as' Girifalco and Weizer’s (1959) potential and called 
’A’ in the following, and the second, called ’B’, was fitted to the 
experimental vacancy formation energy instead of the cohesive energy. 
Both potentials were modified to reproduce the copper data when 
summed over only 176 neighbours in the inner region. Their model 
of regions I and II and their relaxation method were almost 
identical to Johnson’s (Johnson et al, 1960).
Like mcj>st previous workers Doyama. and Cotterill report, for 
both potentials, that only the split <100> is stable. However they 
did calculate the formation energies of the other astable configurations 
for the potential A by constraining the interstitials against 
relaxation, whilst allowing the remainder of region I to relax to 
equilibrium around them. The order of stability differs from 
Johnson and Brown (1962) and is, split <110>, octahedral, split 
<111> and tetrahedral. Again the nearest-neighbour divacancy and 
Gibson’s compact trivacancy are the stable defects of their kind for 
potential A but with potential B the equilateral triangle of vacancies
is the stable trivacancy (Johnson, 1966b). The tetravacancy results 
using potential A are similar to those reported earlier for a smaller 
model (Doyama and Cotterill, 1965) but the simulations with potential 
B suggest that the tetrahedron of vacancies is more stable than the 
rhombus.
The work of Girifalco and Weizer for single vacancies 
(Girifalco and Weizer, 1960) was repeated by Wynblatt and Gjostein 
(1967) who obtained relaxation energies of almost exactly half those 
reported by the previous workers. By combining the results of both 
investigations they obtained a nearest-neighbour divacancy binding 
energy in agreement with the latest experimental determination. The 
same model was used to simulate vacancy migration in the three 
noble metals and aluminium, nickel, platinum and lead. The 
simulation results are in fair agreement with experimental 
determinations except for gold and platinum. Since the Cauchy 
pressure in gold at least is substantial it is not surprising that 
an ’equilibrium' Morse potential predicts incorrect energies.
Wynblatt (1968) proposed a simple kinetic criterion .should 
be used to limit the range of relaxations for migration 
simulations. He suggested that only atoms within the range of an 
elastic disturbance originating at the migrating atom should be 
allowed to relax. For f.c.c. metals with the notable exception of 
nickel the criterion is equivalent to almost complete relaxation 
of the crystal.
The interaction between a collapsed hexagonal disc of seven 
vacancies on a (ill} plane and a single vacancy close by was 
simulated by Dokhner (1969) with the Girifalco and Weizer (1959) 
copper Morse potential. The resultant dislocation loop tends to
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capture vacancies within a range of three nearest-neighbour separations
and grows within its own plane. Growth into a void of vacancies is 
energetically unfavourable. The vacancy formation energy within the 
capture radius of the dislocation is always less than the bulk value, 
considerably so for the case of the nearest possible vacancy. The 
migration energies of vacancies moving towards and away from the 
dislocation were also calculated; those migrating to the loop being 
lower than the bulk value and the others higher.
The most recent paper reporting a simulation using a Morse 
potential is Harrison and Wilkes (1972). They ambitiously attempted to 
simulate a vacancy in aluminium for several different long range 
pair potentials. By making full use of the. symmetry of the defect 
they were able to simulate a spherical crystal containing about 4000 
atoms of which only 140 at the centre were allowed to relax. The 
resultant displacement fields were very potential dependent and 
surprisingly two of them predicted no relaxations at all; moreover 
the Girifalco and Weizer (1959) copper and aluminium Morse potentials 
predicted almost identical displacement fields. Nevertheless Harrison 
and Wilkes were able to suggest a vacancy formation volume of very 
nearly one atomic volume for aluminium.
Since tie mid-sixties interest in semi-empirical potentials, 
such as the Lennard-Jones, the Born-Mayer and the Morse interactions,
i
has waned; the properties of models using these 'equilibrium' two-body 
potentials have^been thoroughly investigated by computer simulation
experiments andjhave been found lacking as a good description for
I '
metals. In 1964 Johnson initiated a new approach by proposing a purely 
empirical short-range, 'equilibrium’ potential fitted to the 
approximate elastic constants of a-iron (Johnson, 1964). Later 
Johnson (1966a, 1966b) used the same potential to simulate defects in
y-iron, the high temperature f.c.c. phase of iron, and nickel.
Although when applied to a-iron the potential is of ’equilibrium' 
form, when used for nickel and y-iron it is a ’non-equilibrium' 
potential because of the changes in lattice parameter. The vacancy 
formation energy and volume and the migration energy calculated 
agree well with the available experimental values although the 
potential was fitted to none of these parameters. Again the split 
<100> is the most stable interstitial and again it migrates easily.
The order of stability of the other interstitials is split <111>, 
the tetrahedral and the activated crowdion; the octahedral and the 
split <110> are unstable.
In the second paper Johnson simulated the growth of small 
vacancy and interstitial clusters in nickel. He concluded that 
spherical vacancy clusters were more stable than collapsed discs 
and in agreement with Dokhner's later work on copper (Dokhner, 1969), 
the vacancy migration energy close to a cluster is lower than the 
bulk value. The most stable trivacancy is the equilateral triangle 
rather than Gibson's configuration and the stable tetravacancy is the 
tetrahedron. The interstitial cluster results are complex and will 
not be discussed here since they bear little relevance to the work 
presented in the thesis.
Later Johnson produced a set of three quite similar central
potentials for copper (Johnson, 1969). All of the potentials extended
I
past first neighbours and were fitted to the experimental vacancy
i ■
formation energy and the approximate elastic constants. Although the 
three potentials were also fitted to Gibson et al's (1959) Born-Mayer 
the point at which they smoothly joined the radiation damage potential 
was slightly different for all three, Johnson found that the vacancy 
properties were very much the same irrespective of the potential used
but for interstitials the picture was rather different. Even 
though the interstitial migration energies remains small the 
interstitial order of stability changed from potential to potential 
in an unpredictable way.
Non-central as well as central potentials have also been 
used to describe f.c.c, metals. Johnson and Wilson (1972) derived 
simple, short-ranged, non-central potentials which were fitted 
exactly to the experimental elastic constants and approximately to 
vacancy formation and migration energy data, for nickel, palladium and 
the noble metals. The authors were able to obtain reasonable 
interstitial results for all of the metals' mentioned except for gold.
Their results are extremely interesting, for instance for copper 
the split <100> which had been the most stable interstitial in every 
previous investigation of interstitial stability except for Johnson (1969) 
was more stable than the split <110>, but less stable than all the 
others. Also in all previous simulations excepting Johnson (1969) 
the tetrahedral interstitial has a comparatively high formation 
energy whilst for the non-central copper interaction it has the 
lowest. The order of stability for nickel differs from Johnson’s 
previous results (Johnson, 1966a), although not drastically since the 
two most stable configurations are the split <100> and split <111> 
for both calculations. No other simulation results are available 
for silver or palladium for comparison but the relative stabilities of
I
interstitials in those two metals agree quite closely.
l
Englert, Tompa and Bullough (1970) have also developed an 
empirical potential for copper; their potential is central in 
character, but like Johnson's (Johnson and Wilson, 1972) it reproduces 
the exact experimental elastic constants and a reasonable phonon
dispersion curve. Furthermore since the interaction extends to 
third nearest neighbours they were able to fit the potential to the 
then current experimental intrinsic stacking fault energy. Englert et al 
also attempted to match the potential to the experimentally determined 
vacancy formation energy but unfortunately neglected to account for
v .
the crystal volume change produced when a vacancy is created. Since 
their potential is a ’non-equilibrium1 one, the volume term contributes 
several tenths of an eV to the formation energy. Thus their potential 
predicts, when the volume term is properly included, a vacancy formation 
energy somewhat higher than the value they intended. In the same 
paper the dynamical simulation of the single vacancy, the divacancy, 
the intrinsic stacking fault and the dissociated glissile edge 
dislocation are reported.
Perrin, Englert and Bullough (1972) simulated the interaction 
of vacancies and interstitials with three types of edge dislocations 
for the same copper potential. They found the interstitial can 
exist in the dislocation field in the split <100>, the split <111> 
and the octahedral configurations. In the bulk the octahedral is 
the most stable type of interstitial for their potential.
Schiffgens and Ashton (1974) used a much less sophisticated 
model to study the interaction of the glissile edge dislocation with 
the vacancy and split <100> interstitial in copper using Johnson’s (1969) 
potential. The potential interaction includes only first neighbours 
and thus is consistent with a zero intrinsic stacking fault energy; 
however the authors do not report dissociation of the dislocation so 
presumably the boundary conditions, which were calculated with the 
assumption of no dissociation, prevented the model attaining the low 
energy configuration.
The foregoing review traces all of the important real-space 
calculations for f.c.c, metals to date. Most workers have 
concentrated on point defect s.imulations in copper; calculations 
for other f.c.c, metals are rare. Few general conclusions can be 
made except that:
The stable interstitial configuration in copper and nickel 
is generally believed to be the split <100>
The relative stabilities of the interstitial configurations 
are potential dependent
Both empirical and semi-empirical potentials can give 
estimates of vacancy and interstitial migration energies in 
reasonable agreement with experiment
The nearest-neighbour divacancy is the most stable divacancy
Good estimates of divacancy binding energies are obtained for 
potentials fitted to the single vacancy formation energies
Johnson has also reviewed empirical potentials and their 
applications to the simulation of point defects in metals (Johnson, 197 3) 
whilst Torrens (1973b) has described the various techniques used to 
simulate low and high energy radiation damage, thermal annealing, 
molecular dynamics and point defect configurations.
2,3 Reciprocal-Space Simulations
Kanzaki's reciprocal-space method (Kanzaki, 1957) has been 
the basis of several point defect calculations in the last few years 
following Bullough and Hardy's (1968) application of the procedure to
(i)
(ii)
(iii)
(iv)
(v)
metals. All subsequent work has depended heavily on Bullough and 
Hardy’s formulation of the problem and the latest calculations differ 
little from their approach (Miller and Heald, 1975). In analogy with 
the lattice dynamical calculations (Maradudin et al, 1963) Kanzaki’s 
method is now frequently referred to as the method of lattice statics. 
The process of calculation is briefly outlined in 1.5 and will not 
be elaborated on here. What follows is a rather concise summary of the 
results for f.c.c. metals.
Bullough and Hardy (1968) considered the single vacancy and
*
pairs of interacting vacancies in copper and aluminium. Their model 
effectively assumed a ’non-equilibrium’, potential which extended in 
range past second nearest-neighbours. The model force constants were 
chosen to match the metal elastic constants and give a fair fit to 
the phonon dispersion data.
Their calculated vacancy displacement fields extend out 
to the 17th neighbour shell and their formation volumes are in good 
agreement with later calculations. However their most interesting 
result concerned the divacancy interaction energy which oscillated 
with separation of the vacancies giving a very different result to 
Weizer and Girifllco’s (1960) real-space calculation.
At the same time Flocken and Hardy (1968) applied the method 
to the octahedral interstitial in copper. Their model is identical 
to Bullough and Hardy’s (1968) except that the interstitial interacts
I
with the lattice1 atoms through Huntingdon’s (1953) Born-Mayer 
potential. It will be noticed that the model described bears a great 
resemblance to Seeger and Mann’s (1960) simulation. In fact the two 
models only differ in their perfect lattice response. Contrary to 
.the views of Flocken and Hardy (1968) this author believes their
results for copper are in reasonable agreement with those of Seeger 
and Mann (1960) especially when one takes into account the very small 
model Seeger and Mann used. The discrepancy in the predicted formation 
volumes is probably unimportant since Seeger and Mann obtained theirs 
by the rather insensitive process of minimizing the total energy with 
respect to the strength parameter, Flocken and Hardy (1968) also 
investigated the interaction energy of two octahedral interstitials 
with three different interstitial potentials and concluded they repelled 
each other at first and second neighbour positions.
Boyer and Hardy (1971) using an interaction extending past 
fifth-neighbours and matched to the experimental phonon dispersion 
curves for aluminium found the vacancy displacement field approached 
the asymptotic continuum value much further from the defect site 
than for Bullough and Hardy’s (1968) first and second neighbour model. 
They also obtained divacancy interaction results which differ 
substantially from the earlier work.
Like Flocken and Hardy (1968), Ivanov et al (1975) simulated 
the interaction of a pair of octahedral interstitials and contrary to 
the 1968 results found that they attract rather than repel each 
other. In the latest work in the field Miller and Heald (1975) have 
repeated Bullough and Hardy’s (1968) calculation for copper and have 
extended it to include silver and gold; their results agree well with 
the original work and plausible formation volumes and displacement 
fields are reported for the new calculations.
The displacement field around a point defect, its formation 
volume and its relaxation energy can be calculated by Kanzaki’s 
method without an interatomic potential being specified; a knowledge 
of the atomic forces will suffice. On its own a calculation of the 
relaxation energy yields little useful information. If however, the
interatomic potential is known the energy of the initial unrelaxed 
configuration may be calculated and the defect formation energy 
estimated after making due allowance for the formation volume 
contribution.
This procedure suggests two non-equivalent approaches to the 
point defect problem. In the first, the effective ion-ion 
interaction is derived from a known potential, say a pseudopotential, 
for the metal under consideration and this effective interaction is 
used only as the source of force constants and the starting 
configuration energy; then the usual defect properties, and in addition 
the defect formation energy, may be calculated within the lattice 
statics formalism. Alternatively the effective potential can be 
used in place of the pair-potential in a real-space simulation. Of 
course in the harmonic approximation the results of both approaches 
must agree.
The second procedure is quite different; a purely quantum 
mechanical calculation is performed, not its classical analogue, 
with the full paraphenalia of the pseudopotential method, if a
pseudopotential is available for the metal. Then an estimate of the
i
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relaxation enerjgy can be made in the usual lattice statics way. This 
type of calculation yields all of the information of the first 
procedure, but jas mentioned earlier the two are not equivalent.
Obviously since one is a classical calculation and the other|
a quantum.mechanical calculation we might expect different results 
from the two approaches but with the help of recent work we can 
now see how the two are related, Finnis (1974) has rigorously 
transformed the total energy expression for simple sp bonded metals 
from the usual reciprocal-space, pseudopotential formulation, to a 
real-space equation. The Hamiltonian consists of two terms; the first
a large, volume dependent term, and the second, a rather small pair- 
potential term, which is implicitly dependent on the system’s 
volume. He has shown that the volume dependence of the first term 
is not great, and incidentally that its contribution to the 
cohesive energy does not simply correlate with the atomic volume for 
different metals. These results are contrary to two of the basic 
assumptions made for ’non-equilibrium’ potentials, namely, that the 
volume term is directly proportional to the volume, and the pair- 
potential term is strictly volume independent.
Thus it may be concluded from Finnis’ results that the volume 
contribution to the defect formation -energy must be incorporated into 
the usual lattice statics and real-space calculations in different 
ways for different types of potential. Also, although the real-space 
form of the total energy due to a pseudopotential and the ’non­
equilibrium’ total energy both have terms which seem to resemble each 
other functionally, a straightforward term by term identification is 
erroneous; the ’non-equilibrium’ potential and the pseudopotential 
describe different systems.
The creation of a point defect in a crystal changes the crystal 
volume irrespective of the kind of potential used. If the interaction 
is described by a ’non-equilibrium’ potential the formation volume 
contributes a substantial fraction of the defect formation energy; 
for a pseudopotential the energy contribution due to the volume change 
is small and -do a first approximation may be neglected, whilst, of course, 
for an ’equilibrium’ potential there is no volume contribution.
i /
In the past a term by term identification has been made 
between the ’non-equilibrium’ and the pseudopotential Hamiltonians.
Thus there is a widespread belief that in analogy with the ’non-
equilibrium’ potential, the pseudopotential method predicts large 
defect formation energy contributions from volume dependent terms 
(Gehlen, Beeler and Jaffee, 1972), Unfortunately this view was 
consolidated by the work of Ho (1971, 1972) who obtained results 
for the alkali metals which seemed to confirm that the volume 
contribution was large for vacancies. Subsequent work by Augst (1973) 
and Popovic et al (1974) has pointed to errors in Ho’s calculations.
Popovic et al performed their calculation for vacancy 
formation at constant volume and thus neglected completely any 
contribution from the first pseudopotential term but still obtained 
results in fair agreement with experiment. It has often been said 
that for a large system in equilibrium, the formation energies at 
constant volume and at constant zero applied pressure are the same 
(Chang and Falicov (1971); Chang (1972)). This does not mean as 
has often been supposed (Chang and Falicov (1971); Chang (1972); 
Popovic et al (1974)) that the formation volume contribution to 
the formation energy can always be neglected; whether it can or not
depends precisely on the model. Obviously for the ’non-equilibrium’
potential described in this thesis the formation volume contribution 
is critical (Hirth, 1972; Duesbury, 1972). Thus with the advent of 
Finnis’ (1974) work, the unconvincing physical arguments proposed by
Popovic et al (1974) to justify the neglect of the volume dependent
contribution have proved unnecessary.
Because the two-body interaction contained in the pseudo­
potential is implicitly dependent on the volume of the system, 
strictly speaking all of the previous results for defect calculations 
using pseudopotentials are in error, since the volume dependence has
never been taken into account. However it is thought that the
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correction will not be serious for f.c.c. metals (Finnis, 1976).
Only a few lattice statics calculations using f.c.c. metal 
pseudopotentials are reported in the literature. Singhal (1973) has 
derived force constants from Harrison’s (1966) aluminium potential 
and a lattice response including up to 8th nearest-neighbour 
interactions from the experimental phonon dispersion curves. He has 
used these interactions to treat the single vacancy and the octahedral 
interstitial problems for a model lattice constrained to relax radially. 
Although formation volumes and energies were not calculated the two 
displacement fields are reported. Singhal found that his vacancy 
field approaches the continuum solution much faster than Boyer and 
Hardy’s (1971) results, even though his interaction is longer 
ranged. Popovic et al (1974) have also studied aluminium using a 
semi-empirical pseudopotential chosen to reproduce the lattice 
parameter and bulk modulus. The calculation was purely quantum 
mechanical but Kanzaki’s method was used to estimate the relaxation 
energy. Agreement between their values and the experimental vacancy 
formation energy and volume is reasonable.
In almost every pseudopotential model it is assumed that the 
core electron wavefunctions in the metal are the same as in the 
free ion. This means that the pseudopotential method is at the limit 
of its validity for aluminium and cannot apply for transition and 
noble metals due to the overlap of the filled d-band. Nevertheless 
some workers have not been deterred and two pseudopotential calculations 
exist for the vacancy in copper and silver. The same pseudopotentials 
were used in both calculations and were derived from first principles 
by Nikulin and Trzhaskovskaya (1968) who matched the core electron 
wavefunctions not to the free ion’s but to the free atom's.
Chevychelov and Nikulin (1969) used the potential in a real-space 
computer simulation experiment in which they constrained the 
relaxations to be purely radial. Their calculated values for the
relaxation energy and formation volume seem reasonable but their 
tabulated displacement fields which only extend to third neighbours 
are too short-ranged to be useful. Chevychelov (1971) has repeated 
the calculation in reciprocal-space and has obtained vacancy 
formation volume and relaxation energy results which agree closely 
with the 1969 work, Chevychelov’s displacement fields do not 
agree with the previous calculation, however, close to the vacancy 
his field is comparable with Bullough and Hardy's (1968) copper 
results; there is no agreement with Miller and Healdfs (1975) field 
fo:c silver.
CHAPTER 3 The Computer Programs
3.1 Introduction
In recent years the use of computer methods to solve complex
problems has become widespread in many scientific fields. Until the
advant of fast, large-core, digital computers many problems of
physics remained unsolved, not because methods of solution could not
be suggested, but because of the lengthy computations involved. For
example the classical, many-body problem remained soluble only in 
♦
principle from the time of Newton to the present day.
Computer simulation techniques offer another more important 
attraction however; they allow us to pose experiments which in turn 
can be idealized, run and analysed. Thus computer simulation is more 
akin to experimental than theoretical physics but the programmer 
has distinct advantages over the experimenter. In particular his 
results are a consequence of his model, nature does not introduce 
exterior factors which might not be readily identified; also all 
of the parameters specifying a problem can be controlled by the 
programmer and, if necessary, a single parameter can be varied at will,
3.2 The XLITE Package
The first step in any lattice defect simulation is always 
the generation pf the perfect lattice model. XLITE is a standard 
FORTRAN set of ^UBROUTINES which performs this task and in addition 
computes the list of neighbouring sites for each atom in the perfect 
lattice. This program was originally available as part of DEVIL 
(Defect Evaluation In Lattices) written for the Harwell Group by 
M.J. Norgett. Recently J.W. Martin of the University of Liverpool 
has rewritten the relevant parts of DEVIL in ANSI standard FORTRAN
and has entitled the package XLITE.
The program includes a minimum of loops so that the main 
routines are executed sequentially. This facilitates the efficient 
use of OVERLAY to reduce the storage requirements of the program.
For the same reason data is transferred between SUBROUTINES and 
OVERLAYS in COMMON blocks. Although the program has been written 
in a computationally efficient way care has been taken to ensure 
that the physics of the model is not hidden by programing detail.
The workings of the SUBROUTINES are explained in a series of comment 
cards supplied with the program.
The package creates a model crystallite in the form of a 
rectangular parallelepiped of perfect lattice. The crystallite 
consists of an inner and outer region. The inner region which is 
sometimes referred to as region I or the computational cell contains 
the sites of the future defects and those atoms which are free to 
move during the simulation. The outer region or region II is a 
boundary layer or mantle of atoms completely surrounding the
computational cell. In order to simulate an infinite crystal the
outer region is generated so that every atom in region I has a
complete set of neighbours. Thus the number, of atoms .in the mantle
is determined by the range of the interatomic potential. The positions 
of the atoms in region II are determined by the boundary conditions 
which in turn are dictated by the defect problem; they will be 
discussed in a later section.
XLITE is a versatile program and to some extent it owes its 
versatility to the use of two different indexing schemes to label 
the atoms in the model. The obvious indexing method is a sequential 
. one which numbers^ the atoms of the inner and outer regions in the order
in which their coordinates are stored in the computer. This scheme is 
incorporated into XLITE as well as a more sophisticated lattice 
based index. The second scheme has a great advantage over any other; 
by making use of the periodicity of the lattice the number of neighbour 
lists that need to be stored is considerably reduced. The indexing 
is done in such a way that the change in index from one atom to 
another depends only on their relative positions. Thus if the index 
of an atom is known, the indices of its neighbours are found by 
adding fixed quantities to the index of the first atom. Hence only 
one neighbour list per sublattice is required rather than the one 
list per atom which was a feature of schemes formerly in widespread 
use. The lattice based index scheme can only be applied to the 
atoms of the computational cell, since only they have a complete 
set of neighbours. To allow both index schemes to be used in the 
same SUBROUTINES, XLITE provides conversion tables which enables 
the index of an atom in one scheme to be found if its index in the 
other is known.
The computer storage required for the neighbour lists is 
greatly reduced using the lattice based indexing scheme, however 
the procedure does have certain disadvantages. Because the 
neighbour lists cannot be redefined during a simulation calculation 
it is not feasible to use XLITE for finite temperature simulations 
where atoms may migrate some distance from their original sites. 
Similarly for simulations of defects which are much removed from 
the perfect lattice great care must be exercised in setting up the 
initial starting configuration to ensure that all the atoms have a 
complete set of neighbours.
3.3 The PODESTA Program
XLITE provides only the first step in defect calculations. 
Before a simulation can be performed subroutines must be added to 
generate the defect, enforce suitable boundary conditions, calculate 
the energy of the computational cell, relax the model to equilibrium 
and tabulate the energy and positions of the equilibrium configuration. 
For point defects the necessary subroutines are provided by PODESTA 
(POint DEfect Simulation and Tabulation Algorithm).
The program PODESTA includes a modified version of XLITE.
XLITE was rewritten with DOUBLE PRECISION variables for increased 
accuracy, and in EXTENDED FORTRAN to take full advantage of the 
latest IBM 370/195 compiler available at the Rutherford Laboratory.
The new program can create vacancies and self- or impurity 
interstitials within the computational cell. For vacancies, since 
they occur on lattice sites, the lattice based index scheme is used 
to keep track of their neighbours, but for interstitials a new 
neighbour list must be generated. The new list is computed as 
a sequential index scheme and includes as well as host atoms any 
other interstitials which may be positioned within the range of the 
interstitial potential.
The boundary conditions used in the simulations will be 
discussed later but it should be noted here that PODESTA includes 
a SUBROUTINE which may be used to fix the boundary atoms at positions 
predicted by the continuum theory for an isotropic material. The 
relevant Lame constants together with the positions and strength 
tensors of the defects must be supplied prior to the SUBROUTINE call. 
The displacements are calculated from (1.14) and (1.13).
In order to calculate the energy of the computational cell 
SUBROUTINES must be provided to compute the interaction of pairs 
of host and interstitial atoms. The energy is then calculated in 
two steps. First the energy of the atoms and vacancies associated 
with the perfect lattice model created by XLITE are computed 
separately since their neighbours can be found from the lattice 
based index scheme. Then the interaction energy of the interstitials 
with each other and their neighbours is calculated. The total energy 
of the computational cell is just the sum of these two quantities.
*
The minimization procedure used to relax the defect model 
is described in a following subsection. As input information the 
method of conjugate gradients SUBROUTINE must be provided with the 
forces acting on each atom as well as the atomic positions and 
total energy of the computational cell. Thus it is convenient to 
calculate the atomic forces in the SUBROUTINES which compute the 
pair interaction and the total energy.
Two SUBROUTINES are provided to output tabulated results.
The first is called at the end of XLITE to print, if required, the 
atomic positions of the perfect lattice crystallite, the neighbour 
lists for each sublattice and the conversion tables from one index 
scheme to another. At the termination of PODESTA the second 
tabulation subroutine outputs the final calculated configuration and 
the displacements from the'initial defect configuration.
3.4 The FCCFLT Program
For/computational convenience a separate program was provided 
for stacking fault simulations. FCCFLT makes use of all of the 
subroutines of PODESTA except those that generate the point defects 
and compute the interstitial neighbour lists and energies. In their
places three new subroutines were added to generate hard sphere 
models of the twin and the intrinsic and extrinsic stacking faults 
for f.c.c, metals, from the perfect lattice crystallite created by 
XLITE. Although they differ in some small details the relaxation 
and final tabulation procedures are almost identical to those of 
PODESTA.
3.5 The Conjugate Gradients Method
The choice of a suitable minimization procedure to find the 
equilibrium energies and configurations of the large defect systems 
can be critical. Inefficient methods which are slow to find the 
energy minimum increase the time spent in the central processor and 
essentially limit the types of defects it is possible to study. In 
order to investigate a particular series of defects minimization, 
within a. reasonable time, must be guaranteed. The various minimization 
methods for computer simulation of metals utilized in the past have 
been superseded by the powerful method of conjugate gradients developed by 
Fletcher and Reeves (1964) and improved by Fletcher (1972). Grimes.
and Rice. (19.68)- were the first workers to apply this procedure 
to defect calculations but the Harwell group of simulators have 
been responsible for popularizing the method. Recently Perrin (1974) 
has reviewed the simulation work, using this method, of his group.
Conjugate gradient methods are efficient, iterative 
procedures for minimizing a general function F(x) of n variables 
x7, x , ... x J when the gradient vector g(x) can be calculated.
"th.If x^ is an approximation to the minimized configuration at the k 
iteration, an improved approximation x, is calculated from
“ T\+l
X. _ = X. + OL S. —k+1 -k k-k
(3.1)
by finding the function minimum along the search direction S, . The 
scalar a is chosen so as to minimize F(x, + aS. ) with respect toR "““tC
a, If the search directions S^, »•» ^  are chosen to be mutually
conjugate with regard to the matrix of second derivatives G; that 
is they satisfy conditions
sT G S. = 0 for i / j 
“ i  1
then for positive definite quadratic functions5 once the gradient
has been set to zero in a particular search direction it is unaltered
by a search in another direction. The conjugacy condition can be 
th
obtained at the k iteration by imposing on the conditions
(gj+1 - g.) = o, j = 0, 1 ... (k-1) (3.2)
k £ n
If the search direction S. is chosen to be that linear
-4c
combination of the gradient vector g^ and the previous search 
directions which satisfy (3.2) then
S = -g —o
where the initial search direction is the direction of steepest 
descent and 3^ is a scalar characterizing the kind of conjugate 
gradient method. Fletcher and Reeves (1964) choose
a - T . / T .
ik- ^k-l- ^k-1
(3.4)
Other yalues of $ have been suggested but Fletcher (1972) 
concluded there was no significant advantage in using a different 
form for 3^ » Because of the computation simplicity of Fletcher and 
Reeves1 3-. it was selected for this work too.K
Once a search direction has been chosen the step length 
a which minimizes the energy in that direction must be evaluated.
The formulae (3.3) and (3.4) are a straightforward recipe for choosing 
S. , however calculating a, introduces some problems.
— K  K
For general functions F an exact solution for cannot be 
determined,and an approximation must be accepted. Fletcher (1972) 
discovered that
F - F  ^F - F 
k+1 k k k-1
except very close to the minimum of F. If F is assumed to be a
"thquadratic function of a, a good estimate for a at the k iteration 
is
a = 2 (Fk-i - %  (3-5)
If the estimate reduces the gradient in the search direction
so
|gT^  +  ^p (3,6)
where p is a constant lying between 0 and 1 , and provided
a new search direction is chosen from (3,3) and (3.4) and the 
procedure to estimate a is repeated.
T
If (3.6) is not satisfied of g (x.. + aS. ) > 0, a is too
■ —  — K — K
large and the minimum has been overshot 5 a new estimate of a is
then made using a standard interpolation formula. On the other hand
Tif a is too small g_ (x^ + CiS^ ) < 0 and the position of the minimum 
has been underestimated. A new value of a is calculated by 
extrapolation on the assumption that the numerator of (3.6) is a 
linear function of a. The increase in a is limited to a factor of 
4 to prevent any instability in the extrapolation.
The initial estimate of the step length aobviously cannot be 
obtained from (3.5) but is chosen so that the atom in the model which 
has the greatest force acting on it is displaced by some reasonable 
preset value.
The parameter p was set at 0.1 in accordance with Fletcher (1972) 
who found that about one extrapolation or interpolation was performed 
per iteration for that value of p} resulting in a more accurate 
search than for higher values.
The method of conjugate gradients will minimize F exactly in 
at most n evaluations of F and its gradients if F is a positive 
definite quadratic function. General functions however cannot be 
minimized exactly in a finite number of evaluations and the calculation 
is terminated when a preset number of function calls is exceeded 
or at least when all of the coordinates x_ have been computed to a 
selected accuracy,
Notice that one of the great computational advantages of 
the method is that a knowledge of (3, the matrix of second derivatives 
is not needed.
In the harmonic approximation the pair potential contribution 
to the energy is quadratic and if need be the minimum of energy can 
be calculated exactly. Although the potentials used in this work 
are anharmonic, the method still works well, but as expected the 
number of function evaluations needed to attain minimization increase 
rapidly for increasingly anharmonic potentials.
3.6 The Boundary Conditions
With the XLITE package region II may be treated in either of 
two ways. The atoms of the outer region can be held fixed at pre­
determined positions during the simulation or periodic boundary 
conditions which allow some measure of movement are enforced. When 
fixed boundary conditions are used the atoms may be constrained in 
their perfect lattice positions or they may be placed in accordance 
with some known long-range strain field which characterizes the 
defects in the computational cell. For periodic boundary conditions 
the computational cell can be imagined as one cell of a super-cell 
of computational cells filling all space. Thus the position of a 
boundary atom is then determined by the coordinates of its ’parent’ 
atom in the computational cell. During the course of a simulation
i
the atoms of the outer region move as if they are rigidly attached 
to atoms of the inner region,
The two. types of boundary conditions may be separately 
applied in any or all of the three orthogonal directions perpendicular 
to the faces of the rectangular parallelepiped created by XLITE.
For most point defect simulations using PODESTA fixed boundary 
conditions are used in all three directions. The atoms in the outer 
mantle are held fixed at their perfect lattice positions. No certain 
way is known at present for calculating the displacements of atoms 
in region II with real-space methods. Results with the method of 
lattice statics indicate that use of a continuum solution in that 
region is dubious (Flocken and Hardy, 1970). However Johnson and 
Brown (1962) and Domingos (1966) have both shown that if the computational 
cell is large the error introduced into the computed energy is small 
when the incorrect boundary conditions are used. In practice the
l
displacements predicted by the lattice statics method for atoms in 
the boundary differ almost infinitesmally from the perfect lattice 
positions.
By comparison the boundary conditions used in FCCFLT need 
little justification. To simulate a stacking fault of infinite 
extent periodic boundary conditions are enforced in two mutually 
orthogonal directions in the (ill) plane and fixed boundary conditions 
are applied in a direction normal to the fault.
CHAPTER 4 The Non-Equilibrium Copper Potentials
4.1 Introduction
Before any quantum mechanical or classical crystal defect
calculation can be performed the Hamiltonian of the system must be 
defined. Most previous classical, real- or reciprocal-space computer 
simulation models have assumed, either explicitly or implicitly, that 
the atoms interact with one another through central, two-body forces 
only. The amount of computation involved can be kept within 
reasonable bounds if the forces are applied only within a small 
volume of the material. As a consequence, in order to treat 
accurately even the simplest type of defect, the interatomic forces 
must be reasonably short-ranged.
4.2 The Potentials
New ’non-equilibrium’ potentials for copper have been devised.
Following Bullough and Hardy (1968) the potentials consist of two 
parts; the first, which is a central pair-potential describes the 
ion-ion interaction; the second term depends on the total volume of 
the crystal and in an approximate way estimates the cohesive energy 
due to the electron gas (Wilson, 1965). Thus the total energy Eq 
of a perfect crystal of N atoms at absolute zero is
where V(r) is the pair-potential, Q the atomic volume and P a 
constant which has the units of pressure.
Pseudopotential theory (Harrison, 1966; Heine and Weaire, 
1970) predicts the total energy of a perfect crystal at OK to be
N
E = y V(|r. - r.l) + NPft
3- - r
(4.1)
where F(£7) is a large volume dependent term and $ is a volume 
dependent pair interaction. A direct comparison of the terms in 
(4.1) and (4.2) cannot be made since the underlying models are so 
different: however it is clear that pseudopotential theory at least 
confirms the general form of the Hamiltonian (4.1). Unlike 
no implicit volume dependence is assumed for V 9 and any local changes 
in V which must occur in regions where the configuration is far . 
from perfect are ignored.
The value of the constant P can be calculated in the 
following manner. If the crystal is made sufficiently large so 
that the surface contribution to the total energy is negligible 
in comparison with the bulk contribution
E = ^  T V(rS) + NPQ o 2 u s
S •where r is the radial distance from an atom at the origin to the
th i • 's atom. Generally, minimization of with respect to the
lattice parameters gives P as a function of V’(r). For a f.c.c.
lattice of cube cell side a
so that
P = —  l - -  V'(rS) (4.3)
3a2 I da
Born and Huang’s method of long waves (Born and Huang, 1954) or the 
method of homogeneous deformations (Wallace, 1965) allows the 
right-hand side of (4.3) to be identified in terms of the elastic
i
constants, so that
p = 7  (C12 - V  (4-4)
It can be shown that the second derivative of Eq with respect 
to a is positive for all stable systems and thus Eq is a minimum if 
(4.4) is obeyed.
P, which is known as the Cauchy pressure is substantial for 
most metals. Consequently the volume dependent part of the crystal 
energy is generally greater than the part corresponding to the two- 
body interaction. For equilibrium potentials there is no volume 
term'in the Hamiltonian and P must be zero; thus the Cauchy relations 
between the elastic constants which are not obeyed for any metal, must
be enforced to preserve lattice equilibrium.
! •
The new pair-potentials which are purely empirical consist of
9 piecewise continuous, cubic polynomials or splines (Ahlberg et al,
iI
1967) and were derived in a way analagous to Englert, Tompa and 
Bullough’s.(1970) copper potential,
The cubic spline V^(r) is given by
and
V(r) = V.(r) r.  ^r £ r. _
1 i 1 +1
The r^ are the interatomic separations or knots at which the 
adjacent polynomials are joined and the A^. are the spline coefficients.
The coefficients are totally defined by fitting them to 
certain constraints and a set of selected relevant experimental data.
The constraints ensure that the splines themselves are smoothly- 
joined at the knots by matching the value and the first and second 
derivatives of the curves at those points. At the limit of its range,
which is third nearest-neighbour separation in the perfect lattice,
the potential, its slope and second derivative are arbitrarily set to 
zero.
A suitable potential will necessarily reproduce the harmonic 
response of the perfect lattice. This is ensured by fitting the 
first and second derivatives of the potential at first and second . 
nearest-neighbour distances to those originally calculated by 
Bullough and Hardy (1968). Thus the potential correctly reproduces 
the elastic constants an<i an  ^is in fair agreement with
the phonon dispersion curves for copper.
For defect calculations the Hamiltonian should enable an
extrapolation from the perfect crystal into an unknown region of 
configuration space representing the defect. In order to make the 
extrapolation as reasonable as possible the potential is fitted to 
two points in the defect crystal region of configuration space, the 
experimental vacancy formation and intrinsic stacking fault energies.
There are good theoretical reasons for believing that the 
radiation damage end of the ion-ion potential can be well represented 
by a repulsive Born-Mayer type interaction (Torrens, 1972). With 
this in mind for atomic separations of approximately half of first 
nearest-neighbour distance the pair-potential is smoothly matched • 
to an interaction of Born-Mayer form. Englert et al (1970) 
evidently experienced some difficulty in matching their potential to 
the radiation damage potential of Gibson et al (1960), however if 
the procedure outlined below is followed no problems are encountered.
Because the fit of the potential to the experimental data 
and the constraints is independent of the knot positions (although 
of course there are knot positions for which no potential exists) 
potentials obtained in this way are not unique. A reasonable criterion 
for selecting a specific potential is its smoothness (Johnson, 1973); 
hence the knots were varied until the potential curve was judged 
to be as smooth as possible. Whilst varying the knots it was 
discovered that if the position of the second knot was adjusted to 
give good matching to the ‘third derivative of the Born-Mayer 
potential at the first spline knot no smoothness problems occurred 
in that range of the potential. In contrast, Englert et al (1970) 
were forced to fix the first? second and third derivatives of their 
potential at the first knot, at arbitrary values in order to eliminate 
unphysical maxima and minima in their first spline.
The Born-Mayer potential is of the form
V(r) = Ae*"Br
No reliable values of A or B are available for any metal. 
Suggested values of A for copper vary between the order of 1 0 3 
(Gibson et al, 1960) to 106eV (Huntingdon, 1953). However with the 
exception of Abrahamson (1969) most results indicate that B lies 
between 4 and 6 X"1. For convenience a value of 5 S-1 was chosen 
for B. Potentials were obtained with A set at three values, namely, 
15000, 30000 and 50000 eV. The range of values was chosen primarily 
because calculations with those potentials resulted in interstitial 
formation energies of about 3 to 8 eV for the most stable interstitial 
configurations. Experimental values of interstitial formation 
energies are not known for copper but are estimated to be a few eV 
(Seeger et al, 1968). It should be stressed that the pair-potential 
is not of Born-Mayer form at typical, relaxed interstitial atom 
separations, which are somewhat smaller than first nearest-neighbour 
distances. However the Born-Mayer parameters influence the value, 
slope and curvature of the potential at those separations.
In order to determine the relaxed defect energies to which the
potential is fitted, a computer experiment must be performed. The
i
procedure was as.follows: the appropriate defect simulation using 
the programs described in 3.3 and 3.4 was set up; the defect was
! aI
allowed to relax to equilibrium and the defect energy was calculated 
from the relaxed configuration. If this did not agree with the 
required value, the input data to the potential program was altered, 
the potential recalculated and the method repeated until reasonable 
agreement between the relaxed and required energies was obtained.
Detailed descriptions of the defect simulations are contained 
in 5.1.2 and 5.2.2. Table (4.1) shows the experimental data for 
copper which is fitted to the potentials. The three pair potentials 
are illustrated in Fig. (4.1) and their spline coefficients and knots 
are shown in Table (4.2).
TABLE (4.1)
The experimental data fitted to the three copper potentials I,
II and III are the elastic constants c , c and c (in eV ft~3), the
J.-L X./L 4*4
frequency of the transverse branch of the phonon dispersion curve at the
centre of the (100) face of the Brillouin zone^mo^ 2 (100) (in eV ^~2),
the lattice parameter a (in ft), the vacancy formation energy E^(in eV), ^ V
and the intrinsic stacking fault energy, y (in mJ/m2).
. C11 C12 °44
mu)2(l0 0)
t a V YI
1.0612 0.7678 0.4682 3.6332 3.608 1.14-1.15 41.0
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CHAPTER 5 The Copper Results
5.1 Planar Defects in Face-Centred Cubic Crystals
5.1.1 Introduction
In the usual, simplistic approach to metallic structures 
the atoms are considered as impenetrable balls and the close-packed 
structures are formed by stacking close-packed layers one on top
of another. Three different kinds of layer positions exist; if a
particular layer position is labelled A another layer may be
placed on A in either of two possible positions, B or C. No
matter how adjacent layers are stacked, as long as they are in A,
B or C positions, a close-packed structure is generated; however 
the sequence ABCABC ... corresponds to face-centred cubic, whilst 
hexagonal close-packing is ABAB ... . Any departure from the 
appropriate stacking sequence in either of the structures results 
in a stacking fault.
In f.c.c. structures there are three low energy stacking 
faults; the twin, the- intrinsic and the extrinsic. The stacking 
sequence on {ill} planes for a twin is
1
I
ABCABCBACBA
I
I
where the dashed line denotes the centre of the fault.
The intrinsic is commonly assumed to form by the collapse 
of vacancy clusters on {ill} planes. Thus when a layer of atoms 
is removed from the normal sequence
I
I
ABCABCIBCABC
is obtained. Incidentally the fault is termed intrinsic because 
the normal stacking sequence is maintained on both sides of the 
fault up to the fault plane.
For the extrinsic an extra plane is inserted at the fault 
centre giving
l
I
Note that the normal sequence is not maintained up to the 
fault. Faults of this type may occur by aggregation of interstitials.
must be higher than the perfect crystal.' The stacking fault energy, 
Y, is the difference in energy per unit area of fault between a 
faulted crystal and a perfect crystal of the same number of atoms.
preserve close-packing, which infers there is no volume change in 
the faulted crystal, and no atomic relaxation since the atoms are 
impenetrable. By using the Hamiltonian described in the previous 
section the stacking fault energy is obtained by summing the 
contributions of the pair-potential V over the lattice sites; the 
subscript denotes the type of fault so
ABCABCBABCABC
For obvious reasons the total energy of a faulted crystal
In this simple model of a metal, all of the above faults
Yt = V(c) - 3V(r3) + ...
Yj = 2V(c) - 6V(r3) + __
Ye = 2V(c) - 6V(r3) + ...
‘where r1 and r3 are the distances from the origin to first and third
nearest-neighbours; c, of course, is the distance between the atom 
at the origin and third nearest-neighbours for an ideal h.c.p. 
crystal. Obviously in this approximation y and y are equal to
JL Jli
twice y^, and in fact this relation holds even for potentials 
th .extending to 9 nearest-neighbours. Because first and second 
nearest-neighbours have not been changed in creating the idealised 
fault, their pair-potential interactions do not contribute to the 
stacking fault energies. However in real crystals a contribution 
to the fault energy arises from this source, namely, the dilatation 
of the lattice. The crystal close to the fault can dilate in a 
direction normal to the close-packed planes and in the planes 
themselves. The dilatation will change the contribution of the 
pair-potential to y and if it is associated with a volume change in 
the crystal the volume dependent term in the Hamiltonian will also 
contribute.
5.1.2 The Simulation Procedure
In this section the computational procedure for calculating 
the stacking fault energies and configurations are described in 
some detail and the results presented.
Each of the stacking faults can be produced by a shear 
process and in fact in the computer model they were created in that 
way. The model consisted of 496 atoms on 124 (111) planes;
472 of the atoms were in the computational cell and were completely 
free to relax in all directions. Fixed boundary conditions were 
applied in the <111> directions so the remaining 24 atoms in 3 
layers at each end of the column were held rigidly in their lattice 
sites. Periodic boundary conditions were applied in the orthogonal
<112> and <110> directions. Thus, the crystallite could relax in 
all directions but its volume remained fixed during a simulation.
The fault plane was always situated near the centre of the model.
5.1.3 Results and Discussion
Although the faults are quite different in structure the 
equilibrium configurations have some interesting features in common.
In all three cases, in spite of the extra degrees of freedom the 
atoms are displaced from their initial positions only in the <111> 
direction; the displacements vary linearly with separation from the 
fault plane and are always directed away from the fault, and the dis­
placement field is always localised. The widths of the intrinsic 
and extrinsic faults extend over about 40 (111) planes and over about 
half of this value for the twin. Increasing and decreasing the size 
of the model in the <111> direction did not alter the width of the 
faults nor the displacement field if the model contained more than 
40 (111) planes. The displacements in the <111> direction associated 
with the three relaxed faults are shown in Fig. (5.1).
As described in 4.2 the intrinsic stacking fault energy is 
a parameter of the potentials and was fixed at the experimental value 
of 41 mJ/m2 (Cockayne and Vitek, 1974; Stobbs and Sworn, 1971). The 
resultant extrinsic and twin energies are 44 and 21 mJ/m2 respectively 
for each of the three potentials. The twin energy is in reasonable 
agreement with the experimental values which are in the range of 26 
to 28 mJ/m2 at 850 to 950 K (Kudrman and Cadek, 1969).
Although extrinsic faults have been observed in copper alloys 
(Sen Gupta and De, 1970; Swann, 1966) no evidence of their existence 
in pure copper is known. Clearly though, because Yj and YE are
comparable the simulation results suggest that there is no energetic 
barrier preventing their formation. It has been suggested (Hirthe and 
Lothe, 1968) that y^ and y^ are approximately equal but that ’the 
formation of the pairs of partial dislocations that bound an extrinsic 
stacking fault is kinetically more difficult than the formation of 
the single partials that bound an intrinsic fault.’
As a result of computer experiments Vitek (1975) has suggested 
that intrinsic stacking faults may also exist on {110} planes in 
copper as well as in several other low stacking fault energy f.c.c. 
metals. Simulations with the potentials of 4.2 show that, firstly 
the fault energy is very high, about 500 mJ/m2, and secondly, that 
the metastable structure he proposes is actually astable. It seems 
likely that the incomplete relaxation he enforced on his model crystallite 
prejudiced the results he obtained.
5.2 The Vacancies
5.2.1 Introduction
In this subsection we consider the two types of vacancy which 
have been suggested as possible equilibrium configurations in f.c.c. 
metals, the normal vacancy and the split vacancy. The normal vacancy 
is the obvious vacancy configuration, namely an empty lattice site 
whilst the split vacancy is formed by two empty nearest-neighbour 
sites and an interstitial atom which is situated exactly between the 
vacancies. In those cases where the normal vacancy is the equilibrium 
vacancy configuration the split vacancy will approximate to a metastable 
state occurring during normal vacancy migration.
Point defects are basically different from line and surface 
defects because their creation changes the crystal volume. If an
atom is removed from a lattice site, say, and placed on the crystal
surface the volume of the crystal will increase. Obviously the
volume of a crystal containing N atoms increases from N£2 to (N+l)fi,
where Q is the atomic volume, if the atoms in the crystal could be
constrained at their perfect lattice positions. In a real, finite
crystal, however, the dilation, as explained in 1.3, reduces the
volume expansion. The net volume change per vacancy is known as
F
the formation volume Q clearly for a single vacancy it has a value
between zero and one atomic volumes.
FThe vacancy formation energy, Ey, is defined as the energj^
♦ V
difference between a crystal containing (N-l) atoms on lattice sites,
one vacant site and one atom on the surface and a perfect crystal
containing N atoms. By using the type of potential described in 
FChapter 4 E^ can be computed. The volume contribution to the energy 
Fdepends on Qy as described previously but the pair-potential contributes 
F .
to Ey too. In removing an atom from the bulk of the crystal all of 
its bonds within the crystal are broken; if it is then placed on the 
surface, on average, half of its bonds are restored. So for an 
unrelaxed crystal, a pair-potential of 4.2 contributes
-BVtr1) - 3V(r2) 
to the formation energy. Thus
Ey = -6\’(v1).-3V(.r2) •+ !<C12 - - Ey
where Ey is the relaxation energy of the crystal.
In exactly the same way the formation energies of the other 
single defects and clusters of defects can be defined and calculated.
So far the potentials i}jm through which the defects interact with 
the lattice atoms have not been defined. Unless the defect potential
is known a calculation of the dilation and hence the formation volume
is impossible. The assumptions that
i(j(r) = -V(r) for vacancies
and
\jj(r) = V(r) for self-interstitials
have been made throughout this work. It must be stressed that these
are only assumptions which, hopefully, approximate the real situation 
in metals. In order for the assumptions, to be completely valid, the 
electron gas must not redistribute itself around the defect but must 
retain the same charge density distribution as in the perfect crystal. 
This is patently untrue but since no methods are yet available to enable 
an accurate calculation of the charge redistribution to be performed, 
and furthermore, since the Hamiltonian of the system can only be 
approximate, the simple defect potential assumptions seem perfectly 
reasonable.
In the discrete simulation methods clusters of defects are 
treated as groups of single defects, so no difficulties arise in 
calculating their strengths. However a calculation of their
j
formation volumes1 presents some problems since most of the defect 
clusters and single defects are not spherically symmetric. In 1.3
i
the dilation was calculated for a spherical inclusion; it has not
i
proved possible to calculate the dilation due to an inclusion of an}*- 
other shape. Thus for those defects which cannot be characterized 
by a single strength tensor component G, the approximation
G = [det(G.. )]3 
3-3
has been used.
5.2.2 The .Simulation Procedures
The Normal Vacancy
The normal vacancy was simulated by first creating a cubic 
inner computational cell of 16 by 16 by 16 {100} planes containing 
2048 movable atoms. The inner region was surrounded on each cube 
side by a further 6{l00} planes containing 3174 atoms. So in toto 
the model crystallite contained more than 5200 atoms. The outer 
region ensured that each atom in the computational cell had a 
complete set of first, second and third nearest-neighbours. The 
atoms in the outer mantle were held at their perfect lattice positions. 
An atom was removed from a lattice site close to the centre of the 
inner cell to create the vacancy and the minimum pair-potential 
energy and the corresponding configuration of the model were found 
for all three copper potentials using the procedures described 
previously in Chapter 3.
The Split Vacancy
The split vacancy in f.c.c. structures comprises two vacancies 
on sites which are nearest neighbours, with an atom placed exactly 
midway between them. This configuration was simulated by creating 
the defect along the <110> direction and close to the centre of an 
approximately cubic block of 24 (110) planes, 24 (110) planes and 
17 (001) planes. The outer region consisted of 4 {llO} planes on 
the appropriate faces and 3 (001) planes on the other 2 faces. Thus 
the inner cell contained 2448 free atoms and the outer region 3440 
atoms fixed again at their perfect lattice sites. The atom lying 
midway between the vacancies was constrained at its original position 
whilst, the lattice around it relaxed.■
5,2.3 Results and Discussion
It will be remembered that the vacancy formation energy is a
parameter of the potentials; the potentials were chosen to reproduce 
F
a value of Ey close to 1.14 eV which is the mean of several experimental 
determinations (Sueoka (1974); McGervey and Trifthauser (1973);
Mehrer and Seeger (1969); Trifthauser and McGervey (1975); Kraftmakher ' 
(1967); Nanao et al (1973a, 1973b)). The vacancy formation energies,
F F
Ey,and volumes, Q 3 for both types of vacancy are shown in Table (5.1).
F FOnly marginal differences between the normal vacancy Ey’s and ^y’s 
exist for the three potentials.
Repeating, for each potential, the normal vacancy simulation 
with a slightly smaller block of the same orientation as the original 
simulation, and for differently orientated blocks did not appreciably 
alter the final relaxed configuration, nor its energy, nor the vacancy 
formation volume. However it was found that the displacement field 
around the normal vacancy is potential dependent, even though each 
potential is fitted to the perfect lattice harmonic response. The 
normal vacancy formation volume is in good agreement with Miller and 
Heald’s (1975) and Bullough and Hardy’s (1968) results, but their 
displacement fields and the fields computed for the three potentials 
differ to some extent. The lattice statics method produces a more 
reliable displacement field far from the defect because the real-space 
calculations can at present only produce approximate boundary conditions. 
However the displacements of near-neighbours of the vacancy are more 
likely to be correct for real-space calculations because the potential 
is not assumed to be harmonic but contains anharmonic terms. This 
anharmonicity is the source of the discrepancy between the lattice 
statics and the real-space simulation results. The normal vacancy
c
displacement fields for the three copper potentials are listed m
Tables (5.2), (5.3) and (5.4).
Several authors have calculated the normal vacancy formation 
volume for copper assuming a variety of interactions. Table (5.5) 
summarizes their results. Although there is a spread of values the 
results obtained in this work agree quite well with several of those 
tabulated, and especially with the results of those workers who used 
interactions matched to the elastic constants of copper.
Englert et al (1970) claim that their normal vacancy 
displacement field for copper agrees well with that obtained by 
Bullough and Hardy’s (1958) lattice statics calculation, but a 
careful perusal of their results has uncovered an error. They have 
compared their radial displacements measured in units of r1 
the first neighbour distance directly with Bullough and Hardy's 
results which are in units of the cube edge side. Thus in Englert et al 
Fig. 2, Bullough and Hardy’s first neighbour displacement, for example, 
is exactly twice as large as Englert et al have shown it. Nevertheless 
their results do follow the trend of Hardy and Bullough’s but the 
displacements obtained in the present vrark are in better agreement. The 
vacancy calculation has been repeated by this author using Englert et al 
potential and their results were closely reproduced. Incidentally 
the normal vacancy formation volume calculated from their published 
displacement field is 0.55 atomic volumes which is in excellent 
agreement with the -result of this work.
The formation energy of the split vacancy is somewhat higher 
than the normal vacancy energy for each of the copper potentials so 
from purely energetic considerations alone the vacancy configuration 
is unlikely to occur in nature. However a further examination of the
structure showed that the split vacancy configuration occurs at a 
local energy maximum and if not constrained to remain midway between 
the vacancies the interstitial falls into one of the vacant sites.
The split vacancy formation volume in copper has been reported 
in three previous papers. Johnson and Brown (1952) and Schottky et al 
(1964) obtained values of 0.77 and 0.93 atomic volumes respectively 
for Born-Mayer interactions, whilst Doyama and Cotterill (1967) 
computed 0.186 atomic volumes for their Morse potential fitted to the 
cohesive energy of copper.
The split vacancy will occur as a metastable configuration of
short lifetime during normal vacancy migration. Table (5.6) shows
the normal vacancy migration energy calculated for each copper potential
with the assumptions that (i) relaxation of the lattice around the
migrating atom is complete, and (ii) the formation volume of the
vacancy is unchanged during migration (Friedel, 19 70). Many
M
experimental determinations of Ey for copper have been published m  
the literature. The results vary between 0.85 ± 0.15 eV (Wright 
and Evans, 1965) and 1.10 ± 0.10 (Davidson and Galligan, 1968).
Mehrer and Seeger (1969) have collated all previous copper vacancy
migration work up to 1969 and in the same paper report some very
careful experimental determinations of their own. At the lowest
temperature considered by them, 400 K , Mehrer and Seeger (1969)
F Mobtain a single vjacancy activation energy, Q^, (where = Ey + Ey) 
of about 2.05 eV 'which happens to coincide exactly with a much earlier 
determination by Kuper et al (1954). Clearly only a vacancy migration 
energy of 0.90 or 0.91 eV is compatible with the experimental 
determinations and the vacancy formation energies fitted to the three 
copper potentials and shown in Table (5.1). Thus we see, from Table (5.6)
that the copper potential I gives best agreement with the experimental
migration energy values and as a consequence only potential I was
used in the subsequent divacancy, trivacancy and tetravacancy calculations.
M 'A comparison of the experimental values of Ey with those 
computed ones in Table (5.7) shows that only the most recent computer 
experiment results, from 1968 to the present, are in reasonable 
agreement with each other and with experiment.
5.3 The Divacancies
5.3.1 Introduction
Six different kinds of divacancies are considered in this 
section; they are the first, second, third, fourth and fifth nearest- 
neighbour types and another configuration that may be classified as 
the split divacancy. Interest in divacancies is primarily centred on 
identifying the most stable pair, since it is believed that at high 
temperatures divacancy motion will contribute to vacancy migration.
The stability of a pair of vacancies is characterized by their binding 
energy E^yj which is merely their energy relative to two widely 
separated vacancies. Thus E^y gives a measure of the likelihood of 
divacancy dissociation. The binding energy of a group of n vacancies 
is defined as
With the sign convention defined by the above equation those clusters 
which have a positive binding energy are stable against dissociation.
5.3.2 The Simulation Procedures
For all but the third nearest-neighbour divacancy, the vacancy 
pair was simulated in either the single vacancy or split vacancy models
described earlier. The new model, which was the largest used in this 
work, comprised a computational cell of 42 (112) planes, 24 (110) planes 
and 14 (111) planes containing 2352 atoms. This in turn was surrounded 
by a rigid mantle of a further 3616 atoms in the usual manner.
The starting configurations of the models were created by 
removing pairs of atoms from appropriate sites close to the block 
centres, for the first five divacancy types. The split divacancy 
was formed by removing the atoms from three mutual nearest-neighbour 
sites and placing an interstitial at the centre of the resulting 
equilateral triangle of vacancies. In all simulations copper potential 
I was used to describe the interaction.
5.3.3 Results and Discussions
As expected, the nearest-neighbour divacancy is the stable 
type and in comparison to the others is strongly bound. The binding 
energy of 0.24 eV is in agreement with the most recent experimental 
value of 0.3 ± 0.1 eV (Nanao et al, 1973b). Second nearest-neighbour 
divacancies are weakly bound but third, fourth and fifth nearest- 
neighbour pairs are unstable against the formation of single vacancies. 
The trend of the binding energies of the first five types follows 
exactly the interaction energies computed by Bullough and Hardy (1968) 
for those divacancies although qualitatively there is no agreement.
The magnitudes of the interactions predicted by Bullough and Hardy (1968) 
are higher than the results obtained in this work.
The split divacancy has the highest formation energy and the 
lowest formation volume of all of the divacancy configurations. In 
its equilibrium configuration the interstitial, which initially was 
placed at the centre of the triangle formed by the vacant sites, moves
a little way along <111> towards the tetrahedral hole and displaces 
the mutual nearest-neighbour of the three vacancies and the interstitial 
off its original site so that the interstitial and its nearest-neighbour 
are separated by about 0.6a. The split divacancy is probably close to
the configuration formed during divacancy migration. The formation
F F b
energy, E^ys the formation volume, ^2v5 anc* binding energy, E^y,
for each divacancy are shown in Table (5.8). The displacement field
for the stable divacancy is shown in Table (5.9) and the relaxed
configuration is illustrated in Fig. (5.3).
Few experimental determinations of divacancy properties have
been carried out. Except for the work of Nanao et al (1973) cited
F M
previously only the divacancy activation energy (where = E^y + E^y)
for copper obtained by Mehrer and Seeger (1969) is available. Combining
their activation energy with the first-neighbour divacancy formation
energy predicted by copper potential I results in a divacancy migration
Menergy of 0.47 eV. This value is not m  conflict with an E2y greater 
than 0.39 eV, estimated from the split divacancy formation energy again 
making the twin assumptions of complete atomic relaxation and no 
formation volume change during migration.
In agreement with most previous authors the divacancy migration 
energy is smaller than the single vacancy migration energy but we 
cannot in confidence add more to that. Defect migration is a dynamical 
process, not a static one, and relaxation using a conjugate gradients 
procedure can at best only give an estimate of the mechanics of migration 
of the more complex defect clusters.
No experimentally determined vacancy formation volumes are 
available in the literature, however, two computer experiment values 
due to Schottky et al (1964) and Doyama and Cotterill (1967) exist;
they are respectively 1.83 and 1.53 atomic volumes which are a great
deal higher than the value for the first neighbour divacancy obtained
in this work. Several researchers have computed the divacancy binding 
b
energy, E2V, for most stable divacancy and in Table (5.10) their 
results are listed.
BE2V computed by Weizer and Girifalco (1960) is probably incorrect 
but is included here for completeness. Wynblatt and Gjostein (1967) 
repeated Girifalco and Weizer*s (1960) calculations and obtained energy 
relaxations of almost exactly half of theirs. Several of the values 
tabulated agree with the experimental result of Nanao et al (1973b).
5.4 Close-Packed Clusters of Trivacancies
5.4.1 Introduction
Large aggregates of vacancies.in f.c.c. crystals have been 
observed in the form of voids or collapsed defects (Yoshida and 
Kiritani9 1975; Mantl and Trifthauser, 1975; Wilson and Hirsch, 1972).
The nucleation processes involved in the initial formation and growth 
of the aggregates is not well understood, and recently interest in 
small groups of vacancies has been revived. . Crocker (1975) has 
enumerated and analysed the possible configurations of small, close- 
packed clusters of vacancies and substitutional impurities. A close-
j
packed cluster is defined as a .group of point defects in which every
one has at least pne other point defect of the same kind in a first
I
nearest-neighbour! position. Thus in the previous section only the 
first nearest-neighbour divacancy is classed as a close-packed 
cluster, the other five types are not.
In this section the results of simulations of close-packed 
clusters of trivacancies are reported. The number of possible, different
configurations of clusters containing a fixed number of defects depends 
essentially on the crystal structure. For f.c.c. single lattices four 
trivacancy clusters exist; they are shown according to Crocker’s 
classification in Fig. (5.2). The most compact is of type 1 when the 
three vacancies are all first-nearest neighbours, types 2, 3 and 4, 
which are sometimes known as Tdog-leg’ trivacancies, are progressively 
more open.
5.4.2 The Simulation Procedures
The model blocks used in the trivacancy simulations have all 
been described before. The orientations of the computational cells 
were chosen to be compatible with the defect symmetries. Types 1 and 
3, for instance, were simulated in a model bounded by (112), (110) and 
(ill) planes while for types 2 and 4 the relevant faces were (110),
(IlO) and (001) planes. Again only copper potential I was used to 
simulate the atomic interaction.
5.4.3 Results and Discussion
None of the close-packed trivacancies are astable. The stable
type, as expected, is the compact type 1. Its final configuration is 
most intriguing; the atom which is first nearest-neighbour to each 
of the vacancies, and is located in the {ill} plane either immediately
above or below the plane of the trivacancies, relaxes to the centre
of gravity of the tetrahedron formed by the trivacancies and its own 
lattice site. The tetrahedron of vacancies is well able to accommodate 
the interstitial at its centre and in fact the first nearest-neighbours 
of the interstitial are attracted to it so that it acts like a rather 
weak vacancy. The type 1 calculation was repeated for the model size 
used in the single vacancy calculation, since this enabled the 
interstitial to be placed exactly at the centre of the computational cell.
The resultant displacement field is listed in Table (5.11) and a sketch of 
the relaxed configuration is shown in Fig. (5.3). It should be noted that the 
relaxed type 1 trivacancy is the smallest possible stacking-fault tetrahedron.
F FThe formation energies, formation volumes, and binding
Benergies, E^y* for the four trivacancies are shown in Table (5.12). With 
the exception of type 3, the pair-potential relaxation energies are large 
and the formation volumes small, which result in low trivacancy formation 
energies. In fact the trivacancy formation energy for type 1 is actually 
smaller than the first nearest-neighbour divacancy energy so that 
divacancies are predicted to be unstable against the formation of tri­
vacancies and moreover, the equilibrium concentration of trivacancies will 
exceed that of divacancies.
The configuration of the type 1 trivacancy is considerably different 
from the perfect lattice and consequently it is most unlikely that the 
Hamiltonian suggested in Chapter 4 is adequate to describe that defect 
system. In particular the assumptions of 5.2.1 concerning the redistribution 
of the electron gas can hardly be valid in situations where atoms move some 
distance from their original sites. Thus the accuracy of the computed 
type 1 formation energy is in doubt, but it is believed that the relative 
order of stability of the four trivacancies is meaningful.
No experimental data conserning trivacancies are available, but 
a few related computer simulation experiments have been performed. The 
trivacancy binding energies obtained by other researchers are summarised 
in Table (5.13).
Doyama and Cotterill (1967) used two different Morse potentials 
to represent copper; the first, ’A1, was fitted to the cohesive energy
and the second, ’ B’, to the single vacancy formation energy. With 
potential ’A’ they obtained an order of stability in agreement with 
this work; their potential ’B? however predicted different results.
They found that the stable type 1 trivacancy configuration involved 
little relaxation of the atom above or below the plane of the equilateral 
triangle of vacancies. The latter result is in conflict with the work 
of most other authors who have found, as we have, that the Gibson 
type 1 trivacancy is the stable configuration.
5.5 . Close-Packed Clusters of Tetravacancies
5.5.1 Introduction
Twenty different kinds of close-packed clusters, of tetravacancies 
exist in theory in f.c.c. single lattices. Doyama (1965) provided the 
first complete classification scheme but throughout this work Crocker’s 
system (Crocker. 1975) will be used. No attempt will be made to 
describe all of the different types but a complete list of them is 
illustrated in Fig. (5.2). Instead we will concentrate on those, 
compact types exhibiting very definite symmetries since intuitively 
we would expect them to be stable.or metastable. For instance type 1, 
the most compact ojf the twenty, is the tetrahedron of vacancies and 
like types 2 and 3, is a close relative of the type 1 trivacancy.
Type 4 is the square of nearest neighbours and with types 8 and 9 is 
akin to the type 2 trivacancy. In the same way types 14 to 18 are 
derived from the tlype 3 trivacancy and type 20 from the type 4 
trivacancy. This ordering of tetravacancies into families related to 
the four trivacancies is not meant to be comprehensive but is merely 
to focus attention on those tetravacancies which might be metastable 
or stable since all of the trivacancies are equilibrium configurations.
Note that no trivacancies of mixed character, that is those related 
to more than one kind of trivacancy, have been included in this 
short discussion.
5.5.2 The Simulation Procedures
The descriptions of all of the models used in the tetravacancy 
simulations have been.given before in 5.2.2 and 5.3.2 and will not be 
repeated here. Again the orientations of the computational cells 
were selected where possible to be compatible with the defect symmetries 
Typqs 1 and 14 were each simulated twice; first in a block bounded by 
{lOO} faces and then in another with (112), (IlO) and (111) faces.
Copper, potential I was used in the simulations of all twenty defects.
5.5.3 Results and Discussion
Six of the possible twenty close-packed tetravacancies were 
stable or metastable; they are in order of stability types 4, 3, 8, 9,
14 and 1. The most important tetravacancy results are summarized in 
Table (5.14).
The simulations of 14 and 1 in blocks of different orientations 
yielded results in excellent agreement. Clearly these two types 
exhibit the largest formation volumes and pair-potential contributions 
to their energies which are both indicative of the characteristically 
small relaxations from the initial starting configurations.
Types 8 and 9 are closely related to each other and furthermore 
have the same initial pair-potential energies for the potentials used 
in this work. Even after equilibrium is attained some similarities 
remain; their formation energies, volumes and pair-potential 
contributions are comparable and more surprisingly, although the pattern
of their displacement fields are very different since both reflect 
their respective defect symmetries, the magnitudes of the displacements 
of near-neighbours are almost equal. Because of the rather large 
lattice contractions associated with types 8 and 9 their formation 
energies are•small and are in fact comparable with the lowest divacancy 
energy. Again we must stress that the Hamiltonian used to describe 
the defect system cannot be completely valid where relatively large 
volume changes are involved and the relative magnitudes of the 
formation energies of each class of clusters must be considered rather 
than drhe computed values.
The rhombus and square of nearest-neighbours are the 
configurations of low energy. Like the other types in their class the 
magnitudes of their formation energies must not be taken too seriously. 
Nevertheless they provide the most interesting final configurations.
Before relaxation the type 3 or rhombus consists of two type 1 
trivacancies sharing a common edge. It will be remembered that the 
type 1 trivacancy relaxes to a tetrahedron of vacancies enclosing 
an interstitial atom at its centre of gravity. As expected the rhombus 
also exhibits large relaxations but it cannot be considered as a 
combination of two relaxed type 1 trivacancies. If the interstitials 
relaxed along a <111> direction to the centres of gravity of the two 
adjacent tetrahedra they would be separated from each other by a/2 
where a is the cubic lattice parameter. Obviously the interaction 
energy of the interstitials would then be very high and the atoms would 
move apart to lower it. Instead of moving apart along a <111> direction 
they do so along a <100> to finally give a highly symmetric configuration. 
The equilibrium distance of 0.727a between the interstitials is very close 
to the first nearest-neighbour separation in the perfect crystal.
The configuration of type 4 can be described as follows; 
the square of vacancies lies in a (100) plane and of course (100) 
layers of atoms lie above and below it. The two atoms at the face 
centres of the small groups of atoms immediately above and below the 
vacancy plane collapse,towards each other into the space created by 
the vacancies. Before relaxation the two face-centred atoms were 
second nearest-neighbours but at equilibrium their separation of 
0.720a is close to the perfect crystal first nearest-neighbour 
distance. The sites of the four original vacancies and the two 
left8 by the relaxing atoms form an octahedron, thus the relaxed 
configuration consists of a cage of six vacancies surrounding a pair 
of interstitials which are positioned on the long axis of the 
octahedron, as illustrated in Fig. (5.3). The displacement field is 
shown in Table (5.15).
The relaxed configuration of the square and rhombus have 
some common features. In each case the equilibrium configuration is 
formed from a cage of six vacancies enclosing a pair of interstitials 
at a separation close to the first nearest-neighbour distance.
No direct experimental data relevant to tetravacancies is 
available for any metal. A few attempts have been made to simulate 
the more compact types in computer experiments but the present work
ij
is the first complete simulation of all of the possible f.c.c. 
tetravacancies. jVineyard (1961) simulated the tetrahedron and square 
of nearest-neighbours. The atoms in his model interacted via a 
Born-Mayer potential. He found that the tetrahedron was unstable and 
the equilibrium square configuration consisted of an octahedral 
cage of vacancies around two asymmetrically placed interstitials.
Doyama and Cotterill (1965) and Cotterill and Doyama (1965) simulated 
the tetrahedron, rhombus and square with a Morse potential. Their results
indicated that the tetrahedron exhibited little relaxation and was 
stable, the square was actually unstable and the rhombus relaxed to a 
configuration rather like that reported here except that the interstitials’ 
axis did not lie along the <100> direction but was alightly rotated 
from it. In a later work using two different Morse potentials Doyama and 
Cotterill (1967) corrected this result without explanation. Perhaps the 
skewness was caused by the rather small models they used or a computational 
error in their simulation program. The latter authors obtained different 
orders of stability with the two potentials. With one fitted to the 
cohesive energy of copper the rhombus is stable and the tetrahedron 
metastable; with a potential matched to the vacancy formation energy 
this order is reversed. The square is unstable for both potentials.
5.6 THE SINGLE INTERSTITIALS
5.6.1 Introduction
Many kinds of stable and metastable interstitial configurations
exist in f.c.c. single lattices and for this reason alone their study is
more complex than the vacancy case. In this work only single interstitials 
are considered but nevertheless there are at least nine equilibrium 
configurations. The different kinds fall naturally into three groups 
where each group has at least one specific, well-defined characteristic.
One grouping contains the tetrahedral and octahedral interstitials arid 
the crowdion. The first two types fit into the interstices of the same 
names in f.c.c. single lattices whilst the crowdion is situated midway 
between nearest-neighbours. In the earliest literature the crowdion 
configuration was sometimes referred to as the activated crowdion and 
the term crowdion was reserved for what is now called the split <100>
configuration. The tetrahedral, octahedral and crowdion interstitials 
each have precise sites within the lattice and their positions depend 
only on the geometry of the lattice and are not in any way influenced 
by the type of interaction assumed to act between the lattice atoms. 
Another closely related group contains those interstitials which are 
situated on the vectors joining the tetrahedral, octahedral and crowdion 
sites. The exact interstitial positions on the vectors are potential 
dependent. In what follows the three resulting types of interstitial 
are labelled by the sites they lie between. The well-known split 
interstitials comprise the third group; each is formed by pairs of 
atoms symmetrically placed about a vacant lattice site and orientated 
along <100>, <110> or <111> directions. Again their exact positions in 
relation to the vacant site are controlled by the atomic interaction. Each 
of the nine equilibrium configurations are illustrated in Fig. (2.1).
5.6.2 The Simulation Procedures
In the three split interstitial calculations the block sizes 
and orientations were chosen such that a lattice site is positioned 
exactly at the block centre and the relevant interstitial ’dumbell’ axis 
lies along one of the block edge directions. Thus for the split <100> 
the block consisted of 21 by 21 by 21 {lOO} planes whilst for the split 
<110> a block of 23 (110), 23 (110) and 17 (001) planes was selected.
The split <111> interstitial was simulated in a block of 41 (112),
23 (IlO) and 13 (111) planes. The initial configurations of the splits 
were formed by first creating a vacancy at the centre of the 
appropriate block and subsequently placing two suitably orientated 
interstitials on each side of the empty site.
Only two different model blocks were needed for the simulations 
of the six remaining interstitial types. The crowdion and the octahedron-
crowdion were simulated in the block which has been previously described 
in the split vacancy work; the other configurations were formed in the 
normal vacancy block. In the latter model the tetrahedral interstice 
lies exactly at the centre of the block and an octahedral site is close 
by. 1 '
5.6.3 Results and Discussion
In configuration space the interstitial formation energy surfaces 
for the three potentials are complicated and convoluted. Their complex 
nature is a direct consequence of the number and variety of interstitial 
types which exist at equilibrium in the copper model. In all, nine 
separate stable and metastable interstitial configurations were identified 
in this work. One of them, the tetrahedral-crowdion (tet-cro) has not 
previously been reported; two others, the octahedral-tetrahedral (oct-tet) 
and the octahedral-crowdion (oct-cro) have rarely been investigated.
Few thorough, systematic studies of the interstitials occurring in f.c.c. 
lattices have been made. Most workers have concentrated almost 
exclusively on the octahedral or split <100> forms, which early work had 
indicated would probably be the most stable configurations. In 
consequence a straightforward comparison of the results presented here 
with the effectively incomplete mass of work reported in the literature 
is impossible. Fortunately a few researchers have made extensive and
j
elaborate investigations and it is their work and results which will be 
considered in detbil. It will be shown that there is good agreement 
between the new results and those published previously.
No concrete experimental evidence is available to allow an 
unambiguous identification of the type of stable interstitial in copper 
but perhaps more surprisingly neither the interstitial formation energy
nor its volume are known with any certainty. Because of this paucity 
of knowledge it has proved necessary to compute all of the proposed 
interstitial configurations with the three different copper potentials 
in order to identify the trends and common factors in the results which 
make predictions possible.
The primary results of the interstial simulations are shown 
in Tables (5.16), (5.17) and (5.18); each table is devoted to only one 
potential. For copper potential I the formation energies are close to the 
values computed by other researchers using Born-Mayer potentials for 
copper, but surprisingly the formation volumes of all but the <100> 
split are negative. Negative interstitial formation volumes are expected 
to be the rule rather than the exception in soft metals, such as the 
alkalis, but for copper this possibility has never previously.been 
suggested. The vacancy migration energy calculated with potential 
I is in better agreement with experiment than the results of simulations 
with the other two potentials. To some extent vacancy migration experiments 
yield information about the interatomic potential at less than first 
nearest-neighbour separations since during migration the moving atom must 
closely approach four of its nearest-neighbours. Thus we might conclude 
that agreement with vacancy migration experimental results is a prerequisite 
for any reasonable potential used for interstial calculations and for this 
reason alone the formation volumes obtained with potential I cannot be 
rejected out of hand.
Potentials II and III represent successively harder metals and in 
the two subsequent tables devoted to them we observe that the formation 
energies and volumes steadily increase as expected. Three types, the 
tetrahedral, the oct-tet and the tet-cro have negative formation volumes 
for the .potential II simulations, but for potential III only the
tetrahedral value remains less than zero. Notice that the monotonic
F
increase of formation volume, ft , for each interstitial type is mirrored
Fm  the other tabulated results. As the potentials become harder, E^
and d, the distance of closest approach of atoms, all increase.
Irrespective of the potential used the tetrahedral interstitial 
is always the stable one. The tet-cro type is metastable for potential I 
but is otherwise unstable; all of the other configurations are 
metastable for each potential. In the case of the harder potentials the • 
initial tet-cro configuration relaxes into the crowdion. The order 
of stability of the interstitial types is the same for potentials II and
III. From Table (5.16) we see that the softest potential favours the split
<111> type at the expense of the oct-cro and oct-tet. This position is 
reversed for the other two potentials.
The earliest comprehensive computer investigation of the 
interstitial properties of copper was performed by Johnson and Brown 
(1962). Using the purely repulsive Born-Mayer potential due to Huntingdon 
(1953) they simulated all of the types considered in this section except 
the tet-cro. In agreement with the potential III results they discovered 
that in the three split interstitial configurations atoms never approached 
closer than about 0.6a. Because the surface contribution to the formation 
energies cannot be specified for their model Johnson and Brown (1962) 
based their order of stability only on the pair-potential contribution to 
the defect energy. Although their order agrees quite well with that 
obtained from the Epp’s for potential III there are some small 
discrepancies; the positions of the oct-cro and oct-tet types are reversed 
and for potential III the crowdion energy is very near to that of the 
<110> split.
Simultaneously Seeger et al (1962) carried out a similar 
program of work. The copper interaction was described by three different 
Born-Mayer potentials one of which was Huntingdon’s (1953) potential. The 
other two described very hard ’copper’. However the numerical values 
of the pair-potential energies differed somewhat from Johnson and Brown’s 
(1962) results. Their order of stability which is based on the pair 
potential energies only agrees fairly well with ours for potential III; 
only- the relative positions of the split <111> and the tetrahedral are 
reversed.
• ' -
The agreement of Johnson and Brown’s (1962) and Seeger et al’s (1962)
results with ours might have been anticipated since the Born-Mayer 
potential used by them has parameters approximately equal to those fitted 
to the radiation damage part of potential III. However the similarity 
ends there since unlike potential III, the Born-Mayer does not have an 
energy minimum. Thus it is hardly surprising that only the <100> 
split configuration was stable, and all the other configurations were 
unstable, since repulsive potentials tend to favour roomy configurations.
Doyama and Cotterill (1967), although they used a Morse potential 
which does have a single energy minimum, also found that only the 
<100> split was stable; the other configurations they investigated 
relaxed to the equilibrium one. The order of stability for the five 
types they studied agrees exactly with the potential II results as does 
their interstitial separation, d.
In 1969 Johnson recalculated the properties of the eight types of 
interstitials previously considered by Brown and himself (Johnson and 
Brown, 1962) for three different short-ranged, central potentials for copper. 
Since only first-nearest neighbours lie within the range of their potentials
the perfect lattice harmonic response cannot be accurately reproduced.
No discernible pattern has been deduced from his results; the order of 
stability changes drastically from one potential to another and in each 
case the stable interstitial is different. One potential, in agreement 
with the work up to 1969, predicts the split <100> as the stable type, 
while another predicts the split <111> and the third, the tetrahedral type.
In the latest work in the field Johnson and Wilson (1972)
simulated all but the oct-tet, the tet-cro and the oct-cro configurations
for a non-central interaction extending past first nearest-neighbours.
%
The potential was matched to the three elastic constants for copper.
Again in agreement with our results the stable interstitial was the 
tetrahedral, but otherwise the order of stability did not agree with 
ours.
In Table (5.19) the order of stability predicted by previous 
workers is compared with ours. Note that the early work, based only on 
the relative pair-potential energies of the interstitials indicates that 
the <100> split is the stable type. For the Born-Mayer and Morse 
potentials all the other types considered are actually unstable.
However the results obtained using empirical potentials fitted to a 
range of experimental data show that many configurations are metastable. 
Moreover only one of the empirical potentials (Johnson, 1969) favours the 
split <100> as the stable type, while the majority predict the <100> 
split to be metastable and the tetrahedral to be stable. To some 
extent this result is confirmed by a recent experimental study.
Edelheit et al (1970) investigated the anomalous transmission of X-rays 
through radiation damaged copper and concluded that the stable interstitial 
is not the split <100> but is possibly the octahedral or <111> split. 
Because of the many approximations made by them, such as the elastic
isotropy of copper and an assumed formation volume of two atomic volumes 
for every type of interstitial, their conclusions can hardly be regarded 
as final.
All previous authors agree that a characteristic interstitial 
separations d, exists, such that at equilibrium no pair of atoms ever 
approach closer than d. We have shown that as expected d varies with the 
potential and is different for each interstitial type. Some trends can 
be recognised in our results; d is always largest for the octahedral 
and tetrahedral types and smallest for the splits and for each potential the 
spread of d is about 0.03a. Notice too that although the crowdion and 
<110> configurations are distinctly different their d values and ^pp’s 
are very close for all of the potentials.
Although the simulation techniques used in this work are not a 
good approximation to dynamical migration effects our results show that 
more than one interstitial migration path might exist in copper. The 
stable tetrahedral interstitial will probably migrate by the 
tetrahedral, oct-tet, octahedral, oct-tet, tetrahedral path, but the 
results with potential I indicate that as well as migrating in 
<111> directions the tetrahedral might possibly move in <100> via 
the tetrahedral, tet-cro and crowdion positions.
None of the results presented here indicate that only one type 
of interstitial should exist in copper, in fact since the formation 
energies of somejconfigurations are only slightly higher than the tetrahedral 
it is very likely that several interstitial types do co-exist at 
equilibrium. Under those circumstances it would be possible for each 
equilibrium type to have its own migration path. Whether those other 
paths would be energetically favourable for migration is beyond the scope 
•of this work.
Our study of the normal vacancy with the three copper potentials 
showed that although the formation energy and volume remained almost 
unchanged the relevant displacement fields are different. For the 
interstitials the formation energies, volumes and the displacement fields 
vary greatly. The tetrahedral interstitial displacement fields, are 
reported in Tables (5.20), (5.21) and (5.22) for potentials I, II and 
III respectively.
TABLE (5.1)
F
The vacancy formation energies, (in eV), and volumes,
p
Qy (in atomic volumes), of the normal and split vacancies for each
of the three copper potentials.
Vacancy
Type
V
Potential Potential
I II III I II III
Normal
Split
1.15
1.94
1.15
2.54
1.14
3.85
0.54
0.48
0.53
0.76
0.53
1.44
TABLE (5.2)
The displacement field around a normal vacancy in copper for 
potential I. The separations between the displaced atoms and the 
vacancy are measured in units of a, the cubic lattic parameter. The 
vacancy is situated at the origin and the lattice sites are at 
— (nl5 n2, ng).
Lattice
sites
Displacements around a 
normal vacancy at the origin
Separations 
between the 
vacancy and 
the displaced 
. atomsnl n2 n3 u /a u2/a U3/a
1 1 0 -0.0099 -0.0099 0.0 0.6931
2 0 0 0.0019 0.0 0.0 1.0019
2 • T . X 1 -0.0028 -0.0020 -0.0020 1.2208
2 2 0 -0.0035 -0.0035 0.0 1.4093
3 1 0 0.0004 0.0000 0.0 1.5808
2 2:. 2 -0.0014 -0.0014 -0.0014 1.7296
3 2 1 ’ -0.0013 -0.0010 -0.0005 1.8691
4 0 0 0.0000 0.0 0.0 2.0000
3 3 0 -0.0014 -0.0014 0.0 2.1193
4 1 1 0.0000 0.0001 0.0001 2.1213
4 .2 0 -0.0001 0.0000 0.0 2.2360
3 3 2 -0.0006 -0.0006 -0.0004 2.3443
4 2 2 -0.0006 -0.0003 -0.0003 2.4488
4 3 1 -0.0006 -0.0004 -0.0002 2.5488
5 1 0 -0.0001 0.0000 0.0 2.5494
5 2 1 0.0000 0.0000 0.0000 2.7386
4 4 0 -0.0005 -0.0005 0.0 2.8277
4 3 3 -0.0002 -0.0002 -0.0002 2.9151
5 3 0 0.0000 0.0000 0.0 2.9155
6 0 0 0.0000 0.0 0.0 3.0000
4 4 2 -0.0002 -0.0002 -0.0001 2.9997
TABLE (5.3)
The displacement field around a normal vacancy in copper for 
potential II. The separations between the displaced atoms and the 
vacancy are measured in units of a5 the cubic lattice parameter. The 
vacancy is situated at the origin and the lattice sites are at 
"2" n 2* ^3^'
Lattice
sites
Displacements around a 
normal vacancy at the origin
Separations 
between the 
vacancy and
nn un /a . u^/a . . .u„/a. . . .
the displaced 
... atoms1 2 3 1 2 3
1 1 0 -0.0091 -0.0091 0.0 0.6942
2 0 0 0.0017 0.0 0.0 1.0017
2 1 1 -0.0026 -0.0019 -0.0019 1.2211
2 2 0 -0.0032 -0.0032 0.0 1.4097
3 1 0 0.0004 0.0000 0.0 1.5808
2 2 2 -0.0013 -0.0013 -0.0013 1.7298
3 2 1 -0.0012 -0.0009 -0.0005 1.8693
4 0 0 0.0001 0.0 0.0 1.9999
3 3 0 -0.0014 -0.0014 0.0 2.1193
4 1 1 0.0001 0.0001 0.0001 2.1212
4 2 0 -0.0001 0.0000 0.0 2.2360
3 3 ;2 -0.0007 -0.0007 -0.0004 2.3441
4 .2 ' 2 -0.0006 -0.0003 -0.0003 2.4488
4 3 1 -0.0006 -0.0005 -0.0002 2.5487
5 1 0 -0.0001 0.0000 0.0 2.5494
5 2 !1 -0.0001 0.0000 0.0000 2.7385
4 4 0 -0.0006 -0.0006 0.0 2.8276
4 3 i1 3 -0.0003 -0.0002 -0.0002 2.9151
5
3 1
0 -0.0001 0.0000 0.0 2.9154
6 0 10 0.0000 0.0 0.0 3.0000
4 4 2 -0.0003 -0.0003 -0.0001 2.9996
TABLE (5.4)
The displacement field around a normal vacancy in copper for 
potential III. The separations between the displaced atoms and the 
vacancy are measured in units of a, the cubic lattice parameter. The 
vacancy is situated at the origin and the lattice sites are at
f ^ nl5 n25 n3^ ’
Lattice
sites
Displacements around a 
normal vacancy at the origin
Separations 
between the 
vacancy and 
the displaced 
atomsnl n2 n3 ufa u2/a u3/a
1 1 0 -0.0083 -0.0083 0.0 0.6954
2 0 0 0.0017 0.0 0.0 1.0017
2 1 1 -0.0024 -0.0017 -0.0017 1.2214
2 2 0 -0.0029 -0.0029 0.0 1.4101
3 1 0 ' 0.0004 . 0.0000 0.0 1.5808
2 2 2 -0.0011 -0.0011 -0.0011 1.7301
3 2 1 -0.0011 -0.0008 -0.0004 1.8694
4 0 0 0.0000 0.0 0.0 2.0000
3 3 0 -0.0012 -0.0012 0.0 2.1196
4 1 1 0.0000 0.0001 0.0001 2.1213
4 2 0 -0.0001 0.0000 0.0000 2.2360
3 3 2 -0.0006 -0.0006 -0.0003 2.3443
4 2 2 -0.0005 -0.0002 -0.0002 2.4489
4 3 1 -0.0005 -0.0004 -0.0001 2.5488
5 1 0 -0.0001 0.0000 0.0 2.5494
5 2 1 0.0000 0.0000 0.0000 2.7386
4 4 0 -0.0004 -0.0004 0.0 2.8279
4 3 3 -0.0002 -0.0002 -0.0002 2.8281
5 3 0 0.0000 0.0000 0.0 2.9155
6 0 0 0.0000 0.0 0.0 3.0000
4 4 2 -0.0002 -0.0002 -0.0001 2.9997
TABLE (5.5)
FThe normal vacancy formation volume, (in atomic volumes), 
for copper calculated by other authors.
Author
4
1 Type of
Interaction <
Tewordt (1958) Born-Mayer : 0.47-0.55
Bennemann and Tewordt (1960) Morse 0.56
Born-Mayer 0.62-0.68
Seeger and Mann (1960) Born-Mayer 0.47-0.91
Johnson and Brown (1962) Born-Mayer 0.52
Schottky et al (1964) Born-Mayer 0.87
Doyama and Cotterill (1967) Morse 0.83
Bullough and Hardy (1968) Harmonic 0.55
Chevychelov and Nikulin (1969) Pseudopotential 0.37
Johnson (1969) Empirical 0.7
Chevychelov (1971) Pseudopotential 0.35
Miller and Heald (1975) Harmonic 0.55
TABLE (5.6)
MThe computed normal vacancy migration energy, E^. (in eV)9for the 
three copper potentials.
Potential
I II III
em
V
0.89 1.00 1.10
TABLE (5.7)
MThe normal vacancy migration energy, E^ (in eV), computed by other
authors.
Author Type of Potential emV
Damask et al (1959) Morse 1.3
Johnson and Brown (1962) Born-Mayer 0.43
Schottky et al (1964) Born-Mayer 0.41-1.36
Doyama and Cotterill (1967) Morse 0.69
Wynblatt (1968) Morse 0.90
Johnson (1969) Empirical 0.88-1.08
Johnson and Wilson (1972) * Empirical 0.81
TABLE (5.8)
p
The computed divacancy formation energies, (in eV),
F
formation volumes, (^ n atomic volumes), and binding energies, 
BE^y (in eV), for copper potential I.
Divacancy Type 4 2V 4
First neighbour 2.08 1.03 0.23
Second neighbour 2.26 1.05 0.05
Third neighbour 2.32 1.08 -0.008
Fourth neighbour 2.33 1.09 -0.017
Fifth neighbour 2.31 1.08 -0.001
Split 2.37 0.97
ooi
TABLE'(5.9)
The displacement field around a stable divacancy in copper for
potential I. The separations between'the displaced atoms and the
geometrical centre of the defect are measured in units of a, the cubic
lattice parameter. The coordinate system is referred to orthogonal
<110>, <110> and <001> axes so the.lattice sites are at
aCn./iV^, n0v/2/i+, nQ/2). The vacant sites are at a(0, 05 0) and 
1 Z o
a(/2/2, 0, 0).
Lattice
sites
Displacements around a 
stable divacancy
Separations 
between the 
divacancy 
centre and the 
displaced atoms
nl n2 n3 ■u /a
u2/a ft)CO
3
1 1 1 0.0 -0.0182 -0.0389 0.5803
2 2 0 0.0048 -0.0038 0.0 0.7893
3 1 1 -0.0088 -0.0070 -0.0132 0.9253
4 0 0 -0.0105 0.0 0.0 1.0501
2 0 2 -0.0055 0.0 -0.0074 1.0519
1 3 1 0.0 -0.0062 -0.0041 1.1653
4 2 0 0.0030 0.0019 0.0 1.2783
2 2 2 -0.0040 -0.0079 -0.0106 1.2609
3 3 1 0.0009 -0.0019 -0.0015 1.3677
2 4 0 0.0004 -0.0022 0.0 1.4557
4 0 2 -0.0052 0.0 -0.0050 1.4498
5 1 1 -0.0039 -0.0003 -0.0017 1.5369
1 1 3 0.0 -0.0012 -0.0006 1.5402
TABLE (5.10)
RThe first neighbour divacancy binding energy, E^ (in 
computed by other authors.
Author Type of 
Potential
eB
2V
Weizer and Girifalco (1960) Morse 0.64
Schottky (1960) Born-Mayer 0.30-0.48
Gibson et al (1960) Born-Mayer 0.06
Johnson (1965) Born-Mayer 0.05
Doyama and Cotterill (1967) Morse 0.18-0.53
Wynblatt and Gjostein (1967) Morse 0.36
TABLE C5.11)
The displacement field around a stable type 1 trivacancy in 
copper for potential I. The separations between the displaced atoms 
and the geometrical centre of the defect are measured in units of a,
g
the cubic lattice parameter. The lattice sites are at — (n^ , n^)
and the vacancies are at •— (0, 0, 0), — (1, 1, 0) and (1, 0, 1).
Lattice
sites
Displacements around a 
type 1 trivacancy
Separations 
between the 
trivacancy 
centre and the 
displaced atomsnl n2 n3 V a
u2/a rd00
3
0 1 1 0.25 -0.25
i
LOCMo1 0.0
0 0 2 0.0147 0.0147 -0.0275 0.7954
0 2 2 0.0038 -0.0142 -0.0142 1.0693
0 1 3 0.0027 -0.0027 -0.0023 1.2958
2 2 2 -0.0109 -0.0109 -0.0109 1.2802
1 2 3 -0.0026 -0.0080 -0.0082 1.4676
3 2 - 1 -0.0061 -0.0049 0.0049 1.6302
0 0 4 0.0005 0.0005 0.0007 1.7859
0 3 3 0.0017 -0.0066 -0.0066 1.7759
TABLE (5.12)
p
The computed formation energies, (in eV), the formation
F Bvolumes,' £L.. (in atomic volumes), and the binding energies, E (in eV),
O V ov
of the four close-packed clusters of trivacancies for copper potential
Trivacancy Type eF3V n3V
eb 
3 V
1 1.68 , 1.07 1.77
2 2.13 1.09 1.32
3 3.00 1.51 0.45
4
COCM 1.17 1.11
TABLE (5.13)
B
The trivacancy binding energies, (in eV),for copper computed
by other authors.
Author
Type of 
Potential
eb 
3 V
Type of Trivacancy
1 2 3 4
Schottky
(1960)
Gibson et al 
(1960)
Doyama and
Cotterill
(1967)
Born-Mayer
Born-Mayer
Morse ?A’ 
Morse ’B’
0.65-1.02
0.5
2.22
0.55
0.5-1.0
1.46
0.41
0.35-0.7
1.01
0.37
0.3-0.6
1.09
0.37
TABLE (5.14)
F
The computed formation energies, (in eV), the formation
F Bvolumes, (in atomic volumes), and the binding,energies, E^v (in
/■of the six equilibrium tetravacancies for copper potential I.
Tetravacancy Type < v 4
eb
4V
1 4.37 2.30 0.13
3 1.46 1.16 3.14
4 0.97 0.71 3.63
8 2.08 1.13 2.52
9 2.12 1.14 2.48
14 3.98 2.02 0.62
TABLE (5.15)
The displacement field around a stable type 4- tetravacancy in 
copper for potential I. The separation between the displaced atoms 
and the geometrical centre of the defect are measured in units of 
a, the cubic lattice parameter. The coordinate system is referred 
to orthogonal <110>, <110> and <001> axes so the lattice sites are at 
a(n /2/45 n /2/4s n /2). The vacant sites are at a(0, 0, 0),
JL O
a(/2/4, 0, 0), a(0, >/2/49 0) and a(,/2/49 /2/49 0).
Lattice
sites
Displacements around s 
stable tetravacancy
Separations 
between the 
tetravacancy 
centre and the 
displaced atoms
n l n2 n3 u-j/a u2/a
CO
3
1 1 1 0.0 0.0 -0.1402 0.3598
3 1 1 -0.0373 0.0 -0.0889 0.7859
4 2 0 0.0217 0.0082 0.0 1.1413
2 2 2 -0.0118 -0.0118 -0.0507 1.0654
3 3 1 -0.0071 -0.0071 -0.0414 1.0910
4 4 0 0.0128 0.0128 0.0 1.5180
5 1 1 -0.0012 0.0 -0.0060 1.4969
4 2 2 -0.0194 -0.0052 -0.0345 1.4621
1 1 3 0.0 0.0 -0.0218 1.4782
5 3: 1 0.0055 0.0052 -0.0029 1.6644
3 1 3 -0.0110 0.0 -0.0237 1.6322
3 3 3 -0.0090 -0.0090 -0.0231 1.7764
6 2 0 0.0103 0.0010 0.0 1.8131
TABLE (5.16)
p
The interstitial formation energies, E^ (in eV), the pair-
F
potential contributions, ’to Ejj ^he interstitial formation
p
volumes, (in atomic volumes), and the smallest equilibrium 
separation between atoms, d (in units of a) for the nine equilibrium 
interstitials simulated with copper potential I.
Interstitial Type i—i
w
E
PP
d
octahedral ' 4-. 13 ’ 4.74
=i-COo1 ' 0.57
tetrahedral 3.51 4.74 -0.70 0.56
crowdion 4.53 4.66
COoo1 0.55
oct-tet 4.16 4.70
oCOo1 0.55
tet-cro 3.78 4.63
CD.3-
o1 0.55
oct-cro 4.15 4.68 1 o CO o 0.55
<100> split 4.85 4.62 0.13 0.54
<110> split 4.21
LOCO -0.26 0.54
<111> split 3.95 4.55 -0.34 0,54
TABLE (5.17)
p
The interstitial formation energies, (in eV), the
F
pair-potential contributions, EppS 'to Ejj the interstitial formation 
volumes, (in atomic volumes), and the smallest equilibrium 
separation between atoms, d (in units of a) for the eight equilibrium 
interstitials simulated with copper potential II.
Interstitial Type E^LI EPP
ti-i 
i—i d
octahedral 6.16 6.00 0.16 0.60
tetrahedral 5.51 6.09 -0.33 0.60
crowdion 6.66 5.98 0.39 0.58
oct-tet 5.84 5.86 -0.01 0.59
oct-cro 5.82 5.89 -0.04 0.57
<100> split 6.96 5.78 0.67 0.58
<110> split 6.27 5.98 0.16 0.57
<111> split 6.30 6.04 0.15 0.57
TABLE (5.18)
p
The interstitial formation energies, E^ (in eV), the pair-
F
potential contributions, E , to ET, the interstitial formation
PP 1
F
volumes, (in atomic volumes), ,and the smallest equilibrium 
separation between atoms, d (in units of a) for the eight equilibrium 
interstitials simulated with copper potential III.
Interstitial Type EI EPP
£1 d
octahedral 7.61 7.04 0.33 0.62
tetrahedral 7.26 7.43 -0.08 0.61
crowdion 8.32 7.17 0.66 0.60
oct-tet 7.32 6.92 0.22 0.60
oct-cro 7.26 6.94 0.32 0.61
<100> split 8.65 6.81 1.05 0.60
<110> split 7.84 7.17 0.38 0.60
<111> split 8.31 7.40 0.51 0.59
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TABLE (5.20)
The tetrahedral interstitial displacement field for copper
clpotential I. The interstitial is at —  (1, 1, 1) and the neighbouring.
cl
lattice sites are at — (n ,^ n^). The separations of the displaced
atoms and the interstitial are measured in units of a the cubic lattice 
parameter.
Lattice
sites
Displacements around a 
tetrahedral interstitial
Separations 
of displaced 
atom and the 
interstitialnl n2 n3 u / a u2/a V a
0 0 0 -0.0731 -0.0731 -0.. 0731 0.5595
0 0 2 0.0031 0.0031 -0.0110 0.8173
0 2 2 -0.0046 0.0268 0.0268 1.1277
0 1 3 -0.0012 0.0012 -0.0096 1.2903
2 2 2 -0.0011 -0.0011 -0.0011 1.2971
1 2  3 0.0041 0.0016 0.0031 1.4831
3 2-1 0.0106 0.0086 -0.0086 1.6553
0 0 4 0.0013 0.0013 -0.0032 1.7819
COCOo 0.0 0.0105 0.0105 1.8000
TABLE (5.21)
The tetrahedral interstitial displacement field for copper 
potential II. The interstitial is at ~ (1,1,1) and the neighbouring 
lattice sites are at ~ n2 » n3 *^ separations of the
displaced atoms and the interstitial are measured in units of a the 
cubic lattice parameter.
Lattice
sites
Displacements around a 
tetrahedral interstitial
Separations 
of displaced 
atom and the 
interstitialm  n2 n3 V a u2/a u3/a
0 0 0 -0.0956 -0.0956 -0.0956 0.5986
0 0 2 0.0033 0.0033 -0.0118 0.8165
0 2 2 -0.0050 0.0437 0.0437 1.1511
0 1 3 -0.0024 0.0024 -0.0137 1.2868
2 2 2 -0.0004 -0.0004 -0.0004 1.2983
1 2  3 0.0072 0.0042 0.0066 1.4880
3 2-1 0.0159 0.0134 -0.0134 1.6638
0 0 4 0.0016 0.0016 -0.0044 1.7806
0 3 3 -0.0004 0.0206 0.0206 ' -.1**8142
TABLE (5.22)
The tetrahedral interstitial displacement field for copper
0
potential III. The interstitial is at ^  (1, 1, 1) and the neighbouring 
lattice sites are at (n^5 n^). The separations of the displaced
atoms and the interstitial are measured in units of a the cubic lattice 
parameter.
Lattice
sites
Displacements around a- 
tetrahedral interstitial
Separations 
of displaced 
atom and the 
interstitialnl n2 n3 V a u2/a V a
0 0 0 -0.1031 -0.1031 -0.1031 0.6115
0 0 2 0.0030 0.0030 -0.0107 0.8176
0 2 2 -0.0051 0.0539 0.0539 1.1651
0 1 3 -0.0034 0.0034 -0.0145 1.2864
2 2 2 0.0006 0.0006 0.0006 1.3001 '
1 2  3 0.0098 0.0066 0.0099 1.4924
3 2-1 0.0200 0.0170 -0.0170 1.6702
0 0 4 0.0016 0.0016 -0.0044 1.7806
0 3 3 -0.0010 0.0287 0.0287 1.8257
CHAPTER 6 General Discussion and Conclusions
6.1 Discussion
Before the work presented in this thesis may be considered
complete a critical analysis of the method and rationale of the crystal
model and the computer simulation procedure must be made. In the
following discussion the Hamiltonian of the system, the imposed
boundary conditions and the relaxation procedure will each be taken
in turn, and their disadvantages and limitations highlighted.
*
The interatomic pair-potential is by far the most important 
factor affecting the reliability of the defect results. To date, the 
interactions derived for this work are the most sophisticated empirical 
potentials in use in computer simulation studies. Nevertheless the 
complexity of the pair-potential cannot disguise the fact that the 
crystal Hamiltonian has proved inadequate, except for the most simple 
defects, as a proper description of the energy term due to the electron 
gas. However, since the interactions used enforce on the model the 
correct structure and lattice parameter for copper, more confidence 
can be placed in the predicted defect structures than their formation 
energies.
For large computational cells the choice of boundary conditions 
has a minimal effect on the computed formation energies and structures 
(Johnson and Brown, 1962; Domingos?1966). This important point has 
been confirmed for the model sizes used in this work, by simulating, 
in the normal vacancy block, a vacancy in nominal isotropic aluminium. 
The metal potential was constructed, as described in 4.2, to match 
the lattice parameter, the vacancy formation and intrinsic stacking 
fault energies, the phonon frequency and the Voigt averaged elastic
constants. Aluminium is the most elastically isotropic f.c.c. metal. 
Simulations with boundary atoms: held fixed at perfect lattice positions 
and at positions determined by isotropic elasticity theory produced 
negligible differences in the structure of the relaxed vacancy whilst 
the potential energies of the defect cell differed by less than 1 
part in 5000.
Except for very large models the use of periodic boundary conditions 
in point defect simulations cannot be justified unless it is intended to 
simulate an infinite superlattice of defects. For small models spurious 
effects due to the mutual interaction of the array cannot be avoided.
In the programs used in this work no computational advantages, such as 
cofe-store or CPU time reductions, are obtained by substituting periodic 
boundaries for rigid.
The conjugate gradient numerical relaxation procedure is probably 
the fastest and most efficient method available to simulators at the 
moment. Both advantages are only retained for short-ranged potentials; 
for interactions with long tails methods which store the matrix of 
second derivatives of the potential energy are certainly faster. Unlike 
zero force search procedures and dynamical relaxation techniques, the 
conjugate gradient method enables us to locate with comparative ease 
metastable configurations. Nevertheless finite temperature simulations 
are impossible to perform with conjugate gradients methods and the type 
of program written for this work.
6.2 Conclusions
A summary of the results of this investigation into the structures 
of point defects in copper is as follows:
(.i) The normal vacancy is stable and the split vacancy
unstable.. The normal vacancy .displacement fields obtained 
with the three potentials are in reasonable agreement with 
those calculated by the lattice statics method. The 
predicted normal vacancy formation volume, of 0.53 - 0.54 
atomic volumes, is close to values calculated by other 
workers using interactions matched to the elastic constants 
of copper.
(ii) The nearest-neighbour divacancy is stable and in 
comparison to the other divacancy types considered is 
tightly bound. The computed binding energy of 0.24 eV 
agrees within the limits of error with the latest 
experimental determinations.
(iii) The divacancy migration energy is less than the corresponding 
single vacancy value.
(iv) All of the close-packed clusters of trivacancies are 
equilibrium configurations. The stable kind, type 1, 
is the most compact form. Its relaxed structure is a 
tetrahedron of vacancies enclosing at its centre an 
interstitial atom.
(v) Six of the twenty possible close-packed clusters of 
tetravacancies are stable or metastable. The two low 
energy configurations are derived from the square and 
rhombus of vacancies; the square type is stable and the 
rhombus metastable. Both equilibrium structures consist 
of cages of six vacancies surrounding two symmetrically 
positioned interstitials-. The separation between the
interstitials, is close to the nearest-neighbour distance 
in bulk.copper.
(vi) The stable interstitial is the tetrahedral type.
(vii) The tetrahedral interstitial probably migrates via the 
oct-tet and octahedral interstitial positions.
(,viii)The defect, formation energies computed from the simple 
Hamiltonian used to describe the model crystal are 
unreliable if the relaxed structures infer large crystal 
volume changes or if atoms move some way from their normal 
lattice sites.
At present the computer modelling of defect structures is our 
only investigative tool for the study of the atomistic properties of the 
noble, transition and polyvalent metals since a rigorous quantum mechanical 
Hamiltonian to describe those metals cannot as yet be derived. The 
classical, empirical potentials of the kind obtained in this work cannot 
themselves be justified except by the ease and accuracy with which they 
predict or confirm experimental results. However it is probably 
computationally impractical to derive empirical potentials fitted to 
more experimental data than the present series.
An extension of this work to include the two remaining noble metals 
and the commoner transition elements is in order for two reasons; 
firstly to yield new information but perhaps more importantly to explore 
the limitations and weaknesses of the empirical potential - computer 
simulation•approach.
For copper, selected pentavacancies, hexavacancies and higher 
order clusters should be examined in an attempt to determine the size
a
at which small voids collapse onto {ill} planes. Before a proper study
of this intriguing problem can begin it will be necessary to improve 
the Hamiltonian of the.model crystal to give sensible formation energies 
for the trivacancy and tetravacancy clusters already simulated, by 
replacing the volume dependent term with a more sophisticated form. 
Interstitial complexes might also be studied to clarify their role in 
irradiated crystals.
Hybrid simulations, where the boundary atom positions are
determined from lattice static calculations, are feasible but unnecessary
for the single vacancy. Perhaps sometime in the future though large 
♦
defects might be simulated in this way, but we must always bear in mind 
that the combination of simple defect systems and simple atomic inter­
actions often produce unambiguous and meaningful results.
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FIGURE CAPTIONS
Figure (2.1) The nine interstitial configurations investigated in this
work, namely the octahedral, the tetrahedral, the crowdion, 
the octahedral-tetrahedral, the octahedral-crowdion, the 
tetrahedral-crowdion, the split <100>, the split <110> 
and the split <111>. The relaxations of the neighbouring 
atoms of the interstitials are not shown. Except for the 
tetrahedral-crowdion, all of the interstitial types 
illustrated have been studied previously.
Figure (4.1) The three pair-potentials I, II and III for copper. V(r)
is in eV and the separation r is in The first, second 
and third nearest-neighbour positions are indicated by 
1, 2 and 3 on the lower axis.
Figure (5.1) The displacements u in the <111> direction of the close-z
packed planes parallel to the intrinsic, extrinsic and 
twin faults in copper in terms of the first nearest- 
neighbour separation r1. The same displacement fields are 
obtained for all three copper potentials I, II and III.
Figure (5.2) Crocker’s classification of the four close-packed clusters
of trivacancies and the twenty close-packed clusters of 
tetravacancies in f.c.c. single lattices. The vacancy 
positions are projected onto the (111) plane.
Figure (5.3) The divacancy, trivacancy and tetravacancy configurations
obtained with copper potential I. The relaxations of the 
atoms neighbouring the vacancies are indicated although 
their magnitudes are not to scale.
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Fig. (5.3) The relaxed configurations of the stable divacancy, trivacancy 
' and tetravacancy
