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Abstract
One popular approach to likelihood-free inference is the synthetic likelihood method,
which assumes that some data summary statistics which are informative about model
parameters are approximately Gaussian for each value of the parameter. Based on this
assumption, a Gaussian likelihood can be constructed, where the mean and covariance
matrix of the summary statistics are estimated via Monte Carlo. The objective of the
current work is to improve on a variational Bayes implementation of the synthetic likeli-
hood introduced recently in the literature, to enable the application of that approach to
high-dimensional problems. Here high-dimensional can mean problems with more than
one hundred parameters. The improvements introduced relate to shrinkage estimation of
covariance matrices in estimation of the synthetic likelihood, improved implementation
of control variate approaches to stochastic gradient variance reduction, and parsimonious
but expressive parametrizations of variational normal posterior covariance matrices in
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terms of factor structures to reduce the dimension of the optimization problem. The
shrinkage covariance estimation is particularly important for stability of stochastic gra-
dient optimization with noisy likelihood estimates. However, as the dimension increases,
the quality of the posterior approximation deteriorates unless the number of Monte Carlo
samples used to estimate the synthetic likelihood also increases. We explore the proper-
ties of the method in some real examples in cases where either the number of summary
statistics, the number of model parameters, or both, are large.
Keywords. Approximate Bayesian computation; Stochastic gradient ascent; Synthetic
likelihood; Variational Bayes.
1 Introduction
This work is concerned with the popular synthetic likelihood approach to likelihood-free in-
ference (Wood, 2010; Fasiolo et al., 2016a), which can be used in situations where an ap-
proximately Gaussian summary statistic for the data informative about model parameters is
available. Likelihood-free inference methods are used in situations where the likelihood can-
not be calculated, but simulation from the model is possible. The most common approach to
likelihood-free Bayesian inference is approximate Bayesian computation (ABC) (Marin et al.,
2012; Blum et al., 2013) but in this work we will focus on the alternative synthetic likelihood
approach. The synthetic likelihood method scales more easily to high-dimensional problems,
albeit at the expense of an additional assumption of approximate normality of data summary
statistics for each parameter value. We refer the reader to Price et al. (2017) for further
discussion of the advantages and disadvantages of the synthetic likelihood approach compared
to conventional ABC methodology. The main contribution of the present work is to extend
the applicability of a recently introduced variational Bayes with synthetic likelihood (VBSL)
approach in the literature (Ong et al., 2018b) to problems of higher dimensions.
Write y for some data to be observed, p(y|θ) for a model for y where θ is a p-dimensional
unknown parameter, and S = S(y) for a summary statistic for the data informative about θ.
We will be concerned with inference about θ via the synthetic likelihood in a Bayesian setting
(Price et al., 2017), and we assume p(y|θ) is a density function and that θ is a continuous
parameter with prior density p(θ). If the distribution of S given θ is approximately Gaussian
for each θ, then this motivates using φ(s;µ(θ),Σ(θ)) as an approximate likelihood where
φ(z;µ,Σ) denotes the multivariate normal density with mean µ and covariance matrix Σ,
µ(θ) = E(S|θ), Σ(θ) = Cov(S|θ), and s is the observed value of S. If µ(θ) and Σ(θ) are
unknown, then for any θ we can simulate summary statistics S1, . . . , SN from the distribution
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of S|θ and estimate µ(θ) and Σ(θ) by
µˆ(θ) =
1
N
N∑
i=1
Si Σˆ(θ) =
1
N − 1
N∑
i=1
(Si − µˆ(θ))(Si − µˆ(θ))>.
This leads to the approximate likelihood
pˆ(s|θ) = φ(s; µˆ(θ), Σˆ(θ)), (1)
where dependence on N has been suppressed in the notation for simplicity. The plug-in type
estimator (1) of the normal likelihood has been modified recently by a number of authors. Price
et al. (2017) consider a likelihood based on an unbiased estimator of a normal density due to
Ghurye and Olkin (1969) and make connections between MCMC implementations of Bayesian
synthetic likelihood and pseudo-marginal Metropolis-Hastings algorithms (Beaumont, 2003;
Andrieu and Roberts, 2009). The advantage of this connection is that if the summary statistic
distribution is exactly Gaussian, then the distribution targeted by these pseudo-marginal
Metropolis-Hastings algorithms does not depend on N . In practice, even if the summary
statistic is not exactly Gaussian, the target distribution in the algorithm seems to be quite
insensitive to N . Hence the choice of N can be chosen to optimize computational efficiency,
instead of simply making N large to mitigate any concern over the effects of the Monte Carlo
approximation of the likelihood function on the inference. Mixing of MCMC implementations
of Bayesian synthetic likelihood can be slow if N is chosen to be too small, however.
Ong et al. (2018b) consider unbiased estimators of the log of a normal density from the
pattern recognition literature (Ripley (1996), p. 56) to obtain unbiased estimates of log
likelihoods in the synthetic likelihood context, and use these estimates to implement stochastic
variational inference methods for posterior approximation. In a similar way to the methods
considered in Price et al. (2017), having unbiased estimates of log likelihoods in the case of
normality means that when the summary statistic distribution is close to normal the results
of the optimization are insensitive to N so that N can be chosen for computational efficiency.
Stochastic gradient variational inference methods have the advantage that they are much more
tolerant of noise in the log likelihood estimate used than methods based on pseudo-marginal
Metropolis-Hastings MCMC schemes. This means that a smaller value of N can be used in
likelihood approximations.
Although the method of Ong et al. (2018b) is already an improvement on conventional
likelihood-free methodology for problems of moderate dimension, it is the purpose of the cur-
rent paper to improve on that approach to extend its applicability to high-dimensional cases,
where here this can mean problems with more than one hundred parameters. The highest
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dimensional example in Ong et al. (2018b) involves fifteen parameters. The main contribu-
tions of this work are to consider shrinkage estimation of Σ(θ) in (1), to consider improved
implementation of control variates variance reductions for stochastic gradient estimates, and
parsimonious and expressive parametrizations of normal variational posterior covariance ma-
trices using factor models. The combination of these improvements allows the methodology to
be used in problems of high-dimensionality. However, the accuracy of the resulting posterior
approximation deteriorates if N is kept fixed while the parameter dimension increases. The
main reason for this is that with N fixed we need greater shrinkage in the synthetic likleihood
covariance estimation in higher dimensions to control Monte Carlo variability. This results in
greater bias in synthetic log likelihood gradient estimates in the stochastic optimization algo-
rithms we use, and corresponds to the use of a different implicit likelihood. One way to assess
the influence of the choice of N and the other assumptions of the synthetic likelihood method
is to use conventional ABC methods for estimation of low-dimensional posterior marginals
with low-dimensional summary statistics, and this is discussed further in the examples.
Alternative approaches to variational Bayes approximations exist for reducing the compu-
tational demands of synthetic likelihood implementations of Bayesian inference. One possi-
bility is to use emulation methods (Meeds and Welling, 2014; Moores et al., 2015; Wilkinson,
2014; Gutmann and Corander, 2016) where a model of the synthetic likelihood surface such
as a Gaussian process may be employed to accelarate computations and for design purposes.
Another possibility is to use MCMC, but to use high quality proposals based on Hamiltonian
Monte Carlo which are able to make large changes to the current state while retaining a high
acceptance probability (Meeds et al., 2015). However, it is fair to say that these approaches do
not extend to the problems of high dimensionality that are the focus of the current work. The
synthetic likelihood itself has also been extended in various ways recently. For example, Fasi-
olo et al. (2016b) consider density estimation using an extended saddle point approximation
to mitigate concerns about the normality assumption in synthetic likelihood and for similar
reasons Dutta et al. (2016) consider a more flexible approach to likelihood approximation
which uses a logistic regression approach.
The next section reviews stochastic gradient variational inference methods, and then ex-
plains the VBSL algorithm of Ong et al. (2018b). Section 3 describes the improvements that
we introduce to the VBSL approach and Section 4 considers some high-dimensional examples
where alternative likelihood-free methods either have much greater computational demands
or are not feasible to implement at all. Section 5 gives some concluding discussion.
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2 Variational Bayes with Synthetic Likelihood
The VBSL algorithm of Ong et al. (2018b) is an example of a stochastic variational infer-
ence algorithm, and we briefly explain variational approximation methods and stochastic
variational inference algorithms first. The VBSL approach is an extension to the synthetic
likelihood case of the variational Bayes with intractable likelihood (VBIL) method of Tran
et al. (2017), which is a methodology applying to a range of settings including ABC.
Variational approximation methods (Attias, 1999; Jordan et al., 1999; Winn and Bishop,
2005; Ormerod and Wand, 2010) are an alternative approach to conventional Monte Carlo
algorithms such as MCMC for implementing Bayesian inference. Variational methods ap-
proximate the posterior distribution by a member of some tractable class of distributions, and
attempt to find the optimal approximation within the class. In this paper the approximating
class of distributions will be a parametric family, in particular the family of multivariate nor-
mal distributions. Write qλ(θ) for a typical member of the parametric family where λ denotes
an r-dimensional vector of variational parameters to be chosen. In the case of a multivariate
normal family, λ will determine the mean and covariance matrix. Usually we choose to mea-
sure the fidelity of the approximation qλ(θ) to the posterior distribution p(θ|y) ∝ p(θ)p(y|θ)
by the Kullback-Leibler divergence,
KL(qλ(θ)||p(θ|y)) =
∫
log
qλ(θ)
p(θ|y)qλ(θ) dθ,
which is non-negative and zero if qλ(θ) = p(θ|y). Write p(y) =
∫
p(θ)p(y|θ)dθ for the marginal
likelihood. Then
log p(y) = L(λ) + KL(qλ(θ)||p(θ|y)) (2)
≥ L(λ),
where L(λ) = ∫ log p(θ)p(y|θ)
qλ(θ)
qλ(θ) dθ is called the variational lower bound, because of the way
that it lower bounds the log marginal likelihood. Note that because the left hand side of
(2) does not depend on λ, minimizing KL(qλ(θ)||p(θ|y)) with respect to λ is equivalent to
maximizing L(λ).
In some models L(λ) can be computed in closed form for appropriate choices of approx-
imating families, but if this is not the case then stochastic gradient optimization methods
provide a fairly general approach to performing the required optimization, and the resulting
stochastic gradient variational inference methods have become extremely popular in recent
years (Ji et al., 2010; Nott et al., 2012; Paisley et al., 2012; Salimans and Knowles, 2013;
Kingma and Welling, 2013; Rezende et al., 2014). In stochastic gradient optimization meth-
ods (Robbins and Monro, 1951; Bottou, 2010) for optimizing an objective function L(λ),
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starting from an initial value λ(0), we perform an iteration of the form
λ(t+1) = λ(t) + at∇̂λL(λ(t)),
where ∇̂λL(λ) is an unbiased estimate of ∇λL(λ), and at ≥ 0, t = 1, 2, . . . is a learning rate,
usually chosen to satisfy the Robbins-Monro conditions
∑
t at = ∞,
∑
t a
2
t < ∞. Adaptive
choices of the learning rates are also possible and practically important and this is discussed
more later.
When L(λ) is the variational lower bound, one way to obtain the unbiased gradient es-
timates required for stochastic gradient ascent is to use the so-called “log derivative trick”.
Noting that ∇λqλ(θ) = qλ(θ)∇λ log qλ(θ) and E(∇λ log qλ(θ)) = 0, then differentiating under
the integral sign in the expression for L(λ) and simplifying gives
∇λL(λ) =
∫
∇λ log qλ(θ) {log h(θ)− log qλ(θ)} qλ(θ) dθ,
where we have written h(θ) = p(θ)p(y|θ). This expression is an expectation with respect to
qλ(θ), so an unbiased estimate of ∇λL(λ) is
1
J
J∑
j=1
∇λ log qλ(θ(j))
{
log h(θ(j))− log qλ(θ(j))
}
, (3)
where θ(j), j = 1, . . . , J is a random sample from qλ(θ). The unbiased estimate (3) can
have high variance and a number of variance reduction techniques or alternative gradient
estimation methods have been suggested to deal with this problem (Salimans and Knowles,
2013; Kingma and Welling, 2013; Rezende et al., 2014; Ranganath et al., 2014; Titsias and
La´zaro-Gredilla, 2015). For our purposes we will use a control variates approach (see for
example Paisley et al. (2012) and Ranganath et al. (2014)) to reduce the variability since this
is one method that can be easily applied in the likelihood-free setting. Some of the gradient
estimation methods mentioned in the references above are able to use gradient information
from log h(θ) in constructing gradient estimates, and these methods work very well but are not
always easy to apply with an estimated likelihood. See, however, Moreno et al. (2016) for some
recent progress in this direction when the simulated data may be written as a smooth function
of variational parameters and random numbers and where code is written in an automatic
differentiation environment.
To implement the control variates approach to variance reduction, noting that E(∇λ log qλ(θ)) =
0 (where the expectation is with respect to qλ(θ)), we observe that in estimating ∇λiL(λ),
where λi denotes the ith component of λ, i = 1, . . . , r, we can use
1
J
J∑
j=1
∇λi log qλ(θ(j))
{
log h(θ(j))− log qλ(θ(j))− zi)
}
, (4)
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instead of (3) where the constant term zi can be chosen arbitrarily. The choice of zi can be
made to optimally reduce variance and the optimal choice is
zi =
Cov(h(θ)∇λi log qλ(θ),∇λi log qλ(θ))
Var(∇λi log qλ(θ))
,
where the expectations in this expression are with respect to qλ(θ), and estimation of this
quantity can be done empirically using Monte Carlo. Finally, note that in (4) we can replace
log p(y|θ) appearing in log h(θ) by an unbiased estimate of it. In the case of likelihood-free
inference using the synthetic likelihood, if S|θ is exactly normal, an unbiased estimate of the
log likelihood is available (Ripley (1996), p. 56) and this was exploited in Ong et al. (2018b).
In the VBIL methodology of Tran et al. (2017), where a related variational likelihood-free
inference algorithm was considered, they also suggested using a randomized quasi Monte
Carlo sample for θ(j), j = 1, . . . , J in (4) as an additional approach to variance reduction.
Putting all these ideas together gives the VBSL algorithm of Ong et al. (2018b), given in
Algorithm 1.
Algorithm 1 is a natural gradient algorithm. The case of a multivariate normal posterior
distribution where λ corresponds to the parameters of the natural parametrization is consid-
ered in Tran et al. (2017) and the expressions for∇λ log qλ(θ) and G(λ) in this parametrization
are given there. The natural parametrization has the disadvantage that the update step may
result in a λ for which the multivariate normal covariance matrix is not positive definite, and
Tran et al. (2017) simply reject such updates. However, this approach may be problematic
if such rejections occur frequently with poor starting values or very noisy gradient estimates.
Ong et al. (2018b) consider parametrization of the multivariate normal in terms of its mean
vector and the lower triangular Cholesky factor of its precision matrix, and derive the required
expressions for ∇λ log qλ(θ) and G(λ) in that case also. Later we will consider more parsi-
monious but still expressive parametrizations of the multivariate normal variational posterior
covariance matrix in terms of factor models. For the learning rates at, instead of using some
parametrized form for the rates chosen to satisfy the Robbins-Monro conditions an adaptive
step size choice can be used. This greatly improves the rate of convergence and stability of
the algorithm. In the later examples we implement the adaptive step size choice described in
Ong et al. (2018b), which is based on an idea due to Ranganath et al. (2013).
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Initialize t = 0, λ(1) = λ(0), J the number of θ samples used in the gradi-
ent estimates, N the number of samples used in estimation of the likelihood.
1. (a) Generate θ(j) ∼ qλ(t)(θ), j = 1, . . . , J by randomized quasi Monte
Carlo.
(b) For i = 1, . . . , r, set
z
(t)
i =
Cov(h(θ)∇λi log qλ(θ),∇λj log qλ(θ))
Var(∇λi log qλ(θ))
where Cov(·) and Var(·) in the above expression are sample co-
variance and variance based on the samples θ(j), j = 1, . . . , J .
(c) Set t = t+ 1.
2. Repeat
(a) Generate θ(j) ∼ qλ(t)(θ), j = 1, . . . , J by randomized quasi Monte
Carlo.
(b) Calculate
gˆ(t) =
1
J
J∑
j=1
(hˆ(θ(j))− log qλ(θ(j))− z(t−1))∇λ log qλ(θ(j))
where z(t−1) = (z(t−1)1 , . . . , z
(t−1)
r )> and hˆ(θ) = log p(θ)pˆ(y|θ)
where pˆ(y|θ) is the estimated synthetic likelihood based on N
samples.
(c) Estimate z(t) as in step 1 (b).
(d) λ(t+1) = λ(t) + atG(λ
(t))−1gˆ(t) where G(λ) denotes the Fisher
information. Calculation of G(λ) is discussed in the text.
(e) Set LB(t) = 1
J
{∑J
j=1 hˆ(θ
(j))− log qλ(t)(θ(j))
}
.
(f) t = t+ 1
until some stopping rule is satisfied.
Algorithm 1: VBSL algorithm of Ong et al. (2018b).
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3 Extending the VBSL algorithm to higher dimensions
3.1 Shrinkage estimation of covariance matrices
The first improvement we consider to the VBSL algorithm is to use shrinkage estimation of
covariance matrices in the synthetic likelihood to estimate Σ(θ), rather than using the sample
covariance matrix. That is, in using (1) for approximating the likelihood, we replace Σˆ(θ) with
an alternative estimator. The problems with estimating a covariance matrix via its sample
version in the context where the number of samples is not large compared to the dimension
are well known, and this has resulted in an extensive literature on alternatives useful in high-
dimensional problems (see Cai et al. (2016) for a recent review). Much of the work in this area
is concerned with obtaining estimators with good convergence properties in various norms for
problems with certain structure, such as when the covariance matrix or precision matrix are
sparse. It is not clear, however, whether such structure should be expected to hold for the
covariance matrix of a set of summary statistics in synthetic likelihood applications.
Recently An et al. (2016) have considered the graphical lasso (Friedman et al., 2008) for
obtaining estimated covariance matrices in the synthetic likelihood and they consider MCMC
methods for sampling from the corresponding posterior. This approach to covariance esti-
mation may be particularly useful when sparsity is expected in the precision matrix of the
summary statistics. However, in general it is interesting to consider other methods as well
and here we argue that a reasonable approach to shrinkage covariance estimation for synthetic
likelihood is the method of Warton (2008). Warton (2008) developed his method with appli-
cations to testing in high-dimensional multivariate regression in mind, where test statistics
are often functions of the precision matrix and singularity or near singularity of the sample
covariance matrix in small sample size settings is a concern. Although estimators related to
those of Warton (2008) have been considered by other authors, he motivates his estimator as
arising from maximization of a penalized Gaussian log likelihood where the penalty involves
the trace of the inverse correlation matrix. In synthetic likelihood applications, where the sum-
mary statistics are assumed to be Gaussian, estimation based on a Gaussian log likelihood
seems appropriate. Furthermore, the penalized likelihood perspective motivates a method for
selecting the shrinkage parameter based on likelihood cross-validation. Again, this seems par-
ticularly appropriate in the synthetic likelihood context, since gradient estimates in the VBSL
algorithm depend on the model only through the estimated synthetic log likelihood, and so
choosing the shrinkage parameter to directly target good performance for estimation of this
quantity seems like the right thing to do. Furthermore, Warton’s estimator is computationally
trivial to implement, which makes it very suitable for repeated application across iterations
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of an iterative numerical scheme such as stochastic gradient ascent.
Warton’s estimator is constructed in the following way. Suppose that S1, . . . , SN are a
random sample from a distribution with mean µ and covariance matrix Σ. Let µˆ denote
the sample mean and Σˆ the sample covariance matrix. Let Dˆ be the diagonal matrix with
diagonal entries equal to those of Σˆ. Then the sample correlation matrix can be written as
Cˆ = Dˆ−1/2ΣˆDˆ−1/2. Warton’s estimator of the correlation matrix is γCˆ + (1 − γ)I, which
shrinks the sample correlation matrix towards the identity. To estimate Σ we will combine
this with Dˆ for estimating the diagonal elements of Σ to give Σˆγ = Dˆ
1/2(γCˆ + (1− γ)I)Dˆ1/2
where γ ∈ [0, 1] is a shrinkage parameter. Σˆγ is non-singular if γ < 1 even if N < d,
where d is the dimensionality of the observations. If we assume that S1, . . . , SN ∼ N(µ,Σ)
and if log p(S1:N |µ,Σ) is the corresponding log likelihood, then if we maximize the penalized
Gaussian log likelihood
log p(S|µ,Σ) + ηtr(C−1)
where C = C(Σ) is the correlation matrix corresponding to Σ then the maximizer over C is
γCˆ + (1 − γ)I with γ = (1 − η/N). It is easy to see that Σˆγ is computed easily by simply
multiplying the off-diagonal elements of Σˆ by γ. Note, however, that our use of Dˆ to estimate
the diagonal elements of Σ does not correspond to the solution obtained by maximization of
the penalized log likelihood.
Warton (2008) suggests choosing γ by likelihood cross-validation. Let us split S1, . . . SN
into k roughly equal parts, where the samples in the ith part are denoted S(i) = (S
(i)
1 , . . . , S
(i)
Ni
).
Write µˆ(i) and Σˆ
(i)
γ for the sample mean and the covariance matrix estimator Σˆγ computed
on the sample S(−i) consisting of S1, . . . , SN but with the samples S(i) removed. Write
log p(S(i)|µˆ(i), Σˆ(i)γ ) for the Gaussian log likelihood for the samples S(i) at (µ,Σ) = (µˆ(i)γ , Σˆ(i)γ ).
Then one way to choose γ is by maximizing
1
k
k∑
i=1
log p(S(i)|µˆ(i), Σˆ(i)γ ).
We do this also in our synthetic likelihood application, choosing γ from a set of grid points in
(0, 1).
Using Σˆγ in (1) results in biased gradient estimates in the VBSL approach. We can think
of the algorithm with the biased gradient estimates as being an exact algorithm for a modified
target where the usual normal likelihood of the synthetic likelihood approach is replaced by one
proportional to exp
(
E(log pˆ(y|µˆ(θ), Σˆγ(θ)))
)
, where Σˆγ(θ) denotes the shrinkage estimator
Σˆγ evaluated for the samples S1, . . . , SN generated from the distribution of S given θ. If N
is kept fixed while the parameter dimension increases, greater shrinkage may be required to
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stabilize estimation of the synthetic log likelihood, and this may result in quite a different
likelihood implicitly being used compared to what is obtained with N →∞.
3.2 Estimation of control variates
Our second modification of the VBSL algorithm given in Algorithm 1 is a very simple one,
but it can nevertheless help to reduce variance of gradient estimates particularly in the early
iterations of the algorithm. The VBSL algorithm given in Algorithm 1, following the earlier
VBIL algorithm of Tran et al. (2017), estimates the control variates zi for use in iteration t
based on the samples from iteration t− 1 (i.e. using samples from qλ(t−1)(θ)). The reason for
doing this was to ensure unbiased gradient estimates, since estimating the control variates
using the same samples as those used to estimate the gradient can result in bias. The reuse of
the iteration t− 1 samples in the estimation also avoids the simulation of a new sample just
to estimate the control variates. However, particularly in the early iterations of the algorithm
where λ(t−1) and λ(t) can be very different, estimating the control variates in this way can lead
to suboptimal performance. If shrinkage estimation of covariance matrices is being used in
synthetic log likelihood estimation, then we are already using biased gradient estimates and
there seems no reason not to use the current iteration samples for estimation of the control
variates - that is, in Algorithm 1 we move step 2 c) before step 2 b) and use z(t) instead of
z(t−1) in calculating gˆ(t).
3.3 Parametrization of variational posterior covariance matrix in
terms of factor structures
One difficulty with applying the VBSL algorithm to problems with a large number of parame-
ters is the computations involving the Fisher information G(λ) for the natural gradient. Since
the dimension of the matrix G(λ) is determined by the dimension of λ (i.e. the number of
variational parameters) this can be problematic in the case of a normal variational posterior
distribution with a full covariance matrix, since the number of distinct elements of the covari-
ance matrix grows like the square of the dimension of θ. For example, if θ had dimension 100,
then in the parametrization of the variational posterior distribution considered in Ong et al.
(2018b) the number of variational parameters λ would be 100 + (100 × 101)/2 = 5150, with
100 mean parameters and (100× 101)/2 distinct elements of the covariance matrix. So G(λ)
would be a 5150 × 5150 matrix, and the calculations involving this matrix in working with
the natural gradient can be demanding. Our use of a factor parametrization provides a large
reduction in the number of variational parameters, which makes the natural gradient compu-
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tations much easier even for a high-dimensional model parameter. Although one could work
simply with the ordinary gradient with a per parameter adaptive choice of step size (and in
fact Ong et al. (2018b) considered such an algorithm in their paper for comparative purposes)
the natural gradient algorithm converges faster and this can be important in likelihood-free
inference applications if the summary statistic simulations are expensive.
One possibility to avoid the difficult computations involving G(λ) is to approximate it by
some matrix with a convenient form. However, here we follow a different approach and extend
the methodology of Ong et al. (2018b) by parametrizing the normal variational posterior
covariance matrix in terms of a factor structure. Factor models are a well known approach to
parametrizing covariance structure in a parsimonious way (Bartholomew et al., 2011). Let U
be a mean zero random vector of dimension f with identity covariance matrix and let  be a
zero mean random vector of dimension p with covariance matrix D2 where Cov(U, ) = 0. D2
is assumed diagonal with ith diagonal element d2ii, and we write d = (d11, . . . dpp)
>. It will be
assumed that f << p, and then for a p×f matrix B say, the covariance matrix of the random
vector µ+BU +  for a p× 1 mean vector µ is Λ = BB> +D2. Λ is a valid positive definite
covariance matrix, and if f << d the number of parameters needed to specify Λ is much less
than what would be needed for specifying an unstructured covariance matrix. Intuitively the
low-dimensional factors U explain all the correlation between components, and the random 
term describes component specific so-called idiosyncratic variance. We note that in the case of
a tractable likelihood, factor parametrizations of covariance structure in Gaussian variational
approximation have been considered recently in Miller et al. (2016) and Ong et al. (2018a).
For identifiability we need to make some further assumptions about B, and one possibility
that we follow here is to assume that the upper triangular elements of B are zero, Bij = 0 if
j > i (Geweke and Zhou, 1996). We do not impose the condition that Bii > 0 which would
be usual with this identification constraint since it is easier to work with an unconstrained
parametrization in the optimization, and the non-uniqueness caused by relaxing this positivity
condition is not problematic in the present context where the variational optimization will lock
on to a single local mode.
The normal variational posterior distribution we consider is N(µ,Λ) where µ is the mean
vector and Λ = BB> + D2 is the covariance matrix. The variational parameters λ in our
normal variational posterior distribution are
λ = (µ>, vech(B)>, d>)>, (5)
where the notation vech(B) means the vector obtained by stacking the lower diagonal elements
of B one underneath another moving from the leftmost column to the rightmost. We also
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write vec(A) for the vectorization of a matrix A where all the entries are stacked into a
vector column-wise. To implement the VBSL algorithm we need log qλ(θ), ∇λ log qλ(θ) and
G(λ) = Cov(∇λ log qλ(θ)). Since
log qλ(θ) = −p
2
log 2pi − 1
2
log |BB> +D2| − 1
2
(θ − µ)>(BB> +D2)−1(θ − µ),
we can obtain the components of ∇λ log qλ(θ) using standard rules of matrix differential cal-
culus as
∇µ log qλ(θ) = Λ−1(θ − µ),
∇B log qλ(θ) = −(BB> +D2)−1B + (BB> +D2)−1(θ − µ)(θ − µ)>(BB> +D2)−1B
= −Λ−1B + Λ−1(θ − µ)(θ − µ)>Λ−1B,
and
∇d log qλ(θ) = diag(−(BB> +D2)−1D + (BB> +D2)−1(θ − µ)(θ − µ)>(BB> +D2)−1D)
= diag(−Λ−1D + Λ−1(θ − µ)(θ − µ)>Λ−1D),
where for a matrix A and scalar function f(A) we have written ∇Af(A) to mean the matrix
of the same dimensions as A where the (i, j)th element is the partial derivative of f(A) with
respect to Aij, and diag(A) for a square matrix A denotes the vector obtained by extracting
the diagonal entries of A. For the Fisher information matrix G(λ), write it in partitioned form
as
G(λ) =

G11(λ) G21(λ)
> G31(λ)>
G21(λ) G22(λ) G32(λ)
>
G31(λ) G32(λ) G33(λ)
 ,
where the blocks of the partition follow (5).
The blocks in G(λ) can be evaluated as follows. In the derivations below we use the
following well known result: for conformably dimensioned matrices A, B, C, vec(ABC) =
(CT ⊗ A)vec(B). Then G11(λ) = Cov(Λ−1(θ − µ)) = Λ−1. Next,
Cov(vec(Λ−1(θ − µ)(θ − µ)>Λ−1B) = Cov((B>Λ−1 ⊗ Λ−1)vec((θ − µ)(θ − µ)>))
= 2(B>Λ−1 ⊗ Λ−1)(Λ⊗ Λ)(Λ−1B ⊗ Λ−1)
= 2(B>Λ−1B ⊗ Λ−1),
where we have used the result that Cov(vec((θ−µ)(θ−µ)>)) = 2Λ⊗Λ, and note that we can
obtain G22(λ) = Cov(vech(Λ
−1(θ − µ)(θ − µ)>Λ−1B) from the above expression by removing
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the rows and columns corresponding to elements of vec(B) that are fixed at zero. Turning to
G33(λ),
G33(λ) = Cov(Ddiag((Λ
−1(θ − µ)(θ − µ)>Λ−1))
= DCov(Λ−1(θ − µ) ◦ Λ−1(θ − µ))D
= 2DΛ−1 ◦ Λ−1D,
where ◦ denotes the Hadamard product which multiplies two matrices or vectors of the same
dimensions element by element, and where in the last line we have used the result of equation
(7) of Neudecker and Liu (2001). We also observe that G21(λ) = G31(λ) = 0, which follows
from the gradient expressions above and the fact that third order central moments are zero for
multivariate normal distributions. Finally, to obtain an expression for G32(λ), write simply Ep
for the p×p2 matrix that for a p×p matrix A picks out the elements of vec(A) corresponding
to the diagonal of A (i.e. Epvec(A) = diag(A)). The ith row of Ep is just the vectorization of
a p× p matrix of zeros with a 1 in position (i, i). Then writing Z = (θ − µ),
Cov(vec(Λ−1ZZ>Λ−1B), Epvec(Λ−1ZZ>D)) = Cov((BTΛ−1 ⊗ Λ−1)vec(ZZ>), Ep(DΛ−1 ⊗ Λ−1)vec(ZZ>))
= (B>Λ−1 ⊗ Λ−1)Cov(vec(ZZ>))(Λ−1D ⊗ Λ−1)E>p
= 2(B>Λ−1 ⊗ Λ−1)(Λ⊗ Λ)(Λ−1D ⊗ Λ−1)E>p
= 2(B>Λ−1D ⊗ Λ−1)E>p ,
and we can obtain G32(λ) by removing the rows in the above expression which correspond to
elements of vec(B) that are fixed at zero.
4 Examples
In this section, we consider two proposed approaches, which we denote by VBSLS and VBSLSP,
using the modifications described in Section 3. The first approach, VBSLS (where the sub-
script S stands for shrinkage) considers shrinkage estimation of covariance matrices in the
synthetic likelihood to estimate Σ(θ) (Section 3.1) and estimates control variates after cal-
culating the gradient estimates (Section 3.2). The second approach, VBSLSP (where the
subscript SP stands for shrinkage and parametrization using factor structure) builds upon the
VBSLS by also considering the factor parametrization of the variational posterior covariance
matrix (Section 3.3).
We apply our method on two examples with intractable likelihoods. The first example
considers a cell motility model in which there are only two model parameters, but a 145 di-
mensional summary statistic. The second example deals with a multivariate g-and-k model for
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some financial data and has both a high-dimensional summary statistic and high-dimensional
model parameter. By varying the number of multivariate components we can explore prob-
lems where the dimension of the parameter varies. Our two proposed approaches will be
compared with the copula ABC method of Li et al. (2017) as well as the original VBSL pro-
cedure proposed in Ong et al. (2018b), where feasible. VBSLS is a good alternative to VBSL
when dealing with a high dimensional summary statistic in low dimensional problems, while
the VBSLSP is attractive for the situation where both summary statistic and model parameter
are high dimensional.
4.1 Cell biology example
Price et al. (2017) considered a simulated dataset involving a time series of binary matrices
where 1 and 0 entries in the matrices denote respectively presence and absence of a cell
at a particular location and time. The model contains two parameters: Pm ∈ (0, 1) (the
probability that a cell moves to a neighbouring location in a small time step) and Pp ∈ (0, 1)
(the probability that a cell gives birth to a daughter that is placed in a neighbouring location
in a small time step). This model does not have a tractable likelihood function, and methods
such as ABC or Bayesian synthetic likelihood are required to estimate the parameters. See
Price et al. (2017) for further details of the data and the model.
It is well known that ABC methods often suffer from the curse of dimensionality. In the
Cell motility example we consider the same 145 summary statistics as Price et al. (2017). Price
et al. (2017) used an MCMC approach to approximating the corresponding posterior, and the
high dimension of the summary statistics necessitates a large number of model simulations
N for each synthetic likelihood evaluation in order to estimate the covariance matrix with
sufficient accuracy to enable reasonable mixing of the MCMC scheme. In particular Price
et al. (2017) found a value of N = 5, 000 to be close to optimal in terms of computational
efficiency. The same example was analyzed in Ong et al. (2018b) using their VBSL approach,
and they showed that with the greater tolerance to noise offered by the variational Bayes
algorithm very similar results are obtained with much less computational effort using only
N = 1, 000 simulations for each synthetic likelihood evaluation. The Cell motility example
has five variational parameters (two variational means for Pm and Pp and three parameters
relating to the variational covariance). For the variational distribution we followed Ong et al.
(2018b) and use a bivariate normal distribution after logit transformation of both parameters.
Figure 1 shows plots of the variational lower bound against iteration number and the posterior
density of Pm and Pp for VBSLS with N = 500 and VBSL with N = 1000. Here if we attempt
to run the VBSL algorithm with N = 500 the stochastic optimization diverges, and this shows
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Figure 1: Lower bound and estimated posterior densities for the cell motility example using
VBSLS with N = 500 and J = 100. We compare it with the original uBSL approach (N =
10, 000) in Price et al. (2017) and VBSL (N = 1000, J = 100) in Ong et al. (2018b).
the benefits of the shrinkage approach to stabilizing the estimation of the synthetic likelihood
while also stabilizing the stochastic gradient optimization. Note that the apparently faster
convergence of VBSL is due to using a larger N for that method. Also it must be remembered
that because we are using biased gradient estimates for the VBSLS which involves implicitly
changing the likelihood it is not expected that the lower bounds attained by the two methods
at convergence should be the same. The estimated posterior distributions obtained using
VBSLS are very similar to those obtained using VBSL and using the MCMC approach of
Price et al. (2017). We do not consider the VBSLSP method for this example since the factor
parametrization of the variational posterior covariance matrix is only of interest when the
model parameter is high dimensional.
4.2 Multivariate g-and-k example
Next we consider a multivariate g-and-k model for some financial returns data. The multi-
variate model is constructed by joining q univariate g-and-k distributions for the marginals
(Rayner and MacGillivray, 2002). A univariate g-and-k density has no closed form, but pro-
vides considerable modelling flexibility for univariate data. The g-and-k distribution can be
defined through its quantile function, Q(p), p ∈ (0, 1), where
Q(p) = A+B
[
1 + c
1− exp(−gz(p))
1 + exp(−gz(p))
]
(1 + z(p)2)kz(p), (6)
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where z(p) = Φ−1(p) and Φ(·) is the standard normal distribution function. The parameters
are A, B > 0, g and k control respectively the location, scale, skewness and kurtosis. The
additional parameter c is conventionally fixed at 0.8, and with this constraint k > −0.5.
Simulations from this model are easily obtained by transforming a standard uniform variate
by the quantile function, making a simulation-based approach to inference attractive. This
was first considered for g-and-k models by Allingham et al. (2009), and the related g-and-h
distribution by Peters and Sisson (2006).
The multivariate version of the model we consider was suggested by Drovandi and Pet-
titt (2011). Suppose we have independent and identically distributed multivariate observa-
tions y1, . . . , yn where yi = (yi1, . . . , yiq)
>. Each yir follows a univariate g-and-k distribution
marginally, F (x; θr) say with parameters θr = (Ar, Br, gr, kr)
>, r = 1, . . . , q. We write the
density function and quantile function corresponding to F (x; θr) as f(x; θr) and Q(p; θr) re-
spectively. In order to link these univariate g-and-k distribution together, Drovandi and
Pettitt (2011) model the dependency between components of yi using a Gaussian copula with
a q × q correlation matrix ρ = [ρij]. The density of yi is
f(yi; θ) = |ρ|−1/2 exp
(
η>i (I − ρ−1)ηi
) q∏
j=1
f(yij; θj), (7)
where ηi = (ηi1, · · · , ηiq)> with ηir = Φ−1(F (yir; θr)). For summary statistics, we follow
Drovandi and Pettitt (2011) and Ong et al. (2018b) and use
SAr = E
(r)
4 , SBr = E
(r)
6 − E(r)2 , Sgr =
E
(r)
7 − E(r)5 + E(r)3 − E(r)1
SBr
, Skr =
E
(r)
6 + E
(r)
2 − 2E(r)4
SBr
,
where E
(r)
j is the j-th octile of the data (y1r, ..., ynr), in addition to robust normal scores
correlation coefficients (Fisher and Yates, 1948) between all pairs of components.
Simulating from the Gaussian copula based model (7) is straightforward as one only re-
quires to generate Z ∼ N(0, ρ) and to then transform Z to (Q(Φ(Z1); θ1), . . . , Q(Φ(Zq); θq))>.
Li et al. (2017) considered for these data a copula approach to estimation of the joint poste-
rior distribution, where ABC methods are used to estimate univariate and bivariate marginal
distributions. From these, if the dependence structure in the joint posterior distribution can
be described by a Gaussian copula, an estimate of the joint posterior distribution can be
reconstructed. Note that the use of a Gaussian copula for modelling the posterior dependence
structure in Li et al. (2017) is distinct from its use in our model for the data here. The reason
the method of Li et al. (2017) works is because in estimation of low dimensional marginals
it is possible to use much lower dimensional summary statistics, which mitigates the curse of
dimensionality involved in standard ABC methods. We will compare our synthetic likelihood
approaches with the copula ABC method in what follows.
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The model (7) has marginal parameters θ1, . . . , θq, as well as the copula correlation matrix
ρ. It will be convenient to work with an unconstrained parametrisation of ρ. Following Ong
et al. (2018b), we use a spherical parametrisation (see Pinheiro and Bates (1996), Section 2.3).
Our prior may be described as follows. For 2 ≤ i ≤ q and 1 ≤ j ≤ i−1, with wij ∼ N(0, 1.752),
we set Gij = pi/(1 + exp(−wij) and then ρ is parametrized through its Cholesky factor L,
ρ = LL>, with
L11 = 1
Li1 = cos(Gi1) for 2 ≤ i ≤ q
Lij =
{
j−1∏
k=1
sin(Gik)
}
cos(Gi j−1) for 2 ≤ i ≤ q, 1 < j ≤ i
Lii =
i−1∏
k=1
sin(Gik) for 2 ≤ i ≤ q
where Lij is the (i, j)th entry of L. We also adopt the same independent priors for the rest
of the parameters as proposed by Ong et al. (2018b). Specifically, for θ˜r = (A˜r, B˜r, g˜r, k˜r)
>,
where
A˜r = 10 log
Ar + 0.1
0.1− Ar B˜r = log
Br
0.05−Br g˜r = log
gr + 1
1− gr k˜r = log
kr + 0.2
0.5− kr ,
a normal prior N(0, 4I4) is assigned for each θ˜r. We report some results for our methods in
models with q = 6 (39 parameters), q = 9 (72 parameters) and q = 16 (184 parameters).
With the summary statistics described above, the summary statistic dimension is the same
as the parameter dimension. If a normal variational posterior distribution is used with a full
covariance matrix, the number of variational parameters is 819 for q = 6, 2700 for q = 9 and
17204 for q = 16.
We first demonstrate our methods with q = 6 and fit the model to six foreign currency
exchange log daily returns for 200 trading days between January 2, 2007 and 19 October, 2007
(Reserve Bank of Australia, 2014). We consider data for an Australia dollar trade-weighted
index and 5 foreign currencies, the US dollar (USD), Japanese Yen (JY), the Euro (EUR), the
United Kingdom Pound sterling (UKPS) and the Swiss Franc (CHF). The starting values for
the variational optimization were based on a preliminary fit using the copula ABC method of
Li et al. (2017). Specifically suppose Σˆ is an estimated posterior covariance matrix obtained
via some method (such as the copula ABC). Then we initialize B by writing Σˆ = QΓQ> for
the eigendecomposition of Σˆ and then set B to R(QΓ1/2)1:p where we have written (QΓ
1/2)1:p
for the matrix consisting of the first p columns of QΓ1/2 and R is a rotation matrix that
transforms QΓ1/2 to be lower triangular. Then d is intialized by taking the square roots of
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the diagonal elements of Σˆ − BB>. For the other algorithmic parameters, we set N = 100
and J = 500. We considered f = 4, 8 factors in the VBSLSP method. We follow the same
adaptive learning rates as proposed in Ong et al. (2018b) and set a maximum step size in
early iterations of the form they suggest there for the first 20 iterations.
Figure 2 shows the variational lower bound against iteration number for VBSL, VBSLS
and VBSLSP for the first 500 iterations. It is clear from Figure 2 that VBSLS and VBSLSP
converge faster than VBSL, and that both the shrinkage covariance estimation as well as the
reduced number of variational parameters in the factor parametrization are useful in terms of
achieving faster convergence. In the runs shown in the plot, VBSL and VBSLS were initialized
using the same starting values, but the much smaller initial estimate of the lower bound seen
in the plot is due to the lack of shrinkage in the covariance estimate in the VBSL approach.
Figure 3 compares the estimated posterior densities of Ar, Br, gr, kr for r = 1, 2, 3, as
well as three of the correlation parameters ρ12, ρ13, ρ23, for the VBSL, VBSLS and VBSLSP
approaches, as well as the copula ABC method considered in Li et al. (2017). The estimated
marginal posterior densities are mostly similar, although the copula ABC estimated marginals
for the location parameters Ar, r = 1, 2, 3 are somewhat more heavy tailed than the other
methods. Since many approximations are made in our approach (the assumption of a Gaussian
posterior with factor structure for the covariance matrix, the synthetic likelihood assumption,
and biased estimation of gradients) it is reassuring that copula ABC and synthetic likelihood
give similar answers and these approximations don’t seem to be having any deleterious effects
on the inference. Comparison of synthetic likelihood estimated and ABC estimated low-
dimensional marginals can be one good way of validating approximate algorithms such as
the ones studied here. Following Li et al. (2017), we also compare in Figure 4 contour
plots of estimated bivariate posterior densities for (Br, kr), for r = 1, 2, 3, to compare the
estimated dependence structure of the different approaches. The (B, k) pairs for different
marginal components were chosen because they exhibit the strongest posterior dependence.
The agreement between different methods is quite good here.
Next, we consider the model where q = 9 with 72 parameters. Again, we use 200 foreign
currency exchange log daily returns for trading days between January 2, 2007 and 19 October,
2007 (Reserve Bank of Australia, 2014). In addition to data for the currencies stated previously
we now also include data for the New Zealand Dollar (NZD), Canadian Dollar (CAD) and
Hong Kong dollar (HKD). The variational parameter space is more than three times larger,
with 2700 variational parameters to be updated at every iteration, if we use an unrestricted
covariance matrix as in the original VBSL algorithm. We used the copula ABC starting point
for the three approaches VBSL, VBSLS and VBSLSP. We found that the VBSL diverges
19
0 100 200 300 400 500
−
15
00
−
50
0
0
No. of iterations
Lo
w
e
r 
bo
un
d
VBSL
VBSLS
VBSLSP (4 factors)
VBSLSP (8 factors)
Figure 2: Variational lower bound for the multivariate g-and-k model q = 6 using the VBSLS
and VBSLSP algorithms with f = 4, 8.
easily even with a good starting value, and although setting a maximum step size can prevent
divergence the convergence is very slow.
Figure 5 shows the lower bound plot for VBSLS and VBSLSP for f = 4, 8 for the first 500
iterations and N = 100. As expected, we observe that the VBSLSP converges faster than the
VBSLS. Similar to the q = 6 case, we also present in Figure 6 contour plots of estimated
bivariate marginal posterior densities for the (Br, kr) pairs, r = 1, 2, 3, for the copula ABC,
VBSLS and VBSLSP methods with f = 4, 8. Here there is a greater difference between the
estimates obtained by copula ABC and synthetic likelihood, although differences in point
estimates are still fairly small compared to the variation exhibited in each of the posterior
marginals for the different methods. We reconsider this example later using N = 500 for the
synthetic likelihood approximations, which improves the quality of the synthetic likelihood
approximations significantly.
Finally we consider the case of q = 16 with 184 parameters, again using N = 100 simula-
tions per covariance matrix estimate. Here we were not able to get the variational methods
to converge when using cross-validation to estimate the shrinkage parameter γ in Warton’s
method, so we fixed γ = 0.9 which was chosen as a fairly large value sufficient to stabilize
the algorithm. With this change, Figure 7 shows the lower bound versus iteration number for
2000 iterations for VBSLSP with f = 4, 8. We only compare the VBSLSP method with 4 and
8 factors and the copula ABC approaches here, since the VBSL and VBSLS methods diverge
easily unless impractically large sample sizes are used in the synthetic likelihood estimation.
Figure 8 shows estimated bivariate posterior marginals for the pairs (Br, kr), r = 1, 2, 3 for
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Figure 3: Marginal estimated posterior distribution of the parameters Ar, Br, gr, kr for
r = 1, 2, 3 and ρ12, ρ13, ρ23.
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Figure 4: Contour plots of estimated bivariate posterior marginals for (B1, k1) (top), (B2, k2)
(middle) and (B3, k3) (bottom) for copula ABC, VBSL, VBSLS and VBSLSP with 4 and 8
factors for the multivariate g-and-k model with q = 6.
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Figure 5: Variational lower bound for the multivariate g-and-k model with q = 9 using the
VBSL, VBSLS and VBSLSP.
22
0.0040 0.0060
−
0.
2
0.
1
0.
4
Copula ABC
B1
k 1
0.0040 0.0060
−
0.
2
0.
1
0.
4
VBSLS
B1
k 1
0.0040 0.0060
−
0.
2
0.
1
0.
4
VBSLSP, 4 factors
B1
k 1
0.0040 0.0060
−
0.
2
0.
1
0.
4
VBSLSP, 8 factors
B1
k 1
0.0035 0.0050
0.
1
0.
3
0.
5
Copula ABC
B2
k 2
0.0035 0.0050
0.
1
0.
3
0.
5
VBSLS
B2
k 2
0.0035 0.0050
0.
1
0.
3
0.
5
VBSLSP, 4 factors
B2
k 2
0.0035 0.0050
0.
1
0.
3
0.
5
VBSLSP, 8 factors
B2
k 2
0.0035 0.0050
−
0.
1
0.
2
0.
5
Copula ABC
B3
k 3
0.0035 0.0050
−
0.
1
0.
2
0.
5
VBSLS
B3
k 3
0.0035 0.0050
−
0.
1
0.
2
0.
5
VBSLSP, 4 factors
B3
k 3
0.0035 0.0050
−
0.
1
0.
2
0.
5
VBSLSP, 8 factors
B3
k 3
Figure 6: Contour plots of estimated bivariate posterior marginals for (B1, k1) (top), (B2, k2)
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Figure 7: Variational lower bound for the multivariate g-and-k model q = 16 using the
VBSLSP algorithm with p = 4, 8.
different methods. Agreement between copula ABC and the variational methods is poor for
the (B, k) pairs. This is most likely due to the heavy shrinkage we have used in the likelihood
estimation and the subsequent biasing of gradient estimates, which corresponds to use of a
different implied likelihood.
In summary, we are able to obtain reasonable answers in quite high-dimensional settings
in this example, but if we use a fixed value of N the accuracy deteriorates as we go from the
q = 6 case with 39 parameters (where performance is excellent) to q = 9 with 72 parameters
to q = 16 (where performance is poor). A number of different approximations have been
made here to obtain computational feasibility in high dimensions. There is the synthetic
likelihood approximation itself where normality of summary statistics is assumed; there is the
use of shrinkage covariance estimates resulting in biased gradient estimates with a different
implied likelihood; and then there is also the normal assumption for the posterior itself in
the variational optimization. For the first and third approximations we discuss how they may
be relaxed in the discussion section. In this example we believe it is the second source of
approximation that is most consequential. To investigate this, we ran the VBSLSP method
with a larger value of N = 500 for the q = 9 case and p = 8 factors to see if the accuracy
improved when a larger N resulting in less shrinkage for covariance estimates was used. This
did improve the accuracy of estimation of low-dimensional marginals compared to copula
ABC, as shown in Figure 9.
At the moment, in the absence of theoretical insight for the effects of different sources
of approximation error, some kind of empirical assessment of accuracy or fitness for purpose
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Figure 8: Contour plots of estimated bivariate posterior marginals for (B1, k1) (top), (B2, k2)
(middle) and (B3, k3) (bottom) for copula ABC and VBSLSP, f = 4, 8 for the multivariate
g-and-k model with q = 16.
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Figure 9: Contour plots of estimated bivariate posterior marginals for (B1, k1) (top), (B2, k2)
(middle) and (B3, k3) (bottom) for copula ABC, VBSLS (N = 100) and VBSLSP with f = 8
and N = 100, 500 for the multivariate g-and-k model with q = 9.
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of the solutions is in order whenever the VBSLS or VBSLSP methods are used. We rec-
ommend checking the answers obtained against a conventional ABC method for estimating
low-dimensional marginals of interest. The variational Bayes synthetic likelihood solution
adds value to these low-dimensional analyses, however, since it estimates the posterior of all
parameters jointly with a common set of summary statistics, taking a global perspective on
the estimation, rather than estimating low-dimensional marginal posterior distributions only
using different sets of summary statistics.
We conclude this section with some discussion about computation times. For the multi-
variate g-and-k example, we used an E5-2670@2.66GHz 64 bit Intel Xeon 8-core processor
with hyperthreading (2 threads per core). We use all 16 threads for each run of our VBSL
algorithms. We find the run times to be consistent across the VBSL, VBSLS and VBSLSP
methods for the same number of iterations and also for the number of factors used in VBSLSP,
which is not surprising since the summary statistic generation is the most time consuming part
of the computation. However, the convergence rate is faster for the shrinkage methods versus
VBSL so that fewer iterations could be used for these methods. The shrinkage methods are
also more stable, with divergence of the stochastic optimization less likely, and the VBSLSP
methods are better in this respect than VBSLS. For q = 6 the run times were roughly 65/4.5
(CPU time / wall time) hours (1000 iterations). For q = 9 the run times are roughly 76/5.5
(CPU time / wall time) hours (500 iterations) For q = 16 the run times are roughly in the
range 1300-1700/90-110 (CPU time / wall time) hours (2000 iterations). The wall time is
roughly 14 times smaller than the CPU time, indicating that the VB algorithms in this paper
are making efficient use of the 16 threads. This is an important property of our approach,
given the accelerating pace at which parallel computing architectures are being developed and
improved.
5 Discussion
In this manuscript we have extended the applicability of the VBSL algorithm of Ong et al.
(2018b) to problems of higher dimension by introducing a number of improvements to that
approach. We consider shrinkage estimation of covariance matrices in the synthetic likelihood,
better variance reduction methods in gradient estimation in the VB procedure, and factor
parametrizations of the normal variational posterior covariance matrix. These improvements
enable the method to be applied in some problems where conventional ABC algorithms are
difficult to apply.
Concerns are often expressed about the consequences of the normal distribution assumption
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for summary statistics in the synthetic likelihood approach. There is recent work on exten-
sions to synthetic likelihood that attempt to mitigate these concerns (Fasiolo et al., 2016b;
Dutta et al., 2016) and these alternative likelihood estimation approaches could also be imple-
mented in conjunction with our variational Bayes algorithm. Estimation of low-dimensional
marginals via conventional ABC techniques for comparison with the corresponding synthetic
likelihood marginals is one diagnostic that can be used for detecting consequential failures
of the assumptions behind the synthetic likelihood method. Another direction for future
work concerns relaxing the normal assumption of the variational posterior distribution. More
flexible approximations such as Gaussian copula based approximations or Gaussian mixture
approximations could be considered in conjunction with variational computational methods.
Mixture approximations obtained using the variational boosting methods considered in Miller
et al. (2016) may be particularly interesting. Using factor parametrizations of the covariance
structure for the normal mixture components, the dimension of the variational optimiza-
tion can be kept low as mixture components are added sequentially. Breaking up a complex
high-dimensional optimization into pieces will help to stabilize stochastic gradient ascent com-
putations. In addition, the mixture structure can be used to handle both non-Gaussianity in
the posterior, as well as to make up for the deficiencies that a factor covariance representation
of the dependence might have when employing just a single normal component.
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