Collective dynamics of three globally coupled Hodgkin-Huxley neurons with a symmetric synaptic coupling has been studied as a paradigm of one of the simplest but nontrivial example of physiology-based coupled oscillator networks capable of displaying synchrony and clustering. Rich phase dynamics have been observed and the phase diagram for various phase states, in particular the synchronized state and clustered states, have been constructed by direct numerical simulations of the full system. We find that the computed phase diagram in the synaptic parameter space of the reversal potential and the signal propagation time delay reveals a rich bifurcation structure and agrees with one from bifurcation analysis of the reduced phase model. Implication of our findings in connection with two-coupled neurons and larger neural networks is discussed.
Introduction
Neural activities in nervous systems have attracted considerable interest over the years especially due to their implications to the neural information processing. Recently synchronous firing of neurons in the visual cortex has been observed and has attracted much attention [Gray & Singer, 1989a; Gray et al., 1989b; Engel et al., 1991] . A variety of models of neural networks has been proposed to understand and mimic such realistic neural phenomena [Sompolinsky et al., 1990 [Sompolinsky et al., , 1991 Schuster & Wagner, 1990; Hansel et al., 1993b; Golomb & Rinzel, 1994; Hansel & Sompolinsky, 1995] . As is often considered in the studies of complex systems involving oscillations, most models describe the nervous system as a dynamical system of nonlinear coupled oscillators. Generally such coupled dynamical systems exhibit various collective behaviors that are not attributed to the properties of the individual oscillators.
Synchronization of oscillations is the simplest collective behavior of nonlinear coupled oscillator systems but is important in the context of the neural information processing, for example, on the visual cortex. Therefore, one of the issues in synchronization is to find conditions for its existence and stability. Clustering of oscillations is also important and is often exhibited in a very complicated fashion in nonlinear coupled oscillator systems. Clustering also plays an important role in connection with the breakup of synchronization. Synchronization and clustering have been studied ‡ E-mail: swan@vision.postech.ac.kr § E-mail: hkook@phys.kyungwon.ac.kr much in the context of the nonlinear dynamical model of coupled oscillators [Golomb & Rinzel, 1994; Kaneko, 1990; Golomb et al., 1992; Okuda, 1993] . For sufficiently weak coupling, the amplitude degree of freedom can be ignored and the problem can be reduced to that of the phase dynamics [Kuramoto, 1984a [Kuramoto, , 1984b Park & Kim, 1996] , which entails a significant reduction in degrees of freedom and computational efforts. This phase reduction technique has been applied to a wide class of problems involving coupled oscillations [Sompolinsky et al., 1990 [Sompolinsky et al., , 1991 Kuramoto, 1991; Mirollo & Strogatz, 1990; Strogatz et al., 1992; Hansel et al., 1993a] . The Hodgkin-Huxley (H-H) neuron model was originally derived from the physiological description of the membrane potential dynamics in the giant squid axon [Hodgkin & Huxley, 1952] and, since then, it has been a prototype of all neuron models that are based on the voltage-dependent membrane conductances. Though networks of either two or many coupled H-H neurons with a synaptic chemical interaction between neurons have been much studied to explore the collective dynamics such as synchrony [Golomb et al., 1992; Hansel et al., 1993a] , systematic exploration of the phase space and the synaptic parameter space, which can be rather high-dimensional, has been lacking.
In this work we consider the globally coupled system of three identical H-H model neurons with symmetric synaptic interaction and symmetric external dc current stimuli. The system of threecoupled H-H neurons provides the simplest and nontrivial paradigm which is capable of showing both synchrony and clustering of oscillations. This small network approach allows a systematic investigation of the phase space and the parameter space and, in particular, application of powerful tools of nonlinear dynamics such as theory of toroidal dynamics when the phase space is given by a torus, for example, in the case of the phase model for threecoupled neurons. Moreover, since some important features of collective dynamics such as synchronization and clustering for small systems persist as the size of the system increases, its study could provide an important insight into similar collective and cooperative phenomena in larger systems.
Our aim is to understand the collective phase dynamics of the coupled neuron systems systematically, in particular, in the regime of the weak coupling limit and to identify the role of the synaptic parameters in changing the nature of dynamics. For this purpose, various phase states including the synchronized state and clustered states are classified and the phase diagram in the synaptic parameter space of the synaptical reversal potential and the neuro-signal propagation time delay has been constructed in detail, which is compared with predictions of the phase model. The existence and breakup of various phase states and transitions between them are explained in the context of bifurcations.
Coupled Hodgkin Huxley Neuron Model
The Hodgkin-Huxley (H-H) equation describes the dynamical response of the membrane potential, V , for the giant squid axon [Hodgkin & Huxler, 1952] :
where C is the membrane capacitance. In our work, we consider only the dc current for I ext . The voltage-dependent ionic current has the form:
where g Na , g k , g e are the maximal conductances for sodium, potassium and leakage channels and V 's with subscripts are the corresponding reversal potentials. The time-varying gate variables are: m for sodium activation, h for sodium inactivation, and n for potassium activation. Dynamics for each gate variable is given from the kinetic description as:
where x denotes the gate variable, and τ x and x ∞ are the relaxation time and the stationary value, respectively. The parameter values are chosen as in the normal bathing conditions: g Na = 120, g K = 36, g l = 0.3 mmho/cm 2 for conductances, V Na = 50, V K = −77, V l = −54.39 mV for reversal potentials, and C = 1 in these units. Details can be found in [Hansel et al., 1993b] and [Kim et al., 1994] . The chemical synaptic interaction is often modeled using the so-called α-function [Kandel & Schwartz, 1991] : the synaptic current for a single presynaptic event is given by
where α(t) = t/τ α e −t/τα , τ α the time constant of the synaptic current which is chosen to be 2 msec, g syn the maximum synaptic conductance, t spk the activation time of the potential spike in the presynaptic neuron, τ d the time delay between the activation of the presynaptic potential spike and the activation of the synaptic current, and V syn the postsynaptic reversal potential.
In this paper we focus on the system of three globally coupled H-H neurons with symmetric synaptic coupling, that is, each neuron is coupled to the other two neurons bi-directionally with the same synaptic parameters. Also our main interest is on the weak coupling regime with small g syn where the phase model reduction provides a reasonable description: it is known that this occurs when g syn 0.3 [Lee et al., 1997] . We set g syn = 0.1 in this work. Each neuron is stimulated by an external dc current of the same intensity. In most cases we use I ext = 10µA which is known to induce a sustained periodic oscillation of a single neuron with period 14.66 msec. As the main control parameters we use the propagation time delay τ d of the action potential spike along the axon and the synaptic reversal potential V syn of each neuron. The latter determines the nature of synaptic coupling. Namely, coupling is called excitatory for V syn > V eq and inhibitory for V syn < V eq , where V eq = −65 mV is the equilibrium potential of the membrane.
Phase Model Reduction
A single oscillator dynamics can be reduced to that of one phase variable denoting its location on a limit cycle [Kuramoto, 1984a [Kuramoto, , 1984b . Suppose that the H-H equation for a single model neuron defines a vector field in a four-dimensional phase space X = (V, m, n, h):
A repetitive firing of a neuron corresponds to a stable limit cycle oscillation in the phase space:
The phase φ is defined at any points in the phase space as its asymptotic value on the limit cycle and
In the presense of a perturbation due to synaptic currents from other coupled neurons, Eq. (5) becomes
and the phase dynamics of the perturbed oscillation is described as
where ψ denotes the phase disturbance from the unperturbed uniform rotation of frequency ω:
At the lowest order approximation, when the coupling strength is sufficiently weak, one may evaluate Eq. (8) on the unperturbed limit cycle:
where
For N identical neural oscillators with symmetric coupling, the corresponding equations become
and
. The term εp(φ i , φ j ) denotes a perturbation to the ith neuron from the jth neuron. Note that the ψ i 's are slowly varying compared with φ as long as the perturbation is sufficiently small. Therefore, by averaging Eq. (11) over the period, T , of the unperturbed oscillation we obtain the equation for the averaged phase disturbance, ψ i :
Therefore, when the coupling between oscillators is sufficiently weak, the amplitude degree of freedom is dropped out and we get a system of phase oscillators, where the effective phase dynamics is solely determined by the Γ-function. Note that Γ depends only on the phase difference only and is 2π-periodic since X 0 's are T -periodic. Note also that in the case of the synaptically coupled neurons, the first component of the perturbation term,
contains only the V -component, so that only the
For three globally coupled (identical) neurons with symmetric coupling and phase delay δ = ωτ d , the resulting phase disturbance equations form a set of 3-dimensional first-order ordinary differential equations:
Note that for the symmetric case the synaptic coupling strength g syn scales out of the equations. Introducing phase difference variables x = ψ 1 − ψ 2 , y = ψ 1 − ψ 3 , and σ = ψ 1 + ψ 2 + ψ 3 , the above equations can be rewritten as:
The phase space of the three-coupled neuron system is essentially two-dimensional since x, y are decoupled from a driven variable σ describing the combined firing rate of three neurons. We will not discuss the dynamics of σ since at the moment we are only concerned with the relative phase dynamics. Note that Eq. (15) is invariant under the exchange of the labels, leading to the invariant subspaces x = 0, y = 0, and x = y and a reflection symmetry around x = y in the projected phase space of x, y.
Results

Phase dynamics of three-coupled H-H neurons
Numerical study of the two-coupled H-H neuron model, has been done extensively in our previous works and the three-coupled case has been explored partially in the parameter space of the g syn and τ d (see [Kim et al., 1994; Lee et al., 1997] and the references therein). Typical patterns of phase dynamics of three-coupled neurons are shown in Fig. 1 . Temporal activity of each neuron is coded by a sequence of bars; bars are recorded every time when the action potential spike is generated in the neuron. This time coding scheme may be useful in delineating the signal processing of neurons since the amplitudes of the action potentials are more or less the same. Figure 1(a) shows the synchronized state (S) in which three neurons exhibit synchronous firing of action potentials. The synchronized state is typical when the coupling is excitatory and the propagation time delay is negligible. Meanwhile, the clustered state becomes typical when the coupling becomes inhibitory. In the (2, 1) clustered antiphase state (CAP ) as shown in Fig. 1(b) three neurons are grouped into two synchronous neurons and the other firing out of phase nearly by π radian. Figure 1(c) shows the symmetric-3 cluster state (SC) in which the firing phases of neurons are separated by exactly 2π/3 [Okuda, 1993] . This state is often called the "splay" state, and has been much studied along with the synchronized state, in particular, in series arrays of Josephson junctions. Due to the two-dimensional nature of the phase space, we also find the quasiperiodic state (QP ) in which the phase difference between each pair of neurons show periodic dynamics as well. This corresponds to a periodic switching between CAP states as shown in Fig. 1(d) . Multistability and hysteresis due to the coexistence of two or three attractors are also found to be very common. Other complicated dynamics such as period-doubled states and complex states have also been observed for intermediate coupling but are not presented here [Kim et al., 1995; Lee et al., 1997] . Figure 2 shows the phase diagram of different stable states in the parameter space of the synaptic reversal potential, V syn , and the propagation time delay, τ d , of the action potential, which is obtained from the direct numerical simulation of the threecoupled H-H neuron models. Note that the overall structure of the phase diagram is similar to that for the two-coupled neuron system [Park & Kim, 1996] . The stable region of the S state is almost exactly the same as that of the two-coupled neurons. Also note that the CAP state plays a role similar to the antiphase state of the two-coupled neuron system; the region of the S state is typically bounded by CAP states, that is, the synchrous state is typically broken up into the CAP state first. Note that the stabilities of the S and CAP states are completely reversed around τ d = 2.5 ∼ 3 msec.
The SC state and the QP state occur only in the system with more than two neurons. The stability region of the SC state depends strongly on the higher modes in the phase disturbance equation. In our case, there is a wide region of the parameter space where the SC state coexists with the S state but the SC state can also coexist with the CAP state as well. It is rather interesting that the SC state coexists with the S state even for the strong excitatory coupling with no time delay, so that the synchrony in this regime also depends on the intial configuration. However, the basin of the attraction for the SC state is found to be small in comparison with that for the S state, implying a lower probability of landing onto the SC state. The symmetric N -cluster state for large N is generally expected to be highly unstable or to have a small basin of attraction due to the existence of the refractory period.
Phase model analysis of the phase diagram
To understand the aspects of the numerically obtained phase diagram for the full system in the previous section, we use a phase reduction technique to construct the phase model and analyze it. The Γ-function is computed in the same way as one used in the study of two-coupled neurons [ Park & Kim, 1996] . In the numerical implementation of the phase model the origin of phase was set at the instant when the membrane potential crosses the equilibrium potential, V eq = −65 mV, and all phase values were determined relatively from it. The Γ-function for a given value of V syn is computed by performing a numerical convolution integration in Eq. (13) and its Fourier series is truncated beyond the first five modes; the truncation error is of the order of 10 −3 which is small enough for our analysis. The incorporation of the propagation time delay, τ d , is straightforward in the context of the phase model. As can be seen from Eqs. (13) and (14) the time delay causes a phase shift of the Γ-function in the negative direction by an amount of ωτ d . This greatly reduces computational efforts in constructing the phase diagrams. The phase space is a 2-torus which can be represented as a square S = [−π, π] × [−π, π] with opposing boundaries identified. As stated before, the toroidal nature of the phase space allows easy visualization of global phase portraits through saddle manifold methods [Baesens et al., 1991] . Note that the symmetry of orbits and phase portraits are skewed due to the projections of the full phase space to 2-dimension. For given parameter values, fixed points (x, y) are found in the fundamental domain by solving simultaneously g 1 (x, y; δ) = 0 and g 2 (x, y; δ) = 0 in Eq. (16). The two-dimensional root finder of the Newton-Raphson method was used to locate all fixed points which are labeled stable if all of their eigenvalues have the negative real part. The S state and the CAP states are located on the invariant manifolds: the S at the origin (x, y) = (0, 0) and the CAP on the various branches of invariant manifolds, Λ (0, ±) = {x = 0, y > 0(y < 0)}, Λ (±, 0) = {x > 0(x < 0), y = 0}, and Λ (±, ±) = {x = y > 0(x = y < 0)}. Due to the symmetry of Eq. (16) CAP states always occur as triplets either on Λ (0, +) , Λ (+, 0) , and Λ (−, −) or on Λ (0, −) , Λ (−, 0) , and Λ (+, +) . The triplet CAP states exhibit qualitatively the same dynamics, though they appear to lack the symmetry due to the skewed projection, and they undergo the same bifurcations simultaneously as τ d is varied. The SC state and its mirror image around x = y are located at (x * , y * ) = (±2π/3, ∓2π/3).
There also exists a small region in the parameter space, corresponding to the region bounded by the curve labeled by "O" in Fig. 2 , where fixed points do not belong to any of S, CAP , and SC states. A detailed description of these fixed points and their connection with numerical results in the previous section is beyond the scope of this paper. All the fixed point states can be located and their stability can be determined by analyzing the Γ-functions in Eq. (16). Other states that do not correspond to a fixed point of Eq. (16) are obtained only by integrating the equation directly. The QP state corresponds to the limit cycle oscillation around SC states, which has been located and analyzed with the help of the visualization of phase portraits using the saddle-manifold method [Baesens et al., 1991] . Figure 3 shows the resulting phase diagram in the parameter space of V syn and τ d from the analysis of the phase model. We find from analysis of the phase model that the overall structure of this phase diagram agrees with one from numerical integration of the full equation of motion in Fig. 2 . Note that in the context of phase models, the stability boundary of the S state for three-coupled neurons is the same as one for two-coupled neurons. Small differences between two phase diagrams are attributed to the finite coupling effect and small numerical integration errors.
As parameters vary we find that the fixed points exihibit all the generic local bifurcations of codimension one [Guckenheimer & Holmes, 1983] : the saddle-node, the transcritical, the pitchfork, and the Hopf bifurcations. As an example, we focus on the excitatory regime with V syn = −15 mV. Figure 4 shows the qualitative behavior of movements of fixed points as the time delay τ d is increased (a) from τ d = 0 to τ d = 3.28 msec and (b) from τ d = 3.4 to τ d = 7.3 msec, where locations for the fixed points at various bifurcations are labeled by the bifurcation values of τ d . When τ d is zero, there are two sinks, the synchronized state at (0, 0) and the SC state, a saddle in the immediate neighborhoods of the SC states, and a source, the CAP state, on Λ (0, −) (also on Λ (−, 0) , and Λ (+, +) ). As τ d increases, the source collides with two saddle points which moved away from two SC's, undergoing the pitchfork bifurcation at τ d1 and producing a saddle point that approaches the S. As τ d increases further, the SC goes through the inverse Hopf bifurcation to become unstable at τ d = 2.2 msec. As τ d increases further, the saddle (CAP ) and the sink (S) collide and a transcritical bifurcation occurs, making the synchronized state unstable (τ d4 = 4.08 msec). Meanwhile, the saddle-node bifurcation occurs on Λ (0, +) (Λ (+, 0) , Λ (−, −) ) which produces a pair of a source and a saddle on the invariant manifold (τ d2 = 2.77 msec). This source and the saddle from the above transcritical bifurcation undergoes the inverse saddle-node bifurcation to annihilate each other (τ d5 = 4.15 msec). The saddle on Λ (0, +) (Λ (+, 0) , Λ (−, −) ) undergoes the pitchfork bifurcation producing a sink, which remains on the invariant manifold, and two saddles leaving the manifold (τ d3 = 3.28 msec). These saddles approach the SC state while the sink arroaches ±π on Λ (0, +) (Λ (+, 0) , Λ (−, −) ). The sink undergoes the pitchfork bifurcation producing a saddle (τ d6 = 5.56 msec).
The onset of QP states occurs through a saddlenode type bifurcation and the stable QP state loses its stability via a saddle-loop bifurcation. Especially near the saddle-loop bifurcation the period of the limit cycle oscillation becomes arbitrarily large, spending most of time in the neighborhood of corresponding saddles. This produces what appears as a slow switching among different CAP states. This kind of slow switching around different clustered states has been observed also in larger networks [Hansel et al., 1993a] .
When the coupling is inhibitory, the bifurcation sequence is similar to that of the excitatory coupling case except that the stabilities of the involved fixed points are reversed, which is due to the symmetry of the Γ-function under reflection of V syn values with respect to V eq [Park & Kim, 1996] . More details of the bifurcation analysis including the global bifurcations involving QP states will be described elsewhere.
Summary and Discussions
We have studied a globally coupled network of three Hodgkin-Huxley neuron models with symmetric synaptic interaction and symmetric external current stimuli, where the neuron models and the synaptic interactions are derived from physiological origins. In spite of the simplicity of the neural network model, the collective phase dynamics such as synchrony and clustering of the nonlinear coupled oscillations has been found and systematically explored in the synaptic parameter space with the help of the phase model, numerical simulations, and bifurcation analysis. These results may lend some insight into understanding the collective neural activities in real biological systems. In particular, the phenomena of periodic switching around different clustered states, which was previously observed in the context of larger networks, is manifested here as a limit cycle created by the saddle-loop bifurcation.
We remark that the study of small systems of coupled neurons is not only efficient for thorough explorations but also essential in providing important insight into collective and cooperative phenomena such as synchronization and clustering often displayed by more complex dynamical systems with larger degrees of freedom. For example, analysis of the small network of neurons can be used to understand clustering dynamics of larger networks when the number of clusters is small. However, in this case, we may need to study the networks with asymmetric Γ functions. The effect of variations in synaptic parameters, comparative study of various phyiology-based neuron models, the effect of various current configurations including ac and noisy current configurations are interesting problems and will be the subject of on-going investigations.
