A Multimodal Dataset of Images and Text to Study Abusive Language by Menini, Stefano et al.
 
Felice Dell'Orletta, Johanna Monti and Fabio Tamburini (dir.)
Proceedings of the Seventh Italian Conference on
Computational Linguistics CLiC-it 2020
Bologna, Italy, March 1-3, 2021
Accademia University Press
A Multimodal Dataset of Images and Text to Study
Abusive Language
Stefano Menini, Alessio Palmero Aprosio and Sara Tonelli
DOI: 10.4000/books.aaccademia.8725
Publisher: Accademia University Press
Place of publication: Torino
Year of publication: 2020
Published on OpenEdition Books: 3 September 2021




MENINI, Stefano ; APROSIO, Alessio Palmero ; and TONELLI, Sara. A Multimodal Dataset of Images and
Text to Study Abusive Language In: Proceedings of the Seventh Italian Conference on Computational
Linguistics CLiC-it 2020: Bologna, Italy, March 1-3, 2021 [online]. Torino: Accademia University Press,
2020 (generated 07 septembre 2021). Available on the Internet: <http://books.openedition.org/
aaccademia/8725>. ISBN: 9791280136336. DOI: https://doi.org/10.4000/books.aaccademia.8725.
290
A Multimodal Dataset of Images and Text














English. In this paper, we present a novel
dataset composed of images and com-
ments in Italian, created with teenagers in
classes using a simulated scenario to raise
awareness on cyberbullying phenomena.
Potentially offensive comments have been
collected for more than 1,000 images and
manually assigned to a semantic category.
Our analysis shows that the presence of
human subjects, as well as the gender of
the people present in the pictures trigger
different types of comment, and provides
novel insight into the connection between
images posted on social media and offen-
sive messages. We also compare our cor-
pus with a similar one obtained with What-
sApp, showing that comments to images
show different characteristics compared to
text-only interactions.1
1 Introduction
In order to study abusive language online, the
availability of datasets containing the linguistic
phenomena of interest are of crucial importance.
However, when it comes to specific target groups,
for example teenagers, collecting such data may
be problematic due to issues with consent and pri-
vacy restrictions. Furthermore, while text-only
datasets for abusive language detection have been
widely developed and used by the NLP commu-
nity, limitations set by image-based social media
platforms like Instagram make it difficult for re-
searchers to experiment with multimodal data. We
therefore present a novel corpus containing images
and potentially offensive Italian comments and we
analyse it from different perspectives, to investi-
1”Copyright c©2020 for this paper by its authors. Use
permitted under Creative Commons License Attribution 4.0
International (CC BY 4.0).”
gate whether the subject of the images plays a role
in triggering a comment.
The data collection was carried out in several
school classes, being part of a ‘living lab’ to raise
awareness on cyberbullying and, more generally,
on the use of social media by teenagers. The
dataset is freely available on Github2 and, since
the comments were collected with the written con-
sent of parents and teachers, they can be freely
used for research purposes, without the ethical im-
plications that would derive from using real data
posted by teenage users. The images, instead, are
released as a ResNet-18 neural network trained on
ImageNet, similar to recent NLP works (Kruk et
al., 2019), since they were taken from Instagram
and cannot be shared as pictures.
2 Related Work
Several datasets have been created to study
hate speech, abusive language and cyberbul-
lying. Most of them include single tex-
tual comments or threads annotated as being
hateful/offensive/abusive or not. For example
Reynolds et al. (2011) propose a dataset of ques-
tions and answers from Formspring.me, a website
with a high amount of cyberbullying content. It
consists of 12,851 posts annotated for the pres-
ence of cyberbullying and severity. Another re-
source developed by Bayzick et al. (2011) con-
sists of conversation transcripts (thread-style) ex-
tracted from MySpace.com, which are annotated
for presence and typology of cyberbullying. For
an overview on existing annotation schemes and
datasets specific to cyberbullying see the survey
presented in (Emmery et al., 2019). Similarly, a
project called Hate Speech Datasets3 (Vidgen and






of datasets that are annotated with offensive lan-
guage, online abuse, and so on.
Probably the most popular datasets shared
within the NLP community have been extracted
from Twitter because of its relatively easy-to-use
APIs. Indeed, most of the shared tasks recently
organised to build and evaluate hate speech detec-
tion systems use Twitter data (Basile et al., 2019;
Struß et al., 2019; Bosco et al., 2018; Aragón et
al., 2019).
The relationship between textual content and
images and the role that they play together is a rel-
atively understudied problem in relation to online
hate speech. A notable exception is the dataset
collected from Instagram by Hosseinmardi et al.
(2015), which consists of 2,218 media sessions,
each being annotated with information on cyber-
agressive behavior. In this dataset the annotation
refers to a thread and not to single offensive mes-
sages. The corpus has been used also for classifi-
cation tasks, for example in (Cheng et al., 2019)
it was employed to detect cyberbullying through a
hierarchical attention network that takes into ac-
count the hierarchical structure of social media
sessions and the temporal dynamics of cyberbul-
lying. Other Instagram datasets have been created
but they cannot be shared due to the restrictions in
the social network policy (Yang et al., 2019).
3 Annotation Tool and Process
The annotation was performed involving overall
95 students aged between 15 and 18. The ac-
tivity was carried out in classes, during ‘living
labs’ aimed at raising teenagers’ awareness on
online harrassment and cyberbullying. Students
were given access to the CREENDER tool4, a
web-based annotation system that displays pic-
tures taken from a pre-defined batch of images,
and allows users to add comments (Palmero Apro-
sio et al., 2021). In this case, the images were first
extracted from Instagram by the authors of this pa-
per and then manually checked to avoid nudity and
explicit sexual content.
After a user logs in the system, a picture is dis-
played, and a prompt asks “If you saw this picture
on Instagram, would you make fun of the user who
posted it?”. If the user selects “No”, then the sys-
tem picks another image randomly and the same
question is asked. If the user clicks on “Yes”, a
4https://github.com/dhfbk/creender/
tree/master
second screen opens where the user is asked to
specify the reason why the image would trigger
such reaction by selecting one of the following
categories: “Body”, “Clothing”, “Pose”, “Facial
expression”, “Location”, “Activity” and “Other”.
The user should also write the textual comment
s/he would post below the picture. After that, the
next picture is displayed, and so on.
The question posed by the system does not ask
explicitly whether the user would insult, harrass
or offend the person who posted the image, be-
cause in a preliminary test with students we ob-
served that the answer would almost always be
“No”. This showed that only in few cases a user
would consciously harm another user, especially if
the two know each other. Furthermore, comments
with explicit hateful content are easy to find online
and can be unambiguously annotated in most of
the cases. We therefore decided to focus on a more
nuanced form of offensive message, that is when
a user makes fun of another one. We made this
choice because we assumed that this kind of mes-
sages would be more ambiguous, containing ironic
or sarcastic comments, and mixing humorous and
abusive content without being necessarily explicit.
This would make the collected data very interest-
ing from a linguistic and computational point of
view.
The data collection was embedded in a larger
process that required two to three meetings with
each class, one per week, involving every time
two social scientists, two computational linguists
and at least two teachers. During these meet-
ings several activities were carried out with stu-
dents, including simulating a WhatsApp conversa-
tion around a given plot as described in (Sprugnoli
et al., 2018), commenting on existing social me-
dia posts, and annotating images as described in
this paper. Since ethical issues were a main con-
cern since the drafting of the study design, because
all participants were underage students, all the ac-
tivities had been co-designed with the schools in-
volved and informed consent was gathered before-
hand both from teachers and from parents.
The sessions with students were organised so
that different school classes annotated the same set
of images, in order to collect multiple annotations
on the same pictures. However, since some users
were quicker than others in giving a judgement on
the pictures, we could not collect multiple anno-
tations for all images included in the dataset (see
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Pictures with ↓ ... and having → At least 1 comment (Total comments) No comments
At least 1 judgement 1,018 1,135 16,894
At least 2 judgements 901 1,018 9,876
At least 3 judgements 713 815 5,454
At least 4 judgements 495 563 3,060
Table 1: Number of pictures in the dataset with at least n judgments (‘yes’/‘no’) and number of com-
ments.
Table 1 for details).
4 Annotated Corpus
Overall, 17,912 images have been judged at least
once by the students. For 1,018 of them, at least
an offensive comment has been written during the
annotation sessions. Overall, the number of com-
ments in the dataset is 1,135, which is higher than
the number of pictures with a comment because
the same image may be commented more than
once by different students. An overview of the
content of the dataset including images and com-
ments is presented in Table 1. Note that the num-
ber of judgements refers to the ‘yes/no’ option se-
lected by users in the first platform view, while
the number of comments refers only to the im-
ages tagged with a ‘yes’, for which a student wrote
also a comment. Overall, only one image has been
tagged with four ‘yes’, and in most of the cases
annotators selected only ‘no’. The number of im-
ages tagged with exactly three ‘yes’ is 13, those
with two is 88. Since these images have been
leveraged from Instagram with no particular cri-
terion in mind, the distribution of ‘yes’ and ‘no’
may be considered realistic, with the majority of
pictures not triggering any potentially negative re-
action, and around 6% of them being associated
with offensive comments.
In general, we observe that there is a low agree-
ment on whether a picture triggers an offensive
comment or not. This suggests that an offensive
intent is more dependent on the attitude of a user
posting a comment than on image-specific fea-
tures. We also compute inter-annotator agreement
– using Krippendorff’s alpha measure (Krippen-
dorff, 1970) – on the trigger categories assigned to
the comments, considering only the images that
received at least two comments. Agreement is
0.19, which implies again that the reason to make
fun of a user does not depend on a specific fea-
ture of the picture, but rather that multiple aspects
of a posted image can be taken as an excuse for
Female Male Both None Total
Body 27 20 3 4 54
Clothing 66 30 9 12 127
Pose 114 99 11 5 229
Facial Exp. 68 90 17 7 182
Location 16 17 7 57 97
Activity 12 14 7 36 69
Other 72 63 22 113 272
Total 377 318 76 252 1023
Table 2: Distribution of offence triggers per sub-
ject types
potentially offensive comments. In order to avoid
the ambiguity introduced by the ‘Other’ label, we
also compute IAA ignoring this class. This time
the agreement value is 0.26, showing that on the
one hand the ‘Other’ label covers uncertain cases,
but also that the reason to comment a picture re-
mains highly subjective.
Some typical comments collected during the
simulation are Copriti (Cover yourself up), Che
schifo di foto (This picture sucks) and Inquietante
(Disturbing). These comments have different fea-
tures compared to hate speech messages extracted
from Twitter: they tend to be short because they
complement the image and they are rich in deic-
tic expressions. In most of the cases, they are not
self-contained from a semantic point of view.
5 Corpus Analysis
In order to analyse whether what is portrayed in a
picture has an impact on the choice to write an of-
fensive message, we manually assign each image
with at least 1 comment to one of the following
categories: male-only subject(s), female-only sub-
ject(s), mixed group, no human subject. How the
different categories are distributed, taking into ac-
count also the triggers (i.e. self-declared reasons
to write a comment) is displayed in Table 2.
The last column of the table shows that the cat-
egories are rather imbalanced, with a minority of
comments associated with the ‘Body’ label and
several comments concerning the ‘Pose’. How-
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ever, for most of the comments the ‘Other’ label
was used. When collecting feedback from stu-
dents after the annotation sessions, several annota-
tors suggested that it should be possible to assign
multiple labels instead of just one, and reported
that they used the ‘Other’ label for those cases.
On the other hand, they did not express the need
to include additional categories in the annotation.
As regards the picture subjects, the analysis
shows that the main differences between pictures
with male and female subjects concern the ‘Fa-
cial expression’ and ‘Clothing’ categories: the first
is more frequently associated with male subjects,
while the second seems to be more related to fe-
male subjects. When there are multiple subjects
with different genders, instead, no particular dif-
ferences are observed. As expected, when no per-
son is portrayed in the picture, ‘Location’, ‘Ac-
tivity’ and ‘Other’ are prevalent. In some cases,
‘Pose’ or ‘Expression’ are selected, because of the
presence of animals or drawings in the images.
We manually assign the subject category also
to a set of 3,200 pictures randomly taken from
the images that were tagged with ‘No’. Then
we compare the two category distributions, that
are reported in Table 3. By applying the χ2 test
(N = 4, 218), we observe a statistically significant
difference between the two distributions of cate-
gorial variables (p < .001). In particular, pictures
with no human subject are less likely to get an of-
fensive comment, while those with a female sub-
ject are the most commented ones. Also male sub-
jects, however, trigger offensive comments very
frequently, while they are only present in 19% of
the images which were not commented by users.





Table 3: Subject types for pictures annotated with
‘Yes’ (i.e. triggering a comment) and ‘No’
6 Dataset comparison
In order to better understand the peculiarities of
the textual comments in our corpus, we compare
them with the messages in another existing cor-
pus created with a similar approach, i.e. simulated
scenarios, and with the same goal, i.e. study how
teenagers communicate online. More specifically,
the second corpus was created following the ap-
proach described in (Sprugnoli et al., 2018) using
WhatsApp chats in classes to simulate cyberbully-
ing interactions among teenagers. The target age
group is the same as for our multimodal corpus,
but in the second corpus the interactions are solely
based on text. We select from the WhatsApp cor-
pus the 3,004 comments manually tagged as offen-
sive so to make them comparable with the 1,135
comments in our multimodal corpus, which were
all written with the goal to make fun of some-
one. Both corpora are processed with the TINT
suite (Aprosio and Moretti, 2018), through which
a number of linguistic features were extracted.
As regards type/token ratio, it is 0.62 in the
WhatsApp corpus and 0.82 in our data, suggest-
ing that images may foster a richer, more creative
use of the language, even if offensive. This differ-
ence may also be affected by the fact that What-
sApp chats followed a pre-defined plot, therefore
limiting the topics to be mentioned in the interac-
tions. Also lexical density is different, being 0.56
on WhatsApp and 0.65 in our corpus. This con-
firms that the language used in image comments
is more complex and more similar to written stan-
dard language, while WhatsApp chats share some
features of spoken interactions, where content is
generally sparser (Stubbs, 1986). We also anal-
yse the impact of nominal utterances over the cor-
pus, counting how many turns do not contain any
verb based on the PoS tagger output. While in the
WhatApp corpus these utterances are around 29%,
in our multimodal corpus they are 35%. Accord-
ing to previous studies (Comandini et al., 2018)
this kind of construction is used to express em-
phasis, and is particularly frequent on social net-
works and in spoken language. Our results are in
line with previous findings on social media lan-
guage, but show also that in our multimodal cor-
pus the presence of images may boost communica-
tive economy, making verbs less necessary than in
other text-based media.
Concerning message length, both corpora con-
tain rather short messages, with 5.9 tokens per sen-
tence in the WhatsApp data and 5.3 tokens in the
multimodal corpus on average. The standard de-
viation is rather high in both cases (4.80 and 4.99
respectively) because of the high length variability
of the messages, ranging from one word (e.g. Co-
priti, Certo) to max. 50 tokens per message in our
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multimodal corpus and 67 in the WhatsApp one.
Question marks are abundant in the WhatsApp
dataset (0.51 per sentence on average, vs. 0.19
in the other corpus) because it contains interac-
tions including questions and answers. Exclama-
tion marks, instead, are much more frequent in the
multimodal corpus (0.14 per sentence vs. 0.03),
which contains more emphatic comments.
7 Conclusions
In this work we present a multimodal dataset in the
abusive language domain created by teenage par-
ticipants who, during online annotation sessions,
judged whether images may trigger an offensive
comment, left a possible comment and also as-
signed to it a trigger category.
The analysis of the collected data gives inter-
esting insights into how Instagram-like platforms
work. First of all, images containing persons are
more likely to trigger potentially offensive com-
ments than those without a human subject. Both
female and male subjects are offended but the rea-
sons may differ: the former are targeted more be-
cause of the pose and of the clothing, while the
latter for the pose and the facial expression. In
general, the reasons why a comment is triggered
seems to be subjective, depending on the user leav-
ing the comment rather on some actual character-
istics of the person portrayed in the picture.
We conducted our data collection using Insta-
gram pictures randomly taken from this platform,
because it is the social network that is most used
by teenagers, including those involved in our an-
notation sessions. However, this makes the release
of the full dataset impossible, because of a very re-
strictive policy concerning images. We therefore
adopt a strategy already used within the NLP re-
search community (Kruk et al., 2019), releasing
the images as a layer of a ResNet-18 neural net-
work trained on ImageNet. The comments, in-
stead, are freely available without restrictions due
to the consent signed by all parents and by the
anonymity granted to participants. This represents
a very interesting dataset from a research point of
view, since it includes comments written by un-
derage students that are usually difficult to obtain
because of privacy reasons.
In the future, we plan to extend our study to
compare the judgements given by single users to
those given by groups of peers. In a preliminary
study, we observed that, when students are given
the possibility to discuss with a small group of
peers whether they would like to write an offensive
comment, they tend to be more aggressive and are
more likely to select ‘yes’. While the comments
collected so far with groups of annotators are not
enough to allow a fair comparison between the two
settings (single vs. group), we plan to extend them
in the future and pursue also this interesting re-
search line. Finally, we plan to train a classifier
able to detect offensive messages by merging vi-
sual and textual features with the goal to integrate
it in a monitoring tool like the one introduced in
(Menini et al., 2019). This would enable a more
holistic, context-aware understanding of offensive
communication online.
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