We shall show how each multifunction on a Banach space determines a convex function that gives a considerable amount of information about the structure of the multifunction. Using standard results on convex functions and a standard minimax theorem, we strengthen known results on the local boundedness of a monotone operator, and the convexity of the interior and closure of the domain of a maximal monotone operator. In addition, we prove that any point surrounded by (in a sense made precise) the convex hull of the domain of a maximal monotone operator is automatically in the interior of the domain, thus settling an open problem.
INTRODUCTION
We shall assume throughout this paper that E is a nontrivial Banach space. We shall show how each multifunction 5 : E -> 2 E with D(S) ^ 0 determines a convex function xs '• E -> R U {oo}, and we shall also show that xs gives a considerable amount of information about the structure of S.
We define xs in Definition 2. Lemma 3 contains a technical result which will be useful later in the paper, and Lemma 4 is our main result about xs • Our first application of Lemma 4 is in Theorem 6, in which we give a sufficient condition for S to be locally bounded at a point of E.
We next discuss the concept of an element x of E being "surrounded" by a subset88 M. Coodey and S. Simons [2] The first of these results is true even if int (co D(S)) = 0.
The equation "int D(S) = sur(coD(S))" in Theorem 14 means the following: if
x £ E and, for all w 6 E \ {0}, there exists 6 > 0 such that x + Sw £ co D(S) then x G int D(S). This result answers in the affirmative a question raised by Phelps (see [5, p.29] and [6, p.8] ).
The analysis in this paper gives insight into the "relative difficulty" of the results on the convexity of intD (5) A word about tools. In Lemma 4 we use the standard result that a proper convex lower semicontinuous function on E is continuous on the interior of its domain. In
Lemma 13(b), we use a minimax theorem. In fact, we could have used the HahnBanach theorem or a sandwich theorem instead, but a minimax theorem gives the fastest proof. We use the following classical minimax theorem, which can be deduced from more general results of Fan (see [2] ) or Sion (see [9] [3]
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In [8] , a function V>s : E -> R U {oo} was defined by the formula (f ,»*)eo(S) 1 + Hvll which is the m = 1 version of the formula used to define xs • This was adequate for proving the convexity of int D(S) and D(S) in the reflexive case, but it seems that the more complicated function xs is required in the general case.
The results on translation contained in Lemma 3 will enable us to simplify the computations in Theorems 6 and 14 considerably. Then:
is monotone or maximal monotone then so is T.
PROOF: In (a), we shall prove the second inequality -the first inequality follows by replacing z by -z and interchanging the roles of S and T.
Thus, using the definition of XT( W ) , Since this holds for all w € E \ {0}, (1 -0)x + Oy £ surC, as required.
at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972700015100 [6] (b) Suppose that x G s u r C . Let w G E \ {0} and pick 6i,S 2 > 0 such that Since this holds for all w G E \ {0}, (1 -0)x + $y G s u r C , as required. It now follows by letting 0 -> 0+ that x G sur C. So we have proved that C C sur C, from which it follows immediately that C C s u r C . The reverse inclusion follows from (b), and this completes the proof of (d). U Let E be infinite dimensional. Then there exists a discontinuous linear functional L : E -> R. Let C := {x G E : \Lx\ ^ 1}. Then C is convex and 0 G s u r C , but 0 ^ int C. The point of this simple example is to contrast the situation for general convex sets with that exhibited in Theorem 9. 
Thus we have proved that

D(S) = co D(S) = domxs = intD(S).
The result now follows from a third application of (a). D 
