INTRODUCTION
The linear prediction or autoregressive (AR) model is one of the most popular techniques for the modelling of discrete time signals by rational functions, especially in the field of speech processing [ 1] . In particular, the reflection or partial correlation (PARCOR) coefficients have become a classical characterization of an AR model [2] . Itakura and Sugamura have given an alternative efficient parametrization of AR models in terms of line spectral pairs [ 31 . Sagayama and Itakura have proposed a new speech synthesis method based on a representation of the time signal as a sum of sinusoidal waves [4] . Carayanohs and Gueguen have described another speech model, useful for formant extraction, which is built from the eigenvector relative to the smallest eigenvalue of the autocorrelation matrix [51. The location of the zeros of the corresponding eigenfilter has been examined by Makhoul [6] . As pointed out by Gueguen [71 and Kung [ 8] , this eigenmodel is closely related to a method developed by Pisarenko in the field of geophysics [91. This contribution aims at showing how the partial trigonometric moment problem [ 10] provides a unifying theoretical framework for the methods above. It is explained how the Set of extensions of a given nonnegative definite Toeplitz matrix can be parametrized in terms of an arbitrary reflectance function (also called S-function) It turns out that the models above can be obtained from this general approach via appropriate choices of the reflectance function [11] A sequence of p+I complex numbers c0,c1,...,c being given, the partial trigonome- f_5 ::: dp(O) .
(3)
This appears to be a C-function (where C stands for Carathéodory), which means that it is analytic and has nonnegative real part in the unit disk zj < 1. (In circuit theory this is called a "positive function".) Note that any C-function corresponds via (3) to a well-defined positive measure. Assume now (0) to be a solution of (1). In view of (3) the Maclaurin expansion of f(z) has the form k ,k
CkZ , (4) 
for any given C-solution f(z) , where u (z) and v (z) are analytic functions in zi <i! The func t?om s(z)/v(z) has the form
This turns out to be am S-function (where S stands for Schur), which means that it is analytic and satisfies s(z) C I in the unit disk Izi C 1. This property is proved by induction as follows. Let s.(z) denote the function obtained from replacing3p by j in (11) . Using (6) and (7) all poles e U of (:18) occur in conjugate pairs, so that one obtains Sagayama's composite sinusoi-, ct rdal waves model t41 , namely x= 2 L0 rp cos nO
The formants of the speech signal can be shown to be closely related to the zeros of the denominator polynomials F(z)=A(z)+zA(z) (16) and G(z)=A (z)-z A(z) of (18). In fact, these zeros form the line spectral pairs in Itakura's approach to the classical AR model. It turns out The output sequence (x) of the AR filter has po that the line spectral pairs have better discrewer density tisation and sensitivity properties than the PAR-COR coefficients from the viewpoint of bit rate 
