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We propose a novel quantum technique to search for unmodelled anomalies
in multi-dimensional binned collider data. We propose to associate an Ising
lattice spin site with each bin, with the Ising Hamiltonian suitably constructed
from the observed data and a corresponding theoretical expectation. In order
to capture spatially correlated anomalies in the data, we introduce spin-spin
interactions between neighboring sites, as well as self-interactions. The ground
state energy of the resulting Ising Hamiltonian can be used as a new test
statistic, which can be computed either classically or via adiabatic quantum
optimization. We demonstrate that our test statistic outperforms some of the
most commonly used goodness-of-fit tests. The new approach greatly reduces
the look-elsewhere effect by exploiting the typical differences between statistical
noise and genuine new physics signals.
1 Introduction
With the discovery of the Higgs boson [1, 2] at the CERN Large Hadron Collider (LHC),
the Standard Model (SM) particle roster is complete and the search for new physics beyond
the SM (BSM) is afoot. Given the many puzzles left unanswered by the SM (the flavor
problem, the dark matter problem and the CP problem, to name a few), there is no
shortage of ideas as to what that new physics may look like, yet we cannot be certain that
the correct BSM theory has been written down and/or is being looked for by the current
searches. This greatly motivates searching for BSM physics in a model-independent way, as
pioneered by the Tevatron and HERA experiments in the early 2000’s [3–12] and pursued
currently by the CMS and ATLAS LHC collaborations as well [13–15].
The starting point in a typical BSM search is the prediction, obtained from Monte Carlo
simulations, for the SM background in the relevant search regions in parameter space.1
The observed data, which can be in multiple bins or channels, is then compared to this
expectation. The task of the experimenter is to test for consistency via some goodness-of-fit
test [33]. In this paper we propose a novel, signal model-independent, goodness-of-fit test,
which takes into account not only the size of the observed deviations in the data, but also
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1There are alternative approaches which try to avoid (to varying degrees) the reliance on a background
prediction from Monte Carlo. These include traditional bump-hunting methods, edge detection techniques
[16, 17] and recent machine-learning based approaches [18–32]. However, given the spectacular success of
the SM in describing current data, its theoretical prediction of the background is well under control and
should not be ignored.
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their spatial correlations. Real signals in the data are expected to exhibit strong such spatial
correlations, unlike statistical noise. For the purpose of quantifying the correlations, we
introduce an Ising spin lattice with suitably defined nearest-neighbor spin-spin interactions
(alternative approaches rely on neural-networks [34, 35] or wavelet transforms [36–38]). Our
proposed test statistic is the ground state energy Hmin of the resulting Ising Hamiltonian
H. This method for anomaly detection greatly reduces the look-elsewhere effect and is
very intuitive and easy to interpret. Finally, the proposed test statistic can be used not
only for new physics searches, but also for data quality monitoring and understanding the
deficiencies of Monte Carlo event generation and detector simulation.
Finding the ground state of a general Ising model is a challenging computational prob-
lem, since analytical solutions exist only in very special cases [39]. For a relatively low
number of bins, we can find Hmin exactly by brute force, i.e., by examining all possible
spin configurations. However, as the number of bins exceeds 30-40, this approach eventu-
ally becomes unfeasible, even with supercomputers, and one must resort to approximate
classical methods like simulated annealing [40]. Quantum computing algorithms also offer
a promising avenue for solving such difficult combinatorial problems. The method of adi-
abatic quantum optimization (AQO) [41–44] is particularly well suited for our problem,
as it relies on the adiabatic theorem to find the ground state of a Hamiltonian of interest
H as follows. One introduces a second Hamiltonian, H0, whose ground state is known in
advance and easy to construct. At time t = 0, the quantum system starts in the ground
state of H0. Then for a time T , the new Hamiltonian H is smoothly interpolated as
H(t) =
(
1− t
T
)
H0 + t
T
H.
If T is large enough, and H0 and H do not commute, the system remains close to the
instantaneous ground state of H(t). Then, measuring the ground state of H at time t = T
returns an approximate solution to the original problem. This technique can be successfully
applied to a large number of discrete optimization problems in applied mathematics, as
long as one can find a Hamiltonian H whose ground state represents the desired solution
(see [45] for a review). However, the only examples of applications of AQO to problems
in high energy physics so far have been in building a stronger Higgs classifier in the γγ
channel [46] or in unfolding distributions [47].
2 The Ising model
Our Hamiltonian is constructed as follows. Consider an arbitrary phase space of observable
data partitioned into N bins, labelled by i = 1, . . . , N . Each bin will be associated with a
spin site si = ±1 in our Ising lattice. Let ei and oi be the number of expected background
events and observed events in the i-th bin, respectively. From those we construct the
corresponding normalized residuals
∆i =
oi − ei√
ei
, i = 1, . . . , N. (1)
The goal is to build an Ising Hamiltonian H({∆i}, {si}) which depends on the set of
measured deviations {∆i} and a set of spin configurations {si} in such a way that the
ground state energy Hmin of the system is a measure of goodness-of-fit of the background
hypothesis — the lower the energy, the worse the fit. To this end, we define
H({∆i}, {si}) = −
N∑
i=1
|∆i|∆i
2
si
2 −
λ
2
N∑
i,j=1
wij
(∆i + ∆j)2
4
1 + sisj
2 , (2)
2
where λ ≥ 0 is a free continuous parameter which controls the relative importance of the
second term and wij is a constant matrix which defines the range of spin-spin interactions.
For simplicity, throughout this paper we shall focus on nearest-neighbor interactions only,
where wij = 1 if bins i and j are nearest neighbors, and 0 otherwise
The ground state energy Hmin is found by minimizing the Hamiltonian (2) over the set
S of all possible spin configuration sets {si}:
Hmin({∆i}) ≡ min{si}∈S {H({∆i}, {si})} . (3)
The choice of Hamiltonian (2) can be easily understood as follows. The first term is
minimized when each spin si is aligned with the corresponding deviation ∆i, i.e., when
si = sgn(∆i). This means that in the λ = 0 limit, where only the first term in (2) survives,
our test statistic (3) reduces to the familiar Pearson χ2 statistic (henceforth referred to
simply as χ2):
lim
λ→0
Hmin = −14
N∑
i=1
∆2i = −
χ2
4 . (4)
A well-known disadvantage of the χ2 test statistic is that it is insensitive to a) the
signs of the deviations ∆i and b) the relative proximity of the bins exhibiting the largest
deviations (in absolute value). This is why it is desirable to complement the χ2 test with
other, preferably independent, goodness-of-fit tests which would scrutinize the signs and
the relative locations of the bins with the largest |∆i| [48]. One such test, applicable to
one-dimensional binned distributions, is the Wald–Wolfowitz runs test [49], in which one
inspects the series formed from the signs of the deviations
sgn(∆1), sgn(∆2), sgn(∆3), . . . , sgn(∆N ) (5)
and divides it into “runs" — successive nonempty strings of adjacent identical elements,
i.e., where each string contains only plusses or only minuses. The number of such runs r
can be computed as
r = 12
N−1∑
i=1
[1− sgn(∆i)sgn(∆i+1)] (6)
and follows a Binomial distribution. The runs test is less powerful than the χ2 test, since
it does not use the magnitudes of the deviations. Nevertheless, it is still useful, since it
is complementary to the χ2 test, and the two can be combined to form a more sensitive
test, e.g., in Fisher’s method the product of the individual p-values is the new test statistic
[50, 51].
The second term in (2) is designed to capture these effects in a more optimal way. We
introduce interactions between neighboring spins, whose role is to try to align the spins
among themselves — the factor (1 + sisj)/2 is designed to equal 1 when the spins si and
sj are aligned and 0 when they are anti-aligned. The effect is more pronounced if the
deviations at the two neighboring sites are significant, i.e., both ∆i and ∆j are large in
absolute value, and correlated, i.e., ∆i and ∆j have the same sign. It is precisely the
effect of these latter correlations which we are trying to tap into in order to differentiate
between random noise and meaningful physics signals. The effect of the second term in
(2) is controlled by the parameter λ, which for simplicity throughout this paper we shall
fix to be equal to 1 (other choices will be explored in a forthcoming publication [52]).
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Figure 1: Results from two representative pseudo-experiments with similar χ2 values: without signal
(top) and with signal (bottom). The black solid histogram shows the deviations (1), while the magenta
dotted histogram depicts the corresponding spin configuration which minimizes the Hamiltonian (2).
3 Results with one-dimensional data
In order to demonstrate the appropriateness of the Hamiltonian (2), we first consider the
following one-dimensional toy example illustrated in Fig. 1. We take 100 equal-size bins
which are populated with data sampled from a background distribution, which we take to
be uniform, with an expected total number of 50000 events; and a signal distribution, which
we take to be a normal distribution centered on the 60th bin with a standard deviation
of 5 bin widths, and an expected total number of 500 signal events. In order to test
the power of the Hmin test, we generate 10000 pseudo-experiments under the background
hypothesis (top panel in Fig. 1) and background plus signal hypothesis (bottom panel).
For each pseudo-experiment, we first compute the resulting deviations (1) shown with the
black solid histogram and construct the Ising Hamiltonian (2). Then, using the method
of simulated annealing2 [53], we find the spin configuration {si} (shown with the magenta
dotted histogram) which minimizes the Hamiltonian and gives the ground state energy (3).
Comparing the two types of histograms in Fig. 1, we observe that the spins in the ground
state indeed tend to align themselves in the regions where the deviations are strong and/or
correlated, which is precisely what the Hamiltonian (2) was designed to accomplish.
The two panels in Fig. 1 depict two pseudo-experiments whose χ2 values are rather
similar, 146 and 145.7, respectively. Therefore, as far as the χ2 test statistic is concerned,
these two sets of data appear very similar, even though the excess around 60 is rather
evident to the trained eye. On the other hand, these two experiments produce rather
different values for the Hmin test statistic: −71.3 for the pure background case and −82.5
for the background plus signal case. This implies that the Hmin test statistic can better
2For simplicity, we use a linear cooling schedule from kT = 10 to kT = 0 over 500000 steps.
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Figure 2: Normalized distributions of the χ2 (left panel) and the −Hmin (right panel) test statistics
for the respective set of pseudo-experiments under the null (pure background) hypothesis (black solid
lines) and the background plus signal hypothesis (black dashed lines).
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Figure 3: Left: ROC curves for: our Hmin test statistic (orange solid line), the Wald–Wolfowitz runs
test (purple dot-dot-dashed), χ2-test (green dotted), combined χ2 plus runs test (blue dashed), and
the Kolmogorov-Smirnov test (black dot-dashed). Right: Scatter plot of the estimated p-values for 100
representative pseudo-experiments produced under the signal hypothesis, under the combined χ2 plus
runs test (x-axis) and the Hmin test statistic (y-axis). The grid lines mark the p-values corresponding
to a 1σ, 2σ, 3σ and 4σ effect.
identify such signals in the data. A more thorough comparison of the discriminating
powers of the χ2 and Hmin test statistics is presented in Figs. 2 and 3. The left and right
panels in Fig. 2 show the unit-normalized distributions of the χ2 and Hmin test statistics,
respectively, for large sets of pseudo-experiments under the background hypothesis (black
solid lines) and the background plus signal hypothesis (black dashed lines). In order
to accumulate enough statistics for the plots, in the left (right) panel of Fig. 2, we use
data from 10000 (1000) pseudo-experiments. In addition, in order to have the histograms
similarly ordered from left to right on the two panels, in the right panel we chose to plot
−Hmin instead ofHmin. We observe that in the case of theHmin test statistics (right panel)
the distribution with signal is further separated from the corresponding distribution for
the null hypothesis, thus implying higher sensitivity.
In the left panel of Fig. 3 we compare the sensitivity of our new test statistic to several
standard goodness-of-fit tests in terms of the corresponding receiver operating characteris-
tic (ROC) curves [54]. Results are shown for the new Hmin test statistic (orange solid line),
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Figure 4: Results from two representative pseudo-experiments with similar χ2 values for the 4× 4 two-
dimensional exercise: without signal (left) and with signal (right), with the signal 2× 2 block located
in the middle of the 4× 4 grid. Warm (cool) colors and plusses (minuses) indicate upward (downward)
fluctuations (1). Circles (crosses) indicate spin orientations si = +1 (si = −1) in the Hmin spin
configuration.
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Figure 5: The same as Fig. 4, but for the 10 × 10 exercise. The signal in the right panel is injected
as an uncorrelated bivariate normal distribution with equal standard deviations of 1.5 bin widths. Both
pseudo-experiments have χ2 = 129.
the Wald–Wolfowitz runs test (purple dot-dot-dashed), χ2-test (green dotted), combined
χ2 plus runs test (blue dashed), and the Kolmogorov–Smirnov test [48] (black dot-dashed).
It is clear that the new Hmin test statistic outperforms all others, especially in the low
false positive rate region which is relevant for discovery. The implications for discovery
are further illustrated in the right panel of Fig. 3, which shows a scatter plot of estimated
p-values under the combined χ2 plus runs test (x-axis) and the Hmin test statistic (y-axis),
for 100 representative pseudo-experiments produced under the signal plus background hy-
pothesis. We observe that for the large majority of the pseudo-experiments, namely, those
below the 45◦ dashed line, Hmin gives a higher significance of discovery.
4 Results with two-dimensional data
Unlike existing tests sensitive to spatial correlations, our technique can be readily gener-
alized to multi-dimensional data. This is illustrated in Figs. 4 – 8, where for simplicity we
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Figure 6: The same as Fig. 2, but for the 4× 4 two-dimensional exercise illustrated in Fig. 4.
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Figure 7: The same as Fig. 6, but for the 10× 10 two-dimensional exercise illustrated in Fig. 5.
limit ourselves to two dimensions and consider data arranged in an n× n grid of N = n2
bins. In Fig. 4 we take n to be relatively low, n = 4. This allows us to find the minimum
energy Hmin by brute force, i.e., by inspecting each of the 2N = 216 spin configurations
and comparing the corresponding energies. Then in Fig. 5 we consider a larger grid with
n = 10, for which the brute force method is unfeasible, and in order to find Hmin we resort
back to the method of simulated annealing used in the earlier one-dimensional example.
In the 4× 4 case of Fig. 4, the ∆i values for the background are sampled directly from the
standard normal distribution, and the signal is then modelled as a constant 1.5σ additional
contribution to each bin in a 2 × 2 block of the 4 × 4 grid. The color code used in Fig. 4
reflects the resulting ∆i values for the two pseudo-experiments — upward (downward)
fluctuations ∆i are represented with warm (cool) colors and marked with plus (minus)
signs. In the 10×10 case of Fig. 5, the data values oi for the background are sampled from
a Poisson distribution with ei = 500 in each bin. An uncorrelated bivariate normal signal
of 600 total expected events is then injected at the location of the (6, 6) bin. The resulting
deviations ∆i are then computed and shown for two representative pseudo-experiments in
Fig. 5, using the same color-code as in Fig. 4. Note that the index i in eqs. (1-4) is now
two-dimensional and identifies the horizontal and vertical location of the respective bin;
two bins are considered nearest neighbors only if they share an edge.
In complete analogy to Fig. 2, in Figs. 6 and 7 we show the respective distributions of
the χ2 and −Hmin test statistics for each of the two-dimensional examples considered in
this section. We notice that, just like in the case of the one-dimensional exercise depicted
in Fig. 2, the Hmin test statistic offers better separation of signal and background. For
example, in Fig. 6 the overlap area between the two distributions is 51.3% in the case of
the χ2 test statistic, but only 41.4% in the case of Hmin. The improvement is even better
7
0.0 0.2 0.4 0.6 0.8 1.0
False positive rate
0.0
0.2
0.4
0.6
0.8
1.0
Tr
ue
 p
os
iti
ve
 ra
te
4 × 4 grid
Regions test
2 test
2 + Regions test
min test
0.0 0.2 0.4 0.6 0.8 1.0
False positive rate
0.0
0.2
0.4
0.6
0.8
1.0
Tr
ue
 p
os
iti
ve
 ra
te
10 × 10 grid
Regions test
2 test
2 + Regions test
min test
Figure 8: ROC curves for the two-dimensional exercises with 4× 4 data as in Fig. 4 (left) and 10× 10
data as in Fig. 5 (right).
in the case of the 10×10 grid — in Fig. 7, the overlap area is 40.7% for the χ2 test statistic
and is reduced to only 20.1% in the case of Hmin.
Motivated by the usefulness of the runs test in the one-dimensional example of Figs. 1
and 3, we can attempt to generalize it to the two-dimensional data of Figs. 4 and 5. For
example, we can count the number of connected “regions” of only positive or only negative
deviations ∆i, defined so that nearest neighbors with the same sgn(∆i) necessarily belong
to the same region. In that case, each of the two pseudo-experiments in Fig. 4 leads to
5 regions, as can be easily seen by inspecting the plusses and minuses shown in the bins.
However, the so defined “regions” test statistic is not very powerful, as can be seen from
the respective ROC curves in Fig. 8 — in fact, combining the “regions” test with the χ2
statistic generally makes things worse than using χ2 alone.
This is where the new test statistic Hmin comes to the rescue. Figs. 4 and 5 depict
the spin configurations in the respective ground states: circles indicate spin orientation
si = +1 while crosses correspond to si = −1. The corresponding ROC curves in Fig. 8
(orange solid lines) demonstrate the superior performance of the Hmin test statistic for
these two-dimensional examples as well.
5 Conclusions and outlook
In this paper we proposed a new goodness-of-fit test statistic, Hmin, to identify devia-
tions from an expectation, without assuming any alternative hypothesis to account for the
deviations. Our test statistic exploits in a novel, model-independent way, the spatial corre-
lations in the observed fluctuations of binned data relative to a theoretical prediction. Our
method for anomaly detection greatly reduces the look-elsewhere effect by exploiting the
typical differences between the properties of statistical noise and real new physics effects.
With several toy examples, we demonstrated that the Hmin test performs better than some
commonly used goodness-of-fit tests. Once a signal is detected, the spin configuration in
the ground state can be inspected to identify atypically large domains of aligned spins
which can then be used to interpret the origin of the anomaly detected by our statistic.
When an experiment calls for an analysis with a large number of bins (i.e., lattice spin
sites) N , the exact computation of Hmin becomes intractable and must be handled via a
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suitable approximate method. A promising approach to tackle large N cases is offered by
current and future AQO implementations on quantum computers [55–57]. In the meantime,
an acceptable3 alternative is to apply approximate stochastic optimization methods like
simulated annealing, which was used in our analysis.
In this paper, we assumed that the theoretical expectation {ei} is known exactly. How-
ever, in realistic situations, e.g., in the presence of systematic uncertainties, it may depend
on various nuisance parameters ~θ, in which case the test statistic can be modified as
max
~θ
{
Hmin
(
~θ
)}
, (7)
which will be discussed in a longer paper [52]. We are also in the process of exploring
a larger class of Hamiltonians and their relevance to various combinatorial optimization
problems, both inside and outside particle physics. We believe this work is only scratch-
ing the surface of a very interesting new direction of interdisciplinary research bridging
condensed matter physics (Ising models), quantum information science, computational ge-
ometry, statistics and high energy physics.
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