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COMMUNICATION IN A MULTI-MODAL SPOKEN DIALOG SYSTEM
Yuya Chiba
A spoken dialog system (SDS) is introduced into various devices to assist the operation. Conven-
tional spoken dialog systems generate an utterance mostly depending on the linguistic information of
a user’s utterance, and do not make an appropriate response to the user who does not explain his/her
state by words. This problem matters little in human-human conversation because the human can
regulate the conversation by using a lot of non-verbal information such as gaze, tone of the speech,
and facial expression. Adapting to the user’s internal states such as emotion, mood, personality, and
etc by using these non-verbal cues is necessary for the spoken dialog system to make a response more
appropriately. This thesis treats the user’s states under two conditions. One is the state cannot be
discriminated by only using the language, and another one is conveyed by several multi-modal cues
together with language.
The first state was the user’s state when he/she replies to the system. An advantage of the spoken
dialog system is that the user can make an input utterance without inhibition, but it sometimes makes
it difficult for him/her to speak to the system. In particular, a novice user who does not know the
commands that the system can accept is often perplexed by the prompt in an actual environment.
The typical system provides more detailed information to the user who is taking time to make an
input utterance, but such assistance is a nuisance if the user is merely considering how to answer
the prompt. Thus, the system should support the user in the appropriate manner to the problem that
the user meets before he/she completes the conversation with the system. Based on this assumption,
this thesis discriminates the user’s state who does not speak to the system in chapter 3. I tried to
discriminate the user’s state between when the user is embarrassed by a prompt and when the user
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is just preparing the answer to the system. Experiments are conducted by several classifier, such
as support vector machine (SVM), hidden Markov model (HMM), and neural networks. I selected
the multi-modal features such as acoustic feature, facial feature points, and gaze to discriminate the
user’s state. Finally, I proposed the cluster-based feature construction method, and obtained the best
discrimination ratio of 72.0% when I use an SVM trained by multiple kernel learning (MKL). The
system needs to know the user’s internal state sequentially for supporting the user at appropriate
timing. I examined the sequential discrimination based on the proposed method, and proved that the
discrimination ratio reached to equal to the end of the session at around 7.0 s.
The second state of the user was the willingness to talk about a topic provided by the system. Dis-
crimination of this user’s state is available for the chat-like conversation system to select the topic of
the conversation. I assume an interview-based dialog system that asks the user his/her profile actively
in chapter 4. Such a dialog system is expected to acquire further information if the user is willing to
converse on a provided topic; on the contrary, it would not obtain beneficial information if the user
does not want to talk. Acquiring information is effective to adapt the user, and it is actively studied
in the recomendation systems or spoken dialog systems. Firstly, I investigated interviews between
humans and revealed that a human can estimate the interlocutor’s willingness to talk about the topic
with an accuracy of more than 70%, in case the interlocutors were aware of a degree of willingness
by themselves. This user’s state is conveyed by the several non-verbal information together with
language. Thus, we extracted F0 and the power of the speech, facial and physical movements, and
linguistic information to select the efficient multi-modal features. I observed 5% significant differ-
ence of the facial movements between the video clips of high and low willingness, and we concluded
that the answerer who is willing to talk about the topic talks with the questioner actively with facial
movements. I also obtained the significant difference at the maximum and minimum of range or
variance of F0 and the power of speech. These features were obtained from specific utterance during
the dialog, and this result indicates the possibility to discriminate the willingness to talk about the
topic utterance by utterance. Finally, I conducted discrimination experiments by using multi-modal
features with SVM, and obtained 80.4% of discrimination ratio under leave-one-out condition and
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1 . Introduction
(1) Spoken dialog system as a natural interface
Speech, which is one of the basic communication media of human, has been studied by many
researchers in the engineering field for applying it to the man-machine interface. Thanks to a mature
of technology, speech recognition is already employed in various applications, such as the assistance
of mobile device, interactive voice response and navigation systems. Part of these applications tried to
analyze the user’s speech, and response to their interlocutors “intelligently.” These systems, namely,
that can manage the dialog with the human is called spoken dialog system (SDS) and studied as one
of the application of speech technology. The reason why the speech has been focused on among many
other interfaces accepted in the society like touch interface, keyboard, or remote control is because
the computer is anticipated to be able to interact with the user like a human by introducing speech
communication.
Computer has to get over many hurdles to perform a human-like conversation. One of the ne-
cessities is an ability to understand the user’s internal state which is not expressed in the surface of
his/her utterance. To acquire this ability, the computer has to consider various communication chan-
nels as humans do. The conventional researches of SDS heavily depend on linguistic aspects of dialog
and there are few studies which discuss non-verbal aspects of communication between the user and
the dialog system. In this thesis, we focus on the user’s internal states, and examine the method to
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Fig. 1.1: Dialog management in this thesis
(2) User’s internal states for advanced dialog management
When we converse with the dialog partner, we guess the partner’s interest of a topic of con-
versation or comprehension of own speech, and know a timing to address or stop the conversation
spontaneously. Therefore, the dialog management of SDSs is expected to become more sophisticated
by introducing the manner of the human-human conversation; for example, estimating the user’s state
through non-verbal signals, such as the user’s facial expression or behavior. An ultimate goal of this
thesis is to construct an SDS, which can finely adapt to the user by acquiring the information of the
user’s internal state, such as emotion, mood, or personality of the user from the multi-modal infor-
mation. Figure 1.1 shows the components of the target system. Difference of the proposed system
from conventional systems is that the proposed system considers the user’s internal states which are
expressed as multi-modal information through several sensor data. To construct such a system, the
system should understand the internal state of the conversational partner. Modeling of the user from
the content of his/her utterance has been studied in spoken dialog system for many years. This thesis
picks up the state which is difficult to estimate by only using the linguistic information, but the human
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can estimate by using several non-verbal cues. In this section, I give an overview of these states.
a) User’s state when he/she replies to the system
The user’s internal states, such as emotion or preference are sometimes taken up in the studies of
SDS, and estimated by using the lexical information of the utterance because these studies implicitly
assume that the user always replies to the system. However, the user sometimes does not make any
input utterance due to lacking of experience to use the system. For example, he/she could give up
the dialog with the system when the user does not understand the system’s prompt, and could focus
on considering to answer the system’s prompt. In these cases, the system should provide a help to
clarify the meaning of the prompt as soon as possible for the former user and should not disturb
the latter user, but many conventional systems treat them uniformly as he/she does not understand
what to input and only repeats a simple response at fixed interval, such as incremental prompt1). In
fact, Kobayashi et al.2) reported that a system response that does not consider the difference between
these users confused them in the actual environment. To solve this problem, I defined two classes
for the state when the user replies to the system. This user’s state is discussed in chapter 3. I used
non-verbal information for estimating the state because the system cannot use the speech recognition
results before the user’s reply.
b) User’s motivation of conversation
The dialog system should acquire as much information of the users as possible for making a re-
sponse adapted to them. In recent years, a non-task-oriented spoken dialog system like a chat-like talk
system has attracted researchers’ attention. Topics talked in dialogs with a chat-like system is wider
than dialog with the task-oriented system and the user could talk about itself unrestrained. Thus,
the dialog system is expected to collect the user’s information more than the system intended to by
chat-like dialog. Acquiring the information is effective to adapt the user, and it is studied in recom-
mendation systems or spoken dialog systems. This study assumes an interview-based dialog system
as a kind of chat-like dialog systems, which obtains the user’s information actively by providing the
topic of conversation or asking questions. The systems that ask the question to acquire the informa-
tion are studied as the counseling dialog system3) and crowdsourcing dialog system4). I suppose the
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system is able to acquire further information of the user from the topic about which the user is willing
to talk and it could be difficult to gather more information if the user is not interested in the topic.
Thus, I examine the method to discriminate the user’s willingness to talk about the topic to apply the
dialog management.
(3) Outline of thesis
This thesis is composed of five chapters. In chapter 2, I describe the current technique for the
speech recognition and spoken dialog systems, and an overview of the user’s internal state. Then,
multi-modal information picked up in this thesis is also explained. Chapter 3 summarizes the user’s
state when the user replies to the system. I collect the dialog data and examine several discrimination
methods. Chapter 4 shows the experiments to discriminate the user’s willingness to talk about the
topic. I collect the human-human dialog data for chapter 4. Finally, I describe the comprehensive
summary of this thesis in chapter 5.
2 . Overview of spoken dialog system and conventional
approach to estimate user’s internal state in SDS
In this chapter, I describe a background of this research. Firstly, an overview of the frameworks of
current speech recognition and spoken dialog system is explained. Then, I review the conventional
approaches to estimate the user’s internal state in SDS. Recognizing the user’s states is available to
improve the interaction with the user and has been studied in many research areas. This review will
mention the researches in several spoken dialog systems. At the end of this chapter, I summarized the
multi-modal information used in this thesis.
(1) Framework of current spoken dialog system
An ordinary spoken dialog system is designed to consist of several modules. It is difficult to
separate the modules clearly, but many spoken dialog systems have three modules as below:
• Utterance understanding module
• Dialog management module
• Utterance generation module
The dialog system parses the user’s utterance at the utterance understanding module, and decides how
to respond to the user at the dialog management module. Then, an actual response is generated at the





Speech Recognition Utterance Generation
Utterance of user Utterance of system
Fig. 2.1: Modules of spoken dialog system
a) Utterance understanding module
Voice activity detection
The system has to know the start and end points of a user’s utterance in a signal input from a
microphone prior to the speech recognition. This process is called voice activity detection (VAD).
The simplest method detects the utterance by using zero cross counts and amplitude of the signal5).
This approach is also employed in Julius6), a popular open-source speech recognition engine in Japan.
The VAD based on the zero cross counts and amplitude is not robust to the acoustic noise, thus a
stochastic method is often employed for VAD under a noisy environment, which uses a model such
as Gaussian mixture model (GMM).
Speech recognition
The user’s utterance is translated into the word sequence for subsequent natural language pro-
cessing. Current speech recognition technology is based on Bayes’ theorem. Here, let an observation
vector of a speech as O = (o1, o2, · · · , oT )⊤ and a word sequence as w = (w1, w2, · · · , wL)⊤. T is
the length of the frames of the speech and L is the length of the word sequence. Translation of the
utterance to the word sequence is described as follows:
ŵ = arg max
w


































Fig. 2.2: 3-states Hidden Markov Model
The denominator on the right side of the equation (2.1) is independent of w, thus it can be rewritten
by
ŵ = arg max
w
P(O|w)P(w) (2.2)
Ordinarily, P(O|w) is calculated from an acoustic model and P(w) is calculated from a language
model.
Acoustic model The hidden Markov model (HMM) is usually used as the acoustic model, which
is a stochastic model for sequential signal. The HMM expresses the signal by transiting the states,
which are the sources of stationary signal. One signal can be generated from more than one transition
paths, thus it is a non-deterministic process. Three-state left-to-right HMM is usually used as a phone
model of speech recognition. The parameters of the model are transition probabilities between the
i-th state and j-th state and the output probability density of each state. The transition probability
matrix A is represented as A = {ai j = P(S iS j) | 0 ≤ i, j ≤ M} and output probability of i-th state is
represented as B = {bi(o) | 0 < i < M}. Here, S 0 represents the entry state and S M represents the
exit state. Figure 2.2 shows an example of a three-states left-to-right HMM including the entry state
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Here, s(t) is a state at frame t and M is equal to an index of the exit state (i.e. M = 4 in the figure
2.2). Λ denotes the parameters of HMM. GMM is ordinarily used for the output probability density











(o − µ)⊤Σ−1(o − µ)
)
(2.5)
Here, c jm, µ jm, and Σ jm is the weight, mean vector, and covariance matrix of m-th Gaussian compo-
nent of the j-th state. M j is the number of the mixture components of j-th state, and n is the dimension
of the observation vector. The HMM is trained by Baum-Welch algorithm, which is one of expecta-
tion maximization (EM) training methods. Recently, the approach expressing the output probability
of HMM by using deep neural networks (DNN) has been focused on, which is called DNN-HMM7).
Language model The most common language model is n-gram language model. This model ap-
proximates the probability of the word sequence P(w) by (n−1)-th order Markov process. Particularly,
third order n-gram model is often employed as the language model, and which is called tri-gram. Tri-













N(w) represents the frequency of a word sequence w in the training corpus. The well known problem
of n-gram is that the probability becomes zero for the word sequence that did not appear in the training
data. This is called zero frequency problem and the techniques known as smoothing or discounting is
employed to give small probability to word sequences that are never appeared.
Language understanding
The spoken dialog system needs to understand the user’s speech to know the user’s intention,
such as, the destination and departure place of flight in ticket sales tasks or upper bound on the price
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of lunch in restaurant recommendation tasks. This is realized by parsing the recognition result, and
the dialog act type or attributes are extracted from the utterance. The language understanding is im-
plemented as finite state transducer (FST), conditional random field (CRF)8), or weighted finite-state
transducer (WFST)9). The most simple and common approach is to use FST, but the utterance has
to be expressed by a regular grammar. The response of the dialog system is determined by extracted
dialog act or attributes. The examples of dialog act type are the “statement” or “information”, and the
kind of the dialog act type depends on the task of the system. DAMSL10) and DIT++11) are known
as the schema for the annotation of the dialog act.
b) Dialog management
Dialog management module updates the internal state based on the dialog act type received from
the utterance understanding module and decides how to respond to the user. The design of the dialog
management module is most important to make an intelligent system which is not an interface that
receives speech commands. The dialog management is studied in several areas like spoken dialog
system, artificial intelligence, and natural language processing. The principle roles of the dialog
management module are as below:
• Sending confirmation request
• Error handling
• Generating utterance contents
These processes are executed according to information stored in the system, which is called “dialog
state.” In this section, I describe an overview of them.
Dialog state
As mentioned above, the dialog state is the information related the dialog system to manage the
dialog. The system updates the dialog state, according to the result of utterance understanding, and
generates the utterance contents based on the dialog state. There are several kinds of information
that the system should store. Many dialog systems store the dialog state by frame structure, and
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these systems are called frame-based dialog system. The frame-based system is employed in mixed-
initiative dialog systems, such as Philips12) or the system implemented by Chu-Carroll et al.13) Here,




Dialog history is the record of the utterance understanding results and the system’s utterances from
the dialog establishment. The dialog history is updated by input from the utterance understanding
module. The user’s intention and the grounding state is represented by frame including the “slots”
which have the pair of an attribute name and attribute values. The user’s intention represents what
the user wants to do, and the attributes of the user’s intention is task specific in many systems. For
example, “destination” or “departure” are included in the flight ticket sales task. These slots are filled
according to the result of utterance understanding. The grounding state represents the information
shared between the user and the system. The slot of the grounding state is filled with an element,
such as “confirmed” or “unconfirmed.” The system needs to send the confirmation request when the
attribute value necessary for completing the task is unconfirmed. Some dialog systems can carry on
the dialog based on planning to complete the task goal after filling the slots of dialog state, but the
plan-based dialog system tend to become complicated. The architecture proposed by Bohus et al.14)
can build the dialog system which completes the task goal efficiently by hierarchical planning.
Confirmation request
As mentioned above, the dialog system needs to send the confirmation request to the user when
the mutual belief is not established. This section describes two methods for confirmation. First one
is an explicit manner, and the system directly asks the question about which the system want to
ground like “Is your destination is Sendai?” Another method is implicit one, and the system makes a
response, including the information which is not grounded, for example, “May I issue the ticket from
Tokyo to Sendai?” when the grounding state of destination and departure are “unconfirmed.” In this
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case, the system confirms the information stored in the dialog state implicitly. The developer of the
system can make the system’s response flexible by setting the degree of grounding state finely.
Error-handling
The result of the utterance understanding sometimes contains the errors of the speech recogni-
tion and utterance understanding. The technique for avoiding the dialog disruption by detecting and
recovering from these errors is called error-handling. Several approaches to detect the error of the
utterance understanding by using the confidence of the speech recognition or dialog history have
been studied. In particular, it is efficient to analyze the linguistic information, acoustic similarity, or
prosodic feature15) of the user’s revision because the user tends to repeat the same utterance when
the system misunderstandings the user’s intention. If the user speaks out-of-vocabulary words, the
system fails to understand the user’s speech. Thus, the system should project the help message which
explains the acceptable word to recover from the error.
c) Response generating module
In the response generating module, the system generates the response to the user. Many spoken
dialog systems can generate synthesized speech. However, it is sometimes efficient to project the
map of nearby area or the gesture of the dialog agent than speech in several systems (e.g. guidance
system), thus the system had better handling multi-modal information. It is difficult to generate the
utterance content stochastically and template-based approach is still popular16). The feedback of the
system influences the user’s dialog strategy, and the developer need to consider how to display the
response.
d) Turn-taking, back-channels, and social interaction
Flexible turn-taking
In the actual use of the dialog system, utterances of the user and the system often overlap. There-
fore, the system should manage the floor appropriately to converse with the user smoothly. In addition,
organizing the appropriate turn-taking and backchannels is efficient to improve the perceived natu-
ralness of the interaction17). The system needs to deal the prosodic and para-linguistic information
to organize the natural turn-taking18),19) and generating the backchannels20),21) not only lexical in-
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formation because the turn-taking is speech-language phenomena. These researches have developed
methods for estimating turn-taking exploiting the prosodic features, such as the intonation, empha-
sizing, and duration.
Social interaction
There are researches of the spoken dialog systems for the social interaction between the system
and the user. To achieve social interaction with the user, the system has to deal with the multi-modal
information because the facial expression or gesture plays the important roles for the interaction.
These researches focus on many kinds of social interaction, such as addressing, turn-taking (which
is described above), the internal state of the user and agent, and cooperation. The social interaction
is actively studied in the research area of human-robot interaction22),23),24) and human-agent interac-
tion25),26),27),2). These researches capture the multi-modal information, such as gesture, facial orien-
tation, gaze, and speech to build teamwork with the robot22),23) and know a chance to talk with the
user24).
(2) User modeling and user’s internal state estimation
Spoken dialog systems have been applied to several systems, such as information retrieval, rec-
ommendation, and information kiosk (e.g. the weather forecast28) and tourist guidance29)) or the
transaction systems (e.g. flight guidance30) and cinema guidance13)). In particular, the interactive
voice response (IVR), in-vehicle equipment, and support agent of mobile device31) are popular as the
commercial systems. In these systems, adapting the user is available to improve the usability. Some
systems have user model, which represents the knowledge about the user for adaptation. The dialog
system infers the user’s information mainly from the dialog history. It was reported that knowing
the belief32), preference33), and familiarity with the system34),35),36) of the user is efficient to improve
the dialog management. In this thesis, I define the information about the user as the “user’s internal
states.” The user’s internal state mentioned above is estimated by using the result of utterance under-
standing, but the target user’s state is not limited to which is estimated from the linguistic information.







Connection Phase Call Phase Establish a communication
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Fig. 2.3: Process of dialog establishment
the user and the system. Figure 2.3 shows the process of dialog establishment of man-machine in-
teraction. In the system which addresses the user, a session between the user and the system can
be divided into three phases: before the system’s prompt (phase 1), after the prompt and before the
user’s response (phase 2), and the rest (phase 3) as shown in figure 2.3. The spoken dialog system
recognizes and addresses the user at phase 1, then the user considers what to respond and responds to
it at phase 2, and dialog establishes (phase 3). Many researches implicitly focus on the user’s internal
state at phase 3 because they use the lexical features of the user’s reply, and it is equal to assume the
dialog is always established when the system addresses the user. On the other hand, several works
investigated the internal states in phase 1. Hudson et al.37) and Begole et al.38) discriminated a user’s
interruptibility by analyzing subjects in an office and a user of instant messages. Satake et al.39) stud-
ied the appropriateness of the approaching behavior when addressing people in human-robot dialog.
From this point of view, the state focused in chapter 3 is the state of phase 2. The user’s state of
phase 2 has not been considered sufficiently. One of this reason is many researchers think that it is
enough to project the same (or more detailed) prompt to the user who does not respond to the system
because this case often occurs when the user does not understand the system’s prompt. Nevertheless,
it is important for the system to make a response applied to the user’s internal state of phase 2. For
example, Kobayashi et al.2) reported that the making the recommendation without distinguishing be-
tween a state in which the user was perplexed about selecting information displayed by the system
and was puzzled about how to use the system, and regarding these as the former case confuses the
user in the actual environment. The dialog system has to estimate the user’s state without the lexical
information of the user’s reply because dialog history is not built at the first system’s utterance.
In chapter 4, I focus on the willingness to talk about a specific topic. This is the user’s state
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Fig. 2.4: Example of mel-filter bank to 8000 (Hz)
of phase 3. The willingness to engage in the dialog of the user is referred by Dohsake et al. and
analyzed in the thought-evoking dialog system based on natural language40),41). The willingness to
talk about the topic is the difference in their definition, and close to “desire of conversation42)” and
“involvement43)”. They tried to estimate the user’s state by using lexical information of the user’s
speech, but my research discriminates the degree of the willingness to talk about the topic by using
both the non-verbal and verbal information unlike these previous approaches.
(3) Multi-modal features employed in this thesis
In this section, I describe the multi-modal features employed in this thesis. Some of them are
referred as “low-level features.” The user’s internal states in this thesis are assumed to have similar
aspects to emotion. Therefore, the features effective for discriminating emotions seems also to be
effective for discrimination of the internal state of the user. For example, Collignon et al. suggested
that emotion has a multi-modality nature44) and Wöllmer et al. showed that the acoustic and visual
features contributed to discriminate arousal and expectation, respectively45). Several other researches
also have reported that combining multi-modal information improves the accuracy of emotion recog-
nition46),47),48),49). Therefore, I employed similar features used in these previous works, such as the
spectral features, intonation of the speech, and facial feature points, etc.
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a) Acoustic information
Mel-frequency cepstral coefficients (MFCC)
A shape of a spectral envelope of the audio signal affects the perception of a timbre. Human
controls the pronunciation by changing a shape of his/her vocal tract. Thus, the characteristic of the
spectral envelope is efficient to discriminate a phone. A lot of methods to extract this feature from the
speech have been proposed. Mel-frequency cepstral coefficients (MFCC) is the most famous feature
for automatic speech recognition. This feature extracts the envelope of the spectrum considering the
auditory characteristics of the human. Extraction method is depicted as below:
Step 1: Calculate the spectrum |S ′(k)| by the short-term Fourier transform (STFT). Here, k is the
index of a frequency bin of the spectrum.
Step 2: Filter the power spectrum of |S ′(k)| by using mel-filter bank W(k; l), which is the triangular





W(k; l) |S ′(k)|2 (l = 1, · · · , L) (2.8)




kc(l)−klo(l) if klo(l) ≤ k ≤ kc(l)
khi(l)−k
khi(l)−kc(l) else if kc(l) ≤ k ≤ khi(l)
0 otherwise
(2.9)
Here, kc(l), klo(l), and khi(l) represent the indices of the center, the lower limit, and the upper
limit of the l-th filter. kc(l) is arranged at even intervals at mel-scale axis, and kc(l) = klo(l +
1) = khi(l − 1). Mel-scale is one of the physiological scales of the perception of the pitch and
represented as following equation:







Figure 2.4 shows an example of mel-filter bank. The output of the filter bank represents an
outline of the power spectrum of each frame.
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Fig. 2.5: Example of power of speech
Step 3: Take a log of the output of the filter bank.
Step 4: Take a discrete cosine transform (DCT) of the logarithmic power spectrum to reduce a di-
















For the speech recognition, ∆ MFCC and ∆∆ MFCC are used to incorporate the temporal variation
of the speech. The ∆ coefficients of MFCC were represented as the first order coefficient of the linear
regression of temporal variation of the MFCC, and calculated as follows:
∆ct(i) =
∑Θ






ct(i) denotes the i-th coefficient of the MFCC at frame t. 36-dimension MFCC including the velocity
and acceleration of the lower 12th-order coefficients are often used for speech recognition. MFCC
is used to represent spectral characteristics of the speech in this thesis. Frame width of STFT is 25
ms and frame shift is 10 ms, and five frames (the current frame, the two previous frames and two
following frames) are used for calculating the ∆ and ∆∆ components.
Power of speech







Here, En indicates the energy at frame n, T is the frame width, and st is the amplitude of speech signal
at time t. This thesis represents the power of the speech by the energy calculated by equation (2.13)
and sets the frame width as 25 ms and frame shift as 10 ms for calculation.
Fundamental frequency of speech (F0)
Fundamental frequency (F0) is used to represent the intonation. The F0 is defined as the reciprocal
of the interval of vocal fold vibration and related to the perception of the pitch. In this paper, I extract
the F0 by the normalized cross correlation function (NCCF)50), and then, converted to log-scale.
NCCF is calculated at frame t as follows;
ϕt,r =
∑m+n−1
j=m s js j+r√
emem+r
(2.14)
Where, s j is the amplitude of speech signal at time j, r is rag (r = 0 · · · ,R− 1). In addition, z denotes





The F0(t), a fundamental frequency at time t is obtained as follows under a sampling frequency fs.
Calculated fundamental frequency is converted to log-scale after extraction. Thus, the equation is
represented as follows:






Since the F0 has a large variation from speaker to speaker, a differential coefficient is ordinarily used
as the acoustic feature. The different component is denoted as:
∆ log F0(t) =
∑Θ






I used Snack1 to extract the F0 each 10 ms by using ESPS method. The window length of the
calculation of the differential coefficient is 5. Figure 2.6 shows an example of the F0.
Zero cross counts (ZCC)
Zero cross counts (ZCC) is the number of crossing zero of the waveform. The speech is periodic
in short segment and repeats the zero crossing regularly; on the other hand, the segment of the back-
1 http://www.speech.kth.se/snack/
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Fig. 2.6: Example of log F0 of speech
ground noise have large ZCC. Thus, this feature is used to distinguish voiced and unvoiced segments.
In this thesis, I set the frame width and frame shift as 10 ms and counts the zero crossings.
b) The length until user’s input
I used the length until user’s input for discriminating the user’s internal state when he/she replies.
This feature is defined as the length between the end of the system’s prompt utterance and the begin-
ning of the user’s reply, thus it is almost equal to the length of switching pause. This period contains
silence, repairs, fillers and breathy voice of the user. This feature is denoted as L0 and determined by
hand.
c) The length of speech
I classified the acoustic events in the observed signal into six classes as shown in Table 2.1 to find
the efficient acoustic characteristics to discriminate the user’s internal state when he/she replies. In
this thesis, I used the length of events for the discrimination. Among the classes shown in Table 2.1,
the “system” segment is for utterances by the system, and all of the other classes are for the user’s
speech. Let N be the number of dialogs, Mic be the number of acoustic events of class c observed in
the i-th dialog, Lic be the total length of events belonging to class c observed in the i-th dialog. The















Etc Other voiced segment
breath Aspiration or breath
silence Soundless segment






The results yielded by the two normalization methods are different because of the difference in
frequency of events. Using L1, the value for a rare event tends to be small, whereas the value can be
larger when evaluating it by L2.
d) Length of filled pause
From the analysis of S C , I found that vowels tended to be lengthened in utterances other than
filler words. This phenomena is known as “filled pause.” Goto et al. proposed a method to detect
filled pauses51) and described that filled pauses serve to maintain the speaker’s turn and to express the
mental state while thinking of the next utterance. I use the length of filled pause detected by Goto’s
method for the discrimination of the user’s state when he/she replies.
e) Visual information
Facial feature points
Facial feature points were extracted by the constrained local model (CLM)52) frame by frame.
The method proposed by Saragih et al. detects the facial region from the image firstly, and then fits
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Fig. 2.7: Example of facial feature points and fitting result
the deformable model of the facial feature points. The coordinates of these points relative to the center
of the face were used as the face features. The scale of the feature points was normalized by the size
of the facial region. The number of feature points was 66 and the dimension of the feature was 132.
Figure 2.7 shows an example of the feature points and fitting result.
Facial orientation
The facial orientation of the user is calculated from the relative positions of the eyes, nose, and
face. In this paper, the facial orientation is represented as 3-directional features (i.e. yaw, roll and
pitch). The facial components are detected by 3 steps.
Step 1: the feature points of the face are extracted by CLM.
Step 2: the left eye, right eye and nose of the user are detected based on the results of step 1.
Step 3: Three-dimensional facial orientation was calculated based on the locations of the eyes, nose
and face.
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Fig. 2.8: Calculation of face orientation feature
I approximate the shape of the human head as a sphere and used a sine value instead of the angle (See
figure 2.8). This is represented as following equations.




roll ≡ ba =
By − Ay√
(Bx − Ax)2 + (By − Ay)2
(2.21)




where, r is the diameter of the head approximated by the width of the face region. The points A =
(Ax, Ay) and B = (Bx, By) are feature points in a frame, which is summarized in table 2.2. I calculate
yaw, roll and pitch frame-by-frame, and denote these values at frame t as yaw(t), roll(t) and pitch(t),
respectively.
Figure 2.9 shows an example of the face orientation calculated by the method above mentioned.
In this example, the user turns his face from the front to the lower right from frames 50 to 80. Thus,






















































Fig. 2.9: Example of three-dimensional face orientation when the user turns his face from frontal to
lower right
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Table 2.2: Feature points of the face
Point A Point B
Yaw Center of the nose region Center of the face region
Roll Center of the left eye Center of the right eye
Pitch Center of the eyes and the nose Center of the face region
The number of the frames of the facial orientation depends on the duration of the session, but the
feature vectors should have a fixed dimension to simplify the calculation of discrimination function.
In this thesis, the facial orientation sequence is compressed linearly. The compressed feature vectors







Gaze feature (brightness feature of a region of eyes)
Gaze features are important to estimate the user’s internal states. In this thesis, the gaze of the
user is represented by the brightness of the user’s eye regions. I used the Haar-like feature which
has a fast calculation algorithm using an integral image proposed by Viola and Jones53). The integral






ii(x, y) is the integral image at P and i(x, y) is the original image at P. The integral image is calculated
as follows:
s(x, y) = s(x, y − 1) + i(x, y) (2.25)
ii(x, y) = ii(x − 1, y) + s(x, y) (2.26)
Thus, the integral image can be calculated by O(N). The sum of the brightness of any region can be








Fig. 2.10: Calculation of sum of brightness by using integral image
Figure 2.10. If you want to obtain the sum of the brightness of region D, you can calculate it as;
D =
(




ii(bx, by) + ii(cx, cy)
)
(2.27)
Here, the locations of points a, b, c, and d are represented as (ax, ay), (bx, by), (cx, cy), and (dx, dy).
The gaze features are extracted by applying filters called Haar-like filters shown in Figure 2.11
comprehensively changing the size and location to the image. Haar-like feature represents the differ-
ence of the brightness between the white region r1 and black region r2. This is calculated as;
H(r1, r2) = S (r1) − S (r2) (2.28)
S (r) is a function that calculates the sum of the brightness of region r. In this thesis, the eye regions
were detected by the facial feature points and scaled to 8 × 8 pixels. Because this feature have
large dimensions, PCA was applied for reducing the dimensionality. Finally, gaze feature had 34
dimensions and the cumulative contribution rate was about 95%.
Facial movements
Facial movements of the user are quantified the magnitude of the optical flow detected in the facial
region for discriminating the willingness to talk about the topic. Extraction of the facial movements
is described as below.
Step 1: Detect the facial region and the feature points from images by CLM. This method can extract
the shape of the face of the user (like left of figure 2.12).
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Fig. 2.11: Haar-like filter employed in this thesis












Fig. 2.12: Example of facial region truncated by constrained local model (left) and optical flows of
facial region (right)
Step 2: Scale the size of a face to 100 × 100.
Step 3: Detect the optical flows of the pixels inside the model of facial feature points54)
Step 4: Sum up the magnitude of optical flows for all frames.
Figure 2.12 shows an example of the facial region obtained at step 2 and optical flows calculated
at step 4. A Gaussian window with the size of 15 pixels is used to calculate the optical flows. The
right figure of figure 2.12 draws orientation and magnitude of the optical flows every 2 pixels, and
expressed the vector of optical flows by green lines. The movements of the blink and lips by speaking
are observed at the right eye region and mouth region.
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Physical movements
The physical movements are quantified by using difference images of the successive frames. In
this thesis, the difference image can be considered as the movements of the user’s body because the
background was not changed during the dialog. I use the physical movements for the discrimination
of the willingness to talk about the topic. The procedure of extracting the physical movements is
described as below.
Step 1: Detect the facial region and the facial feature points by CLM.
Step 2: Normalize the brightness to become the average is 0.0 and the variance is 1.0.
Step 3: Mask the facial region by setting the brightness of the pixel inside the facial model to 0.0.
Step 4: Calculate difference image between current and previous frames.
Step 5: Sum up the absolute value of pixels for all frames.
Figure 2.13 shows the masked image obtained at step 3 and figure 2.14 difference image calculated
at step 4. Figure 2.13 is normalized as the average of brightness to 128.0 and standard deviation to
50.0 for visualization, and figure 2.14 is normalized as the minimum value of the brightness to 0.0
and maximum value to 255.0. As shown in figure 2.14, the variation of the body movements of the
speaker is observed (the speaker swings his arms downward in this example).
f) Linguistic information
I used the linguistic feature for discriminating the willingness to talk about the topic because the
user talk much about the provided topic is judged as “being highly willing to talk.” I extracted the
part of speech (POS) tags from the manual transcription of the dialogs using morphemic analyzer
MeCab2 with IPAdic. When analyzing the text, 24 proper noun entries were added to the dictionary.
In addition, the number of the morphemes is employed to represent the length of the speech.
2 http://mecab.sourceforge.net/
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Table 2.3: Multi-modal information in this thesis
Acoustic Visual Linguistic
MFCC Facial feature points Part of speech tags
Power Facial orientation Number of morphemes
F0 Gaze feature
ZCC Facial movements
Length until user’s input Physical movements
Length of speech
Length of filled pause
(4) Summary
In this chapter, I described the basic principles of speech recognition and the role of the modules
composing the spoken dialog system. Then, I introduced the researches of the user modeling and the
estimation of the user’s internal states. I divided the process of the dialog establishment into three
phases to discuss the user’s internal state of our research, and reviewed the conventional research of
the user’s internal state. Finally, I described the multi-modal information used to discriminate the
user’s internal state. Table. 2.3 summarize the multi-modal information introduced in this chapter.
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Fig. 2.13: Example of image of upper body masked facial region









Fig. 2.14: Example of physical movements
3 . User’s internal state when he/she replies
(1) Introduction
A speech interface has the advantage of less subject to the physical constraints imposed by de-
vices, but a user must first know the acceptable commands prior to use. This requirement deters
novice users or users who lack the motivation to talk to the system, and sometimes they abandon the
dialog with the system. To avoid the users give up starting the dialog, the system should help the
user with an appropriate manner for the state when he/she faces the problem. This chapter focuses
on the user’s state until the user inputs an utterance after the system projects the prompt. I defined
this user’s state as “user’s internal state when he/she replies.” Here, the following three classes are
assumed when the user cannot make an input utterance:
S E: The state when the user does not know what to input and the user is embarrassed by the prompt.
S C: The state when the user is considering how to answer the system’s prompt.
S N : The state when the user converses with the system smoothly.
Figure 3.1 shows an example of each class of the user’s state. The system can make a response
adapted to the user’s problem by distinguishing user’s state when he/she replies. For example, the
system can display a detailed help message when the state S E , and minimize projecting the messages
that irritate when the state S C . Thus, the aim of this chapter is to discriminate these three classes to
make an adequate response.
Conventional systems take the various approaches to help users who cannot start or carry on
















Umm… ○○○What is user ID ?
Fig. 3.1: User’s internals states when he/she replies
mixed-initiative dialog system (i.e., Chung55) and Bohus14)). The simple approach of Yankelovich1)
is implemented into many dialog-based systems, but a help message tends to become troublesome for
the people who use the system regularly. By contrast, mixed-initiative systems can project the prompt
adapted to the user, but these systems implicitly target the user who is willing to talk with the system
because they have to exchange a few words to adapt the user (as mentioned in chapter 2).
The estimation of the user’s state S E and S C are related to a kind of humans’ meta-communication
skills known as “Feeling of another’s Knowing (FOAK)56)”. Brennan and Williams investigated
that how the people reliably determine other people’s “Feeling of Knowing (FOK),” which is the
feeling they would recognize the correct answer to the question, and defined FOAK. They concluded
the rate of FOAK is affected by the interlocutor’s latency to response to the question, presence of
filler words, and surface expression of the utterance from the analysis of question-answering dialog
between humans. In addition to, Swerts and Krahmer raised visual factor as gaze acts, eyebrow
movements, and facial expression57). In my case, when the user is embarrassed by the prompt, the
user’s FOK seems to be low; otherwise the user’s FOK seems to be relatively high. Therefore, these
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non-verbal information is powerful cues to discriminate S E and S C in case the system cannot capture
what the user speaks. In particular, “uncertainty”, focused by Forbes-relley et al.58) and Pon-Berry et
al.59) is close to the target states. They studied a method to estimate the user’s uncertainty in a tutor
system and Pon-Berry et al. reported that changing the prompt by the degree of the user’s uncertainty
enhanced the learning effect of the user60).
This chapter describes the experiments for discriminating the user’s internal state when he/she
replies. Firstly, I explain the dialog data for the experiments and basic analysis. Then, the several
approaches for discriminating the user’s state as below are investigated:
• Semi-automatic discrimination using the length of the speech event determined by hand
• 2-step neural networks




The experimental data were collected on the Wizard-of-Oz basis. WOZ is a method to collect dia-
log data using a simulated dialog system, which looks like an automatic dialog system but is actually
operated by a human operator. Figure 3.2 shows the experimental circumstance. The experiments
were conducted in a soundproof chamber. A CCD camera was installed above a display screen and
the user wore a lapel microphone to record the speech and movies of the user’s frontal face. Addition-
ally, an agent with a simple cartoon-like face was projected on the display to keep the user’s attention.
The agent was controlled by an experimenter outside of the chamber according to the user’s response.
The operator gave the system’s prompt and replied to the subject using a speech synthesizer.
The audio signals were recorded in PCM format at 16 kHz sampling, 16-bit quantization. The
recorded video clips were stored as AVI files with 24-bit color depth, 30 frame/s. I implemented











Fig. 3.2: Experimental circumstance
questions were about common knowledge or the numbers memorized in advance, such as “Please
input current date.” and “Please input your ID.” I prepared 44 patterns of system questions. 16 users
(14 males and 2 females) were participated into the dialog collection. If the speech was not occurred
in case the user was thinking the answer or embarrassed by the prompt, the system repeated the same
question every 15 second. In addition, the users were permitted to input the “I don’t know,” but they
were asked to avoid it if possible. The recorded clips were divided into sessions, where one session
included one interchange of the system’s prompt and the user’s response.
b) Labeling of the sessions
After collecting the dialog data, I prepared video clips for labeling the sessions, which contained
only the non-verbal behavior of the user. To do this, I first masked the system’s prompt by a tone
signal (the evaluator could observe only the user’s face in this section), and truncated the last part of
the clip that contained the user’s input utterance61). In preliminary experiments62), most sessions with
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Table 3.1: Experimental data (majority vote of judgment of 5 people)
S E S C S N Total
59 195 538 792
5.0 s or less switching pause were classified as S N . Therefore, sessions with switching pause less
than 5.0 s long were labeled as S N , and only the other sessions were labeled manually. I employed
five evaluators to annotate each video clip as either state S E , S C or S N , and took the majority vote
of the evaluators’ decisions to determine the state of the user of a session. The evaluation results are
shown in Table 3.1, where sessions with a tie vote were excluded. Fleiss’ κ among the evaluators was
0.22 (denotes fair agreement).
(3) Analysis of dialog data
I conducted detailed evaluation experiments by human prior to the discrimination experiments. I
created video clips of four different conditions that contained different combination modalities, and
asked the evaluators to judge the user’s internal state by watching the video. The results of the judg-
ments of each condition were compared to assess which information is efficient for the discrimination.
a) Distribution of switching pause
Firstly, I investigated the distribution of the duration of switching pause of each user’s internal
state. Figure 3.3 shows the distribution of the switching pause of S E , S C , and S N , where the switching
pause of this thesis is defined as the length of the segment between the end of the system’s prompt
and the beginning of the user’s input utterance. As shown in Figure 3.3, the sessions of S N and the
others are clearly separated by the length of the switching pause. In fact, a Naive Bayes classifier
using switching pause as the feature discriminated the session of S N and the others with an accuracy
of over 99.0%. On the other hand, it is difficult to classify the sessions of S E and S C because they
have almost the same distribution of switching pause.
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Fig. 3.3: Distribution of switching pause
b) Linguistic contents and estimation of the internal state
As stated, relationship between linguistic contents and estimation of the internal state is unclear.
Therefore, I addressed the following three questions:
Q1 How the answer of the user affects the decision of the evaluators?
Q2 How the content of the system’s prompt affects the decision of the evaluators?
Q3 Is audio information really useful for the decision?
One clip contained one session, where the system gave a prompt utterance and the user answered. I
split the clip into audio and visual parts, and temporally divided into three parts, as follows.
1. Audio (A1) and video (V1) of the system’s prompt gave to the user
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2. Audio (A2) and video (V2) after the prompt and before the user’s answer
3. Audio (A3) and video (V3) of the user’s answer
To investigate the above three questions, I created the following four kinds of clips, and carried out
experiments to compare judgments of the subjects with different kinds of clips.
Clips A: Clips with all information (V1, V2, V3, A1, A2, A3)
Clips B: Clips without the answer of the user (V1, V2, A1, A2)
Clips C: System’s prompt substituted with tone signal of Clips B (V1, V2, A2)
Clips D: Removed the audio signal of Clips C (V1, V2)
I can investigate the answer of Q1 by comparing judgments for Clips A and B. Then I investigate Q2
by comparing the result of Clips A and B with that of Clips C. Finally, I compare with these results
with the result of Clips D for answering Q3.
c) Subjective evaluation
I conducted a subjective evaluation experiment to investigate the effect of the various information
on the human estimation of the subject’s internal state. The information included the system’s prompt,
the subject’s non-verbal behavior and the user’s answer utterance.
Clips for subjective evaluation
As mentioned above, I prepared four kinds of clips (clips A, B, C, and D) for each of the sessions.
In the majority of the collected 792 sessions, the subjects immediately answered the question, which
should be classified into S N (the user answered the system smoothly). As shown in the Figure 3.3,
the state S N and the other are clearly separated by the length of the switching pause. The duration
of the S N is distributed at shorter than 5.0 s and the other session is distributed at longer than 5.0 s.
Therefore, I excluded the sessions where the subject answered the question within 5.0 s, and the aim
of this experiment is investing how to discriminate between S E and S C below. The 255 sessions were
used for the evaluation experiment.
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Experimental procedure
I employed 18 evaluators (13 males and 5 females) who did not participate in the dialog collection.
I split the evaluators into 4 groups: A, B, C and D, to each of which clips A, B, C and D were
presented. After watching one session, the evaluator was asked to choose an answer of the following
question among three choices:
Q: How do you evaluate the behavior of the subject with respect to the system’s question?
1) The subject did not understand the question (S E).
2) The subject understood the question and took a time to prepare an answer (S C)
3) The subject understood the question and answered it immediately (S N).
d) Results of analysis
Group A
First, I investigated the consistency of the judgment made by the evaluators in group A. I used
Cohen’s κ to assess the degree of agreement between evaluators. As a result, κ were from 0.46 to
0.55, which showed moderate agreement among the evaluators.
Comparison between group A and B
I can assess the effect of the subject’s answer on the judgment by comparing the results from
group A and B. I classified each of the sessions by majority vote for each of group A and B, and
observed agreement between the judgments of two groups. As a result, I obtained κ = 0.59, which
were almost same agreement between evaluators among group A. This result suggests that the effect
of the subject’s answer on the evaluator’s judgment is small. I also investigated the examples where
evaluators of group A and B gave different judgments. One typical example is that a subject answered
“I don’t know” after a long silence. In this case, evaluators of group A were apt to select the choice
1 (S E) while those of group B (who did not hear the answer of the subject) apt to select the choice 2
(S C). The evaluators of group A seemed to refer the pitch and power of the user’s speech as cues of
the user’s confidence of the answer.
37
e) Comparison between group AB and C
I investigated the effect of the content of system’s prompt on the evaluators’ judgment by com-
paring the results of group C with those of group A and B. Agreement of the majority vote results of
group B and C was not good (κ = 0.30), which suggests that the content of the system prompt had
some effect on the evaluators’ decision. Next, I made question-by-question analysis. In this analysis,
I observe the tendency of judgment for a specific question posed to the subjects. For a specific evalu-
ator group G (G ∈ {A, B,C,D}), I have an evaluator e ∈ G, who evaluated a subject s ∈ S answering a
question q ∈ Q. Let E(e, s, q) ∈ {1, 2, 3} be the evaluation result of evaluator e evaluating a clip where
subject s answered question q. Let nq j(G) be the number of evaluations with value j ∈ {1, 2, 3} for






δ(E(e, s, q), j) (3.1)
δ(i, j) =

1 i = j
0 i , j
(3.2)
The value of evaluation corresponds to the choices was mentioned above. Then I calculate





Rq(G) is a vector that reflects the tendency of judgment made by evaluators in group G for ques-
tion q. By comparing Rq(G) for different G, I can observe how the decision for the subjects answering
the same question are different among different groups. Figures 3.4 shows the tendency of judgment
by evaluators. The upper figure shows Rq(GA ∪GB) and the middle figure shows Rq(GC), where GA
, GB and GC are sets of evaluators in group A, B and C. Note that, although I prepared 44 questions
in the experiment, no responses that took more than 5.0 s were observed for 8 questions; therefore I
used only 36 questions for the evaluation. From figure 3.4, I can see that most questions were judged
as either 1 or 2, as intended (most of sessions when the state S N had a small duration from the prompt
to the answer, and thus were excluded from the evaluation). Another observation is that ratio of value
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Fig. 3.4: Tendency of judgment of evaluators
1 for each question have similar tendency for both sets. To confirm this, I investigated correlation be-
tween rq1(GA∪GB) and rq1(GC) for all questions. Figure 3.5 shows the scattergram of the evaluation.
The correlation coefficient between rq1(GA∪GB) and rq1(GC) is 0.77, which shows that judgments by
the evaluators of group A+B and C have some similarity. This observation suggests that the tendency
of judgment for specific question with and without linguistic information of the prompt is similar,
which justifies the approach to estimate the user’s internal state using non-verbal information. In the
judgment of group C, ratio of value 1 is bigger than that of group A+B (average value of rq1(GA∪GB)
is 0.24 and that of rq1(GC) is 0.32), which seems that the judgment became more difficult without ob-
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Fig. 3.5: Scatter plot of ratio of value 1 of group A+B and C
serving the system’s prompt, and thus the judgments by group C were more random than by group A
and B.
f) Comparison between Group C and D
Finally, I analyze the effect of audio information on the decision of the internal state by comparing
evaluation results by evaluators of group C and D. First, I calculated the agreement of the majority
vote of group C and D. The result was κ = 0.41, which showed moderate agreement. Compared with
the evaluations by group C, that of group D tended to be evaluated as 2 (S C), as shown in the lower
figure of Figure 3.4. One observation was that there were users’ responses in which the users moved
their lips but said nothing. When speech was missing, the evaluators apt to judge such responses as
value 2 (thinking, S C), while the evaluators hearing speech judged them as value 1 (being perplexed,
S E). Another examples were filled pauses and fillers; subjects with filled pauses and fillers were
judged as 2 when speech was presented, but the filler had no effect when speech was omitted.
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Fig. 3.6: Feature extraction of semi-automatic discrimination
(4) Semi-automatic discrimination using the length of the speech event
determined by hand
a) Experimental data for semi-automatic discrimination
Firstly, I conduct the three class discrimination of the user’s internal state. The experiments of this
section used a preliminary data set. The preliminary data were collected based on WOZ basis belongs
to the same procedure described at section (2). I segmented the recorded dialog into “sessions,” where
one session included the system’s prompt and the user’s response. When a user’s utterance was not
observed, that part (from the beginning of the system’s prompt to the beginning of the next prompt)
was used as a session. I asked nine subjects (eight males and one female) to make conversation with
the dialog system. Number of dialogs for one subject was different from subject to subject. The total
number of sessions was 199 (22.1 sessions per user in average, σ2 = 3.43). The gathered sessions
were labeled by five evaluators. They were asked to watch the recorded video of the entire session
and classify each session into one of three states. The evaluators were presented a full session (i.e.
between the beginning of the system’s prompt and the end of the user’s utterance). Table 3.2 shows the
number of matches of evaluations by five evaluators and the results of a majority vote. 195 sessions
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Table 3.2: Dialog data of preliminary data set
S E S C S E Total
Agreement 10 14 81 105
Majority 20 35 140 195
by the majority vote were used for the experimental data. Four sessions were excluded because they
had the same number of votes for two different labels.
b) Experimental method
I carried out an experiment for discriminating the three classes of the user’s internal state using
the SVM. The simple pair-wise method was employed for multi-class discrimination. The experi-
ments were carried out by cross-validation opened for each subject. Therefore, I conducted a 9-fold
validation test, in which the amounts of training data and test data of each fold were unequal.
c) Condition of the feature set
I used the acoustic features determined by hand, such as the length of the switching pause, length
of the silence, and the length of the filler. I performed the unpaired t-test for each segment to decide
the efficient features, then chose those features that showed a significant difference between the two
classes at the 5% significance level. As a result, significance differences are observed at L1 for fillers
and L2 for silences. Therefore, I chose the length of the filler and silence as acoustic features for
discriminating between S E and S C . These facts indicate that subjects who were thinking about the
answer (i.e. who were labeled as S C) tended to be silent before answering. Three feature sets were
prepared for the discrimination because I have investigated both “discrete” and “continuous” face
orientation features. The discrete face orientation is represented by face direction symbols decided
manually. I defined the feature set including the discrete face orientation feature as set a). The
continuous face orientation is calculated by the method described in chapter 2 using image processing
and compressing linearly, and included in set b). Furthermore, I also prepared the feature set c),
which includes the length of filled pause as an additional acoustic feature. The length of filled pause
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Fig. 3.7: The feature vector of face orientation
is determined automatically as mentioned in chapter 2.
Feature set a) The values correspond to the nine face orientations (see Figure 3.7) expressed as a
nine-dimensional vector for the feature of each frame.
fnt =

1 if face orientation of frame t is n
0 otherwise
(3.5)
fnt represent the orientation n at frame t. Then, these features are averaged over the period. Let T1
and T2 be the frames when the system’s prompt ends and the user’s answer starts. I calculate the face







Next, I add the speech-based features to the face orientation. Finally, the feature vector v is
composed as follows.
v = ( f̂1, f̂2, · · · , f̂9, L0, Lsilence, L f iller) (3.7)
Here, Lsilence is the length of a silence segment and L f iller is the length of a filler segment.
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Table 3.3: Elements of feature vectors
Speech-based feature Face orientation feature
a) b) c) a) b) c)
Length until input utterance L0 ✓ ✓ ✓ Continuous (t = 1, . . . , 15) yaw(t) ✓ ✓
Length of silence Lsilence ✓ ✓ ✓ roll(t) ✓ ✓
Length of filler L f iller ✓ ✓ ✓ pitch(t) ✓ ✓
Length of filled pause L f p ✓ Discrete (n = 1, . . . , 9) f̂n ✓
Feature set b) Feature set b) includes the continuous face orientation value as described in chapter
2. This set was prepared to compare the effectiveness on the discrimination between the continuous
face orientation feature and the discrete one. I employed compressed face orientation data. According
to a preliminary experiment, I decided to compress the face orientation vectors into the 15 points
(n = 15) that gave the best classification accuracy. This set also included three speech-based features
that were same as those in the feature set a), and the total number of dimensions of feature vector v
was 48.
Feature set c) This feature set was prepared to examine the effect of the filled pause feature. In
addition to the feature in set b),the feature set c) included the length of filled pause L f p. Therefore
the total number of dimensions of feature vector v was 49. The elements of each feature vector are
summarized in Table 3.3.
d) Discrimination results
Finally, I carried out the experiments using the features using three feature sets. The results are
shown in Table 3.4. Each row of Table 3.4 shows the discrimination results for each feature set. From
Table 3.4, I find that the discrimination accuracy using feature set b) was higher than feature set a),
and that using feature set c) was the highest. To validate the statistical significance of the difference
among the total discrimination rates, I conducted one-way repeated measures ANOVA, where the
feature set was the factor and nine results obtained by different cross-validation experiments were the
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Table 3.4: Discrimination result of preliminary data set
S E S C S N Total
set a) 15.0 68.6 97.1 83.6
set b) 45.0 62.9 96.4 85.1
set c) 50.0 62.9 96.4 85.6
Fig. 3.8: Example of labels of user’s state and intermediate acoustic features
repeated measure. As a result, I could not find any significant difference among three feature sets.
(5) Automatic discrimination by using intermediate features
In the previous section, a part of the acoustic features were determined manually. To discriminate
the user’s state, I used the symbols of acoustic events labeled frame-by-frame, which is denoted as
“intermediate acoustic features.” Figure 3.8 shows an example of the labels of the user’s states and
intermediate acoustic features. The upper row of the figure denotes the user’s state and the middle
row shows the intermediate acoustic features. The feature set of the previous section is denoted as
S1 (manual). In this section, I prepared a novel inventory of the intermediate features to simplify the
estimation because the previous selection was controversial. The manually annotated intermediate
features belonging to the novel inventory were denoted as S2 (manual) and intermediate features
estimated by the neural network were denoted as S2 (NN). I conduct discrimination experiments
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Table 3.5: Inventory of intermediate features
Feature set
Symbol Description Conventional (S1) Proposed (S2)
AS System’s utterance ✓
AI User’s utterance ✓
AF User’s filler ✓ ✓
AB User’s breath ✓
ASE User’s self speech ✓
AW User’s whisper speech ✓
ASI Unvoiced segment ✓ ✓
AFP User’s filled pause ✓ ∗
ASP Switching pause ✓ ∗
AR User’s repair utterance ∗
AO Other speech events of S1 (i.e., ASE + AW) ∗
∗ denotes that the set includes the feature indirectly. S2 contains information of switching pauses
because the sum of the intermediate features excluding AS and AI equals ASP. Similarly, S2
includes AR as AI, and AO as ASE or AW.
using features with fixed dimensions to select the most appropriate acoustic feature set.
a) Kinds of intermediate acoustic features
Table 3.5 summarizes the set of intermediate features. S1 includes the length of the following
four acoustic events as described in the previous section.
Length of user’s filler (AF): This feature represents the duration of the filler segment of the user.
Length of silence segment (ASI): This feature represents the length of the unvoiced segment.
Length of filled pause (AFP): This feature represents the duration of the filled pause.
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Length of switching pause (ASP): This feature represents the length of switching pause between
the system’s utterance and the user’s input utterance.
In the previous section, a significant difference (p ≤ 0.05) was observed at AF and ASI between S E
and S C from the unpaired t-test, and thus I selected them as S1. In addition, I employed a filled pause
as a feature in S1. In the filled pause segment, the vowels tend to be lengthened, and such pauses are
frequently observed in utterances when the user is thinking (which corresponds to S C). Goto et al.51)
proposed a method to detect filled pauses and described that the filled pause serves to maintain the
speaker’s turn and to express the mental state while thinking of the next utterance. In contrast, ASP
were used for discriminating S N from the other classes (i.e. S E and S C).
Because the set S1 involves both manually-annotated and automatically-annotated features, I pre-
pared a new annotation criterion, S2, to simplify the estimation of the intermediate features. First of
all, the user’s filled pause was integrated with AF because filled pauses and fillers have similar phys-
ical characteristics. In addition, the user’s repair speech (AR) was combined with the input utterance
(AI) because the user’s repair speech tends to occur just before the input utterance. On the other hand,
other speech events (AO) were separated into whisper speech (AW) and self speech (ASE) for analy-
sis because the occurrence of the user’s whisper speech or self speech seemed to affect the evaluator’s
decision from the description of the evaluator’s self reports. The details of each feature are described
below.
Length of system’s utterance (AS): This feature represents the duration of the system’s utterance.
Length of user’s input utterance (AI): This feature represents the duration of the user’s input ut-
terance.
Length of user’s filler (AF): This feature represents the duration of the filler segment of the user.
Length of user’s breath (AB): This feature represents the duration of the breath segment of the user.
Length of user’s self speech (ASE): This feature represents the duration of the user’s speeches other
than input utterances.
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Length of user’s whisper speech (AW): This feature represents the duration of the user’s whisper
speech.
Length of silence segment (ASI): This feature represents the length of the unvoiced segment.
Because the sum of the intermediate features other than AS and AI equals ASP, S2 indirectly contains
information of switching pauses.
b) Estimation of intermediate features
The low-level acoustic features were extracted from the audio signal and used as the input of the
neural network. The outputs of the neural network are scores of the acoustic events. Estimation of
the intermediate acoustic features was conducted frame-by-frame, then the estimation results were
accumulated to represent the length of each event. This section summarizes the estimation process.
Low-level acoustic features
To represent the spectral characteristics of the speech, MFCC was employed as the low-level
acoustic feature. I used a 39-dimension MFCC including the velocity and acceleration coefficient of
the lower 12th-order coefficients and log power. In addition, a differential component of log F0 and
ZCC was used. Therefore, the total number of dimensions of the audio features was 41.
Discrimination method of the intermediate features
The neural network is employed for estimating the intermediate features. The neural network is













Ordinarily neural networks select the nonlinear continuous functions as the activation function of the
hidden and output layers. For example, a logistic sigmoid function (denoted as equation (3.9)) is used
in the binary classification problems, and a softmax activation function (denoted as equation (3.10))
is used for the multiclass problems.
σ(a) =
1

























Fig. 3.9: Architecture of neural networks
Table 3.6: Frequency of acoustic events
AS AI AF AB ASE ASI AW Total
169645 70958 9887 4427 8612 317756 5664 586949





Three-layered neural networks having input, hidden and output layers including the bias unit were
trained (shown in Figure 3.9) for estimating the intermediate acoustic features. I employed a softmax
activation function at the output layer in order to obtain the outputs as the probability of the acoustic
events. The activation function of the hidden layer was a logistic sigmoid function. The number of
units of hidden layers nh and the number of training epochs ne were comprehensively changed to
identify the optimum parameters. nh was changed from 10 to 100 and ne was changed from 1 to 100.
The experiment was conducted based on 5-fold cross-validation.
Table 3.6 shows the total number of frames of each intermediate acoustic feature. As shown in
the table, the frequency of acoustic events was not balanced, and AS, AI, and ASI accounted for the
majority.
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Table 3.7: Accuracy of acoustic events estimation (%)
AS AI AF AB ASE ASI AW
AS 95.31 1.13 0.46 0.22 0.73 1.73 0.42
AI 6.37 58.35 7.83 3.41 14.63 6.77 2.64
AF 2.02 7.58 59.77 5.08 14.35 5.57 5.63
AB 0.50 3.23 4.04 65.96 2.60 12.02 11.66
ASE 2.33 15.56 21.49 4.87 39.58 7.12 9.05
ASI 0.66 0.24 0.83 2.39 0.52 93.37 2.00
AW 0.76 3.55 10.54 16.60 11.97 28.28 28.30
Estimation results of intermediate acoustic features
The frame-by-frame estimation result was chosen from the equation:
ĉt = arg max
c
ptc (3.11)
where ptc is the score of the intermediate acoustic feature c and ĉt is the intermediate feature estimated
at time t. The results of the estimation are shown in Table 3.7. The most accurate estimation result
was obtained when nh = 90 and ne = 3, and then the average estimation ratio was 62.95%. As the
results show, AS and ASI obtained a high estimation accuracy. Since these intermediate features
have a distinct characteristic, the classification was considered to be easy. On the contrary, ASE and
AW are difficult to discriminate: ASE tended to be classified as AI or AF, and AW tended to be
taken as several other acoustic events. One of the reasons for the low classification ratio is that the
low-level features did not capture the characteristics of these acoustic events due to the shortage of
training data. It is considered that ASE has the same characteristics as some voiced classes (AI or
AF), and that AW has the same characteristics as breathy voice. Also, there were insufficient data for
AF and AB, but these classes had a reasonable discrimination ratio (around 60.0%), which is why the
characteristics of these features have little variation. In addition, the method that evaluates the audio
signal frame-by-frame cannot adequately capture the temporal variation of the audio signal because
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the low-level features tend to be unstable at points where the intermediate acoustic features change, so
the performance of the estimation declined at the start and end of the events. Therefore, it is necessary
to examine other estimation methods to improve the performance (e.g., GMM or HMM).
Length of the intermediate features
Then, I constructed a feature vector for discriminating the user’s states by using the estimation
results. This was achieved by accumulating the estimated intermediate acoustic features of each
frame session-by-session. The accumulated intermediate acoustic features correspond to the dura-
tion of each acoustic event. The intermediate acoustic feature estimated by the neural network was
represented as a 7-dimensional vector and denoted as S2 (NN).
c) Calculation of the discrimination results of user’s internal states
Here, I introduce the measurement of the performance of the discrimination. As shown in Table
3.1, the experimental data were unbalanced. Since it is desirable that the system can discriminate the
user’s state without deviation, the harmonic mean Harm. of the accuracy of the two states was used





where, CE and CC represent the discrimination correctness of the state S E and S C calculated by








× 100.0 (%) (3.14)
NE and NC respectively denote the number of the sessions of S E and S C , and N′E and N
′
C are the
number of sessions discriminated correctly by the classifier. This measurement is also used in the
following sections.
d) User’s state discrimination using audio-visual features
In this method, I compressed face orientation vectors into the 50 points (n = 50) to obtain the fixed
dimensional feature vector at first. Each session has 150 (50 × 3) dimensions of the facial orientation
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Fig. 3.10: Discrimination results using facial orientation
feature by linear compression. The visual features still have large dimensions in contrast with the
acoustic features. Accordingly, the dimensionality of facial orientations was reduced by principal
component analysis (PCA).
Figure 3.10 shows the result of discriminating the user’s state by using only compressed visual
features. The horizontal axis represents the number of dimensions after the reduction. The correctness
of the discrimination was always around 60.0%, so I used the 3-dimensional facial orientation for
audio-visual discrimination.
Combining the audio and visual feature
The audio and visual features were combined simply as:
fav = ( fa, fv) (3.15)



























Fig. 3.11: Discrimination results of semi-automatic discrimination
Discrimination results
Figure 3.11 shows the discrimination results. The best result for each condition obtained by grid-
searching is shown in the figure. The figure also shows the result using only the acoustic features for
comparison. As shown, the discrimination results were improved by appending the visual features.
Especially, the feature set S1 (manual) shows a large improvement by including the visual feature.
This result shows that the S1 (manual) and facial orientation feature were efficiently combined as
this feature set. However, improvement of the discrimination performance of S2 (manual) and S2
(NN) was not large (around 1.0 or 2.0 points), indicating that I need to select more appropriate visual
features to combine with the new feature set to improve the discrimination of the user’s state. The
evaluators of the dialog reported that the variation of the user’s facial expression and gaze direction
had affected their judgment; therefore, it is necessary to select novel visual features representing these
characteristics. On the other hand, the result of S2 (manual) was higher than that of S1 (manual).
Therefore, the acoustic feature set prepared in this section is more efficient than the previous feature
set for discriminating the user’s state, and suggested the appropriateness of the novel inventory of the
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feature set. On the other hand, S2 (NN), which is obtained by the estimation, does not surpass the
ideal feature set S2 (manual). The decrease in performance seems to be due to the estimation error
of the intermediate features, and indicates that the accuracy of estimating the intermediate features is
important to improve the definitive results of discriminating of the user’s state.
(6) Discrimination method using 2-step neural networks
The discrimination method as mentioned above used all features observed between the end of the
system prompt and the beginning of the user’s input utterance. The spoken dialog system has to detect
whether the user needs help or not as soon as possible, because the ultimate purpose of this work is
to build a system that responds to the user who has difficulty in answering a question. Therefore, the
system needs an incremental evaluation of the user’s internal state, and should help the user just after
detecting embarrassment. I employed 2-step neural network to discriminate the intermediate features
and the user’s internal state sequentially.
a) Overview of the 2-step neural network approach
This method uses the low-level features to discriminate the intermediate features firstly, and then,
the scores of the intermediate features are used to discriminate the user’s internal state. The feature
sequence is observed and fed to the classifier frame by frame. Figure 3.12 shows an overview of
the discrimination procedure. In this method, neural networks are used as the classifier, and the
user’s state is estimated frame by frame. The front-end neural network outputs the scores of symbolic
phenomena such as speech events or facial expressions. These outputs of the front-end network are
used as the inputs of the back-end step. The back-end neural network outputs the definitive results,
which are the scores of the states of the user. Since the temporal variation of the user’s behavior
is important, I also employed derivatives of the intermediate features. This 2-step discrimination
method using intermediate values has three advantages: 1) it becomes easier to interpret the results,
2) a general corpus can be used for training the front-end neural network, and 3) the method can be




























Fig. 3.12: Discrimination using 2-step neural networks with intermediate features
b) Visual intermediate features
I also defined the visual intermediate features as same with the acoustic features. These labels
were used as the supervisory signal for training the front-end neural network. Table 3.8 show the
labels of the visual events. In addition to the single-frame score, the temporal dynamics of the scores
are also used for the discrimination of the user’s state. I incorporated the first derivative of the scores
into the feature set. The total number of dimensions of the intermediate features is 34.
c) Experimental conditions and discrimination results
All neural networks were three-layer networks having input, hidden and output layers including a
bias unit. I employed the softmax activation function at the output layer in order to obtain the outputs
as the probability of the class. The activation function of the hidden layer was the logistic sigmoid
function. Table 3.9 shows the number of units of each layer, where the dimension of the input features
includes a bias term. The experiment was conducted based on 5-fold cross-validation. Accuracy of
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Table 3.8: Label of visual events
Facial orientation Expression Gaze
Look on the system (DON) Neutral (EN) Center (GC)
Look out the system (DOF) Smile (ES) Right (GR)
Odd face (EO) Left (GL)
Wry face (EW) Blink (GB)
Table 3.9: Number of units of each layer of 2-step neural network
Front-end NN Back-end NN
Speech Facial orientation Expression Gaze User’s state
Input 42 133 133 35 35
Hidden 80 15 20 70 30
Output 7 2 4 4 2
the intermediate features is shown in Tables 3.7 and 3.10. The discrimination results were chosen
frame by frame from
ĉt = arg max
c
ptc (3.16)
where ĉt is the class determined at time t. As can be seen from the results, front-end classifiers have
high accuracy for DON, DOF and EN. As facial events, EN and facial direction classifier showed high
accuracy. However, some facial expressions tended to be confused by head rotation. For back-end
discrimination, I conducted a two-class discrimination between S E and S C . The definitive results
Table 3.10: Accuracy of visual events estimation (%)
DON DOF Ave. EN ES EO EW Ave.
94.7 60.6 77.7 96.4 35.4 0.4 13.3 36.4
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Table 3.11: Discrimination results of 2-step neural network approach (%)
Condition S E S C Harm.
LL 64.5 59.5 61.9
LI 21.8 79.5 34.2
should be decided considering the time variation of the outputs since the scores of the user’s state
change frame by frame. The definitive class ĉ was chosen from





where, T is the length of the segment for which the state is estimated. In this experiment, T was
equal to the duration of each session. Here, I used the labels of the intermediate features to train
the back-end neural networks, and prepared two conditions for testing the data. The first one is that
the neural network predicts the result by using the labels of the intermediate feature of test data, and
denoted as LL condition. The second one is which predicts the result by using the output score of the
front-end neural networks (denoted as LI condition). Table 3.11 shows the definitive result when the
best harmonic mean was obtained; the total accuracy was 62.2% at the LL condition. Some of the
results of the back-end classifier were closed to my intention. For example, the score of S C tends to
be high in the filler or self speech segments, and the score of S E tends to rise when the user moves
his/her head in a short period. However, the performance is not enough to apply this method to actual
dialog systems, and I need to consider how to model the temporal structure of the user’s behavior. One
solution may be to use a more sophisticated model for modeling sequential data, such as recurrent
neural networks.
On the other hand, the LI condition cannot obtain the discrimination result higher than the LL

















Fig. 3.13: Changes in results due to the presence or absence of facial expression
d) Effect of facial expression for discriminating user’s state
For LL condition, I compared the discrimination results between with and without facial expres-
sion to investigate the effect of this feature. The experiment was 5-fold cross-validation test and
repeated 10 times, and the fold was randomly assigned from the data set at every trial. Figure 3.13
shows the discrimination results. NN indicates the result using the all intermediate features with dif-
ferential components (i.e. 34 dimension) and NN-FE shows the result when the facial expression is
removed from NN (i.e. 27 dimension). I obtained the significant difference between the discrim-
ination results from the unpaired t-test (t = 6.057, p = 1.09 × 10−5). Thus, the discrimination
performance is improved by using facial expression features and estimation of the facial expression
is important for discrimination. However, EN (Neutral) is dominant to the labels in the data set as
shown in Table 3.12, and the estimation of facial expression is not an easy task.
(7) Discrimination method using multi-stream HMM (MS-HMM)
I examined the method to estimate the user’s state by using a single feature frame for the classifi-
cation in section (6). However, temporal variation of the feature sequence is considered to be essential
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Table 3.12: Frequency of facial expression
EN ES EW EO Total
183050 5796 1322 8815 198983
(92.0%) (2.9%) (0.7%) (4.4%)
for the estimation. For instance, the user thinking of the response to the system (i.e. S C) tends to emit
long fillers, and the user cannot understand the meaning of the prompt (i.e. S E) might move his/her
eyes frequently. Therefore, I proposed the approach to construct the segment of the feature frames
as a feature vector and feed it to the HMM to represent temporal characteristics of the feature se-
quence. This section used a multi-stream HMM (MS-HMM) as the classifier. The MS-HMM can
model the multi-modal features efficiently by dealing with the feature of the different modality as the
different stream. The score of the user’s state is emitted frame by frame, and they are integrated at the











where, ost is the feature sequence belonging to stream s at time t，c jsm，µ jsm，Σ jsm is the parameter
of the output probability density function of the state j, and represents weights of mixture, mean
vector, and covariance matrix, respectively. Ms is the number of the mixture of the stream s and λs is
a weight of the stream. This equation shows that the MS-HMM emits the output log likelihood as the
weighted sum of the output log likelihoods of each stream.
In addition, I show the overview of the construction of the segmental feature in Figure 3.14.
Segmental feature ft is constructed to have the past n frames from time t and obtained by shifting
one frame at a time. Therefore, the segmental feature enables both the investigation of temporal
characteristic of the feature sequence and frame by frame estimation of the user’s state.
a) Multi-modal sequential features
39 dimensional MFCC including power, ∆F0, and ZCC are employed as a low-level acoustic
feature. Also, I used the facial feature points as the visual feature to represent the facial activity. Multi-
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Fig. 3.14: Segmental feature construction
modal features are represented as the segmental features. The number of frame n for constructing the
segmental feature was 100, which is equivalent to one second in real time.
Experimental condition
Table. 3.13 shows the experimental condition. Although the weights of streams should be op-
timized to obtain better discrimination results, all stream weights were fixed to 1.0 to verify the
effectiveness of discrimination using HMM. In this thesis, discrimination accuracy was evaluated by
changing the number of states of the HMM. The topology of the HMM was ergodic; therefore, the
model has transitions between all states.
b) Discrimination result
Table 3.14 shows the discrimination results. The best performance was obtained when the number
of states was 4 (Harm. = 64.4%). This result was about 2 points higher than that of the 2-step neural
60
Table 3.13: Experimental condition of MS-HMM
Number of states 3, 4, 5
Number of mixture components of each stream 4
Table 3.14: Discrimination results of MS-HMM (%)
S E S C Harm.
62.7 66.2 64.4
network, which used a single feature frame. However, the improvement of the performance was not
as large as expected, considering the additional computation cost. One of the reasons is the output
distributions of each stream are not learned enough due to the shortage of the training data. The
MS-HMM has an advantage in that it can control the importance of the output probability of each
stream by changing the stream weights. Thus, optimization of the stream weights seems to improve
the performance.
(8) Discrimination method by cluster-based feature construction
In the discrimination method using SVM and neural networks, the user’s state was discriminated
by using the intermediate features determined empirically. There were, however, two problems with
this method. The first one was that the optimality of the inventory was not guaranteed, and the second
one is that it was difficult to estimate the intermediate features from the low-level features, which
made the final decision more difficult. Therefore, I propose a new method for discriminating the
user’s state using automatically-determined intermediate features obtained by the vector quantization.
A proposed method determines the features by vector quantization, and frequency of VQ code is used
for the discrimination of the user’s state. I conducted the vector quantization to audio-visual signal
and expected to construct clusters of the speech events or behaviors of the user, and called it as













Fig. 3.15: Overview of discrimination of cluster-based approach
Algorithm 1 Choosing initial clusters by k-means++
Choose an initial center c1 at random from x ∈ χ.
for i = 2 to k do
Calculate D(x) for all x ∈ χ.




i← i + 1
end for
codebook of the low-level features is created using k-means++ algorithm63). k-means++ chooses the
initial clusters as shown in algorithm 1. The set of feature vector x is denoted as χ, and the center of
the i-th cluster is denoted as ci (1 ≤ i ≤ k). A distance between x and ci, D(x, ci) is the Euclidean
distance, and calculated as
D(x, ci) = ||x − ci||2 (3.19)
Where, the distance between the feature vector x and the center of the nearest cluster is represented
as D(x). After selecting the initial clusters, the ordinary k-means clustering is conducted. k-means
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Algorithm 2 k-means clustering
Step 1: For all x ∈ χ,
　　　　 î← arg min
i
D(x, ci)
　　　　 χî ← x ∪ χî
Step 2: For all clusters ci, ci ← 1|χi |
∑
x∈χi x
Step 3: Repeat the step 1 and 2 until the ϕ no longer change






||x − ci||2 (3.20)
Algorithm 2 shows the procedure of the k-means clustering. χi denotes the set of the feature vectors
belonging to the class i.
In this thesis, let the low-level feature vector at time t of session s of the training data be x(s)t . I
perform the clustering of the low-level feature vectors for all of t and s, and create a codebook C =
{c1, . . . , cK}, where ck denotes the k-th centroid of the codebook. Then, the input feature vectors are
quantized by the codebook frame-by-frame. When the session for evaluation sE is given, I quantize
the input low-level feature vectors x(sE)1 , . . . , x
(sE)
T into q1, . . . , qT , where
qt = arg min
q
||x(sE)t − cq||. (3.21)
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(3.23)
Q(sE) = Q0(sE)/||Q0(sE)|| is used as the feature of the discrimination. The similar features based on
the vector quantization were used for image detection and scene analysis64),65),66) and called “Bag-of-
Features” or “Bag-of-Keypoints.” In this research, each cluster of the low-level features is expected to
represent some kind of user’s behavior. Therefore, I call the proposed method the “Bag-of-Behavior”
approach. After calculating the Bag-of-Behavior, I employ an appropriate classifier to determine the
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user’s state in the given session. In this research, the support vector machine (SVM) is used as a
classifier.
a) Multi-modal feature fusion for constructing the cluster-based feature
I prepared two conditions for constructing the Bag-of-Behavior. Let x(s)at , x
(s)
f t and x
(s)
et represent
the audio feature, face feature and gaze feature of the session s at time t.
Condition (1): feature-level fusion





f t , x
(s)
et ) (3.24)
Then, the low-level feature vectors x(s)t are clustered to construct one codebook C with size K. When
an input session sE is given, I calculate the combined feature vector x
(sE)
t , and generate the Bag-of-
Behaviors Q(sE). This method is a kind of the feature-level fusion.
Condition (2): code-level fusion
In condition (2), the three modalities are used separately. First, I generate three codebooks Ca,C f
and Ce using the audio, face and gaze features, respectively. Size of those codebooks were Ka,K f and
Ke. When an input session sE is given, I generate three Bag-of-Behaviors vectors Qa(sE),Q f (sE) and
Qe(sE) using the three codebooks. Finally, I combine those features as
Q(sE) = (Qa(sE),Q f (sE),Qe(sE)). (3.25)
b) Experimental conditions
The user’s state was discriminated by the SVM. The hyperparameters of the classifier were de-
cided by grid-searching. The experiments were conducted by 5-fold cross-validation. All of the
feature vectors used in the following section were L2-normalized. The conditions of the number of
the clusters are shown in Table 3.15.
c) Discrimination results
Firstly, I used SVM with RBF-kernel (denoted as “RBF-SVM”). The results of condition (1) are
shown in Figure 3.16a. The figure shows the best harmonic mean of the discrimination results of
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(a) Discrimination results of RBF-SVM in condition (1)























(b) Discrimination results of RBF-SVM in condition (2) arranged in descending order
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Table 3.15: Codebood size of each feature fusion condition
Condition (1) K 4, 8, 16, 32, 64
Ka 4, 8, 16, 32, 64
Condition (2) K f 4, 8, 16, 32, 64
Ke 4, 8, 16, 32, 64
Table 3.16: Comparison of the results of cluster-based approaches
S E S C Harm.
Condition (1) + RBF-SVM 67.9 72.3 70.0
Condition (2) + RBF-SVM 67.7 73.8 70.7
Condition (2) +MKL-SVM 68.0 76.4 72.0
each condition. In condition (1), the best result (Harm. = 70.0%) was obtained when the number
of clusters K was 64. Figure 3.16b shows the results of condition (2). In this figure, the results
are shown in descending order of the harmonic mean for all combinations of codebook size of the
three codebooks (there were 53 = 125 conditions). The best Harm. = 70.7% was obtained when
Ka = 8,K f = 8 and Ke = 64.
The best results of the tested methods are summarized in Table 3.16. As shown in Table 3.16,
the performance of the cluster-based discrimination surpassed the method of MS-HMM and 2-step
neural networks. Therefore, this method could not only automatically determine the inventory of
the audio-visual events, but also achieved better discrimination accuracy. One of the reasons of the
improvement is that the VQ could construct better clusters than baseline method. Comparing the two
conditions of feature combination, Harm. of condition (2) (denoted as “Condition (2) + RBF-SVM”)
was slightly higher than that of condition (1) (denoted as “Condition (1) + RBF-SVM”). This result
was similar to Split-VQ67) where a single feature vector is split into subvectors and the input vector
was quantized subvector by subvector. I conducted additional experiments for condition (2) by using
SVM with combined kernel trained by multiple kernel learning (MKL)68). The combined kernel is
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Fig. 3.17: Comparison between three approaches
represented as a linear combination of various sub-kernels, i.e.
K(xi, x j) =
∑
k=1
βkKk(xi, x j) (3.26)
with βk ≥ 0 and
∑
k=1 βk = 1, where Kk(·) indicates the k-th sub-kernel. The distinct kernel was
employed for the speech, face, and gaze feature, respectively. This thesis used the RBF-kernel with
the same width as the sub-kernels. The best result was shown as “Condition (2) + MKL-SVM” in
Table 3.16. As shown in the table, the MKL-SVM showed the highest performance of 72.0 %. The
weights of the audio, face and gaze feature were 0.246, 0.005 and 0.749. This result suggested that
the effect of gaze feature was dominant for the discrimination.
(9) Comparison between the primary approaches
I repeated the cross-validation test to verify superiority of the cluster-based approach. This section
compares the results between the preliminary approach, 2-step neural network, and cluster-based
approach as the primary methods in this thesis. The experiment was 5-fold cross-validation test and
repeated 10 times, and the fold was randomly assigned from the data set at every trial. Figure 3.17
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Table 3.17: Results of Bonferroni multiple comparison (p-value)
Preliminary 2-step NN MKL-SVM
Preliminary – 1.3 × 10−6 7.6 × 10−6
2-step NN – – 2.8 × 10−12
MKL-SVM – – –
shows the discrimination results. The result of 2-step neural network shows the LL condition with
34-dimensional feature, and cluster-based approach employed the condition (2) as the feature fusion
and SVM with combined kernel (denoted as MKL-SVM). I conducted one-way repeated measures
ANOVA factoring the method to validate the statistical significance of the difference between the total
discrimination rates. As a result, I obtained the significant difference among the method (F = 78.6,
p = 5.6×10−2), and the significant difference were obtained between all the approaches by Bonferroni
multiple comparison. The p-values are shown in Table 3.17. These results indicate the superiority of
the cluster-based approach among the primary methods.
(10) Sequential discrimination of user’s internal state by cluster-based
approach
Then, I conduct the sequential discrimination method using SVM trained by Bag-of-Behaviors.
To help the user at an appropriate timing, the system has to know the user’s state at arbitrary timing.
A sequence of Bag-of-Behaviors of session sE is represented as
S (sE) = (Q1(sE),Q2(sE), · · · ,QTs(sE)). (3.27)
Let Ts is the duration of the session, and QTs(sE) = Q(sE). Qt(sE) is the Bag-of-Behavior of session
sE at frame t, which is calculated as transform of the representation of the Bag-of-Behaviors discussed
in section (8). Here, Qt(sE) = Qt0(sE)/||Qt0(sE)|| and Qt0(sE) = (Qt1, . . . ,QtK). Qtk is obtained as the
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To discriminate the user’s state incrementally, I proposed two methods to train the classifier, as fol-
lows.
Method 1: The classifier was trained by using QTs(sE). Therefore, trained classifier is equal to which
obtained in section (8).
Method 2: The classifier was trained by using whole frames of the training data.
The test samples were discriminated frame-by-frame in each method. Here, I used the feature frames
at intervals of 10 frames (equals to 100 ms) in method 2, because the Bag-of-Behaviors do not change
much within a short period. This decimation also has advantages to expedite the training speed by
reducing the training sample. In addition, the Bag-of-Behaviors of the frame earlier than 5.0 s were
not used for training since the judgment of the session S N needs 5.0 s as mentioned in section (2).
A harmonic mean of the correctness of S E and S C at frame t was denoted as H(t) and evaluated














× 100.0 (%) (3.31)
N′E(t) and N
′
C(t) are the number of sessions discriminated correctly by the classifier at frame t. Be-
cause the duration is different session by session, the number of the sessions becomes smaller as
forwarding frame. Therefore, I used the result of the last frame of the sessions which were shorter
than t̂ for calculating the result of frame t̂. The experiments were conducted by 5-fold cross-validation.
Figure 3.18 shows the discrimination results. An upper figure indicates the results of “RBF-
SVM” and a lower figure indicates the results of “MKL-SVM.” For the sequential discrimination, I
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Fig. 3.18: Sequential discrimination results
used Bag-of-Behavior constructed by condition (2), which showed better result in Section (8). As
shown in this figure, the harmonic mean of the discrimination ratio improves in the earlier part of
the session by using all the training data to train the classifier (i.e. method 2). Figure 3.18 indicates
that the discrimination ratio reached to equal to the last frame at around from 6.0 to 8.0 s in both
methods. In the comparison between RBF-SVM and MKL-SVM, the result of RBF-SVM reached
the definitive result earlier than MKL-SVM. The harmonic mean of the discrimination results of
70.1% was obtained at 6.48 s when I employed RBF-SVM.
(11) Summary
In this chapter, I have proposed various approaches to discriminate the user’s state when he/she
replies by using user’s audio-visual information. The discrimination result of each method are sum-
marized in Table 3.18. Firstly, I provided quantitative analysis of audio-visual features between the
internal states, and indicated the state when S N and the others are separated by the duration of the ses-
sions. Then, I selected the length of silence segment, length of filler, length of filled pause, and facial
orientation and classified the states by SVM. This approach is described in the section (4). However,
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Table 3.18: Summary of results in chapter 3
Section Audio Visual Discrimination method S E S C Harm.
(4) Manual (L1) Automatic RBF-SVM 74.4 57.9 65.1
(5) Manual (L2) Automatic RBF-SVM 70.9 66.7 68.7
(5) Estimated Automatic RBF-SVM 67.9 62.6 65.1
(6) Manual (L2) Manual (L2) Neural networks (LL) 64.5 59.5 61.9
(6) Estimated Estimated Neural networks (LI) 21.8 79.5 34.2
(7) Automatic Automatic MS-HMM 62.7 66.2 64.4
(8) Cluster-based (1) RBF-SVM 67.9 72.3 70.0
(8) Cluster-based (2) RBF-SVM 67.7 73.8 70.7
(8) Cluster-based (2) MKL-SVM 68.0 76.4 72.0
this method had several issues. The most important issue was an amount of the data was small, and I
incorporated the dialog data to enhance the corpus. In this data set, I defined the new inventory of the
intermediate features for automatic estimation, and conducted the discrimination for comparing the
discrimination performance. These results were described in the section (5). I estimated the interme-
diate features by using some low-level features extracted from audio-visual signal (denoted as chapter
2). The estimation of the intermediate features and discrimination of the user’s state were conducted
by neural networks in the section (6). In addition, the approach of the section (7) used the MS-HMM
and the segmental feature for sequential classification, and introduced an additional feature related
to eye-movement of the user. A problem of the approach of the section (6) was the precision of the
estimation accuracy of the intermediate features involves to discriminate the user’s state, and a prob-
lem of the approach of the section (7) was the dimensionality of the segmental feature tend to get
extremely larger. Therefore, in the section (8), I developed the method of feature construction based
on vector quantization. In addition, I examined the sequential discrimination method for helping the
user at arbitrary timing. This paper tried to discriminate the user’s state frame-by-frame by using the
cluster-based approach with separating the multi-modal features (i.e. “Cluster-based (2)”) of the last
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frame and whole frames of the session. From the result, I verified the harmonic mean of discrimi-
nation ratio is improved, especially in the earlier part of the session by using the latter method, and
the maximum discrimination performance was obtained at 6.48 s. In a future work, I am going to
evaluate the effect of the target user’s state discrimination by integrating the proposed method into the
actual spoken dialog system.
4 . User’s willingness to talk about topic
(1) Introduction
A dialog system can project an appropriate response to the user by acquiring the user’s informa-
tion. Until now, there have been many studies for estimating the user’s state, such as the estimation
of preference33) or emotion49) from the speech in the task-oriented dialog system. On the other hand,
a non-task-oriented spoken dialog systems such as chat-talk system have been attracting attention of
the researchers in recent years. These chat-based dialog systems are expected to acquire user’s in-
formation more than what the system asks because topics talked in dialogs with a chat-like system
are wider than dialog with the task-oriented system and the user can talk about himself/herself unre-
strained. Acquiring the information is effective to adapt the user, and it is studied in recommendation
systems or spoken dialog systems. This study assumes an interview-based dialog system as a kind of
chat-like talk systems, which obtains the user’s information actively by providing the topic of con-
versation or asking questions. I called this dialog system “user-profiling dialog system.” Figure 4.1
shows an example of the user-profiling system. The systems asking the question to know the user’s
How often do you watch
movies?
What is the most interst
title that you watch recently?





Fig. 4.1: Example of user-profiling dialog system
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state or acquire the information are studied as the counseling dialog system3) and crowdsourcing di-
alog system4). To gather as much information about the user as possible, the system needs to behave
so that the user is actively talking on the topic. The system is able to acquire further information of
the user from the topic about which the user is willing to talk, but it could be difficult to gather much
information if the user is not interested in that topic. Therefore, the system should consider the user’s
willingness to talk about the provided topic to select the question or for dialog management.
From these considerations, this chapter aims to build a dialog system that can estimate the user’s
willingness to talk about the provided question or topic. Firstly, I investigate whether the “degree of
willingness to talk about topic” is perceived by human evaluators consistently, because there is no
evidence that the user’s willingness is really expressed as any kind of behavior of the user. In this
chapter, I collected dialogs of the interviews between humans. I carried out a subjective evaluation
of the dialog to analyze 1) how consistently human evaluators could estimate the interlocutor’s will-
ingness to talk about the topic and 2) what behavior of the user was efficient to judge the willingness.
Finally, I conducted automatic discrimination experiments of the willingness.
(2) Related works
A willingness to engage in a dialog was referred and investigated in the research of thought-
evoking dialog system studied by Dohsaka et al40). They implemented a quiz-style dialog system
based on natural language processing and measured the willingness of a user to make conversation
with the system again. In addition, Miyazawa et al. studied the “desire of sustainability” which
was close to willingness to talk about the topic42). They investigated the typical patterns to satisfy the
user’s desire to continue to interact with the system from human-human conversations, and concluded
that it was effective to give a feedback to a user’s utterance and not to interrupt the user’s speech to
improve the “desire of sustainability” of the user.
The willingness to talk about the topic seems to be related to the “involvement” in conversation43)
and activation level of the dialog69). In these researches, the system has to observe several interactions
between the system and user for estimating these phenomena. Compared with these researches, I aim
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to estimate the willingness to talk about the topic from a single interaction (the system’s utterance
and the user’s answer). In addition, there are researches on “level of interest (LOI)” as the user’s
state estimated per speech70),71). The willingness to talk about the topic treated in this chapter is not
necessarily equal to the “interest” because the motivation was affected with both how and what to be
asked by the system.
Our dialog system is similar to the chat-talk dialog system43) and listening-oriented dialog sys-
tem72),73) because those systems are in the situation that the user talked to the system actively. Es-
pecially, Meguro et al.73) built a dialog system that gave the impression to the user that the system
listens his/her talk, which aimed to satisfy the user’s desire to make conversation. Our research aims
to estimate the willingness to talk about the topic from the multi-modal information. The multi-modal
information has been exploited in the field of robot dialog74) and multi-modal interfaces75).
(3) Collecting interview dialog data
a) Experimental setup
I collected the interview dialog in which one person (a questioner) asked questions to another
person (an answerer). The author played a role of a questioner and the participants played a role of
answerers. I selected 10 topics shown in Table 4.1 for interviews referring the setup of the previous
researches of the chat-talk dialog system43),72). The questioner paid attention 1) not to interrupt the
answerer’s speech to make clear a pair of the question and answer, 2) to give feedback at a proper part
to encourage the answerer to talk, and 3) to progress the dialog by giving backchannels, agreement
speech, and confirmation speech as frequently as possible. The interviews were conducted in a silent
room. Figure 4.2 shows an experimental circumstance.
Table 4.1: Topics of interview
Travel Music Vehicle Health
Movie Research Cooking Sport
Computer Fashion
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Fig. 4.2: Experimental circumstance
b) Experimental paradigm
The experiment was conducted after explaining the answerer that I want to analyze the conver-
sation between humans to obtain insights for enhancing the spoken dialog system. The answerers
rated the interest in each topic before the experiments by 5-grade Likert scale, where 5 represents
“very interested” and 1 represents “not interested at all.” I call this value “subjective interest.” An
interview for one topic was stopped when the questioner judged that he could not acquire further in-
formation, and the experiment of each answerer was finished after talking about all the topics. After
the experiment, I asked the participants to answer the following questionnaire.
Q1: Did you want to talk about each topic?
Q2: Were you satisfied with the talk about each topic?
Q3: Were you satisfied with the interview?
Q4: How did you enjoy the interview?
The participants answered each of the above questions on a scale of one (not at all) to five (very
much). I treat the judgment of Q1 as the subjective rating of the willingness to talk about the topic.
Hereafter, I call this value “subjective willingness.” I collected the two data sets. Data set (a) is


















Fig. 4.3: Average and standard deviation of subjective willingness to talk about topic
c) Data set (a)
The questioner and answerer sat face to face, and a web camera was placed between them to
capture the upper half of the answerer’s body from the front. The collected dialog data were stored as
640× 360 color images of 15 frames per seconds. Total time of collected data was 52 minutes and 42
seconds. The total number of dialogs was 3 participants × 10 topics = 30 dialogs, but one dialog was
excluded due to a failure in the recording. Figure 4.3 shows the average of the subjective interest and
subjective willingness of each answerer (TK, NI, IT are indices of the answerers). Error bars indicate
the standard deviations. As shown in the figure, the subjective interest and subjective willingness
to talk about the topic was not always consistent, and it is suggested that the subjective willingness
was affected by not only the topic itself but also how the topic was asked by the questioner. The
satisfaction to the interview was high (i.e. the average rating and its standard deviation of Q3 was
4.00±0.82 and that of Q4 was 4.67±0.47), and the answerers seemed to make the dialog comfortably.
This paper does not discuss how to improve the willingness to talk about the topic of the user, but
aims to estimate the willingness itself from the user’s expression.
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d) Data set (b)
The questioner and answerer sat face to face and the speakers equipped a pin-microphone at
their chest. In addition, a web camera was placed between them to capture the upper half of the
answerer’s body from the front. The collected dialog data were stored as the 48 kHz sampling, 32
bits quantized sound data and color images of 15 frames per seconds. After the dialog collection, the
sound data were down-sampled to 16 kHz and requantized to 16 bits for the analysis. All sound data
have two channels, and each channel includes speech recorded by the microphone of the questioner
and answerer, individually. The number of collecting dialog data was 70 (7 participants × 10 topics).
The speech signals of the dialogs were dictated manually. The microphones recorded mixed speech
of the questioner and answerers because the distance between speakers was close. Thus, I separated
the segments of each speaker belong to a following procedure.
Step 1: Conduct the VAD to separate the voiced and unvoiced segment based on the zero cross counts
and the power. The frame width was 25 ms and the frame shift was 10 ms for the calculation.
Step 2: If the speech segment is shorter than 100 ms, combine the segment with the previous or next
segment.
Step 3: Compare the amplitudes of each channel at the voiced segments, and the speaker uttering
larger volume was selected as the speaker of each segment.
I could attach the speaker labels almost correctly because the questioner tried to avoid interrupting
the answeres’ speech, and dialogs were recorded in a quiet environment. Figure 4.4 shows the dis-
tribution of the number of the morphemes extracted from the answerers speech. The number of the
morphemes is almost proportion to the total duration of the answerer’s speech of each dialog. This
figure shows that the answerers tend to make many utterances when they were willing to talk about
the provided topic, and the system could acquire more information about the user when the user was
a high willingness to talk. Here, the average and standard deviation of ratings of Q3 and Q4 were
4.43 ± 0.49 and 4.71 ± 0.45. These scores indicate that the answerers conversed with the questioner



























Fig. 4.4: Number of morphemes of answerer’s utterance of each willingness to talk about topic
Table 4.2: Summary of experimental data of set (a) and (b)
Set Rating High Low Total
(a) Subjective 9 10 19
(b) Subjective 12 17 29
e) Preparation of experimental data
Next, I investigate if the willingness of an answerer can be perceived by another observer. I used
the data set (a) to investigate the subjective willingness. To simplify the problem, I only used the
dialog data with high and low subjective willingness, excluding data with middle score. I defined
the data rated higher than the middle of each answerer’s subjective willingness as “high willingness”
and that with a lower score as “low willingness” for data set (a), and rated the highest subjective
willingness by each answerer as the “high willingness” dialog and that with the lowest score as the
“low willingness” dialog for data set (b). Table 4.2 shows a summary of the data set and Table 4.3
shows the examples of the dialog.
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Table 4.3: Examples of dictation of interview dialog
Willingness Speaker Utterance
Que. Are you interested in fashion?
Ans. Actually, not so much.
Low (Fashion) Que. Do you always buy a suitable one?
Ans. Yes, I’m not particular about clothing.
...
Ans. That’s true. I usually buy them at such stores.
Que. Have you seen any movies lately?




Que. I see. You buy the something which relates to the title when you
are addicted to.
Ans. Yes, I do. I sometimes buy the relevant goods.
(4) Subjective evaluation of willingness to talk about topic
a) Experimental paradigm
I conducted a two subjective evaluation tests of the dialog data to investigate how human perceives
the interlocutor’s willingness to talk about the topic. In the first experiment (denoted as “experiment
1”), I investigate whether the human can judge the speaker’s willingness or not by observing the
whole dialog. After that, I investigate whether the human can judge the willingness by observing the
short interaction as the questioning and answering in the second experiment (denoted as “experiment
2”). I used 19 dialog of the data set (a) for the evaluation experiments, excluding the data rated as
the middle score. Three evaluators (two males and a female) were participated the evaluation. They
are denoted as E1, E2, and E3 below. I explained the evaluators the aim of the research in detail
prior to the evaluation. None of the evaluators were acquainted with the answerers. The evaluators
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judged the answerer’s willingness, whether the answerer is willing to talk about the provided topic
(willingness is “high”) or not (willingness is “low”) by watching the video clips. Here, the question
was “what do you think how the user feels about this topic?” I call this judgment as “perceived
willingness” hereafter. After the experiments, I calculated the concordance between the subjective
and perceived willingness, and investigated how accurately a human can estimate the answerers’
subjective willingness. The evaluators could watch the clips repeatedly for in the experiment 1. In
addition, the evaluator was informed the topic of the video clips. They judged the willingness of
the same answerer successively, though the clips of each subject were listed in random order. In the
experiment 2, the participants evaluate the interaction of question-answering in the same procedure.
The total number of the question-answering was 146. The evaluators rated the speaker’s willingness
on a one-to-three scale, where 1 denotes “low”, 2 denotes “fair”, and 3 denotes “high” for evaluating
the interaction because each interaction does not have the self-assessment of answerer and the data
set seemed to include the interaction which the user’s willingness is neither high nor low. Evaluation
term was “what do you think how the user feels about this question?” The evaluation is anticipated
to be difficult if the context of the dialog was not grasped, thus the order of the clips is fixed to the
order of the actual dialog. In addition, I do not display the topic name to have the evaluator focus on
the judgment of the speaker’s willingness to talk about the question.
b) Evaluation results
Experiment 1:
Table 4.4 shows the result of the majority vote of the perceived willingness. Table 4.5 shows the
concordance between subjective and perceived willingness, as well as between each evaluator. The
upper row in a cell indicates the concordance ratio and lower row indicates Cohen’s κ, which is the
measure of the concordance. As shown in the table, the concordance between subjective evaluation
and each evaluator’s judgment are around 70%. It is suggested that a human can estimate the willing-
ness to talk about the topic to some extent in case that the answerer realizes his own willingness. In
particular, the majority of three evaluators obtained the highest κ, which showed moderate agreement
(κ = 0.582) and the concordance ratio was 78.9%. Concordance between the subjective willingness
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Table 4.4: Annotation results based on majority vote of the evaluators of data set (a)
Set Rating High Low Total
(a) Perceived (majority) 8 11 19
Table 4.5: Evaluation results of dialog data
Upper row of cells indicates the concordance ratio and lower row indicates Cohen’s κ.
E1 E2 E3 Majority
Subjective willingness
.789 .737 .684 .789










and perceived evaluation of each evaluator was different from evaluator to evaluator. The concordance
between the subjective willingness and E1 shows high agreement, such as κ = 0.573, while that with
E3 was rather low. I used the result shown in Table 4.4 as the perceived willingness of the data set
(a).
Experiment 2:
I analyzed the correlation of evaluators because the willingness of the question-answering rated
by ordinal scale of three steps. The Kendall’s coefficient of concordance considering the tied ranks
were W = 0.628 (p = 6.82× 10−10), and there is a correlation between the ratings of three evaluators.
Nevertheless, it is indicated that the evaluation of the interaction-level is difficult because the actual
concordance is low. Figure 4.5 shows the examples of the ratings of the evaluators. Horizontal axis
represents the number of the question in the order of time scales, and vertical axis represent the rating
of each evaluator. Upper figure shows an example that the ratings agreed well, and lower figure shows
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Fig. 4.5: Example of evaluation of question-answer-level interaction
an example that the rating varied.
(5) Analysis of multi-modal features of data set (a)
In the evaluation experiments, I asked the evaluators an introspective opinion, which multi-modal
information was efficient to estimate the willingness to talk about the topic. Various modalities were
listed as the information related to the judgment, such as linguistic and prosodic features of speech,
length of switching pause, gaze, facial expression, and gesture. The evaluators seemed to rate the
answerer’s willingness to talk about the topic is high
1. when the answerer spoke more than what the interviewer asked.
2. when the answerer uttered the characteristic words (e.g. title of the movie).












































Fig. 4.6: Distribution of morpheme
4. when the answerer responded immediately or with overlapping the question.
In addition, there was a comment that the answerer appeared to be interested in the dialog while they
are looking at the questioner. In this section, I investigate each multi-modal feature based on the
report of evaluators excluding the gaze and the switching pause. Here, I used the result of a majority
vote of the evaluators shown at the Table 4.4 as the ground truth of willingness to talk about the topic.
a) Linguistic information
Figure 4.6 shows the distribution of the morphemes. The figures until the third from left show the
distribution of each answerer of the data set (a) and the far right figure shows the average frequency. I
excluded the word belonging to “symbol” class. As shown in the figure, average number of the POS
tags of dialog judged as “high willingness” is larger than that of “low willingness,” and it indicates
that the answerer who is judged as “high willingness” talks more than those who are judged as “low
willingness,” but I did not obtain the significant difference at 2-way ANOVA factoring the label and
evaluator (F = 1.087, p = 0.318). Figure 4.7 shows the distribution of POS tags. I excluded the
function words (i.e. postpositional particles and auxiliary verbs) as the stop word, and each value
is normalized by the frequency of the periods. Thus, the figure shows the average frequency of the
POS tags per utterance of each topic. The figure indicates the tendency of POS tags appeared in the
answerer’s utterance is different, but “verb” and “noun” are slightly increased. This is because the
answerer tend to end the utterance by simple word, such as “yes.” or “I think so, too.” in the dialog
data judged as “low willingness”, on the contrary, the answerer judged as “high willingness” tend to
express his/her concrete opinions.
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Fig. 4.8: Distribution of F0
b) Acoustic information
The speech data truncated from the video clips were used for the analysis of the data set (a).
Figure 4.8 shows the distribution of average of F0 per session. At the 2-way ANOVA factoring the
labels and subjects, I obtained the marginally significant at the label factor (F = 3.761, p = 0.0546),
but this result seems to be derived from the large number of samples (n = 139). Here, the number of






































































































Fig. 4.10: Distribution of average physical movements
c) Visual information
Figure 4.9 and 4.10 show the distribution of the average facial movements and physical move-
ments per topic. As shown in figures, these movements of “high willingness” tend to be higher than
that of “low willingness.” From the 2-way ANOVA factoring the labels and subjects, I obtained
the significant difference at the label factor (F = 7.731, p = 0.016) in the facial movements, and
marginally significant in the physical movements (F = 3.509, p = 0.084). In addition, I observe the
correlation between the facial movements and physical movements, and the average of the correlation
was 0.515.
(6) Analysis of multi-modal features of data set (b)
In the analysis of the data set (b), I particularly focused on the prosodic features extracted from
the sound data recorded from pin-microphone. I extracted F0 and the power, and investigated several























Fig. 4.11: Distribution of the average facial movements and physical movements.
user from images recorded by the web camera.
a) Result of analysis
Figure 4.11 shows the distribution of the average facial and physical movements of each dia-
log. Here, I excluded the data of one answerer because the reliable facial feature points could not
be extracted because the answerer kept looking away from the questioner during dialog. The total
number of samples in this figure is 26. I conducted two-way layout ANOVA where the subjective
willingness and the answerer as factors, and I obtained the significant difference at facial movements
(F = 19.132, p = 6.36 × 10−4). Thus, considering the user’s facial movements is efficient to discrim-
inate the user’s willingness to talk about the topic. On the other hand, I did not observe significant
difference at the physical movements (F = 1.633, p = 0.222). This result reflects the fact that the
expression of gesture has a large subjective difference. These results were similar to the data set (a).
To analyze the prosodic features, I calculated the average, variance, and range of F0 and the power
of answerer’s speech at first, and compared the average, variance, maximum, and minimum of these
values per dialog. The p-values of ANOVA of each statistic are shown in Table 4.6. As shown in
the Table, the significant differences tended to be obtained at the maximum or minimum of the range
or variance of F0 and the power of speech, though the statistics considering the whole dialog, such
as the average of F0 range, did not show the significant difference. These results suggest that the
answerer’s willingness to talk about the topic is expressed at specific utterance rather than the whole
of the dialogs. It also shows the possibility of discrimination of the user’s willingness by using the
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Table 4.6: Results of statistical test of each stochastic of prosodic features (p-value)
Per Dialog
Ave. Var. Max. Min.
Ave.F0 p = 0.997 p = 0.338 p = 0.786 p = 0.112
Var.F0 p = 0.129 p = 0.132 p = 0.020∗ p = 0.026∗
Range F0 p = 0.276 p = 0.072 p = 0.010∗ p = 0.111
Ave.Pow p = 0.473 p = 0.625 p = 0.239 p = 0.043∗
Var.Pow p = 0.317 p = 0.334 p = 0.012∗ p = 0.117




features obtained from a short interaction such as question and answering. Here, I append the distri-
bution of the statistics of F0 and the power as Figure 4.12. As linguistic information, I also analyzed
the number of morphemes per utterance to investigate the duration of the speech, but I only obtained
marginally significant in the maximum number of morphemes (F = 4.114, p = 0.061).
(7) Discrimination of willingness to talk about topic by using multi-
modal features
Finally, I conducted automatic discrimination using SVM for data set (a) and (b). This section
describes the results of each experiment.
a) Discrimination experiments of data set (a)
I employed 7-dimensional feature as shown in Table 4.7 for data set (a). I subtracted the average
from each of feature vectors to remove the individual difference. The subjective willingness was used
as the labels for the discrimination, and the discrimination results were compared with the human’s
perception. I used SVM with RBF-kernel and optimized the hyperparameter by grid-searching. This
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Table 4.7: Multi-modal features used for discriminating the willingness of set (a)
Modality Feature
Language
Ave. freq. verb per utterance
Ave. freq. noun per utterance




Ave. facial movement per frame
Ave. physical movement per frame
Table 4.8: Concordance between the discrimination result and subjective/perceived willingness
Concordance ratio Cohen’s κ




study assumes the framework that the system adapts the user while talking, and thus I do not consider
the individual difference of the answerers. The experiments were conducted on the leave-one-out
basis. The concordance between the subjective willingness and discrimination result is shown in
Table 4.8. From the comparison with Table 4.5, the discrimination result of SVM (κ = 0.568) is
almost equal to the human judgments (κ = 0.582) and obtained the accuracy of 78.4%. The table also
shows that concordance between discrimination results and E1 is high, but between E2 and between
E3 are low. Therefore, the willingness to talk about the topic can be discriminated at the level of
human, but the automatic judgment seems to have some kind of bias.
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b) Discrimination experiments of data set (b)
For the linguistic features of the data set (b), I include the average frequency of POS tags per
utterance in addition to the average number of morpheme. Here, I excluded the postpositional particle
and an auxiliary verb of Japanese as the stop words of POS tags. The number of kinds of POS tags was
34. I summarized the features used the discrimination in Table 4.9. I extracted the average, variance,
maximum, and minimum of each feature per dialog. Therefore, the dimension of the acoustic features
was 6 features × 4 statistics = 24 and visual features was 2 features × 4 statistics = 8. However, I
only used the average for the POS tags, and the total dimension of the linguistic features was 4 +
34 = 38. Each feature was scaled by z-score. I used the RBF-kernel as the kernel function of
SVM, and decided the hyper-parameters by grid-searching. The experiments were conducted under
the leave-one-out condition and subject-open condition. Under the subject-open condition, I used
the dialog of one answerer as the test data and the rest of data for training. Table 4.10 shows the
discrimination results. As shown in the results, I obtained the best result when I used the combination
of the acoustic and visual features. The result was 80.4% under leave-one-out condition and 77.1%
under subject-open condition. In the analysis of the data set (a), the concordance of human evaluation
and subjective willingness was 78.9% under a condition equal to leave-one-out, thus these results
indicate the efficacy of the multi-modal information investigated in this chapter. In particular, the
discrimination result by using the acoustic feature was higher than that of other modality. From this
result, the acoustic feature extracted from the specific utterance (such as range of F0 or the power
of speech) was shown to be efficient to discriminate the user’s willingness. The result of acoustic
features was dominant when combining the audio-visual feature, but the visual information seems to
be robust to the acoustic noise in actual use. Thus, introduction of the visual features seems to make
sense for discrimination. In addition, the combination of the linguistic features gave a bad effect on
the total discrimination results, which suggests the linguistic features selected in this paper was not
efficient. Thus, further investigation will be required for selecting linguistic features related to dialog
and examining the more sophisticated method to combine them.
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Table 4.9: Multi-modal features used for discriminating the willingness of set (b)
Modality Feature
Linguistic
Freq. of POS tags of speech
Freq. morphemes of speech
Audio
Ave. log F0 of speech
Var. log F0 of speech
Ran. log F0 of speech
Ave. log power of speech
Var. log power of speech
Ran. log power of speech
Visual
Ave. facial movements per frame
Ave. physical movements per frame
(8) Summary
In this chapter, I supposed an interview-based dialog system to acquire a user’s information by
asking questions actively. As the first step of realizing such a system, I collected interview dialogs
between humans. To estimate user’s willingness to talk about the topic, I investigated multi-modal
information. Firstly, I conducted the human evaluation experiments for data set (a) and verified that a
human can discriminate the interlocutor’s willingness to talk about the topic in the accuracy of 78.9%.
Then, I extracted and analyzed multi-modal information. I observed significant difference of the facial
movements and the maximum and minimum of range or variance of F0 and the power of speech
between the high and low willingness, and I concluded that the answerer talking with the questioner
actively with facial movements tends to be judged as “willing to talk about the topic.” Finally, I
conducted the discrimination experiments by using acoustic, visual, and linguistic information with
SVM. I obtained the best result when using the combination of acoustic and visual features, and
the discrimination result was 80.4% under leave-one-out condition and 77.1% under subject-open
condition. This result also surpassed the human judgments. However, several topics remain to be
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Table 4.10: Discrimination results (%)
Leave-one-out Subject-open
Feature set Low High Ave. Low High Ave.
Audio 66.7 88.2 77.5 71.4 82.1 76.8
Visual 83.3 52.9 68.1 71.4 64.3 67.9
Linguistic 50.0 76.5 63.2 55.7 77.4 66.5
Audio+Visual 66.7 94.1 80.4 61.4 92.9 77.1
Audio+Linguistic 33.3 100.0 66.7 51.4 82.1 66.8
Visual+Linguistic 58.3 70.6 64.5 87.1 46.4 66.8
Audio+Visual+Linguistic 50.0 82.4 66.2 48.6 82.1 65.4
examined.
• Analyzing the dialog between human and dialog system: conventional analysis is based on the
interview dialog between humans, and there is no evidence that the user’s expression in human
conversation is also observed in the dialog between human and dialog system. To clarify the
difference of dialog between humans and between human and machine, I need to collect dialog
data in close to actual use. I plan to build the Wizard of Oz system which deal the multi-modal
information and collect the dialog data.
• Examining the discrimination method: to use the multi-modal information efficiently, I need
to examine a discrimination method that treats the different modality separately, such as SVM
with multiple kernel learning68).
• Discriminating the user’s willingness by observing the short segment: one of the goal of this
research is estimating the user’s willingness utterance by utterance to apply the conventional
dialog management. The results of this chapter showed the possibility of the discrimination by
using prosodic features of speech.
• Analyzing interaction between both speakers: the questioner’s behavior seems to have a great
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impact to the answerer’s willingness. Thus, I am going to collect the interaction between the
speakers, and investigate the relation of the willingness of the speakers.
• Information acquiring method: I did not discuss how to acquire the information from the user’s
utterance, which is the objective of the dialog system. I have to examine the algorithm to
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Fig. 4.12: Distribution of statistics of F0 and power
5 . Conclusion
This thesis examined the method to discriminate the user’s internal state by using multi-modal infor-
mation for advanced dialog management. I defined two user’s states. First one is the user’s state when
he/she replies to the system, and details were described in chapter 3. Another one is the willingness
to talk about the topic, and details were described in chapter 4.
In chapter 3, I discriminate the user’s state when he/she replies. Firstly, I provided quantitative
analysis of audio-visual features between S E and S C , and selected length of silence segment, length
of filler, length of filled pause, and facial orientation for the classification. In this method, I employed
SVM and obtained the discrimination results of S E) 50.0%, S C) 62.9%, and S N) 96.4%. Then, I
incorporated the dialog data to enhance the corpus. For the automatic discrimination, I estimated
the intermediate features and discriminated the user’s state by neural networks, and obtained the dis-
crimination results of S E) 64.5%, S C) 59.5%．In addition, I used HMM to consider the temporal
variation of the feature sequence, and obtained the discrimination results of S E) 62.7%, S C) 66.2%.
In this approach, I constructed a segmental feature for sequential discrimination. Finally, I proposed
the cluster-based approach, in which the low-level multi-modal features were classified by vector
quantization, and then the histogram of the VQ code was used as a feature of the discrimination. I
prepared conditions for constructing the VQ codebook that quantizes the multi-modal features simul-
taneously and separately, and verified that performance of discrimination is improved to 72.0% by
using SVM with combined kernel trained by multiple kernel learning. Then, I examined the sequen-
tial discrimination for the system helps the user at arbitrary timing. I tried to discriminate the user’s
state frame-by-frame by using SVM trained by the last frame and whole frames of the session. From
the result, I verified the harmonic mean of discrimination ratio is improved, especially in the earlier
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part of the session by employing the latter method, and the maximum discrimination performance
was obtained as early as 6.48 s.
In chapter 4, I assumed the dialog system posed the question actively to acquire the user’s in-
formation, and collected the interview dialog. The preliminary examination to estimate the user’s
willingness to talk, I analyzed the human-human dialog data. From the human-evaluation, it is indi-
cated that the human can judge the interlocutor’s willingness to talk about the topic at 78.9% when
the speaker perceives his/her own willingness. Then, I extracted the multi-modal features of the di-
alog data, and showed the distribution of each feature. I obtained significant difference in the range
or variance of F0 per speech and the power, and the average of the facial movements between “high
willingness” and “low willingness.” This fact suggests that the speaker actively speaks with facial
movements judged as who is willing to talk about the topic. Finally, I discriminate the user’s will-
ingness to talk by SVM with these features, and I obtained the highest discrimination ratio of 80.4%
under leave-one-out condition and 77.1% under subject-open condition when I use the audio-visual
information. This performance is comparable to or higher than human judgment.
In this thesis, I focused on the user’s internal state to achieve more advanced dialog management.
The spoken dialog system as the partner have been attracted the attention of the people not only as
the task-oriented system in recent years. The dialog-based system like conversational robot clearly
needs to understand the user’s internal state such as emotion, mood and personality for coexisting
with human. I believe the topic of this thesis is a pioneer of such a next generation dialog system,
although a lot of problems remain to be unsolved. The expectation to achieve intelligent computers
comparable to human is highering as they are obtaining fine discriminating and recognizing ability,
and the research of advanced dialog management will be flourishing in the field of robot-dialog and
human-computer interface (HCI). I will be delighted if this research contributes to such researches.
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