The objective of this paper is to simulate the algorithm to detect object for Automated Guide Vehicle (AGV) guidance problem, namely to obstacle avoidance. Currently, the AGV is a transport vehicle widely used in manufacturing factories and plays an important role in the design of material handling system, moving goods to raw materials or finished product to rightful destination that work automatically. This method has been designed for use in security of internal transportation system in order to prevent a collision to the AGVs and the obstacles, which do not know the exact shape, size and color. Such real-time obstacle detection was crucial, we need to classify the obstacles that are real obstacles or fake obstacles. The computer vision with artificial neural networks (ANN) can help the AGV can see and recognize like a human by imitating the functions of the human brain. In this paper, we proposed an algorithm for detecting obstacle that work automatically with no human is required. The algorithm is divided in to two parts: First, a preliminary feature extraction stage by using the Histograms of Oriented Gradients (HOG) to extract height objects feature from the actual video images. Second, the recognition and classification of the obstacles that are real obstacles or fake obstacles such as a painting or text on the floor by a feed-forward time delay neural network (TDNN) in sequences of black and white video images taken by an on-board camera, then decide whether to hold or continue to be moved. As a result, this paper presents the simulate the algorithm to detect the obstacles for AGV, which can work to destination are defined and avoided obstacles by computer vision with TDNN as an alternative principle with high accuracy and reliability.
Introduction
One of the most important production is the flow of materials in the factory environment. The AGV is a transport vehicle widely used to move raw materials or finished product around a manufacturing facilities, warehouses and distribution operations. AGVs play a key role in eliminating unnecessary tasks, and reducing or re-allocating labor, as well as increasing the safety of its employees from working in dangerous environments. This system possess the capacity to take on tasks that free up manpower and subsequently deliver a measurable return on investment. The navigation principles are different, such as markers or wires in the floor, magnets, lasers, or vision for navigation. It can transport materials and equipment to various locations in industry that work automatically according to conditions, and the directions to destination are defined, but it cannot avoid obstacles in front by itself. We can improve the performance of the AGV by making the AGV has the ability to see and recognize them like human beings.
For an AGV with only a visual sensor, autonomously moving from a point to another point is a difficult task. In addition to operate by using the camera to record features along the route helped AGV to replay the route by using the recording feature to navigate. In actual driving situation, it needs to recognize the preceding obstacles by itself. In order to prevent a collision the AGVs and the obstacles, which do not know the exact shape, size and color. Such real-time obstacle learning was crucial in that we found fake obstacles such as a flat tiles, papers, or painting on the floor as in Fig. 1(b) . Thus, we need to classify the obstacles that are real obstacles or fake obstacles, which most objects might be found in factories are simple boxes as in Fig. 1(a) , then decide whether to hold or continue to be moved. Therefore, we must increase the ability to learn to AGV to be able to recognize like human. In order to improve the obstacle detection and avoidance to more flexible and work automatically without human. In general, the AGV camera will take pictures in front looking directly at the object in the front view as in Fig 2. However, even if the object is a three-dimensional object, but the camera images can be seen, it is a two-dimensional image based on the principles of an orthographic projection. An orthographic projection is a two-dimensional representation of a three-dimensional object, which two-dimensional drawing represents different sides of an object as in Fig. 3 . According to a projection by the edges and corners of an object is incident on plane of projection, which is parallel plane to the front of the object. We can use this principle to analyze the specific features of the obstacles that need to detect. When the AGV moves closer to the height object, as long X1, X2, X3, ... as in Fig. 2 ., we found that the size of the object has changed, although without changing the shape of the object as in Fig. 3 (a). However, when the AGV moves closer to the non-height object, we found that the size and shape of the object have changed as in Fig. 3 (b) that have shape variation as in Fig. 4 . We found that when the AGV move closer to obstacles. The real obstacle has a low shape variation ratio. But the fake obstacles has a high shape variation ratio. We can use this relationship to recognize and classify the obstacles that are real obstacles or fake obstacles. Fig. 3 . A comparison of changes in the shape of an object at different distances between the subject and the AGV include 100, 90, 80, 70 and 60 cm, respectively: (a) shape of a real obstacles; (b) shape of a fake obstacles.
Fig. 4. Shape variation ratio at different distances between the subject and the AGV
The outline of the paper is as follows: In section 2 we briefly describe the convention method. The proposed method is explained in section 3, the evaluation in section 4. We then present the discussion in section 5 and give a summary of the paper in section 6.
Conventional method
When considering the actual AGV driving situation on the path, it is desirable to be able to recognize the preceding obstacles. In order to prevent a collision to the obstacles and the AGVs. Thus, one of the most important obstacle avoidance is the AGV has to be able to detect, recognize and classify the obstacles that are real obstacles or fake obstacles. So far, many recognition and classification methods have proposed. The computer vision with ANN is mathematical for a computer that can imitate the function of human brain, which can help the AGV can see and recognize like a human. Several works have been developed using neural networks for image analysis applied to obstacles recognition and classification, which is an important task in an automotive safety application. In the following, we will briefly describe some recent approaches for the object recognition and classification.
In many works, the objects detection and recognition of mobile robot 1,2 , which is implemented by using infrared IR 1 or sonar 2 to detect obstacle of various shapes and color characteristic. In the image segmentation process is performed by a color classification method based on Multi-Layer Perceptrons (MLP) Neural Networks 1,2,9 . The result of the classification is a defined color, separate from other colors of the image. For example, when the blue object is required, every pixel of the image is classified as blue or non-blue. But this system can only be used to track objects of a specific color.
One aspect has been neglected in previous studies is the obstacles do not know the exact shape, size and color. Several works that can detect objects regardless of color, shape and size. Pedestrian detection system, which using the Histograms of Oriented Gradient (HOG) 3, 4 method to extract the specific features of the human by the distribution of intensity gradients or edge directions regardless of size or color of a human. Then, the linear support vector machines (SVMs) 4 is used as a classifier for the pedestrian detection. This process is a comparison and recognition, which can be applied to separate and classify the feature of pedestrian efficiently. And also many works using HOG descriptors as features for classification such as the hand shape classification 5 , the classification of traffic signs 6 , and the handwritten digit recognition 7 .
(a) (b) In addition to extracting the specific features of the object, recognition and classification are important functions in intelligent AGV. An automatic road sign recognition 8 can detect and classify the traffic signs from complex scene by using Multi-Layer Feed-forward Artificial Neural Network (MLF-ANN) with three layers, which classified into six signs by learning from 500 images, gathers a wide range of the six signs. The MLF-ANN is used to label the signs. This method has the flexibility to specify the meaning of the traffic signs accurately in different lighting conditions, including different angle of views as well.
When the AGV moves closer to the non-height object, we found that the size and shape of the object has changed. Thus, we can take pattern of the shape variation of the obstacle to recognize and classify the obstacles. Several works for the object recognition by using TDNN 10, 11 , this neural network processes complete image sequences at a time instead of single images. For example, a pedestrian classification based on the typical criss-cross motion pattern of a pedestrian's legs in sequences of gray-scale stereo images taken from a moving camera pair. The recognition is stabilized by feedback loops added to the feed-forward TDNN architecture.
As a result, this paper proposed the algorithm to detect the obstacles for AGV, which using HOG method to extract feature of the obstacle. The obstacle recognition and classification done by computer vision with TDNN in sequences of black and white video images taken by an on-board camera.
Histograms of Oriented Gradients (HOG)
Histograms of Oriented Gradient was first proposed by Dalal & Triggs 3, devised a method to be used to detect humans. On the basic of HOG to use the features of shape regardless of size or color of the object in the image. HOG counts occurrences of gradient orientation in part of an image hence it is an appearance descriptor. The most commonly used method to find the edge. Then divide the image into sub-images (block). Here's how the image is divided into two types as in Fig. 5 (a) Regtangle-HOG type (R-HOG) and in Fig 5(b) is Circle-HOG type (C-HOG). Each block divided into small cells as in Fig. 5 (a), each cell will contain the orientation of gradient, which is stored in the form of histogram. The computation of the gradient values can be calculated by using 1D -discrete derivative masks in both the horizontal and vertical directions. This method requires filtering the grayscale image with the following filter kernels by equation (1).
So, being given an image I, we obtain the x and y derivatives using a convolution operation by by equation (2). 
Each pixel in the cell will have the magnitude and orientation similar by equation (3). The key parameter is bin, which is evenly spread over 0 to 180 or 0 to 360 degrees, depending on whether the gradient is "unsigned" or "signed". The final feature vector include all of block in 1D matrix form. To optimize accuracy, the histograms have been normalized for releasing the calculation of the indicators and the intensity of overlap of the cells within the block to reduce the impact of the illumination and contrast variation by block normalization. There are four different methods for block normalization. Let be the non-normalized vector containing all histograms in a given block, be its k-norm for k=1, 2 and e be some small constant. Then the normalization factor can be one of the following: L2-norm: 
Time delay Neural Network (TDNN)
Time delay Neural Network is an artificial neural network architecture whose primary purpose is to work on sequential data. The TDNN has the ability to recognize features of time-shift and a larger pattern recognition system. The general TDNN concept is well known from applications in the field of speech recognition. Currently, TDNN is commonly used in the image-pattern shape or motion recognition task.
When the AGV moves closer to the height object, we found that the size of the object has changed, but without changing the shape of the object. But when AGV moves closer to the non-height object, we found that the size and shape of the object has changed. For this reason, this system needs to recognize patterns of the obstacle shape variation ratio. The TDNN has potential of learning to overcome limitations of multi-layer neural network, complete image sequences at a time instead of single image. It is appropriate for solving this problem.
The artificial neural networks has the ability to learn on their own like human brain, a beautiful biologicallyinspired programming paradigm which enables a computer to learn from observational data. The artificial neural networks has been developed as biological neural networks, operates with multiple interconnected layers composed of clusters. These clusters are meant to form a network which mimics a biological neural network. In a simple mathematical model of TDNN 11 like other neural networks, which consists of nodes organized into three layers of clusters include input layer, output layer, and the middle layer which handles manipulation of the input through filters as in Fig. 6 (a) ., the effects of the synapses are represented by connection weights that modulate the effect of associated input signals. The hidden layer is responsible for the processing of the input signal by calculated the weighted sum of input signals, with the help of the transfer function as in Fig. 6 (b) . After that, the network will be classify by comparing the value of the weighted sum of the input signal and the threshold value, with using the activation function for converts a neuron's weighted input to its output activation. In order to achieve time-shift invariance, a set of delays are added to the input so that the data are represented at different points in time such as audio file or sequences of images. An importance features of TDNN is the ability to express a relation between inputs in time, which can use to recognize patterns between the delayed inputs. Due to their sequential nature, TDNN's are implemented as a feedforward neural networks, the flow of data in only one direction, forward from the input nodes through the hidden nodes and to the output nodes. There are no cycles or loops in the network.
Supervised learning with a back propagation algorithm is generally the learning algorithm associated with TDNN. The supervise learning is the learning task of inferring a function from labeled training data. The training data consist of a set of training examples, each example is a pair consisting of an input object and a desired target value. In backward propagation, an abbreviation for 'Backward Propagation of Errors', is a method used for training of ANN used in conjunction with an optimization method. This method uses to update the weights, in an attempt to minimize the loss function. From the actual output, the network learns from number of inputs, which is supervised learning method. It requires a dataset of desired target output from set of many inputs, making up the training set. A back propagation network consists of three layers as shown in Fig. 5 . These layers of network are connected in feed forward manner, the information processing circuits in the network will be sent in the only one way as the neurons of input layer forward to the neurons of hidden layer and the neurons of hidden layer forward to the neurons of output layer without reversing or even neurons in the same layer is not connect. Back propagation is an iterative process that starts with last layer and moves backward through the first layer. This algorithm is the weight adjustment is done through mean square error of output response to sample input. The rest of these sample patterns are repeatedly presented to the network until the error value is minimized, which weights are adjusted according to the error present in the network. 
Proposed method
In this paper, we propose a combined computer vision system based on HOG features and TDNN for simulate the algorithm to detect the obstacles for AGV, for detect the obstacles, recognize and classify the obstacles that are real obstacles or fake obstacles in real-time, from sequences of black and white video images taken by an on-board camera.
We design algorithms for visual inspection requirements, which most objects might be found in factory is a simple box as in Fig. 1 (a) . We will design using computer vision to detect obstacles. Such real-time obstacle detection was crucial in that we often found fake obstacles such as flat tiles, papers, or painting on the floor as in Fig. 1 (b) . The obstacle detection system is designed to learn the specific features of the obstacles that make the AGV cannot drive over on it, by using HOG feature descriptor to extract the features of the obstacles. After that, the feed-forward TDNN serves to learn to recognize the features and classify the obstacles. This algorithm consists of three main states: Pre-processing, Feature extraction, and Recognition and classification.
Pre-processing
From preliminary studies, the obstacle detection of AGV as viewed from the front view, when it is a height object, we can see the edges of the objects as a vertical line as in Fig. 7 (a) . But if the object is a non-height object, we will not be able to see the edges of the objects as a vertical line as in Fig. 7 (b) . The most important thing is to detect and treat the edges of objects in an image. Prior to extract feature, training and testing a classifier. On the basic of HOG to use the features of shape regardless of size or color of the object in the image. Thus, a pre-processing step is image enhancement, the input
images of our system are initially converted to binary image, applied to remove noise for highlight certain features of interest in the images, cropped to region of interest and downscale to 256x256 size. This provides better feature vectors for training the classifier, which taken from the front view by an on-board camera and using the simple box with a controlled environment. The most important thing is to detect and treat the edges of the object in the image. The results of this experiment can detect the edges of the object in free shape, height and orientation of the height object.
extraction based on HOG
Before we can classify the obstacles, we need to know the specific features of each type of the obstacles to learning and recognition to be able to classify the obstacles. One method that is highly effective in the feature extraction of the object in the image is HOG method. Therefore, we use HOG method to the extract feature of the obstacles that can detect objects and shapes within an image by analyzing the distribution of intensity gradient and edge direction, then explain the image in histogram as in Fig. 8 .
We created an experiment to analyze the characteristics of both types of obstacles by using HOG feature method. This experiment sets linear gradient voting into 9 orientation bins in 0 to 180 degrees, 2×2 blocks and 8×8 pixel cells.
From the results, the feature length of each image is 34596 and a common features of many images of height objects is the northward vectors, aligned as a vertical line to narrow the scope of the object as in Fig. 8 and the nonheight objects do not have the northward vectors, aligned as a vertical line as in Fig. 8 . So, the distinguishing feature of the real obstacles that we interested to taken into consideration is the orientation of the edges of the objects aligned as a vertical line from HOG features. Fig. 8 . Preview the shape information of the HOG feature vector: the first row shows HOG descriptor, the second row shows a real obstacles (height object), and the third row shows a fake obstacles (non-height object).
Recognition and classification
The classification of objects in the image can be achieved with a variety of methods depending on conditions of each problem. In this research, we want to improve the AGV into the intelligent AGV, which have the ability to learn, recognize and classify the obstacles by themselves. The artificial neural networks is an attractive alternative due to the artificial neural networks has the ability to learn on their own without an instructor like human brain. To create a learning system using the deep learning neural network. We need to create the hidden layers for learning the relationship of inputs that affect the processing output.
From the results of feature extraction experiment, we can classify the obstacles that are real obstacles or fake obstacles by learning a features of the real obstacles, which is the orientation of the edges of the objects aligned as a vertical line from HOG features.
In addition, when the AGV moves into obstacles, the shape and size of the obstacles that we see can be created a relation for use to the recognition and classification. We found that when the AGV move closer to obstacles. The real obstacle has a low shape variation ratio. But the fake obstacles has a high shape variation ratio as in Fig. 4 . Thus, we can also use this relationship to learn the difference between height object and non-height object, which are used as inputs to the obstacles recognition and classification by TDNN.
Therefore, design the obstacles recognition and classification by using feature of the edges of the obstacles aligned as a vertical line from HOG features with the shape variation processing together.
We divided the recognition into two parts, the first part is the obstacles recognition by recognizing feature of the edges of the obstacles aligned as a vertical line from HOG features and the second is the obstacles recognition by recognizing the shape variation ratio from sequences of video images.
The HOG features recognition
We create the obstacles recognition system for training the network, knows as the obstacle by learning a features of the real obstacles, which is the orientation of the edges of the objects aligned as a vertical line from HOG features. This network consists of a multi-layer neural network with three layers. The first is the input layer consisting 34596 neurons, the second is hidden layer consisting 10 neurons with a sigmoid activation function and the lastly is output layer consists of two neurons. To the 34596 neurons will receive 34596 elements from HOG features as input and the ML-ANN produces 2 outputs for each input. Depending on the one of the two outputs of the network will be predominant that is represents the recognized obstacles. In this experiment, we gathered 200 images spanning around two different objects for training and validation. The training data consist of a set of training examples, each example is a pair consisting of an input object and a desired target value.
The shape variation ratio recognition
From the results of the obstacles classification by learning only feature of the edges of the objects aligned as a vertical line from HOG features, which has some error. We can also increase intelligence to the AGV by using the shape variation ratio of the obstacles to processing together.
We design the obstacles recognition and classification by using a feed-forward TDNN, which the training process is supervised learning, the network learns by labeled examples. The Learning capability of artificial neurons is achieved by adjusting the weights in accordance with back-propagation learning algorithm. This network consists of a TDNN with three layers. The first is the input layer, which a set of input is sequences of video images taken by an on-board camera, the second is hidden layer with a sigmoid activation function and the lastly is output layer consists of two neurons.
Set of input, sequences of black and white video images taken by an on-board camera as in Fig. 10 . For example, sequences images of the real obstacles as in Fig. 9 (a) and sequences images of the real obstacles as in Fig. 9 (b) . 
The obstacles classification
The obstacles classification test, we create to classify the obstacles and test performance of the obstacles classification by learning only feature of the edges of the objects aligned as a vertical line from HOG features when using actual video images. The resolution of the video images are 1920x1080 pixels and the frame rate is 30 frames/sec. The obstacle detection distance from the camera to the object is 60-120 cm. This system also use TDNN with three layers to classify the obstacles. 
Evaluation
The results of this experiment divided into two parts of the obstacle recognition and classification by recognizing feature of the edges of the obstacles aligned as a vertical line from HOG features, the result of the obstacles recognition system and the result of the obstacles classification.
The results of the obstacles recognition system
The result of training process by multi-layer artificial neural network, validation of neural network, and verification process can be observed that the network is stabilized in 100. The neural network training confusion by using static data, 300 samples (180 obstacles and 120 fake obstacles) as show in Table. 1. 
The results of the obstacles classification
The result of the obstacles classification testing by using actual video images, 2,700 frame (the obstacles: 1500 frames, the fake obstacles: 1200 frames) as show in Fig. 10 . and the accuracy as show in Table. 2. 
Discussion
The result of the obstacles recognition by recognizing feature of the edges of the obstacles aligned as a vertical line from HOG features, 97.33% accuracy is achieved. From this result showed that the ML-ANN can recognize the obstacles by learning a features of the real obstacles, which is the orientation of the edges of the objects aligned as a vertical line from HOG features. Therefore, it can detect object of free size and free orientation in the image as in Fig. 10 . This test is highly accurate because it is the static test. But the AGV is moving, we are tested by a mobile camera. The result of the obstacles classification testing by using actual video images have 96.78 % accuracy, with a false positive is 3.07%, but no damage. But in this experiment has a false negative is 0.15%, which is likely to cause damage. The distance used to test and classified the obstacles are 60 to 120 cm, which the AGV can brake without colliding with obstacles.
From the results of the experiment, we recognize the obstacles by learning only feature of the edges of the objects aligned as a vertical line from HOG features, which has some error. We can also increase intelligence to the AGV by using the shape variation ratio of the obstacles to processing together. For this reason, this system needs to recognize patterns of the obstacle shape variation ratio. The TDNN has potential of learning to overcome limitations of multilayer neural network, complete image sequences at a time instead of single image. It is appropriate for solving this problem.
As this reason, we want to develop and improved function detecting object accurately and efficiently for AGV by computer vision with the TDNN based on HOG.
Summary and future work
In this paper presents the simulate the algorithm to detect object for AGV that is flexible, which can classify the obstacles that are real obstacles or fake obstacles such as a painting on the floor, which most objects might be found in factories are simple boxes and test in laboratory environment. The obstacles recognition system using ML-ANN with back-propagation learning algorithm by learning HOG features, 100% accuracy is achieved. The simulate of the obstacles classification by using actual video images have 99.73 % accuracy. The distance from the camera to the object that used to classified the obstacles are 60 to 120 cm, which the AGV can brake without colliding with obstacles. The method used in this paper can be further extended to recognize the obstacles by using shape variation rate due to this method can detect object in images by finding the orientation of the vector from HOG feature aligned as a line to narrow the boundary of the objects. When AGV moves closer to the height objects, we found that the size of the object has changed, but without changing the shape of the object. But when AGV moves closer to the nonheight object, we found that the size and shape of the object has changed. We can use this principle to improve function classification object accurately and efficiently for AGV by using TDNN in sequence of video images. In the future, we are collecting samples spanning around two different objects for training and validation, which is in the process of experiment. We expect this research will lead to implement control the vehicles to avoid obstacles in front automatically and efficiently.
