The departure process of a queue is important in the analysis of networks of queues, as it may be the arrival process to another queue in the network. A simple description of the departure process could enable a tractable analysis of a network, saving costly simulation or avoiding the errors of approximation techniques.
; (1) where the number in the queue x, increases as the row number of the matrix. In the situation where < , the queue is positive recurrent and, under stationary conditions, the point process of occurrence of transitions (n+1; n); n 0, is known (see Burke 2] ) to be a Poisson process of rate , which is of course a trivial MAP. In addition to exhibiting a MAP departure process, the above example also shows that it is possible for a process which counts transitions of an in nite state Markov chain to be statistically equivalent to a MAP. A natural question to ask is whether the property that the departure process is a MAP holds for other queues. That is, for more general queues, does there exist a nite state Markov chain and a set of transitions for which the counting process of the transitions is identical to the departure process of the original queue. Olivier and Walrand 7] presented an argument to show that there exists no such nite state chain for a /M/1 queue when the arrival process is a non-Poisson MMPP, and conjectured that this is also true for a /PH/1 queue fed by a non-Poisson MAP.
Unfortunately there is an algebraic error in the argument of Olivier and Walrand as pointed out in Bean, Green and Taylor 1], and so the question of whether the output of a /M/1 queue fed by a non-Poisson MMPP can be a MAP still remains open. Consideration of this problem leads to the fundamental question of when is an MMPP, or more generally a MAP, a Poisson process. This question was not discussed in Olivier and Walrand 7] .
To emphasise, since it is possible for the arrival process of a MAP/M/1 queue to be Poisson, but with a possibly complicated description, and since we know that the output of such a queue is a MAP, (as mentioned above, it is Poisson) it is essential to be able to tell from its generator when a MAP is, in fact, Poisson.
2 When is a stationary MAP Poisson?
The question of when a stationary MAP is Poisson appears not to have been discussed in the literature, even though it is a very natural question. This problem is considered using the techniques of non-linear ltering, as given in Section 10:2 of Walrand 10] . Consider a Markov chain x = fx t ; t 0g having a nite state space X, with transition rate matrix Q. For i 6 = j 2 X, let 0 Q 1 ] i;j Q] i;j ; (2) for i 2 X let 0 Q 1 ] i;i < 1;
and let Q 0 = Q ? Q 1 :
The transitions with rates Q 1 are said to be observed, while those in Q 0 are hidden. Let J(t) count the number of observed transitions up to time t, and let (t; k) = Pfx t = kjfJ(t)gg; so that (t; k) is the probability of being in state k at time t conditioned by the jump process up to time t. Also let (t) be the row vector (t) = f (t; k); k 2 Xg: (5) From Theorem 10:2:13 of Walrand 10] (6) For instance, consider a MAP where 1 is a right eigenvector of the matrix Q 1 and as Q is conservative, also a right eigenvector of Q and Q 0 . Therefore Q 1 1 = 1, and so the point process is in fact a Poisson process of rate . This result is not a ected by the initial distribution and corresponds to the case where the MAP has the same arrival rate in every phase.
We consider the matrix Q 0 in its spectral form, rst looking at the general case when Q 0
is not assumed to be diagonalisable and then considering the diagonalisable special case. To avoid over complicating matters, the general result is motivated in stages by rst considering the equivalence of a PH-random variable with a negative exponential random variable. Then we consider the equivalence of a PH-renewal process with a Poisson process and nally generalise to the equivalence of a MAP with a Poisson process.
2.1 General Q 0 .
For simplicity, the matrix Q 0 is assumed to be irreducible so that by Theorem 2:6 of 
where g is the number of Jordan blocks, j is the eigenvalue corresponding to the j th Jordan block, T is the transformation matrix for the Jordan canonical form and E j and N j are idempotent and nilpotent matrices respectively which give the form for each Jordan block. There are two cases which we will cover: (1) . There are at least two Jordan blocks corresponding to the same eigenvalue. 
A PH-random variable.
Any distribution on 0; 1) which can be obtained as the distribution of time until absorption in a continuous-time nite-space Markov chain which has a single absorbing state into which absorption is certain, is said to be of PH-type (see Neuts 5] ).
Consider a Markov chain with m + 1 states, initial probability vector ( ; m+1 ) and transition rate matrix
where U is a non-singular m m matrix with U ii < 0 , U ij 0 for all i 6 = j and U 0 0 is an m 1 vector such that U1 + U 0 = 0. The probability distribution of time until absorption into state m + 1 is a PH-type distribution with representation ( ; U).
If we consider the (m + 1) st state of the PH-random variable as an instantaneous state, in that we instantaneously restart the process using the probability vector , then the process consisting of absorption epochs is a PH-renewal process with representation ( ; U).
To investigate the equivalence of a PH-random variable with a negative exponential random variable, it is necessary that 1 = 1 (that is m+1 0), so that there is no atom of probability at t = 0. Proof:
We use the result from the previous theorem noting that in this case, s = g and hence each set A j has only one element. From equation (13) 
The nilpotent matrix N j is such that E j N pj?1 j E j has only one non-zero entry so that Proof:
As before, substitution into equation (6) proves the su cient condition and so we shall only prove the necessary condition.
Using equations (9) and (10) The next step is to establish a relationship between the stationary distribution and the renewal probability vector . Consider Note that ( Q 0 1) is a scalar quantity, so we can rearrange equation (19) 
Now rewrite Q ?1 0 e Q0t using equations (9) and (10) Proof:
Proceeding in the same fashion as before, taking up the story from equation (23), written for the case where each Jordan block has a distinct eigenvalue on its diagonal so that for each j 2 f2; 3; : : :; gg, for all v(1) 2 f1; 2; : : :; P j(1) g; : : : ; v(k) 2 f1; 2; : : :; P j(k) g:
Proof:
As previously, substitution into equation (6) proves the su cient condition and so we only prove the necessary condition.
Re-arranging equation (6) for the case k = 1, and using equations (9) and (10) for each v(1) 2 f1; 2; : : :; P j(1) g, v(2) 2 f1; 2; : : :; P j(2) g, since j(2) ? 1 6 = 0for all j(2) 2 f2; 3; : : :; sg, e j(1) t1 6 = 0 and e j(2) t2 6 = 0 for all t 1 ; t 2 2 0; 1).
The inherent properties of the nilpotent matrices N i imply that using the same arguments as before, for all (j(1); j(2)) 2 f1; 2; : : :; sg f2; 3; : : :; sg
for each v(1) 2 f1; 2; : : :; P j(1) g, v(2) 2 f1; 2; : : :; P j(2) g. 
we have
x;y Q 1 z;w = 0; for all (x y ; z w ) 2 I R fI L nf1gg:
Proof: From equation (26) (noting that each A j has only one element in this case), a necessary condition for the above is = ? 1 . Then from equation (27) Once again it is useful to investigate the following two sub-cases:
1. Q 0 has non-distinct eigenvalues but has a full set of independent eigenvectors. 2. Q 0 has distinct eigenvalues. where r i is the right eigenvector and l i is the left eigenvector corresponding to the i th eigenvalue in set A j .
Recall that because Q 0 is assumed to be an irreducible matrix, we have that A 1 f1g since 1 is the eigenvalue of Q 0 of maximal real part, which has multiplicity one (see Theorem 2:6 of Seneta 9] ). The proofs of all of the subsequent Theorems and Corollaries follow directly from their counterparts in the general case, by re-writing the result such that each Jordan block is of order 1. we have l z Q 1 r y = 0; for all (z; y) 2 I R fI L nf1gg:
