ABSTRACT. The outer solar system body 1999 UG 5 is a Centaur of medium brightness and slightly redder color when compared to other Centaurs. Similar to at least of the known Centaurs, it is a Saturn-crosser with 1 5 a mean orbital distance between Saturn and Uranus. We present optical photometry data and near-IR spectra obtained during 2000 September, November, and December. We find a rotation period of hr with 13.41 ‫ע‬ 0.04 an amplitude of mag and a phase curve with a Lumme-Bowell G value of . BVRI 0.102 ‫ע‬ 0.005 Ϫ0.13 ‫ע‬ 0.02 colors are reported, and they confirm the red spectral gradient observed previously. Our spectra reveal that this redward slope extends into near-IR wavelengths and indicates possible localized differences in the surface composition.
INTRODUCTION
Centaurs inhabit an inherently unstable region of our solar system (Holman & Wisdom 1993 ) located between 5 and 30 AU. They are often speculated to be objects in transition from the Kuiper belt, as their orbits dynamically evolve into shortperiod comet orbits or they get ejected from the solar system. As such, they are believed to contain many volatiles, in ice form, with surfaces possibly darkened by long exposures to cosmic-ray radiation over the life of the solar system (e.g., Strazzulla & Johnson 1991) . As of 2002 August, there are about 37 known members of this class out of a projected population of (for bodies with radius km; Jedicke & 3 2 # 10 r 1 25 N Herron 1997; Sheppard et al. 2000) . To date a handful of the brightest of these objects have been studied using near-infrared (NIR) spectroscopy (see Table 1 ), and many have been shown to exhibit water-ice features. With one disputed observation (Kern et al. 2000; Romon-Martin et al. 2001) , surface variations detected at NIR wavelengths are rare, and correlations to observations of variations at optical wavelengths are even rarer. In order to characterize potential surface variations on the Centaurs, we have performed simultaneous NIR and optical observations on several targets; 1999 UG 5 was one of our earlier targets for NIR spectroscopy. 1999 UG 5 is by appearances a rather common Centaur object. Its value is reported as H V 1 Visiting Astronomer, NASA Infrared Telescope Facility (IRTF), Institute for Astronomy, Honolulu, HI. ) and, with an assumed 5% 10.42 ‫ע‬ 0.02 albedo, the diameter is 55 km. It has an elliptical orbit (e p ) and has a mean orbital distance outside Saturn's orbit 0.42 ( AU). Peixinho et al. (2001) and Gutiérrez et al. a p 12.8 (2001) have reported a light-curve variation with a total range of ∼ mag and a period of 13.25 hr and imply a 0.24 ‫ע‬ 0.02 resulting minimum axial ratio of 1.25. With a reported VϪR color of 0.63, 1999 UG 5 is among the redder of the Centaur objects but is not the reddest, as C/2001 T 4 has a VϪR color of ∼0.9 (Bauer et al. 2001) , and Pholus has a color of VϪ (Buie & Bus 1992) . Our own UH Centaur color R p 0.8 survey (Bauer et al. 2001) does not indicate that 1999 UG 5 has a particularly unique color. Neither is it particularly unique that the Centaur has a detectably large light-curve amplitude, as at least six others, out of a total of about 37 observed, have shown light curves with regular periodicity.
It is important to sort out which combinations of NIR and optical observable characteristics are true indicators of young and old surfaces. Organic molecules, when exposed to charged particles and UV radiation, produce radiolysis and photolysis by-products. Laboratory evidence shows that carbon-containing frozen mixtures will form complex organics when exposed to radiation, which will break down under irradiation by cosmic rays (Strazzulla & Johnson 1991) . The effects of progressive irradiation include weakening of the CH bond IR absorption bands, a change in the slope of the visible reflectance spectrum (0.4-0.8 mm), and a lowering of the albedo. Hence, there is much speculation that red outer solar system materials result from these processes (Strazulla & Johnson 1991; Tegler & Romanishin 2000) and that bright, neutral-blue surfaces correspond to newly exposed icy surfaces (Stern 1995; Hainaut et al. 2000 ). Yet radiation processing may affect these surfaces differently depending on the original composition.
OBSERVATIONS

Photometry
We obtained data at the University of Hawaii (UH) 2.2 m telescope on 2000 August 2, September 22, November 8, and December 18-22 (UT). The images were obtained using the Tek 2048 CCD camera. We also obtained a second set of data on 2000 November 1-2 at the McDonald Observatory 0.76 m telescope and an additional set of data at the UH 2.2 m telescope on 2001 October 29. The geometry and observing conditions are included in Table 2 , and those of the instrumentation are in Table 3 . The data were bias subtracted and flattened in the usual manner, and standard-star measurements (Landolt 1992) were used to obtain zero-point offsets, atmospheric absorption coefficients, and color-correction terms for the filter sets for each photometric night. Table 4 contains the BVRI-band photometry values of 1999 UG 5 observations and UT times. Typical exposure times for all our data sets were on the order of 600 s. The uncertainties listed in the table are the combined uncertainties from the photon-counting statistics for each exposure and the uncertainties in the derived extinction coefficients and zero-point offsets from each night. For the nights such as November 1, where differential photometry was used to derive the Centaur magnitude values, the average uncertainties in the reference star photometry values, although comparatively small, were also folded in. Light travel time and geo- , and raw (dashed line, rescaled to one-third its original value). Note the unambiguous maximum peak at 13.41 hr in both spectra. 2000 August 2 was photometric, but observations of 1999 UG 5 were taken close to twilight and hence had a large uncertainty owing to photon noise from the high sky background. Light cirrus was present during our observations on 2000 September 22, so we recalibrated the magnitudes of background stars in our fields during other photometric nights at the telescopes. We measured the magnitudes of four field stars and calculated the magnitude of 1999 UG 5 from the weighted average of the relative offsets from these field standards in each frame from 2000 September 22. For the McDonald Observatory observing run on 2000 November 1-2, the observing conditions on November 1 were poor. It was only partly photometric and the seeing was greater than 4Љ and variable. November 2 was photometric and had seeing less than 3Љ. Because of the poor quality of the night of November 1, we used relative photometry to produce the initial measurements, with the same reference stars for both nights, and used the comparison stars on November 2 to shift all of the magnitudes to the standard star system. By using this method to correct the November 1 Centaur magnitude values, the signal falling outside the photometry apertures owing to seeing variations would be the same for both the Centaur and the frame standards and would be accounted for in the frame reference standard offsets for each exposure. As 1999 UG 5 was at a relatively low Galactic latitude (∼Ϫ30Њ), and as the McDonald Observatory's camera had a relatively large field of view (1Љ .3 pixel Ϫ1 scale), there were sufficient isolated frame standards available to apply this technique with reasonable accuracy. In order to check the accuracy of the 2000 December photometry from night to night, we sampled three stars that overlapped on the frames from December 18 and 19 and three stars that overlapped on the frames from December 19, 20, and 21. For the nights of December 19-20, the average photometry values for our three field standards varied within 0.001 mag. In the case of December 21, we found an average magnitude value offset of ϩ0.03, so we compensated for it by subtracting that value from the magnitudes. Similarly, we found an offset of Ϫ0.007 mag for the night of December 18 and corrected our Centaur magnitudes. These magnitude adjustments had little or no effect on our period-search analysis below, but they did affect the shape of the phased light curve by lowering the amplitude and eliminating obvious night-to-night discontinuities in the phased data (see § 3). Observations taken on 2001 October 29 were made during photometric conditions and provided color and absolute magnitude information.
Spectroscopy
We obtained spectra on two separate nights, 2000 September 21 and 22, at the NASA Infrared Telescope Facility (IRTF) using the SpeX instrument (J. T. Rayner et al. 2002, in preparation) in PRISM mode. On the 21st, we received only a fraction of the night as a test of the SpeX instrument, since the time was originally allocated as engineering time. Hence, our first night's spectrum had a total integration time of 600 s and had a midpoint time of 15.60 UT. Our second night's data were for a total integration time of 4320 s and had a midpoint time of 14.75 UT. The September 22 data were obtained simultaneously with the UH 2.2 m photometry data for that night. On both nights we used a 0Љ .8 slit width, and the nominal seeing was ∼1Љ. This gave us a wavelength resolution of ∼0.016 mm while collecting more than half the signal flux from our object. We used observations of the G5 V solar analog standard star HR 1262 (Gaidos 1998) , obtained before and after the object measurements, for flux calibration and to correct for atmospheric absorption. The standard was in the same region of the sky and shared the same air mass within a few hundredths of our observations. We nodded the telescope 7Љ between exposures and used on-frame subtraction to eliminate the sky background.
ANALYSIS
Photometry
We first employed a phase dispersion minimization (PDM; Stellingwerf 1978) technique to determine possible rotation periods from our 2000 December data set. The PDM technique minimizes the variance of the data that has been converted to a phase for each trial period and grouped into bins. The Vstatistic, as defined by Stellingwerf, is a ratio of the total data variance to the combined bin variance (Stellingwerf 1978; Bevington 1969) . The technique indicates periodicity in the data by minima in the V-values. Minima near 8, 16, and 24 hr, in consideration of our strong sampling bias on the order of these periods, were not likely candidates. The significant minima in the PDM converge to V-values of less than 1.0, which the minima near 8 and 16 hr did not do. However, we found a strong minimum near 13.1 hr. From the width of PDM minimum, we estimated our uncertainty for this single-peaked lightcurve period at near ‫3.0ע‬ hr. In order to properly temporally phase the data from the other observing runs and thus obtain a more precise measure of the period, one needs to know the phase-angle behavior so as to put all data sets on a common magnitude scale. However, the phase-angle behavior, encapsulated by the Lumme-Bowell parameter G (Bowell et al. 1989) , cannot be found without understanding the rotational amplitude and the period. Thus, the rotation state and phase-angle behavior are intimately tied together in terms of the photometry. Shifting the photometry data to a conventional (1, 0) reference frame would require H V adding relatively large uncertain offset values. Consequently, throughout the period search and viewing angle analysis, we used our December 18 observation geometry as the reference frame and so avoided introducing larger geometric and phaseangle offsets in the data. By keeping the photometry values in the R band, we avoided making uncertain color offsets. We made only small adjustments of less than 0.08 in magnitude for differences in the heliocentric and geocentric distances from 2000 September 22 through December 21 relative to 2000 December 18. We made phase corrections relative to 4Њ and thus avoided adding larger phase offsets dependent on mostly uncertain values, such as the magnitude of the opposition surge at 0Њ. This still required a small viewing angle phase-curve adjustment of the September 22 and November 1, 2, and 8 data. As an initial attempt, using the ephemeris values obtained from JPL 2 (the source of our orbital elements as well), and removing the geometric brightening owing to the difference in geocentric (
) and heliocentric ( ) 
{ } 1 1.22
{ } 2 (Bowell et al. 1989) . PDM analysis of the resulting light curve showed a sharper minimum at 13.3 hr, consistent with the period of 13.25 hr reported by Gutiérrez et al. (2001) from data acquired at Calar Alto Observatory (CAO). We found an amplitude of mag. To get an analytical value for 0.095 ‫ע‬ 0.015 the phase-curve G value and brightness at , we removed a p 0Њ the rotational light-curve offsets by fitting sine-curve functions with free variables of amplitude and magnitude offset to the UH 2.2 m September, November, and December data rephased to the 13.3 hr rotation period. As further constraint, we added in a data point derived from the minimum in the 2001 January 21 value from Gutiérrez et al. (2001) . We did not use this in our period search, as our derived values for this point had uncertainties of 0.044 mag, almost half our light-curve amplitude, owing to possible filter bandpass discrepancies and those data's own reported statistical uncertainty, but we did use this value in our phase-curve fit iteration. After convolving the reported UH Kron-Cousins and CAO Bessel filter bandpasses Table 7 is shown here (solid line) and is composed of amorphous water ice, amorphous carbon, and Titan tholins. Table 7 is shown here (solid line) and is comprised of amorphous water ice, amorphous carbon, Triton tholins, methanol ice, and olivine.
with the solar spectrum, we found a 0.0064 mm offset in effective R wavelength and calculated a 0.04 ‫)10.0ע(‬ mag offset between our reported R-band magnitudes and those from Gutiérrez et al. (2001) . We found that a similar correction was necessary for the McDonald Observatory data as well, as they use similar filter bandpasses. For the period search and phasecurve analysis, it was easier to shift the McDonald Observatory and CAO data sets to the UH Kron-Cousins filter system.
Our first iteration yielded . Because of the large G p Ϫ0.14 offset from the initial guess of , in order to untangle G p 0.15 the effects of the viewing angle phase from the rotational phase, we decided it was necessary to use an iterative procedure as follows.
(1) Assume a value for G and correct all data sets with the phase law described by this value. (2) Find the best-fitting rotational period and amplitude. (3) Find the mean brightness (over a rotation period) in each data set and shift the magnitudes to account for this. (4) Refit for G. Readjusting our data using the new G values, we conducted the period searches using a Fourier periodogram technique, in place of the earlier PDM technique. We also employed an algorithm called WINDOW CLEAN developed by Belton (1990) , which eliminated false peaks introduced by the regular sampling of the data. On our fourth iteration, we found a period of hr, which 13.413 ‫ע‬ 0.04 was well within the uncertainty of the previous value of 13.408 hr. We adopt the value of for the light-curve 13.41 ‫ע‬ 0.04 period. The Fourier spectra, raw and cleaned using Belton's (1990) technique, are shown in Figure 1 . Our December data are shown in Figure 2 , with a sine curve of period 13.41 hr superposed. Our total light-curve data, phased to the 13.41 hr period, are shown in Figure 3 and show an amplitude of , based on a weighted average of the points about 0.102 ‫ע‬ 0.005 the peak and trough. An alternative rotation period of 26.82 hr may be possible if the brightness variation is caused by shape rather than surface albedo features (Fig. 4) . We found final phase-curve parameters of and G p Ϫ0.13 ‫ע‬ 0.02 of , using the standard deviation of m (a p 0) 18.45 ‫ע‬ 0.02 R our values in the successive iterations to determine our uncertainties. Using the UH 2.2 m data alone, our fit for G becomes Ϫ0.122 ‫)60.0ע(‬ and 18.46 ‫)30.0ע(‬ for , well m (a p 0) R within the errors of the final value we report. Figure 5 shows the phase curve and fitted magnitude points of our three data sets, along with the magnitude value from Gutiérrez et al. (2001) . Because of the relatively high uncertainties in the 2000 August data and the large temporal gap between our 2000 and the 2001 October data, we did not use these data sets to constrain our fits for either the rotational phase or the viewingangle Lumme-Bowell model. However, we do include these data in Figure 5 for comparison. For the plot, we corrected the 2000 August data point for the approximate rotational phase ( ) based on the period derived from the previous f ≈ 0.66 rot data sets.
We derived BVRI colors from our data by averaging the R-band values bracketing our B-, V-, and I-filter observations and using R as our reference filter for our magnitude differences. In order to compare data sets more easily with prior literature values, we converted our UH filter set colors to Bessel filter set values (Bessel 1990) . Table 5 shows the effective wavelengths of the filter sets, as derived by convolving the filter bandpass with a solar spectrum. Also shown are the final offset values we used to convert the UH 2.2 m colors to values similar to those obtained with the CAO and McDonald Observatory filter sets. For the special case of the 2000 August data, obtained with the 8K mosaic camera, we included the 0.022 offset in the reported VϪR colors. However, we fold in an equivalent value into the reported uncertainty because the filter set is not as well calibrated as that provided with the Tek 2K camera. Table 6 shows the final colors and color gradients. The color gradient for each Centaur is expressed in terms of the slope parameter, as defined in Hainaut & Delsanti (2002) , which is the percent of reddening, with respect to solar colors, per 0.1 mm. Our values were derived using the equation
where Dm obj is the Centaur's color for a particular filter pair, is the corresponding solar color for that filter pair, and Dm , Dl is the difference in the filter pair's effective wavelengths in units of 0.1 mm. The listed gradients are based upon the central wavelengths for the Bessel filter color values. We find no correlation with rotational phase or viewing phase angle. We also include those reported by Gutiérrez et al. (2001) , shown in Figure 6 .
Spectroscopy
We used the Spextool package written by M. Cushing 4 to reduce the data, following the suggested procedure for faint sources. This included flattening the data with quartz-lamp flats, removing known bad pixels and mosaic defects, and wavelength calibrating the data with argon-lamp exposures and sky lines. Prior to combining the exposures, we removed cosmic rays by hand. We divided the spectra by our G5 V standard. Our slit size, 0Љ .8, corresponded to an approximately 5 pixel width in the dispersion direction. These data, then, were inherently oversampled, and as a result we averaged 5 pixels into a single bin value for the data taken on September 22. For the case of the September 21 data, we rebinned this spectrum to nearly one-third the resolution to achieve a higher signal value per bin. Hence, for the September 21 data, 14 pixels were averaged into a single bin value to obtain a signal-to-noise ratio (S/N) more closely comparable to that from September 22.
We present here the first attempts at modeling the data. In order to provide insight into the nature of the surface material(s) on 1999 UG 5 , we have produced model spectral albedos for different candidate materials and their associated grain size(s) to compare with the new data. The model used is that originally developed by Hapke (1993) to describe the measured albedo. The details describing the formulation used in our effort are provided by Roush et al. (1990) , Roush (1994), and Cruikshank et al. (1998) . The limited phase-angle coverage of NIR wavelengths precludes us from independently determining some of the parameters of the models. Here we rely upon values of these parameters derived from Voyager observations for the outer solar system moon of Miranda by Helfenstein, Veverka, & Thomas (1988) , which would be appropriate for a porous or fluffy surface; specifically, the parameters, as defined by Roush (1994) , have the values , , and b p 0.93 h p 0.018 # (Fresnel reflectance). This approach also requires S p 0.77 0 that the real and imaginary indices of refraction of candidate materials be specified. The availability of appropriate optical constants is limited, constraining our range of model computations.
The first night's data were of notably poorer quality than the second night's, so we fitted a simple three-component intimate mixture model to the data using the scattering code. The presence of absorption features at 1.5 and 2.0 mm corresponded to features found in water-ice spectra. The lack of a secondary absorption dip near 1.65 mm seemed to indicate that the amorphous form of water ice, rather than the crystalline form, would provide a better fit. Attempts to include crystalline water ice in the fits were unsuccessful and would not converge. We included tholin material in the hope of fitting the redward gradients in both spectra. Triton tholin, which has a redward gradient that extends farther into longer wavelengths, provided a better fit than Titan tholin, which has a reflectance that plateaus near 1.3 mm. Based on albedo measurements of other Centaurs (e.g., Fernández, Jewitt, & Sheppard 2002) , all our spectral data were rescaled to a 5% visual albedo. However, the fits were not rescaled, so a neutral absorber with a flat reflectance across the observed wavelengths was incorporated into the fits in the form of amorphous carbon. For the case of the September 21 data, more species other than amorphous carbon, amorphous water ice, and Triton tholin in the intimate mixtures produced poorer fits (e.g., Table 7 ). This simpler three-species combination, which resulted in the best-fit model for the September 21 data, yielded a poorer model fit for the September 22 data, with reduced x 2 values equal to 5.12. Owing to the similarity in color to Pholus, for the September 22 data, we tried a fivecomponent intimate mixture similar to that used to fit the Pholus spectra reported by Cruikshank et al. (1998) . Here Titan tholin provided a better fit. Variations from this model again produced poorer fits with reduced x 2 values ranging from 4.4 to 10. The fitting results are summarized in Table 7 . The data and model fits with the lowest x 2 values, with amorphous water ice, amorphous carbon, and Triton tholin for September 21, and with amorphous water ice, amorphous carbon, methanol, Titan tholin, and olivine for September 22, are shown in Figures 7 and 8. The fitting for the model species and abundances are based on weighted fits of the data shown. Hence, in both cases, the model fits are poorer at longer wavelengths, where there is lower S/N due to higher sky background.
DISCUSSION
Our light-curve analysis shows that the rotation of 1999 UG 5 causes a hr period in the observed brightness var-13.41 ‫ע‬ 0.04 iation and exhibits a light-curve amplitude of mag. 0.102 ‫ע‬ 0.005 These results are more precise than those of Gutiérrez et al. (2001) but are consistent to within their quoted uncertainties. This would also be consistent with either a 26.82 hr rotation of an ellipsoid with a 1.25 axis ratio or a 13.41 hr rotation of a body with a bright surface feature. The latter case may be a better interpretation given the observed variation in the NIR surface spectrum, although the variations do not perfectly phase with the brightness peak (see Fig. 3 ). The addition of many nights of data, spanning 12 weeks, also seems to indicate that there is no complex component to the rotation. In other words, it is in simple rotation, at least on timescales of several months. We at first suspected that the peak data point in the 2000 December light curve was anomalous. However, when we added the phased November 1-2 data taken at McDonald Observatory, we found a correspondingly bright peak data point. In any case, we are confident that the light-curve peak has an irregular shape, which may be attributable to either an irregular asymmetric geometric shape or surface albedo features. Furthermore, the irregular shape of the peak persists with the 26.82 hr rotation period (Fig. 4) .
We find a redder surface on average than previously reported but still within typical values of the Centaurs. We also find a less steep color gradient at VϪR wavelengths ( ), 11.1% ‫ע‬ 2.0% based on the weighted average of all our VϪR colors ( ), than at RϪI wavelengths ( , 0.68 ‫ע‬ 0.02 13.8% ‫ע‬ 1.2% RϪ ), which is typical for transneptunian ob-I p 0.58 ‫ע‬ 0.02 jects (e.g., Boehnhardt et al. 2002) . This trend in the color gradients is consistent with the Gutiérrez et al. (2001) results. We find no trend in colors with rotation. There are instances across our total data set where the measured color values vary by as much as one-sixth the mean value, but most of the values we report have overlapping error bars. There is a tendency for the observations on nights with thin cirrus present to yield the reddest values of the VϪR color data. However, the data from November 2 were taken on a photometric night. Subsequent examination of optical photometry yielded no systematic sources of error that would not be compensated for by our reduction methods, at least to the level of the reported accuracy of the measurements. Hence, we attribute these deviations to primarily statistical noise. McBride et al. (1999) reported a phase curve for the Centaur Chariklo with a Lumme-Bowell G-slope parameter of 0.15. This parameter corresponds to the steepness of the slope of the phase brightening, particularly at angles greater than a few degrees, and is often interpreted as an indication of porosity. A lower G value indicates a steeper slope and a possibly more porous surface. Our derived value of is an unu-G p Ϫ0.13 sually low value for a small body, but not unprecedented. Comet P/Encke's value was reported by Fernández et al. (2000) as Ϫ0.25, and negative values have been found for some Kuiper belt objects . As with cometary bodies, larger porosity may be the consequence of volatile liberation. Our 2000 December 18 reference frame value of for our data fits yields an m (a p 0) p 18.45
and a diameter of 58 km, assuming an albedo of 0.05, 10.32 as reported for Pholus and Chariklo, or 37 km, assuming a 0.12 albedo value similar to Asbolus's (Fernández et al. 2002) .
The two spectra we presented show surprisingly different features. The September 22 spectrum is near a rotational light-curve phase of 0.37, and the September 21 is near a rotational phase of 0.64, slightly closer to the peak in brightness, given a single-peak rotation. As much as 56% of the surface would be different in this case. A double-peaked light curve is harder to explain with the observed spectral differences, as the phases are closer together at 0.37 and 0.51, and only as much as 28% of the surface would be different between the two spectra. However, a 26.82 hr rotation period would place the September 21 spectrum squarely at the peak in brightness. The September 21 spectrum also shows the strongest possible water-ice signatures, at 2.0 and 1.55 mm, which may correlate nicely with a peak in brightness if it is all caused by exposed water ice. Because of the poor S/N and the brief integration time, we are reluctant to call this a detection. Furthermore, deviations of our model fits from the data at 1.63 and 2.1 mm may suggest that other species not accounted for are in abundance. It also seems likely that the slope is indeed redder at NIR wavelengths in this region of the surface. The turnover in the September 22 spectrum (and likely absorption feature) extending beyond 2.0 mm does not correspond to a water-ice feature, but rather some other material, or combination of materials, possibly organic, is likely the cause. In any case, that the possible water-ice band is on a redder and brighter region of the surface is somewhat surprising. Reddening by radiation aging (Strazzulla & Johnson 1991) and grayer colors corresponding to fresh ice exposed by impacts or redeposited after cometary activity (Stern 1995; Hainaut et al. 2000) may yield a different expectation. The extremely red colors of the active Centaur object 2001 T 4 (Bauer et al. 2001) would also seem to support a different interpretation. 1999 UG 5 is at an appropriate distance for cometary activity. It has similar orbital parameters as Chiron and evidence of water, possibly in amorphous ice form. If the appropriate volatiles are trapped in the ice, it may very well undergo cometary activity on a periodic basis (e.g., Prialnik, Brosch, & Ianovici 1995) , although we do not witness it at the present.
1999 UG 5 , at first an apparently ordinary Centaur, poses many interesting possible exceptions to several of the currently held interpretations of observed Centaur phenomena. It is worthy of further study. Higher S/N NIR spectra, well correlated with the optical behavior of the Centaur, would especially be desirable. Indeed, many of the Centaurs, even those already observed in the NIR, are in need of such a correlated optical and NIR study, so that we may determine whether the Centaur class as a whole is populated more with diverse exceptions than with examples of inferred rules.
