In this paper, we propose a video resampling method for simultaneous deinterlacing and image upscaling. The proposed method is composed of two steps: the initial image magnification step and the edge enhancement step. In order to convert an interlaced image into a display format image, a filtering strategy, which resizes images with arbitrary ratios and reduces the overall computational load, is performed region adaptively using local characteristics such as motion or motionless regions. After the initial step, the proposed jagged edge correction (JEC) method is applied to the initially upscaled images to correct the stair-like artifacts (jagged edges) which are caused by ignoring any edge information in diagonal edge regions during the linear filtering process. Moreover, this method can be very useful for various upscaling applications to improve edge quality since it can be used in combination with other common interpolation techniques, such as cubic spline techniques. Experimental results show that the proposed method substantially reduces the jagged edges of the converted images and provides steep and natural-looking edge transitions.
Introduction
Over the last several decades, image resolution has rapidly increased, and advanced display devices like highdefinition television (HDTV) have been developed to keep pace with these rapid changes. Even today, image resolution capabilities are still increasing and some companies have already introduced next-generation broadcasting systems such as Super Hi-Vision and Ultra High Definition TV systems. However, not all commercial media content can be provided in high resolution. There is a large amount of low-resolution video content, and many consumers want to view this content in full screen mode with their high-resolution display devices. Therefore, deinterlacing (or interlacedto-progressive conversion (IPC)) and image upscaling are required to convert incoming low-resolution interlaced images into high-resolution progressive ones. The deinterlacing and image upscaling procedures can be used to solve the problems of format and spatial conversions, respectively. These procedures are called video-todisplay format conversions (VDFC) [1] in this paper.
Deinterlacing and image upscaling have been studied for decades. These methods can be roughly classified into linear filtering interpolation (LFI) and edge directional interpolation (EDI). Among the deinterlacing methods, LFI approaches [2] [3] [4] [5] [6] [7] can be categorized into spatial (intra-field), temporal (inter-field), and spatiotemporal methods, according to the field information. In order to obtain progressive images, missing pixels have to be reconstructed using linear filters according to the spatial correlations, the temporal correlations, and both the spatial and temporal correlations in interlaced video sequences. Particularly, some algorithms [5] [6] [7] discover missing pixel values by interpolating the pixels along motion trajectories, because temporal correlation is dependent on motion information. Among the image upscaling methods, LFI approaches [8] [9] [10] [11] [12] design a particular interpolation kernel, which can be applied to the http://asp.eurasipjournals.com/content/2013/1/188 entire image. Especially, these methods can resize images with arbitrary ratios, which is one of the preferred features for image upscaling applications. LFI methods for both deinterlacing and upscaling are as old as image processing, and they are still popular because of their simple implementation. However, LFI approaches usually produce jagged edge artifacts (stair-like artifacts) in diagonal edge regions because they do not consider any edge information during the resampling process.
On the other hand, EDI techniques calculate the directional correlation between neighboring pixels to perform interpolation along estimated edge directions. These EDI approaches have been widely used for deinterlacing [13, 14] and upscaling [15] [16] [17] . Especially, edge-dependent deinterlacing algorithms such as edge-based line average are the most popular among the intra-field deinterlacing methods. Many sophisticated techniques for both deinterlacing and upscaling have been proposed to increase the accuracy of the estimated edge directions because EDI approaches can improve visual quality around dominant edges when the estimated edge direction is correct. However, high computational loads are required to estimate the directions of the various diagonal edges, and thus, upscaling applications become more complicated than deinterlacing applications. Furthermore, for achieving arbitrary ratio enlargement, the EDI process generally becomes more complicated since edge direction estimation and interpolation are performed within an asymmetric interpolation lattice. Therefore, upscaling EDI methods usually restrict the scaling ratio in order to simplify the interpolation process, e.g., images are enlarged twice as much as the original images in both horizontal and vertical directions. With fixed scaling ratios, some researchers [15] [16] [17] estimate the covariance of high-resolution images by exploiting the covariance of low-resolution images. These methods can substantially improve the image quality by preserving the spatial coherence of the upscaled images. They also provide naturallooking images by efficiently connecting the disconnected edges. However, these algorithms may introduce some false edges or textures due to over-fitting. They can sometimes connect the edges erroneously due to their incorrect estimation of covariance because spatial correlations generally change after downsampling.
In consumer electronic devices such as HDTV systems, the VDFC technique is used to convert video sources into the kind of display resolution format shown in Figure 1 . As shown in Figure 1b , deinterlacing doubles the vertical resolution of an interlaced image, while image upscaling resizes an image with arbitrary ratios. Therefore, image upscaling can be considered a generalized version of deinterlacing. Moreover, the VDFC technique is generally based on either LFI or EDI approaches. However, LFI approaches tend to suffer from jagged artifacts along the diagonal edges despite offering the competitive advantages of low complexity and arbitrary ratio interpolation. As large display devices with high resolution become more popular, the visible artifacts become more prominent. Although EDI approaches produce good performance in edge regions, they require high complexity in order to offer spatial coherence of the upscaled images. Also, these methods may require additional LFI methods for achieving arbitrary ratio enlargement after performing the EDI process. Therefore, an efficient VDFC technique, which offers a low computation load and provides high edge quality, is required.
In this paper, we propose a video resampling method that takes the advantage of both the LFI and EDI methods: the capabilities of converting the image format, resizing the images with arbitrary ratios, and improving edge quality. The proposed method consists of two steps: initial image magnification and edge enhancement. In the first step, linear filtering strategies are performed differently to local region characteristics such as motion or motionless regions in order to convert interlaced images into upscaled progressive ones. The performance of the LFI is affected by the used interpolation kernels, and thus, an interpolation kernel closer to the ideal sinc function achieves better reconstruction performance. Thus, the conventional kernels are obtained by truncating the ideal sinc function. However, side lobes (or ripples) of the truncated kernel produce severe ringing artifacts within the interpolated images, and thus, the kernel size is limited to reducing the ringing artifacts. In order to cope with this problem, we use a ringing reduction technique to improve interpolation performance, which reduces the number of ringing artifacts while reconstructing the highfrequency components. Thus, the used linear filter is based on the Lanczos function, and the wider window function is applied to the Lanczos function in order to achieve better reconstruction performance. In the second step, the proposed jagged edge correction (JEC) method is performed to improve the edge quality of the initially upscaled images. More specifically, the JEC method uses an adaptive smoothing kernel obtained from the gradient covariance in order to correct the jagged edge artifacts within the initially upscaled images. This kernel, called an ellipsoidal kernel, assigns large weights along the local edge direction in order to smooth the jagged edge artifacts along the edge direction. In conventional EDI methods, the asymmetric interpolation lattice makes the interpolation procedure complex. However, the complexity level of the JEC method is less than that of the conventional EDI because the JEC procedure is applied to a symmetric lattice of the upscaled images. Moreover, enlarging the images resulted in blurring effects within the initially upscaled images, and these effects were perceived more conspicuously in regions with jagged edge artifacts. In http://asp.eurasipjournals.com/content/2013/1/188 order to solve this problem, a transient improvement (TI) technique is performed during the filtering process along the edge direction to improve the sharpness of the initially upscaled images. The JEC method is a core technique of the proposed video resampling system, and it can be used as a postprocessor for many LFI methods, such as cubic spline. This independent module can be applied to various applications with flexibility. The organization of the rest of this paper is as follows: In Section 2, previous works on Lanczos interpolation and related issues are discussed. In Section 3, the proposed video resampling method is described in detail. First, the overall structure of the proposed method is explained. In Section 3.1, an image magnification step based on the Lanczos function is presented, and the proposed ringing artifact reduction technique is described to improve interpolation performance. Subsequently, the proposed JEC method is explained to improve the edge quality of the initially interpolated images. In Section 4, the experimental results of various test images are presented, and comparisons with other algorithms are made. Finally, conclusions are presented in Section 5.
Previous works on Lanczos interpolation
The normalized sinc function has been accepted as an ideal interpolation function that can perfectly pass low frequencies and perfectly cut high frequencies. However, this ideal interpolator has an infinite impulse response in the time and spatial domains so the sinc function has to be truncated or windowed in order to fulfill the http://asp.eurasipjournals.com/content/2013/1/188 requirements of a hardware implementable interpolator. However, the truncated interpolation kernel produces severe ringing effects within interpolated images. Therefore, various windowing kernels such as Hann, Hamming, Cosine, Lanczos, Blackman, and Kaiser have been proposed to reduce these ringing effects. According to spectral analysis [12] , these different windows display different spectral characteristics, and some tradeoffs occur when the window function is chosen. Thus, the choice of the windowing function is crucial, and it is very dependent on the selected applications. In Figure 2 , we compare the sinc kernels truncated by various 6-tap windowing kernels. As shown in Figure 2a , each of the truncated sinc kernels has negative coefficients, which comes from the side lobes of a sinc function. These negative coefficients are used to produce steep and sharp edge transitions in the step edges and to recover the image details in the texture regions. Therefore, larger negative coefficients achieve better reconstruction performance in the edge regions. According to Figure 2b , the Lanczos windowing kernel has the most negative coefficients among the various windowing kernels. Thus, the Lanczos windowing kernel is preferred in order to improve the reconstruction performance of the high-frequency components.
The impulse response of the Lanczos interpolator is the normalized sinc function windowed by the Lanczos window, and the Lanczos window is the central lobe of a sinc function scaled to a certain extent. In one dimension, the Lanczos function can be obtained as
where h Lz (x, s) represents the Lanczos kernel and s is a positive integer (typically 2 or 3), which controls the size of the Lanczos kernel. According to Figure 3 , the Lanczos interpolator can achieve better reconstruction performance using wider windows (when s is set as 4, 8, or 12) since the interpolation kernels become similar to the ideal sinc function. However, if the window size increases, more side lobes of the ideal sinc function influence the interpolation kernels, and they cause unwanted artifacts such as ringing (or shooting) artifacts in flat regions, especially when high-frequency edges exist within the range of the wide window. From the above discussion, it is clear that the side lobes of an interpolation filter can improve reconstruction performance in edge regions, but they can also degrade the image quality because of the ringing artifacts.
3 Proposed video resampling method with jagged edge correction Figure 4 roughly illustrates the overall structure of the proposed resampling method. As illustrated in Figure 4 , the proposed method requires two steps to perform video resampling: the initial image magnification step and the edge enhancement step. In the first step, the image magnification process for deinterlacing and upscaling is performed one-dimensionally by performing onedimensional interpolation processes in the horizontal and vertical directions separately. Interpolation kernels for directional interpolations are based on the Lanczos kernel with a ringing artifact reduction. Especially in the vertical interpolation process, temporal information is used and then the values of both modified spatiotemporal interpolation and modified Lanczos interpolation are mixed according to the motion detection process. In the second step, the proposed JEC method is applied to the initially upscaled images to improve the edge quality of the images. During the JEC process, a TI technique is also used to improve the sharpness of the upscaled images.
(a) (b) 
Initial image magnification step

Image magnification process with Lanczos function
The goal of the proposed resampling method is to convert an interlaced field to a scaled progressive frame. In order to achieve this goal, the image magnification process performs one-dimensional interpolation first in the horizontal direction and then again in the vertical direction. Based on the Lanczos function, the missing pixel value at an arbitrary position ) and n represent the spatial indices and the temporal index of the input interlaced image, respectively. a represents the horizontal size of the Lanczos kernel. i and j (0 ≤ i , j < 1) represent the arbitrary positions to be interpolated in the vertical and horizontal directions, respectively. Since the pixels of the top and bottom fields are positioned alternately in the vertical direction, the relative vertical positions of the current, previous, and next fields are determined along the temporal index. Given the input interlaced image f if , i and j are represented as
where sr h and sr v denote the horizontal and vertical scaling ratios, respectively, and · represents an operator to return the maximum integer less than or equal to the given http://asp.eurasipjournals.com/content/2013/1/188
Modified Lanczos interpolation
Modified spatio-temporal interpolation In the image magnification process, the horizontal scaling process is first performed using (2) and then the final results of the vertical interpolation are obtained from fusing Lanczos interpolation and spatio-temporal interpolation according to the motion detection process.
Modified
In the vertical interpolation process of (3),f pf Lz andf pf ST mainly contribute tof pf in the motionless and motion areas, respectively. These values are calculated using previous and next field information because the original pixel information at the missing position is obtained from the previous and next fields due to the inherent nature of the interlaced format. First, thef pf Lz value for the motionless areas is computed using the field average and a Lanczos kernel. That is,
wheref if FA represents the results of the field average. b represents the vertical size of the Lanczos kernel and δ denotes the Dirac delta function. Since thef if FA value is at the 0.5 position in the vertical direction, i for the sub-pixel position of the Lanczos kernel is modified:
The value of spatio-temporal interpolation,f pf ST , is reconstructed with spatial and temporal filters. In order to improve the performance and to obtain the interpolated value at an arbitrary position, the spatial filter is defined as the Lanczos kernel. The temporal filter is determined to estimate the high-frequency components of the previous and next fields. Therefore, thef pf ST value provides enhanced results using additional high-frequency components of temporal information. Thef pf ST is calculated byf
where http://asp.eurasipjournals.com/content/2013/1/188
where THF represents the high-frequency components of temporal information. Since the THF value is estimated only at the existing pixel position in the previous and next fields, a linear combination between the THFs at the neighboring pixels is used to obtain THF at an arbitrary position. According to characteristics of the top and bottom fields, the used THF is determined as shown in (9). THF i is defined as
where
(11) Figure 5 shows an example of obtaining the highfrequency component of temporal information.
For combining the results of Lanczos interpolation and spatio-temporal interpolation, the reliability terms of temporal information are used as weighting factors based on both motion detection and feathering artifacts. The motion detection process and the feathering artifact detection process are performed in each pixel position. For motion detection, the temporal difference, D T is computed through five fields in order to detect both normal and fast motions. D T is given by
|x| returns the absolute value of x. To detect the feathering artifacts, the vertical difference, D V is computed by usinĝ where
The arbitration rules for α in (3) can be summarized as
where τ 1 represents a predetermined constant for normalization. According to (12) , if D T has a large value, the current pixel can be considered a motion pixel. In these motion areas, D V has a large value generally because of the feathering artifacts. Thus, the final result is close to the result of spatio-temporal interpolation.
Ringing artifact reduction technique to improve interpolation performance
As discussed in Section 2, the side lobes of a Lanczos kernel can improve reconstruction performance along edge regions, but they often degrade image quality due to ringing artifacts. Moreover, although the temporal high pass filter of spatio-temporal interpolation can be useful to improve edge information, the resulting images generally suffer from shooting artifacts caused by overshooting or undershooting. In our previous work [18] , we introduced a kernel-based image upscaling method that handled the ringing artifact problem caused by using a wider window for the Lanczos kernel. An extension of these concepts is now presented in order to avoid ringing artifacts or shooting artifacts. The proposed method is performed one-dimensionally after performing each one-dimensional interpolation process including Lanczos interpolation and spatio-temporal interpolation. Since ringing artifact reduction processes for Lanczos interpolation are similar to those discussed in [18] , we only describe the ringing artifact reduction process for spatio-temporal interpolation in this section. The proposed ringing artifact reduction method is composed of two steps: median filtering and arbitration. First, a median filter is applied to the result of spatio-temporal interpolation with the two nearest input data values. The result of median filtering is called the median spatiotemporal value in this paper. The median spatio-temporal value of the vertical direction is obtained aŝ
wheref pf medST andf if arbiLz represent the result of the median spatio-temporal value and the ringing artifact reduced result of the horizontal Lanczos interpolator, respectively, and med{x, y, z} represents a three-input median filter that returns the median value of x, y, and z. This median process is very efficient at removing ringing artifacts since it is particularly good for removing shot noise. However, this process often degrades image details by restricting the interpolated value within the values of its neighboring pixels. This restriction prevents reconstructing the high-frequency components of an image.
In the second arbitration step, the two highly complementary results are combined effectively in order to avoid ringing artifacts while reconstructing the high-frequency components. The arbitration process is performed using the results of (8) and (16) as follows:
where β (0 ≤ β ≤ 1) represents the weighting coefficient that controls the contribution of the two results.
In the edge regions, β is determined near 1 to reconstruct the high-frequency components by adopting the spatio-temporal result. However, in regions with ringing artifacts, β decreases to remove the artifacts by adopting the median spatio-temporal result. The arbitration weight β is obtained with the difference values between the neighboring pixels as
where τ 2 represents a predetermined constant for normalization, and the differences (D U and D D ) are obtained as
where D U and D D represent the difference values of the upper and lower sides, respectively. According to (18) and (19) , if both D U and D D have large values, high-frequency edges exist in the current pixels. Thus, the final result is generally close to the result of the spatio-temporal value in order to preserve the high-frequency edges. However, if either D U or D D is a small value, the region is classified as either a flat or a step edge region. Therefore, the result of the median spatio-temporal value dominates the final decision of whether or not to remove the ringing artifacts. In summary, the ringing artifact reduction process is performed in the horizontal direction withf if (2) and then the vertical ringing artifact reduction process withf if arbiLz (i + k, j + j , n) is applied to the results http://asp.eurasipjournals.com/content/2013/1/188 of both Lanczos interpolation and spatio-temporal interpolation. Thus, the final result of the initial resampling step is obtained bŷ
Edge enhancement step
Based on the LFI approach, the proposed method in Section 3.1 is used to resize images to fit the display format. However, LFI approaches are likely to smooth image details during the resampling process, and they usually produce jagged edge artifacts in the diagonal edge regions.
In this section, we propose an edge enhancement algorithm that corrects the jagged edge artifacts and improves the sharpness of the initially interpolated images. For convenience of notation, the initially upscaled image is represented as
Jagged edge correction with an ellipsoidal kernel
In order to remove the jagged edge artifacts, an estimation of the edge direction is important. In [18] [19] [20] , it is assumed that the edge direction of interest F(i, j), where F represents the initially upscaled image, is piecewise constant and the gradient vectors within a small mask should on average be orthogonal to the edge direction. Therefore, the estimation of edge direction can be formulated as the task of finding a unit vector d to minimize the following cost function:
, and a covariance matrix C is determined as
where g v and g h represent derivatives in the vertical and horizontal directions, respectively. A unique vector d that minimizes the cost function in (21) is a good estimate of an edge direction so that the JEC can be carried out in the direction of d. However, this requires an additional technique such as singular value decomposition (SVD) to find a unique optimal solution for d [19] . Therefore, instead of finding the optimal solution, the cost function in (21) is used to estimate which vectors are closer to the edge direction in the proposed JEC method. Let d = [k l] T denote a vector pointing from the current pixel in (i, j) to the neighboring pixel in (i + k, j + l) . Then, the similarity between d and the edge direction is obtained by the cost function in (21) as follows:
As
where (k, l) represents the coefficients of the adaptive smoothing kernel. The cost function in (23) represents an elliptic equation form, and it spread the Gaussian kernel along the local edge direction. Therefore, in this paper, this adaptive kernel is called an ellipsoidal kernel, which is similar to the steering kernel used in [21] . σ in (24) controls the scale of the kernel, and it is determined as
where ν represents a predetermined smoothing parameter. In Figure 6 , an example of an ellipsoidal kernel is illustrated with the gradient vector, the edge direction, and an arbitrary vector d. As shown in (24) and Figure 6 , the ellipsoidal kernel assigns large weights along the edge direction. Therefore, pixels in the similar edge directions are smoothed by the ellipsoidal kernel, and as a result, jagged edge artifacts are corrected. Figure 7 illustrates the proposed method performed with an ellipsoidal kernel. This figure shows the positions of the pixels used in the proposed method. In our experiments, a sufficient window size is necessary to ensure performance, but this also increases the computational cost. Therefore, we divide the proposed method into vertical and horizontal processes and use only the pixels within the cross-shaped region for the filtering process, as shown in Figure 7 . Also, some pixels such as the four nearest neighbors of the current pixel degrade the correction performance since large weights are generally assigned to the pixels because of their short distances from the current pixel. Therefore, the vertical and horizontal lines that pass the current pixel are excluded from the filtering process, as shown in Figure 7 . With the remaining pixels, the proposed method is performed in the horizontal and vertical directions. First, the horizontal process is performed as
where F and F Jc-hor represent the initially interpolated image and the weighted sum of the horizontal process, respectively. Z hor is used for normalization and F hor (i, j+l) is defined as
In (26), (1, −l) is the same as (−1, l) since an ellipsoidal kernel is point symmetric with respect to the middle point. In the same way, the vertical process is performed as
where F Jc-ver represents the weighted sum in the vertical direction. Z ver is used for normalization and F ver (i − k, j) is defined as
From (26) and (28), the final JEC result is obtained as
Jagged edge correction with transient improvement
In general, enlarging images result in blurring effects within initially interpolated images, and these blurring effects are perceived more conspicuously in regions with jagged edge artifacts. In these regions, the interpolation process was performed across the contrasting edges so that it produced blurred edges which appear like a staircase. In the proposed JEC method, an ellipsoidal kernel http://asp.eurasipjournals. was used to reduce these stair-like artifacts by smoothing them along the local edge direction. However, since the ellipsoidal kernel is a kind of low pass filter, some image details are smoothed by the kernel during the filtering process. Therefore, in this paper, a TI technique is simultaneously performed with the filtering process in order to improve the sharpness of the initially interpolated images. From the viewpoint of enhancing the sharpness of an image, the basic idea of the TI methods may seem similar to that of general sharpening methods. However, TI methods are more specialized in terms of improving the slow transitions of blurred edges since these methods fundamentally prevent overshooting and undershooting. In order to improve the slow transition with general sharpening methods, we have to increase the amount of sharpening. However, an excessive amount of sharpening tends to degrade image quality because it produces severe overshooting and undershooting. These factors often produce white and black bands along the contrasting edges, which appear unpleasant. However, TI algorithms can produce steep and natural edge transitions without undershooting and overshooting. In image upscaling applications, a lot of edges show poor transitions so the TI technique can be used efficiently to improve the sharpness of the upscaled images. In Figure 8 , the behavior of the TI algorithm is illustrated briefly.
TI methods generally consist of two steps [22] [23] [24] . In the first step, a high-frequency boost filter is adopted as a pre-filter to enhance the slow transition of blurred edges. That is, a correction signal is added to the blurred signal to reconstruct the original high-frequency component. The above description can be written as the following equation:
where X in and X HB represent the input signal and the filtered result, respectively. h HF and h HB represent a high pass filter and a high-frequency boost filter, respectively. For example, the second-order derivative operator has been used as h HF in several conventional methods. In the second step, the processed signal is limited to the proper range to prevent overshooting and undershooting:
In most TI algorithms, τ max and τ min are usually set as the local maximum and minimum values found within a predefined window. In this section, the TI method is combined with the filtering process, described in http://asp.eurasipjournals.com/content/2013/1/188
Local maximum
Local minimum : blurred edge : after TI Section 3.2.1. The TI process is performed in the vertical and horizontal directions. Since the vertical and horizontal filtering processes are exactly the same, we will only describe the horizontal process in this paper.
In (26) and (27), F hor (i, j + l) is used for the filtering process, and it is obtained by averaging F(i − 1, j + l) and F(i + 1, j − l). However, this direct average causes blurring effects during the filtering process when the two values are quite different. Therefore, the TI technique is applied to F hor (i, j + l) to reduce the blurring effects. Let F TI-hor (i, j + l) be the result of the TI process, which is used instead of F hor (i, j + l). Then, (26) is changed to the following equation: where F TI-hor (i, j + l) is obtained as
where F HB-hor (i, j + l) represents the result of highfrequency boost filtering. It is obtained by adding the high-frequency components to F hor (i, j + l) as As shown in Figure 9 , F hor (i, j + l) is obtained by averaging b 1 and b 2 in the direction of the green arrow. High pass filtering is applied to the pixels [a, c 1 , c 2 ] in the opposite direction to F hor (i, j + l) (along the dotted purple arrow). We supposed the direction of the green arrow to be similar to the real edge direction. Then, a, c 1 , and c 2 in the opposite direction to the green arrow form a contrasting edge, and the high-frequency components are extracted from this edge. That is, the high-frequency components obtained from pixels across an edge (a, c 1 , and c 2 ) are used to restore the blurred edges of an initially interpolated image. After the filtering process, the filtered value is limited to the proper range between τ max and τ min to prevent artifacts caused by overshooting and undershooting:
where |l| returns the absolute value of l. F max (l) and crosses over the edges on (i, j) so that it contains both the maximum and minimum pixel values within a local window. From (34) to (36), we obtain F TI-hor (i, j + l), which provides sharper images than F hor (i, j + l).
In Figure 10 , we present two examples of the proposed TI process when l = 2 and l = −2. As shown in Figure 10b , jagged edge artifacts are reduced along the edges at 0°to 45°angles (blue circled) when l = 2. However, when l = −2, the jagged edge artifacts are reduced along the edges at 135°to 180°angles (red circled) in Figure 10c . Even though the edges at 135°to 180°a ngles in Figure 10b and the edges at 0°to 45°angles in Figure 10c are degraded by the TI process, the degraded results are excluded by the ellipsoidal kernel. In the proposed method, the ellipsoidal kernel assigns large weights along the estimated edge direction. Therefore, the l = 2 results in Figure 10b dominate the final results along the edges at 0°to 45°angles, and the l = −2 results in The highest PSNR values are set in italics. Figure 10c dominate the final results along the edges at 135°to 180°angles, respectively.
For the vertical process,
, and it is obtained by
and the vertical JEC process is performed as
The final JEC result is obtained by (30). 
Experimental results
The performance of the proposed method was tested with well-known common intermediate format (CIF), SD, and HD video sequences. We converted the progressive sequences into an interlaced format or downsampled them according to experimental purposes. For performance comparisons, three groups of conventional deinterlacing methods were implemented: LFI approaches including cubic spline (CS) [11] and Lanczos, EDI approaches including new edge dependent deinterlacing (NEDD) [13] and local surface model-based deinterlacing (LSMD) [14] , and a combination of both LFI and EDI approaches including spatial-temporal content-adaptive deinterlacing (STCAD) [3] and motion adaptive vertical temporal filtering (MAVFT) [4] . Two groups of image upscaling methods were implemented: LFI approaches including CS [11] , EDI approaches including new edgedirected interpolation (NEDI) [15] and soft-decision adaptive interpolation (SAI) [17] . In the experiments, the interpolated positions of deinterlacing and upscaling were adaptively adjusted for the CS and Lanczos, respectively. Lanczos represents Lanczos interpolation without applying the proposed ringing reduction method. The peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) [25] of the luminance channel were used for quantitative measurement. The PSNR is defined as PSNR = 10log 10 (255 2 /MSE), where MSE represents the mean squared error between the original and the reconstructed images. The SSIM compared local patterns of pixel intensities that were normalized for luminance and contrast. Thus, the SSIM was used to gauge the visual quality of images more closely to the human visual system. The SSIM index is represented by where o and r represent the original and reconstructed images, respectively. o m and r m are the image contents at the mth windows of the image. μ and σ represent the mean and standard deviation of each pixel over a 11 × 11 pixel Gaussian window, respectively. σ or represents the covariance value of each pixel over a 11×11 pixel Gaussian window on the original and reconstructed images. C1 and C2 are constant values to increase stability: C1 = 6.5025 and C2 = 58.5225 for 8-bit images. In order to evaluate the overal image quality, a mean structural similarity (MSSIM) was employed.
where M represents the number of local windows of the image. The MSSIM ranged from 0 to 1. Therefore, a higher MSSIM value close to 1 meant that a given image was reconstructed with reduced degradation of structural information.
There are several parameters in the proposed method. Most of these parameters were set empirically and tested with various images to obtain the best results. a in (2) and (5) represent the sizes of the interpolation filters in the horizontal and vertical directions, respectively. Since the side lobes of a Lanczos kernel improved reconstruction performance along the edge regions, the used kernel size severely impacted the performance of the reconstructed image. In Figure 11 , we presented the upscaled images obtained by varying the size of the Lanczos interpolation kernel to analyze the effect of the kernel size on the image quality. Figure 11a presents the input image with the vertically patterned edges. In Figure 11b ,c,d, it was upscaled by a factor of 2, and different kernel sizes were used for each result. The horizontal kernel sizes were set as 4, 8, and 12 in Figure 11b,c,d , respectively. As shown in the figures, the high-frequency components were reconstructed well as the kernel size increased. In our observations, there was little improvement when the size was larger than 8. Therefore, we set the size as 8, as a compromise between performance and hardware complexity.
In the experiments, we used a smaller interpolation filter in the vertical direction because of the line memory restriction of the hardware structure. Thus, a and b were set as a = 8 and b = 6, respectively. Also, τ 1 in (15) and τ 2 in (18) represent the predetermined constants for normalization. For 8-bit images, τ 1 was set as 96 for the mixing process of vertical interpolation, and τ 2 was set as 64 for the ringing artifact reduction process. Generally, the window size used for the JEC process is the most important factor in determining performance, and therefore, a sufficient window size was required to reduce the jagged edge artifacts along the nearly horizontal or vertical edges. In Figure 12 , we presented the jagged edge corrected images obtained by varying the window size of the JEC process to analyze the effect of the window size on the image quality. Figure 12a presents the input image with the nearly horizontal edge, which was degraded by the jagged edge artifacts. In Figure 12b ,d,f,h, it was corrected by the JEC process, and different window sizes were used for each result. The horizontal window size were set as 5, 7, 9, and 11, respectively. As shown in the figures, the jagged edge artifacts were reduced substantially by the JEC process. In order to compare the performance of the JEC process with various window sizes, the difference images between the input image and the reconstruction images are presented in Figure 12c ,e,g,i, and the difference image presents the jagged edge artifacts corrected by the JEC process. As shown in the figures, the jagged edge artifacts were reduced well as the window size increased. In our observation, there was little improvement when the size was larger than 7. Therefore, L in (26) and (33) was set as 7 for the horizontal process. However, the vertical window size K in (28) and (38) was set as 3 to reduce the line memory required for hardware implementation. We used the same parameter values for all the test images.
In Figure 13 , the performance of the proposed method was evaluated for the deinterlacing process. For this experiment, test video sequences were converted into an interlaced format and then the interlaced sequences were deinterlaced again with conventional deinterlacing methods. Figure 13a The JEC algorithm was applied to the deinterlaced image obtained by the initial deinterlacing methods. The higher PSNR values are set in italics.
MAVTF, and the proposed method, respectively. As shown in Figure 13 , the existing methods produced jagged edge artifacts along the diagonal edges in red circled regions, but the proposed method provided satisfactory outputs without jagged edge artifacts. Tables 1 and 2 show the PSNRs and the MSSIMs of various deinterlacing methods, respectively. As described in Table 1 , the proposed method recorded higher PSNR values than conventional deinterlacing methods in the majority of the test sequences. According to Table 2 , the proposed method recorded higher MSSIM values than conventional deinterlacing methods in the majority of the test sequences. These experimental results demonstrate that the proposed method can be used for deinterlacing process to improve image quality. In Figure 14 , the performance of the proposed method was evaluated for the VDFC process. For this experiment, the test video sequences were downsampled by a factor of 2 and then these sequences were converted into an interlaced format. Again, the downsampled and interlaced sequences were deinterlaced with conventional deinterlacing methods and then progressive sequences were upsampled with conventional image upscaling methods. The STCAD was used to convert the interlaced format into a progressive format because the STCAD achieved high PSNR and SSIM values among the conventional deinterlacing methods (as shown in Tables 1 and 2 ). Figure 14a,b,c,d represents the results obtained from CS, Lanczos, NEDI, and SAI after performing STCAD. As shown in the red circled regions of Figure 14 , LFIbased image upsampling methods in Figure 14a ,b suffered from jagged edge artifacts along the diagonal edges, and EDI-based image upsampling methods in Figure 14c,d provided fine results along the diagonal edges. However, NEDI and SAI introduced some artifacts in the neighborhood regions of the character regions due to an incorrect estimation of covariance. However, the proposed method produced high-quality images by connecting discontinuous edges and reduced the jagged edge artifacts substantially. Tables 3 and 4 present the PSNRs and the MSSIMs of various VDFC methods, respectively. As described in Table 3 , the proposed method recorded higher PSNR values than conventional VDFC methods in the majority of the test sequences. According to Table 4 , the proposed method recorded higher MSSIM values than conventional VDFC methods. From Tables 3 and 4 , it can be verified that the proposed method outperformed the conventional approaches in terms of numerical values. The performance of the proposed JEC method was also evaluated. We applied the proposed method to the deinterlaced images and the upscaled images. Figure 15a ,c,e,g represents the deinterlaced results of CS, Lanczos, STCAD, and MAVTF, respectively. Using each figure as an input image, the proposed JEC method was performed to obtain the results in Figure 15b ,d,f,h. Figure 16a ,c represents the upscaled results of the CS and Lanczos, respectively. Using each figure as an input image, the proposed method obtained the results in Figure 16b ,d. As shown in Figures 15 and 16 , the jagged edge artifacts were reduced substantially by the proposed method. Tables 5 and 6 present the PSNRs of various deinterlacing methods and image upscaling methods, respectively. As described in Table 5 , the proposed method improved the PSNR of CS, Lanczos, STCAD, and MAVTF by 0.15, 0.26, 0.21, and 0.3, respectively. As described in Tables 6, the proposed method improved the PSNR of CS and Lanczos by 0.01 and 0.29, respectively. In Tables 7  and 8 , the MSSIMs of various deinterlacing methods and image upscaling methods are compared. As described in Table 7 , the proposed method improved the MSSIM of CS, Lanczos, STCAD, and MAVTF by 0.002, 0.001, 0.001, and 0.002, respectively. According to Table 8 , the proposed method improved the MSSIM of CS and Lanczos by 0.001 and 0.003, respectively. These experimental results demonstrate that the proposed JEC method can be used as a postprocessor for various deinterlacing methods and image upscaling methods in order to improve the image quality.
To show the computational requirements, the average run times of various image formats were calculated (as shown in Table 9 ). For this experiment, we used a PC equipped with an Intel Core2 Quad Q8200 CPU. Especially, the resampled images of CS, Lanczos, NEDI, and SAI were obtained after performing the SAVTF. Thus, the processing time of SAVTF was added to Resampled images of CS, Lanczos, NEDI, and SAI were obtained after performing the STCAD.
the total processing times of the conventional methods. As described in Table 9 , the processing times increased depending on the resolution of the image format. Although EDI-based methods needed more time than LFI-based methods due to requiring many operations to estimate the edge direction, the EDI-based methods provided high-quality results and the LFI-based methods suffered from jagged edge artifacts in the diagonal edge regions. According to Table 9 , the processing time of the proposed method was similar to that of NEDI. Thus, the proposed method and the NEDI method have similar complexity levels. However, the proposed method provided better objective and subjective performance than the other methods. Furthermore, the JEC process of the proposed method can be used as a postprocessor for performance improvement of many linear filtering interpolation methods. Thus, either the total proposed method or the JEC method can be selectively used according to the applications.
Conclusions
In this paper, we have proposed a flexible video resampling method with the advantages of both the LFI and EDI methods: the capabilities of converting image formats, resizing images for arbitrary ratios and improving edge quality. The proposed method converted input interlaced sequences into upscaled progressive sequences simultaneously and improved the image quality of resampled images by correcting various interpolation artifacts, such as ringing, blurring, and jagged edge artifacts. In order to reduce the ringing artifacts, the proposed ringing reduction method was combined with Lanczos interpolation and spatio-temporal interpolation. Also, the proposed JEC method was applied to initially upscaled images to correct jagged edge artifacts and to improve the sharpness of the images. Especially, this JEC postprocessor can be very useful for various image resampling applications since it is often used in combination with other common LFI techniques. The proposed algorithm was applied to various test images to verify the performance. Simulation results show that the proposed method outperformed conventional methods both visually and numerically.
