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ABSTRACT 
We analyze t h e  convergence of the s p e c t r a l  vanishing method f o r  both the  
s p e c t r a l  and pse ud ospec t r a l  d i s c  r e t  i za t ions  of the i n v i s c  id  Burger s‘ equa- 
t i o n .  We prove t h a t  t h i s  kind of vanishing v i s c o s i t y  i s  r e spons ib l e  f o r  a 
s p e c t r a l  decay of those Four i e r  c o e f f i c i e n t s  l oca t ed  toward the end of the 
computed spectrum; consequently,  the d i s c r e t i z a t i o n  e r r o r  i s  shown t o  be spec- 
t r a l l y  small independent of whether the underlying so lut ion i s  smooth o r  
not .  This i n  t u r n  implies  t h a t  the numerical s o l u t i o n  remains uniformly 
bounded and convergence follows by compensated compactness arguments. 
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INTRODUCTION 
In this paper, we extend the analysis of the spectral vanishing viscosity 
method for stabilizing spectral approximations of nonlinear conservation 
laws. The spectral vanishing viscosity has been first introduced in [ 3 ] ,  
where it was shown that L -bounded spectral-Galerkin approximations converge 
strongly in to the exact entropy solutions of such conservation 
W 
2 
Lloc(x,t) 
laws. 
The analysis is performed on the 2r-periodic inviscid Burgers' equation 
= 0, 
submitted to the additional entropy condition 
which singles out the unique "physically relevant" weak solution of (1.1). 
Both the spectral-Galerkin and pseudospectral-collocation methods f o r  (1.11, 
(1.2) are treated, and to this end we proceed as follows. 
Denote by SNu(x,t) the spectral-Fourier projection of u(x,t), 
2r (1.3) SNu(x,t) := 1 L(k,t)eikx, G(k,t) = - 1 / u(x,t)e-ikxdx, 
lkl L N 2r 0 
and let INu(x, t) denote the pseudospectral-Fourier projection of u(x, t), 
which interpolate u(x,t) at the 2N+1 equidistant collocation points 
x = v h ,  h = -  2r v = 0,***,2N, 
V 2N+1 ' 
-2- 
2N -ikxv 
N h ikx  N C u ( k , t ) e  , u ( k , t )  = 2r C u(x, , , t>e ( 1 . 4 )  INU(X,t) = 
lkl 1. N v=o 
These two p r o j e c t i o n  ope ra to r s  d i f f e r  by a l i a s i n g  error--that is, we have 
where the  a l i a s i n g  p r o j e c t i o n  AN i s  given by [2]  
A u ( x , t )  = [ 1 i ( k  + j ( 2 N  + 11, t)]eikx. 
Ik f_ <N jZ0 (1 .6 )  N 
Throughout t h i s  paper ,  we use 
(1 .7 )  PN = SN + a*% 
a s  a concise  n o t a t i o n  f o r  the  two kinds of Four ie r  p ro jec t ions :  e i t h e r  with 
a = 0, corresponding t o  the  spectral  p r o j e c t i o n ,  or with  a = 1 which corre-  
sponds t o  the  pseudospec t ra l  i n t e r p o l a t i o n .  
We approximate the  Four i e r  p r o j e c t i o n  of t h e  exact  s o l u t i o n  PNu(x , t ) ,  by 
an N-trigonometric polynomial,  uN(x , t )  
(1.8) 
which i s  determined by the  approximate evolu t ion  equat ion  
-3- 
The expression on the right-hand side of (1.9) represents the spectral vanish- 
ing viscosity term. Here % is the spectral viscosity operator which is 
defined as a convolution with a symmetric viscosity kernel QN(x), 
In the spectral case where a = 0, (1.9) amounts to 
consisting of a nonlinear system of ordinary differential equations for the 
Fourier coefficients, Uk(t>, which are coupled through the standard spectral 
convolution treatment of the nonlinear term. The interpretation of the scheme 
(1.9) in the pseudospectral case where a = 1 leads us to 
CL 
and consists in a complete statement of a standard collocation method with a 
pseudospectral treatment of the nonlinear term. 
In both the spectral and pseudospectral cases, the spectral viscosity 
operator can be efficiently implemented in the Fourier rather than the physi- 
cal space, i.e., 
a - a u (x,t)) E - a [Q,(x)* - a u (x,t)I = -E*  k2 a(k)Ck(t)eikx. 
E E (QN ax N ax ax N 
An essential ingredient of our spectral viscosity operator, QN, is that it 
-4- 
should operate only on the high portion of the spectrum, in order to retain 
the formal spectral accuracy of the method. Hence we make 
1 ASSUMPTION I: There exists a constant m 3 m(N) < 7 N, such that 
Then, with Q~ = I - R,, we can rewrite (1.9) as 
a a [(I - Rm) - ax u (x,t)l, a ax (PN + u; (x,t>> = E - a at N ax (1.11) - u (x,t) + -
where the corresponding kernel Rm(x), 
(1.12) 
is a trigonometric polynomial of degree 5 2m, with Fourier coefficients 
(1.13) 
In order to guarantee the uniform boundedness of our approximation, uN(x,t), 
we shall need to control the size of this kernel; we therefore make 
-5- 
I 
ASSUMPTION 11: There e x i s t s  a cons tan t  such t h a t  
(1.14) 
We remark t h a t  t he  assumption of a logar i thmic  upper bound f o r  t he  s i z e  of 
%(XI i s  p l a u s i b l e ,  s i n c e  t y p i c a l  a p p l i c a t i o n s  involve i(k) which de- 
crease monotonical ly  t o  zero  and (1.14) i s  au tomat i ca l ly  f u l f i l l e d  i n  such 
cases; consul t  Appendix A. To ob ta in ,  with the  he lp  of Assumption 11, t h e  
promised uniform bound on uN(x, t ) ,  n e c e s s i t a t e s  Lw-bounded i n i t i a l  d a t a ,  
uN(x,0).  For t echn ica l  reasons we s h a l l  need the  s l i g h t l y  s t ronge r  
ASSUMPTION 111: There e x i s t s  a cons tan t  such t h a t  
The spectral .  v i s c o s i t y  term on t h e  r i g h t  of (1.11) depends on two f r e e  
parameters :  t h e  v i s c o s i t y  amplitude E Z e(N) and the  e f f e c t i v e  s i z e  of 
t h e  i n v i s c i d  spectrum m E m(N). These two parameters should be chosen t o  en- 
s u r e  the  convergence of t he  method. I n  [31 i t  has  been proved t h a t  i n  the  ab- 
sence of such v i s c o s i t y  term, E = 0, s t r o n g  as wel l  as weak convergence t o  
the  exac t  entropy s o l u t i o n  f a i l s .  
The main r e s u l t  of t h i s  paper asserts 
Theorem 1.1: Consider t he  Four i e r  approximation (1.11) of e i t h e r  
s p e c t r a l  o r  pseudospec t ra l  type. L e t  t h e  s p e c t r a l  v i s c o s i t y  i n  (1.12) - 
(1.14) be parameterized wi th  (E,m) as fol lows 
-6- 
B 1 , m E m(N) N C0nst.N , 0 < B < . 1 
m2.11R ( . ) I  
(1.15) E 5 E(m) N a 
L (XI 
Then uN(x,t) converges boundedly a.e. to the unique entropy solution of the 
conservation law (1-1)- 
Let us examine for example the viscosity operator QN = I - Sm. Here 
%(x) coincides with Dirichlet kernel Dm(x), where [5 ,  Chapter 111 
so that Assumption I1 is fulfilled and Theorem 1.1 yields 
Corollary 1.2: Consider the Fourier approximation 
with 
N-26 1 (1.17) E = E(N) - Const.  m = m(N) - C0nst.N , logN ' 
Then converges boundedly a.e. to the unique entropy solution of the 
conservation law (1.1). 
The spectral portion of this result (a = O),  was derived in [3 ,  Theorem 
4.11 under the assumption that the numerical solution uN(x,t) remains uni- 
formly bounded. The extension of Corollary 1 . 2  includes the pseudospectral 
approximation (a = l), and in addition, thanks to the slightly more stringent 
parametrization than that of [3, Theorem 4.11,  contains a proof of the previ- 
ously assumed LOD-bound. 
In the last example the viscosity symbols ;(k) were discontinuous 
at lkl = m. It was suggested in [31 that the use of viscosity operators 
QN with smoothly varying symbols would be advantageous for the spectral vis- 
cosity method in (1.9). As our second and final example we consider the 
simplest viscosity operator of this type, namely 
This kind of spectral viscosity is intimately related to the Fejer operator 
Fm - E 1 sk: if We let Km(X) denote the corresponding Fejer kernel [3, 
Chapter 1111 
m-1 
k=O 
- 
1 
= 1, 
lkl ikx - 2 s in7  mx 
K (x) = (1 - -)e m = - (  nm ) , llKm(*)ll 1 
sin x L (x> 
m 
- 1 
m ’k Rm = 2F2m - Fm = - 1 k=m 
is L1-uniformly bounded, 
-8- 
so that Assumption I1 is fulfilled and Theorem 1.1 yields 
Corollary 1.3: Consider the Fourier approximation 
with 
B 1 (1.19) E = s(N) - Const.N-2B, m = m(N) - C0nst.N , 0 < $ < . 
Then uN(x,t) 
conservation law (1.1). 
converges boundedly a.e. to the unique entropy solution of the 
The paper is organized as  follows. In Section 2 we derive a couple of 
basic L2-type a’priori energy estimates. In Section 3 ,  these estimates are 
used in order to study the spectral decay rate of the Fourier coefficients. 
This in turn enables us, in Section 4 ,  to obtain L- a priori estimate on 
the numerical solution. Finally, based on the a priori estimates prepared in 
Sections 2, 3, and 4 ,  Theorem 1.1 is proved in Section 5 along the lines of 
[ 3 ] ,  using compensated compactness arguments. 
2. LZ-TYPE A PRIORI ESTIMATES 
We consider the approximate Fourier method (1.9) which we rewrite as 
1 u2] + E - a a I + 11. [(I - PN> * ax [QN E uNl u + - (1 u2) = - a at N ax 2 N ax a a (2.1) - 
-9- 
I 
I n  o rde r  t o  prove the  convergence of t h i s  method we need a couple of a p r i o r i  
e s t i m a t e s  on i t s  s o l u t i o n .  To t h i s  end, we mul t ip ly  (2.1) by uN 
a 1 2  a 1 3  -(-u)+-(- a t  2 N ax 3 % ) =  
and i n t e g r a t e  over a 2n per iod:  the i n t e g r a l  of the second term on t h e  l e f t  
vanishes  by p e r i o d i c i t y ,  and a f t e r  i n t e g r a t i o n  by p a r t s  f o r  t he  second term on 
t h e  r i g h t  we are l e f t  with 
Using (1.7) and the  f a c t  t h a t  I - SN i s  orthogonal t o  our N-space, we f i n d  
t h a t  the right-hand s i d e  of (2.3) equa l s  
and by the a l i a s i n g  r e l a t i o n  (1.61, t h i s  does not exceed 
A A A  a 
i pu  u u < 2n a 1 2  1 UN E[ ('-'N% u N l  dx = 
0 '1 p+q+r 1=2N+1 - -Ip+q+rl=ZN+l 
I n  view of 
l q l  N and Irl N are g r e a t e r  i n  a b s o l u t e  value than '2 , and hence 
Ip + q + rl = 2 N  + 1, a t  l e a s t  two of the t h r e e  i n d i c e s  1p1 5 N ,  
N 
-10- 
1 
N 
Consequently, since G(p> = G(q> 1 for lpl,1q1 2 7  the expression on 
the right of (2.3) can be upper bounded by 
Moreover, since 0 5 G(k) - < 1 we have for the second term on the left of 
(2.3) 
Inserting this together with (2.4a) into (2.3) we end up with 
Thus, as long as 
we obtain 
-1 1- 
A 
I n  p a r t i c u l a r ,  (2.7) imp l i e s  t h a t  f o r  u N ( x , t )  = 1 u k ( t ) e  ikx we have 
our f i r s t  L2-type a‘pr ior i  e s t i m a t e  
l k l 9  
Hence (2.6),  (2.7) and consequently (2.8) p r e v a i l  f o r  a l l  time provided (2.6) 
i s  v a l i d  a t  t = 0, i . e . ,  we r e q u i r e  t h a t  i n  the  pseudospectral  case where a 
= 1 we s h a l l  have 
indeed, Assumption I1 t e l l s  us  t h a t  t h i s  requirement i s  f u l f i l l e d ,  a t  l e a s t  
f o r  s u f f i c i e n t l y  l a r g e  N,  f o r  
(2.10) N’28 -1 1 2  1 E > Const. logN > 8*EO*N , 28 < . 
Furthermore,  temporal i n t e g r a t i o n  of (2.7) then g ives  us t h e  second a’pr ior i  
estimate 
K- 
-1 2- 
3. THE DECAY RATE OF THE FOURIER COEFFICIENTS 
Our Fourier  approximation (2.1) 
a 
- u  I ,  a 1 u21 + E: ax [Q, a x  a a + - (L u2) = ax [(I - PN) a a t  U~ ax 2 N - (3 .1 )  
c o n s i s t s  of two kinds of e r r o r s .  The f i rs t  term, I z - a [(I - P N )  r u21, ax 
r e p r e s e n t s  t h e  d i s c r e t i z a t i o n  e r r o r ,  which inc ludes  s p e c t r a l  t r u n c a t i o n  
2 ]  - [ ( I  - SN) 7 % as wel l  a s  a d d i t i o n a l  a l i a s i n g  e r r o r s  a ax e r r o r s  
a 1 2  -a*% [% %] i n  t he  pseudospectral  case.  I n  t h i s  s e c t i o n ,  we borrow from 
K r e i s s  [ l ] ,  i n  o rde r  t o  show t h a t  due t o  the  second e r r o r  term of s p e c t r a l  
t h e r e  i s  s p e c t r a l  decay of t h e  vanishing v i s c o s i t y ,  I1 : E: - 
F o u r i e r  c o e f f i c i e n t s  I G k ( t > l ,  lkl > N ,  and t h e r e f o r e ,  t h a t  t he  d i s c r e t i z a -  
t i o n  e r r o r  i s  s p e c t r a l l y  small .  
a a 
a x  [QN E u ~ l  9 
1 
We begin by t ak ing  the  I - S2k p r o j e c t i o n  of (1.9):  for k > m we have 
by Assumption I, (I - s 2 k ) Q ~  = I - S2k, and hence 
Mult iplying by (I - S2k)UN and i n t e g r a t i n g  by p a r t s  over a 2=-period, we 
f i n d  t h a t  
( 3 . 3 )  
-1 3- 
The f i r s t  i n t e g r a l  on the  r i g h t  does not  exceed 
2 ( I -S2k)PN~Ndx a 
2s 1 
T 1 ('-'2k) ax 'N 
I n  order  t o  e s t ima te  the  second term of the  l a s t  product ,  we w i l l  make use of 
t h e  fol lowing lemma whose proof i s  postponed t o  the  end of t h i s  s ec t ion .  
Lemma 3.1: Let  f Z f (x)  - and gN 3 gN(x)  be a couple of N- N N  -
t r igonometr ic  polynomials. Then, f o r  any 0 < 2k < N we have 
r(1-s )P ( f  g ) I t  < 2k N N N L2(x)  - 
Equipped with (3.4), (3.6), and (2.8) we r e t u r n  t o  (3.3) t o  f ind  t h a t  
-14- 
which b r ings  us t o  
Theorem 3.2t For any i n t e g e r  s > 0 t h e r e  e x i s t s  a constant  Cs = - 
Const(s ,Eo) ,  such t h a t  f o r  s u f f i c i e n t l y  l a r g e  N ,  N > 2'*4m, we have 
Proof:  Let Ek( t )  abbrev ia t e s  the q u a n t i t y  
I n  view of the inve r se  i n e q u a l i t i e s  
2kE2k ( ) 
i t  fol lows from ( 3 . 7 )  t iat Ek( t )  s a t i s f y  
d 2 2E0 *N2 
m < k < N .  - E  ( t )  < - 4 ~ k  E2k( t )  + E k ( t )  9 - (3.10) fi d t  2k -
Temporal i n t e g r a t i o n  y i e l d s  t h a t  f o r  any 0 < t o  < t we have 
2EO*N2 t 2 - 4 ~ :  k2 ( t- t ) 
(3.11) E 2 k ( t )  - < I e  -4Ek (t-T)Ek(T)dT + e *E2k(tO) 9 
Ji; '=to 
and t h e r e f o r e  
I -15- 
The a ' p r io r i  e s t ima te  (2.8) impl ies  t h a t  
max E 2 k ( ~ )  < max  eo(^) - < Eo,  
O < T < t  -- O<T <t - -  
and i n  view of (3.12) we have 
I f  we choose to - i n  (3.12) we f ind  t h a t  
n 
and fol lowing Kre i s s  [ l ] ,  we can use t h i s  t o  improve our e s t ima te  (3.13). 
Namely, f o r  k > 2m we can use (3.13)k t o  upper bound the  terms max Ek(T) 
and E2k($) 
T 
on t h e  r i g h t  of (3.141, and ob ta in  the  improved bound 
Now we can repea t  t h i s  process ,  and by induc t ion  we ob ta in  t h a t  f o r  
we have 
k > 2'-m 
I 8'EO*N2 s+l 8'EO*N2 s ,4-s+1 * ~ k  2 t 
(3.15) E2k( t )  < ( 1 * E o  + (1 + -1 e *Eo. 
- EJf;*k2 E&*k I 
V e r i f i c a t i o n  of t he  induc t ion  s t e p  i s  l e f t  t o  the  Appendix. F i n a l l y ,  (3.15) i 
impl ies  t h a t  f o r  s u f f i c i e n t l y  l a r g e  k = N > 2'*m, we have 
-1 6- 
32*8’*E0 s+l 32*8’*E s -4-(s+l)0EN 2 toE 
O) e 0 ’  ) *Eo + (1 + E J N  EJN - < (  
and 3.8 follows. 
Our parametrization in (1.14),(1.15) implies that for sufficiently 
large N we have 
(3.16) 
as well as 
1 - 1 < Const. logN 1 O < y < y - 2 8 ,  
E f i  - 
N 
and Theorem 3.2 tells us that 
C~rslbrry 3.32 For any integer s - > 0 there exists a constant Cs 
such that 
Corollary 3.3 indicates the spectral decay of the Fourier coefficients 
1 li(k)l with wavenumbers lkl L Z  N, which in turn implies a similar decay 
for the discretization error, I, on the right of (3.1). For the latter we 
-17- 
I 
have 
The Four i e r  c o e f f i c i e n t s  of the two expressions on t h e  r i g h t  are given 
r e s p e c t i v e l y  by 
I n  both cases ,  e i t h e r  1p1 > or  l q l  > ; hence each one of t hese  
c o e f f i c i e n t s  can be upper bounded i n  a s tandard f a sh ion  t o  y i e l d  
II (I-SN)= 1 2  UN( , t ) II 2 +a 2 i i ~ ~ ;  u i ( * , t ) l l  2 <  
L2(x)  L2(X)-- 
and by (3.17) t h i s  i s  the  same as 
Coro l l a ry  3.3 toge the r  with 3.18 show t h a t  due t o  the  presence of the s p e c t r a l  
v i s c o s i t y  term I1 on the  r i g h t  of (2 .1) ,  t he  d i s c r e t i z a t i o n  e r r o r  I decays t o  
zero a t  a s p e c t r a l  r a t e  independently whether t he  underlying s o l u t i o n  i s  
smooth o r  not.  We s t a t e  t h i s  a s  
-18- 
c S  
Corollary 3.4: For any integer s - > 0 there exists a constant 
such that for sufficiently large N we have 
We close this section with the promised 
Proof (of Lemma 3.1): Starting with the identity 
and subtracting from this 
we can write 
(I - S 2k )P N [S k N  f *S k N  g ] 5 (I - S2k)[SkfN*SkgN] 0, 
The quantity inside the right brackets is a trigonometric polynomial of degree 
- < 2N and hence, by Parseval relation, its L2(x) norm dominates the L2(x) 
norm of its PN projection, i.e., 
< IPN[ ... Ill < 
L2(d - - 
II(1-s )P (f g > a  
2k L (x) 
(3.20) 
< rfN(I-sk)gN+ (I-s If *s g I1 
L2(x)' 
- 
The norm on the right of (3.20) is upper bounded by 
-1 9- 
llfN(I-Sk)gN+(I-S k ) f  N 0s k g N II L2(x)- < 
(3.21) 
IIfNII * I I ( I - S  )g II + II g II *II(I-S )f II 
L (x)  LW(X) L2(x) LYX)'  
F i n a l l y ,  f o r  hN equals  e i t h e r  fN o r  gN we have 
A 
ll(1-S )h  II < lhpl 1. 
Lm(x) - Ipf>k 
(3.22) 
p 2 (hp l  A 2 ] 1 / 2  < - 2 lI(1-S )- a h II 
Ji; L2(x)  ax  
and (3.5) fol lows from (3.201, (3.21),  and (3.22). 
4. L" A PRIORI ESTIMATE 
The c l a s s i c a l  energy method can be used t o  show t h a t  the  s o l u t i o n  of 
(2.1) remains uniformly bounded dur ing  a small  f i n i t e  time. The method 
r e f l e c t s  the f a c t  t h a t  f o r  s u f f i c i e n t l y  smooth i n i t i a l  d a t a ,  say  with 
- u (x,t=O) which a r e  L2-bounded, the  process  of shock formation takes  a 
f i n i t e  time, during which ax u N ( x , t )  remains uniformly bounded and a 
couple of Sobolev norms could be a 'p r ior i  es t imated  during t h a t  time. 
a 2  
ax 2 N  a 
For a b r i e f  i n i t i a l  time i n t e r v a l s ,  we can do b e t t e r  wi th  regard t o  t h e  
smoothness of the i n i t i a l  d a t a ,  as t o l d  by 
Lemma 4.1: Consider t he  Four ie r  approximation (1.11) - (1.14) wi th  
i n i t i a l  da t a  uN(x,t=O) such t h a t  Assumption I11 holds ,  i .e . ,  
-2 0- 
( 4 . 1 )  
Then f o r  
( 4 . 2 )  
t 5 5  we have 
Proof: The Fourier  transform of ( 1 . 9 )  reads 
A 
Mult iply the r e a l  ( imaginary) p a r t  of t h i s  by sgn(Reuk( t ))  ( r e s p e c t i v e l y ,  
A 
sgn(Imuk(t)))  and sum over a l l  
o b t a i n  a f t e r  summing both p a r t s  
k's: s ince  the  right-hand s i d e  i s  negat ive we 
A CL 
A n 
< 4N.f 
I n t e g r a t i o n  i n  time y i e l d s  
and ( 4 . 2 )  follows. 
-21- 
To ob ta in  La bound f o r  l a t e r  t ime,  we s h a l l  c a r e f u l l y  i t e r a t e  on 
t h e  Lp(x) norms of uN(x,t) .  To t h i s  end, we mul t ip ly  (2.1) by pug-' 
and i n t e g r a t e  over t he  2n-period, ob ta in ing  
a - a u Idx. = p * I  u p-i - a [(I-PN) u i l d x  + p * I  uK1€ ax [Q, ax  
2r 2 r  
0 N ax 0 
By Corol la ry  3.4, t h e  d i s c r e t i z a t i o n  e r r o r  i s  n e g l i g i b l y  small :  using (3.19) 
and the  f a c t  t h a t  
< 2 N ,  we have €or any s > 0 
(I - PN) 1 u2 i s  a t r igonometr ic  polynomial of degree 
- 
.. 
Therefore ,  by Holder i n e q u a l i t y ,  the  f i r s t  i n t e g r a l  on the  r i g h t  of (4.5) does 
not  exceed 
< p * I  up-' &[(I-PN)+ u i ] d x  < p*lIu&-'(*,t)ll HE[ a (I-PN17pN(' 1 2  , t I ]  11 
2 r  
Lq(x)  LP( XI- 
N - 
0 
(4.7) 
1 1  
P q  
), - + - = l .  2 -s +N 2 e-N3'2 t < p * l l ~ ( * , t ) l l p - l  * C s * ( N  
L P ( X I  
- 
The second i n t e g r a l  on t h e  r i g h t  of (4.5),  wi th  QN = I - G, equals  
-22- 
The f i r s t  term on t h e  r i g h t  hand s i d e  i s  negat ive f o r  any even i n t e g e r  
p 1. 2 ;  
.. 
f o r  the second term we use Holder i n e q u a l i t y  a s  before ,  ob ta in ing  
Now, s i n c e  R u 2 Rm(x)*%(x,t) i s  a t r igonometr ic  polynomial of degree 
- < 2 m ,  ( c o n s u l t  (1 .12)) ,  we can e s t ima te  the  Lp(x) norm of i t s  d e r i v a t i v e s  
a s  fol lows [5, Chapter XI 
m N  
- 2  n 
(4.8b) 
Using (4.8a) and (4.8b) we conclude t h a t  t he  second i n t e g r a l  on t h e  r i g h t  of 
(4.5) i s  upper bounded by 
< a. We r e c a l l  t h a t  according t o  our pa rame t r i za t ion  (1.15), ern2* llRm( ) II - 
L (x)  
Hence, equipped with (4.7) and ( 4 . 9 )  we r e t u r n  t o  (4.5) t o  f i n d  t h a t  
< 
LP(X)-- 
P-1 o r ,  a f t e r  d i v i s i o n  by t h e  common f a c t o r  of plluN(*,t)ll 
L P ( X >  
-23- 
>. 2-s 2 - N 3 1 2 * t  dt  I l q . , t ) l l  < 4a.lluN(.,t)ll + C s * ( N  +N e 
LP(x)- LP (x>  
F i n a l l y ,  we i n t e g r a t e  i n  t i m e  ob ta in ing  by Gronwall's i n e q u a l i t y  t h a t  f o r  
any 0 < to - < t ,  - 
(4.10) 
4a( t - t o )  -N3I2  t 
lIUN(* ,t>ll < e .[l1UN(.,t0)A + C S *(N2-s*(t-t0)+ fi e O > ]  
LP( x>- L P W  
L e t t i n g  p even tends  t o  i n f i n i t y ,  then (4.10) with 
to z tO(N) = 8Const00N 1 
g ives  us 
and toge the r  wi th  Lemma 4.1 we conclude with the  des i r ed  L" bound, namely, 
Theorem 4.2: Consider the  Four ie r  approximation (1.11)-(1.14). Then f o r  
any s > 0 t h e r e  e x i s t  cons t an t s  a > 0 and C such t h a t  
S -- 
(4.12) 
Remarks: 1. We observe t h a t  t he  exponent ia l  time growth i n  (4.12) does 
L not  exceed 4a where a - em * i R m ( . ) l l  < Const. 
L1(x) - 
-24- 
2. LP(x) e s t i m a t e  der ived i n  (4.10) is  v a l i d  f o r  a r b i t r a r y  L2- 
bound i n i t i a l  data .  We n o t e ,  however, t h a t  the r e s u l t i n g  Lw bound i n  such 
case  is  not uniform with r e spec t  t o  the  i n i t i a l  time That i s ,  with a r b i -  
t r a r y  L2-bounded i n i t i a l  d a t a ,  t he  s o l u t i o n  may s t i l l  grow 
l i k e  O(f i ) .  The po in t  made i n  Lemma 4.1 was t h a t  with s l i g h t l y  s t rengthened 
r e g u l a r i t y  assumption on the  i n i t i a l  d a t a  
The a ' p r io r i  
to. 
nuN(* ,t)ll 
L W W  
t h i s  growth is  bounded f o r  a b r i e f  time i n t e r v a l  of l eng th  N , a f t e r  which 
the  s p e c t r a l  v i s c o s i t y  becomes e f f e c t i v e  and gua ran tees  t h e  Lw bound l a t e r  
on. 
5. CONVERGENCE TO THE ENTROPY SOLUTION 
We fol low [31, using compensated compactness arguments t o  conclude t h a t  
u N ( x , t )  converges t o  t h e  entropy s o l u t i o n  of (l.l), (1.2). 
Proof: (of Theorem 1.1). Consider the fou r  terms on the  right-hand s i d e  
of (2.1) and (2.2). Using (3.18) t oge the r  with (2.11) along t h e  l i n e s  of [3, 
Lemma 3.11, we f i n d  t h a t  the term I s a t i s f i e s  
Also, by the  a ' p r io r i  e s t i m a t e  (2.11) we have 
-2 5- 
l , Thus, i n  view of (5.1) and (5.2),  t he  terms I and 11 on the r i g h t  of (2.1) be- 
long t o  t h e  compact of -1 Hloc(x,t) .  
Next we note  t h a t  s i n c e  QN + % E I we have 
The f i r s t  term on t h e  r i g h t  i s  bounded by Jo; t h e  second one--being t h e  
I d e r i v a t i v e  of a t r i gonomet r i c  polynomial of degree - < 2 m ,  does not exceed 
G 2m dsn < Const. Consequently, 
Lloc(x,t)- 
(5 .3)  < Const. a tE n3?Nn 2 
L1 oc ( x  , t 1- 
Equipped with (5.3) we now t u r n  t o  consider  the right-hand s i d e  of (2.2). 
t h e  t h i r d  term i n  (2.2),  
For 
we have by Theorem 4.2 and the  e s t i m a t e  (5.1) 
-26- 
< a 1 2  11111 E - [%(I - P )- - 1 ax N 2 % I "  -1 
Hloc(X, t 1 
(5 .4b )  
and toge ther  with (5.3) we a l s o  have 
< a 1 2  111112 2 UN (I - 'NIT %I1 1 (x,t)- 
L l o c  
( 5 . 4 c )  
a < JZ II- u II < Const .4EOJO* d 0. 1 1 2  -11 (I-P )- u II 
N 2  N L 2  (x , t ) -  ~ ( N ) * f i  N- 
a x  L2 ( x , t )  JEI l o c  
- 
lac 
F i n a l l y ,  f o r  t he  f o u r t h  term i n  (2.21,  
we have by  ( 2 . 8 ) ,  (2 .11)  and the  uniform bound i n  Theorem 4.2, 
2 a a whi le  I V 2  -€[QN a u ] + ~ ( 1 - 4 , ) ~  uN*QN E UN s a t i s f i e s  
-27- 
2 < Jo + 4; * 2 m * E  *J - 0 0 -  < Const. 
The re fo re ,  by Murat's lemma, [ 4 ] ,  the  i n e q u a l i t i e s  (5 .4) ,  (5.5) imply t h a t  t he  
terms 111 and I V  a r e  a l s o  i n  the  compact of Hloc(x,t) .  I n  summary, we have 
shown t h a t  t h e  r i g h t  hand s i d e s  of ( 2 . 1 ) ,  (2.2) l i e  i n  the  compact of 
-1 
( x , t ) ,  and, according t o  Theorem 4.2,  t h a t  IIuN(. ,t)ll i s  bounded 
( i n  f a c t ,  Uu 1 wi th  p > 6 w i l l  do f o r  our purpose). Hence we can 
apply the  div-curl  l e m m a  [ 4 ]  t o  the left-hand s i d e s  of ( 2 . 1 ) ,  (2 .2)  and o b t a i n  
t h a t  (a subsequence o f )  u N ( x , t )  converges s t r o n g l y  i n  L:oc(x,t) t o  a weak 
l i m i t  s o l u t i o n  u ( x , t ) .  
-1 
LW(x) 
H l o c  
LP(x, t )  
- 
Moreover, we claim t h a t  t h i s  l i m i t  i s  the entropy s o l u t i o n  of (1.1). To 
v e r i f y  t h i s  claim we show t h a t  t h e  right-hand s i d e  of ( 2 . 2 ) ,  I11 + I V ,  tends 
weakly t o  a negat ive measure. Indeed, by (5 .4 )  and (5.5b) the terms 111 and 
I V 1  tend weakly t o  ze ro ,  and hence i t  i s  l e f t  t o  show t h a t  the term IV29 
tends weakly t o  a negat ive measure. To t h i s  end we proceed a s  i n  [ 3 ,  Sec t ion  
41 and r ewr i t e  IV2 i n  the form 
Denote t h e  t h r e e  terms on t h e  r i g h t  of (5.6) by IV21,  IV22 and IV23 ,  
r e s p e c t i v e l y .  By (2.11 ) , IV21 t ends  weakly t o  a nega t ive  measure 
(5.7a) 
-2 8- 
I f  we i n t e g r a t e  the second term, I V 2 2 ,  aga ins t  any 
$ ( x , t ) ,  we f i n d  
C; 
test  func t ion  
and s i n c e  RmuN i s  a t r igonometr ic  polynomial of degree - < 2m,  t h i s  i s  l e s s  
than 
-L 0. 
mO N+oa 
< Const. 2 *2m*lu I a4 - ax  (5.7b) I J $*IV22dxdt < ~*Il-l l  L 2  ( x , t ) - -  x t  Lloc(X,  t )  lac 
F i n a l l y ,  f o r  t he  t h i r d  term 
we have 
and s i n c e  E R u *Q tends  weakly t o  zero ,  so does the  term I V 2 3 2 ,  m N  N 
(5.7d) 
d w l i m  [IV232 E E -2 (RmuN)-QNa = 0. 
N+m ax 
-2 9- 
From (5.7a)  - (5.7d) w e  conclude that the term 
that  the right-hand s i d e  of (2 .21 ,  tends weakly t o  a negative measure. 
by taking the weak l i m i t  of (2.2) we recover (1.2) for our l i m i t  so lut ion 
u ( x , t ) .  Consequently, the strong 
the unique entropy so lu t ion  of ( 1 . 1 )  a s  asserted.  
IV2 i n  (5.6F-and therefore 
Thus, 
l i m i t  of u N ( x , t )  = u ( x , t )  is 2 
- 
Lloc  
I 
-3 0- 
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APPENDIX 
A. THE L~-LOGARITHMIC BOUND OF MONOTONE VISCOSITY KERNELS 
We consider symmetric viscosity kernels of the form 
with monotonica11.y increasing Fourier coefficients. Then, the kernels which 
correspond to Rm = I - QN, are symmetric polynomials of degree - < 2m 
i(k)coskx F Rm(x) = 2. Ik <2m 
whose Fourier coefficients are monotonically decreasing, compare (1.13), 
Such kernels satisfy Assumption II above, as told by 
I Lemma A.l: There exists a constant such that 
Proof: The result follows if we can show that %(x) is majorized by 
C0nst.m and Const. for then we have 
-32- 
2 F T  
m 
< - Const .m + 2-const . log 1x1 1 - m  5 Const. l o g  m. F- 
A 
Since 0 5 R(k) - < 1 we have 
fur thermore,  summation by p a r t s  y i e l d s  
A A 1 
IR(k+l) - R(k)l * I  s i n ( k  + T ) x I ,  F < 4 +  - l < l k  - -  <2m-1 
A 
and s i n c e  R(k) a r e  assumed to  decrease monotonically 
which completes the proof. 
-33- 
B. THE DECAY RATE OF THE FOURIER COEFFICIENTS-REVISITED 
In  Sec t ion  3,  we concluded t h a t  the  q u a n t i t i e s  
E k ( t )  Z II(1-S ) U  (* , t )H , s a t i s f y  f o r  k > m ,  t he  r ecu r s ive  i n e q u a l i t y  
(3.14) 
k N  L (XI 
I n  t h i s  s e c t i o n  we complete the d e t a i l s  f o r  the s o l u t i o n  of these  recur rence  
r e l a t i o n s ,  and ob ta in  t h a t  f o r  k > 2'*m we have 
8'EO*N2 s+l 8'EO*N2 s -4-s+1 * ~ k  2 t 
0'  (b.2) E 2 k ( t >  < ( ) * E o  + (1 + > e  -E 
-- s e * k  s f i * k Z  
i .e. ,  (3.15) holds .  s = 0, (b.2) is  reduced t o  (3.13); now assume t h a t  
(b.2) i s  v a l i d  f o r  any k > 2'*m: i n  p a r t i c u l a r ,  f o r  k > 2s+1*m we can 
use (b.2) with k replaced by 
For 
> 2'*m, and ob ta in  t h a t  7'7 
8'+'E0* N2 s+l 8"+lEON2 s -4-~Ek2t  
) *Eo + (1 + 1 * e  *Eo. (b.3) max Ek(?) ( 
%<t cJK* k e f i * k 2  
2- - 
Furthermore, we have 
Using (b.3) and (b.4) t o  upper bound the  r i g h t  hand s i d e  of (b.1) we f i n d  
-34- 
E ~ N ~  8'+lEON2 s -4-'€k2t 
s&*k 
' (1 + 2 1 O E 0  2 + 2 ~ f i . k  
2 
2 8'EON s+l 
E&*k 
1 'Eo ( 2  
'(1 + 2 1 0' 
- 2 ~ k  t. + e  
2 s 2  
2 EON -2-4- '~k  t eE  - 2 ~ k  t+ e  
E f i * k  
P + ~ E ~ . N ~  s+2 
The f i r s t  of the fou r  terms on the r i g h t  i s  l e s s  than ( 2 ) 'Eo; 
E&*k 
the  sum of the  remaining t h r e e  terms does not exceed I 
and hence f o r  k > 2s+1*m we have 
which completes the  induc t ion  proof of ( b . 4 ) .  
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