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Inthis chapter and its appendixes (Appendixes H and I), we
will examine the relationship of earnings to education, ability,
and several other variables, using the NBER-THsample.An ex-
tensive discussion of how this sample was drawn, the accuracy
of the data, the extent of response, and the derivation of the four
major measures of ability can be found in Chapter 4. The reader
may especially wish to refer to Chapter 4 for a discussion of a!-
ternative procedures and methods that could have been used in
the derivation (and interpretation) of the ability measures and,
to a lesser extent, elsewhere. To aid recollection, we present a
very brief summary of the important information about the
sample.
In 1943, some 75,000 men who had volunteered to undertake
pilot, bombardier, or navigator training in the Army Air Corps,
and who had scored in the top half of the Armed Forces Qualifi-
cation Test, were given a battery of some 17 tests. In 1955,
Thorndike and Hagen (1959) surveyed a random sample of
about 17,000 men and obtained information from about 10,000
civilians and 2,000 who were still in the military. In 1969 the
NBER surveyed the 10,000 civilians. About 7,500 people were
contacted, and 5,200 responded. Some 800 questionnaires were
received too late to be included in this study. While the 4,400
people we used in the study are brighter and more educated
than the 10,000 people who responded in 1955, the respondents
within each ability-education cell appear to be a random draw-
ing from the same population.'
'Theother people who responded in 1955 are not included in any of the analy-
ses because of the lack of a crucial piece of education data, as explained in
Chapter 4.
69
¶Higher education and earnings
Themajor purpose of this chapter is to develop the informa.
tion necessary to answer the following questions at various
points in the age-income profile: What is the effect of education
on income once other determinants of income are held con-
stant? What types of ability are important determinants of in-
come? Are there significantly different effects of education at
different ability levels? What is the bias on the education coef-
ficients from omitting ability and other variables? Are there
some other unmeasured variables whose effects on earnings
persist over time? In Chapter 4 we argued that a stratified
sample drawn from only a portion of the population will yield
results that can be generalized to a random sample of the trun-
cated population (except for the bias problem). The results need
not be capable of generalization to the whole population since
the functional form may be different in the portion of the popu-
lation not sampled.
Since this is a particularly long and, at times, technical chapter,
we present first a summary of what we have found to be the
major determinants of wage, salary, and unincorporated-
business income. The variables that are important in some or all
years in our equations for males are education, mathematical
ability, being a high school or elementary school teacher, per-
sonal biography, health, marital status, father's education, and
age. In addition, we find that the residual in each year consists
in part of personal effects that persist over long periods of time.
When we test the variables that represent coordination, verbal
IQ, and spatial-perception abilities, however, there is little evi-
dence that these variables add to earnings in this sample, which
was drawn from the top half of the ability distribution.2 Except,
perhaps, for the types of abilities that were not significant, the
list contains few surprises, since other investigators have often
found the same types of variables (as well as a few we have not
tried) to be important. There are many surprises, however, in
the magnitude of the effects. We consider first the earnings dif-
ferentials due to education.
variables that explain income, but are not presented in the results
because they are inappropriate for calculating the returns to education, include
occupational dummy variables such as "business proprietor." The teaching
dummy variable is included because we think it represents the nonpecuniary
returns prevalent in this occupation.
The reader is once again reminded that there is some dispute about the in-
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The NBER-TH sample regression results71
The extra earnings from education are given in Table 5-1 for
persons with the characteristics of the average high school
graduate. In 1955, when the average age in the sample was 33,
the extra earnings from education were 10 to 15 percent of those
obtainable with a high school degree at all educational levels
—except for the highest graduate degrees or for those whose oc-
cupation was elementary school or high school teacher. Al-
though not shown in the table, the differentials for B.A. and B.S.
holders are the same. The income differential was 70 percent for
M.D.'s, 2 percent for Ph.D.'s, and 20 percent for LL.B.'s. (The
Ph.D. and M.D. estimates are based on fewer than 100 and 50
people, respectively.)
In 1969, those with some college earned about 17 percent
more than high school graduates, while those with an un-
dergraduate degree, some graduate work, and a master's degree
received 25 to 30 percent more.3 Ph.D.'s, LL.B.'s, and M.D.'s
earned about 25, 85, and 105 percent more, respectively, than
high school graduates of the same ability level. These increases
would also hold for hourly wage rates, since average hours
worked are the same at all educational levels except for the com-
bination of Ph.D., LL.B., and M.D., in which hours are 8 percent
greater than those of high school graduates. In 1969, the income
differentials were higher at all education levels, with the great-
est percentage increase accruing to the most highly educated.
Since most of the post-high school education was obtained after
3The questionnaire was somewhat vague as to whether "most recent earnings"
referred to 1969 or 1968, but as explained at a later point, there is evidence that
1969 annual earnings were given.
presented in the results
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Undergraduate degree* 12 31





rte dispute about the in- 'For those who do not teach.
i and IQ. See Chapter 4. SOURCES:Tables 5-4 and 5-8.Higher education and earnings72
the tests were taken in 1943, and since evidence presented penc.
below indicates that pretest education differences had little ef- Cha1
fect on the test score, the education coefficients measure both ficie]
the cognitive and affective benefits of higher education, in p:
In 1969, we can identify the people who own their binal
business.4 The earnings reported for these people probably sugg,
include some return to financial investment and some compen- bach
sation for extra risk. If we include a zero-one dummy variable to obse
remove such effects, we find that the 1969 income differentials whil
for non-business owners are 17 percent and 39 percent for those abov
with some college and those with an undergraduate degree, re- educ
spectively. A bachelor's-degree holder's performance is im- earn
proved because the business owners, who have high earnings, from
on the average, are less heavily concentrated in the bachelor's That
than in the high school group. the
There is one other important result in Table 5-1. In all the earn
years studied, the returns to education display an erratic W
behavior in that each additional year or plateau does not add as is
muchincome as the previous one. Thus, in 1955, there is essen- whi
tially no increase in income beyond the some-college level until he p
the huge jump for M.D.'s. The increases for M.D.'s could be jus- begi
tified as a monopoly return, but the lack of additional income grad
for undergraduates and those in other categories requires some grad
explanation. This is discussed in more detail in Chapter 6, but a grad
brief description follows. mor
According to Mincer (1970), people pay for general on-the-job figu
training and higher future earnings by receiving lower wages 1969
while being trained. If, on the average, the more educated in-
vest more in such training, differences in average starting salary 0
by education level will be less than lifetime differences (and com
may even be in reverse order). The earnings profiles of those mas
who invest more will increase faster with experience. In no that
more than hr years (where r is the rate of return on the on-the-
job training), the returns from such investment will outweigh the
the costs of any current investments and people's current earn- edu
ings will be above the "no investment" lifetime earnings flow. F
After this, the earnings profiles by education level will con- tior
tinue to diverge if investment continues, son
Mincer's formulation also emphasizes that it is work ex-
4 categorydoes not include sell-employed professionals. thaiThe NBER-TH sample regression results73
perience and not age that determines earnings. We indicated in
Chapter 3 that when age is held constant, the education coef-
ficients measure the net effect of education, that is, the increase
in productivity minus the loss in work experience. The com-
bination of these two ideas and information in Table 5-1
suggests that in 1955 those with some college and those with a
bachelor's degree were near the point on their profiles where
observed earnings equaled their "no investment" earnings,
while high school graduates, who had more experience, were
above their constant earnings level. But if those who are more
educated invest more, then Mincer's model would imply that
earnings of the more educated should in 1969 be even further
from their constant flow than earnings of high school graduates.
That is, his model implies that the 1955 results understate, and
the 1969 results overstate, the effect of education on lifetime
earnings.
While Mincer's theory can help explain some of our results, it
is necessary to note that there exists little direct evidence on
which either to accept or to refute the wage-adjustment process
he predicts. Thus, it is interesting to find in this sample that,
beginning in the late 1940s, the starting salary of high school
graduates (in a given year) is nearly the same as that of college
graduates, that graduate students receive less than college
graduates, and, finally, that those with some college may earn
more than those with a college degree. (These starting-salaries
figures are subject to recall error since they were recorded in
1969 and are less reliable than the 1955 or 1969 contem-
poraneous estimates).
On the other hand, from 1955 to 1969 the growth rates in in-
come of those with a college degree, some graduate work, and a
master's degree were essentially the same. This would suggest
that the difference in investment in on-the-job training was not
very large at these levels. This would also reinforce the idea that
the returns to education do not follow a smooth pattern as
education increases.
Further evidence of the erratic nature of the returns to educa-
tion is evident in the 1969 equations, in which we replace the
some-college dummy variable with three separate ones for
those who had one, two, and three years of college. The coef-
ficient for completing one year of college is essentially equal to
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coefficients for completing the second and third years of colle2e TABLE5-2
Extra income per
indicateno further increase in earnings, monthforthose
Thereis one further peculiarity to report on the returns to abovethe Year
education. When we included a variable to represent vocational mathematical 1955
education, we obtained significant but negative coefficients. 1969
Our explanation is that those who took such courses had no in-
tention, or chance, or perhaps lacked sufficient drive, to enter but th
the higher-paying managerial and professional occupations.5
Under this interpretation, the variable does not represent
causation, and we exclude it from the analysis. year
The returns to education given above are calculated with abji- degn
ity and other characteristics held constant. To derive measures teres
of different abilities, the 1943 test scores were subjected to fac- detei
tor analysis, as described in detail in Chapter 4. We used the draw
factors representing mathematical ability, coordination, verbal most
IQ, and spatial perception. (As explained in Chapter 4, Profes- abihl
sor Thorndike believes that the first factor is a closer approxi- tion
mation to a standard IQ test than the third factor, which he con- meas
tends to be more of a heterogeneous mix.) Of these four factors, Ar
only coordination is a physical skill; the others are mental. To inhe
allow for nonlinear effects of ability and changes in scores due tame
to maturation, we divided each factor into fifths (based on the Evid
whole 1955 sample)—which for the verbal IQ factor and to a quar
lesser degree for the mathematical factor are equivalent to Ofl S
tenths, since only those in the top half of the mental-ability dis- whic
tribution were allowed into the test program. has I
We find that, of these ability measures, only mathematical
ability was a significant determinant of income.6 The extra in- coflS
comes above the bottom fifth are given in Table 5-2 for 1955 and
1969. The second through fourth fifths may be subject to mild In
diminishing returns, but the top fifth yields substantially more to b
than the fourth.7 The difference between the top and bottom quef
fifth of $1,000 per year in 1955 is more important than all the do ti
education variables (except M.D.), and in 1969 the $3,350 per intel
ami!
8Ifthe variable represents drive, it could be argued that those high school gradu-
ates who did not have vocational training are more like college attenders. Since the
the average income of high school graduates without vocational training is ther
higher, the returns to education would be less. evid
The second fifth was not significant, but the other three were.
For 1955, a linear, continuous ability measure would be almost as appropriate as
these dummy variables in the regression analysis. 'Seeducation and earnings74 The NBER-TH sample regression results75
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Q, Q3 Q4 Q5
1955 23 33 50 84
196969 107 143 279
The second fifth was not significant.
buttheother three were. Rank Q5 is the
highest.
souxcEs:Equation 5. Tables 5-3 and 5-7.
year difference is nearly as important as an undergraduate
degree. These results are of considerable interest for those in-
terested in the relative importance of ability and education in
determining the distribution of income.8 Since our sample was
drawn from only the top half of the ability distribution, it is al-
most certain that for those with at least a high school education,
ability is a more important determinant of the range of distribu-
tion than higher education. (The range is a more interesting
measure since the sample is stratified.)
An individual's score on any test at time t depends upon
inherited intelligence, the quantity and quality of schooling ob-
tained prior tot, and the individual's home environment.
Evidence presented below indicates that differences in the
quantity and quality of pretest education had little if any effect
on scores on the particular test used. Neither environment,
which presumably has several dimensions, nor school quality
has been held constant in our analysis. However, since both of
these variables are related to family background, which is held
constant, the ability coefficients reflect differences in
inherited intelligence.
In the above calculations, the ability effects were constrained
to be the same at all levels of education studied. Two related
questions of some importance are: If this constraint is removed,
do the effects of ability persist at low levels of education? What
interactions exist between ability and education? We have ex-
amined these questions in some detail. For 1955, we find prac-
tically no evidence that the effect of education was different at
the various ability levels, while even for high school graduates
there was a return to ability. For 1969, however, we found some
evidence that those who were in the fourth (and, to some ex-
be almostas appropriate as
See Mincer (1970) for an excellent summary of the issues.Higher education and earnings
tent, fifth) fifth and who had graduate training received
income. We still find that ability was an important determinant
of income even for high school graduates. Finally, in our Study
of initial salaries, we find that ability had no effect on income
except for those with graduate education. This discussion and
the entries in Table 5-2 suggest that ability has little effect
earnings initially, but that over time this effect grows and
perhaps grows more rapidly for those with graduate training
and high ability.9
A basic criticism that has been made of other studies of the
returns to education is that the returns obtained are biased
upward because relevant abilities have not been held constant.
While we have (some) measures of ability, it is possible for us to
estimate the equations omitting ability and then to calculate the
percentage change in the education coefficients. Because in
some studies the effects of education have been estimated hold-
ing constant sociodemographic background information, it is
also useful to calculate the bias on the same basis. However, as
explained in more detail below, one of our important variables
is a mixture of background and ability; thus we can only
calculate the upper and lower bound of the bias from omitting
ability. For simplicity, in this summary we use the average of
these bounds.
We have calculated the bias from assuming both that each
factor was the only type of ability to be measured and that all
abilities should be included in our equations. In either instance
we find that only the omission of mathematical ability leads to
bias of any magnitude. In 1955 the bias on the education coeffi-
cients from omitting mathematical ability is about 25 percent,
varying from a low of 15 percent for the some-college category
to a high of 31 percent for the master's degree category.'° In 1969
the biases are somewhat smaller, averaging about 15 percent
and ranging from 10 to 19 percent. The decline in the bias over






































The greater importance of ability over time was also found in a study of Amen-
can Telephone and Telegraph employees. See Weisbrod and KarpoU (1968).
15 percent bias for the some-college category is higher than in other stud-
ies. This may be due to our use of mathematical ability rather than IQ.and earnings76 The NBER-TH sample regression results77
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rapidly between 1955 and 1969 as those on education." In some
studies, rates of return have been calculated using differences
in average incomes between education groups for various age
groups. In this sample, such a procedure would overstate the re-
turns to higher education by 35 and 20 percent in 1955 and 1969,
respectively. However, the biases calculated in this sample may
not apply to the population, because the relationships between
education and either ability or background may be different in
this special sample than in the population as a whole.
We have also examined the role of various sociodemographic
background factors. Several such variables are significant and
important determinants of income. For example, the difference
between excellent and poor health in 1969 is worth $7,000 a
year, and the nearly 100 people who are single earn $2,800 a year
less than others.'2 Those whose fathers' education was at least
the ninth grade earn about $1,200 a year more in 1969 and $300
more in 1955 than those whose fathers did not enter high
school. The other background information is contained in a bi-
ography variable that includes information on hobbies, pre-
World War II family income, education prior to 1946, and math-
ematical ability. This measure is divided into a set of dummy
variables for the fifths. We consistently found the fourth and
fifth and either the second or third fifths of the biography vari-
able to be significant and to have about the same effect as the
mathematical ability.
In our analysis we also included an age variable. Since this
variable only spans eight to nine years in each of our cross sec-
tions, we did not look for nonlinearities in age effects or for in-
teractions with education and other variables.'3 We found the
age variable to be quite significant and large numerically in
"The bias is also determined by 6 in the equation A =o+8ED, but because this
equation would involve the sample in 1955 and 1969, and because ED changed
only slightly, 6 would be virtually unchanged in the two years.
2Thehealth variable used was linear with 1 for "excellent" through 4 for "poor"
answers. When separate dummies are used for the various categories, the coef-
ficients confirm that the effects are linear.
Someinteractions can be estimated from the coefficients of the different cross
sections. See Chapter 6.Higher education and earnings
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1955. The difference in income between those 30 and 39years
old was about the same as the difference in income between
those with a Ph.D. and those with a high school diploma.In
1969, however, the age effect was negative and
Thus, we have evidence of the familiar sharply rising age-in.
come profile reaching a peak after the age of 40.
Our method for allowing for age effects in any cross section
constrains the profiles for all educational levels to be parallel.
However, the separate results for 1955 and 1969 indicate that the
high school profile is less steep than the others, since the effects
of education are greater in 1969. Analysis we conducted separa-
tely for each education group would indicate that there were no
significant differences in age effects between the different edu-
cation groups except for the graduate group in 1955, which
displayed no discernible age effects.
The results discussed above were obtained from analysis of
separate cross sections. It is possible to develop a combined
measure of motivation, drive, personality, and whatever other
characteristics persist over long periods of time by using the re-
siduals generated in one cross section in the equations in
another cross section. In principle, better results can be ob-
tained by grouping the data. Unfortunately, because of mul-
ticollinearity, we were not able to obtain reasonable results by
grouping. We used the residuals, denoted as Q,of1955 in 1969,
and vice versa. In each year, Qraisedthe R2 from about .1 to .33
and reduced the standard error of estimate by 15 percent.14
However, since least-square residuals are uncorrelated with in-
dependent variables, the inclusion of Qdidnot alter the values
of the other coefficients. The results using the Q variable are
both encouraging and discouraging. It is encouraging to find
that we can substantially improve the efficiency of our es-
Mincer (1970) has argued that earnings data reflect not only investments in
school but also investments in on-the-job training. According to his analysis,
the latter investment takes the form of a reduction in earnings in the early years
of working, while its payoff is in terms of a constant flow of extra earnings.
Thus, those people investing more would have negative residuals in the early
working years and positive residuals later. After the passage of the number of
years no more than the reciprocal of the rate of return on such investment (that
is, about a decade) Mincer suggests that the returns on previous investments
would offset new investments. Thus, there should be no correlation between re-
siduals calculated at this point and ones later (or earlier). Since our income dif-
ferentials in 1955 are small, very little of the correlation can be attributed to











































keducation and earnings I TheNBER.-TH sample regression results79
h those 30 and 39years




al levels to be parallel
1969 indicate thatthe
bthers, since the effects
sweconducted separa-
kate that therewere no
veen the different edu-
group in 1955, which
ained from analysis of
develop a combined
y,andwhatever other
jf time by using there-
in the equations in
results can be ob-
because of mul-
reasonable results by
as Q,of1955 in 1969,
fromabout .1 to .33
nate by 15 percent.'4
uncorrelated with in-






timates by incorporating other information on the individual. It
is also encouraging that certain effects that we believe reflect
personality, and so forth, persist over time.'5 The discouraging
part is that the proportion of the residual that persists over time
is very small. The remainder of the residual represents random
events, such as luck, and/or changes in underlying character-
istics.
We next turn to a detailed examination of the results. We
begin with a brief discussion of the variables.
We have divided our factors into fifths as described in Chapter
Sincethe individuals in our sample are within the top half
of the IQ scale, these fifths approximately correspond to tenths
for the population as a whole. The dummy-variable method
was used to allow for nonlinearities in the effect of each ability
measure.
As described earlier, the first factor, we believe, reflects a
mathematical, or numerical, aptitude. The second factor repre-
sents coordinating abilities; the third factor, a verbal IQ; and
the fourth factor, spatial aptitude. In the regression analysis we
refer to these factors by number and by the general type of abil-
ity that they reflect.
In our analysis we have used a variable that is intended to
reflect background characteristics of individuals. The variable,
which was constructed by the Army Air Corps and retained by
Thorndike, is obtained from the individuals' scores on naviga-
tor and pilot biography keys.'7 These keys—described in
Thorndike and Hagen (1959, pp. 38—49)—were calculated, from
background-information items using weights that predicted
success in navigator or pilot training schools.'8 In our analysis
we refer to this as the biography variable. Because it reflects
not only investments in
According to his analysis,
earnings in the early years
flow of extra earnings.
r
tiveresiduals in the early




ier). Since our income dif-
Dijon can be attributedto
'5However, it may be possible to interpret our results as evidence of a Markov
scheme such as estimated in Solow (1951), Cutright (1969), and elsewhere.
6Inorder to have a reasonable sample size within each ability cell, finer divisions
were not attempted.
17Weweighted the navigator scores twice as heavily as the pilot scores to form the
biography variable referred to in the analysis. These weights were suggested by
preliminary analysis of the data.
ISThebackground.information categories were general family and personal
background, major subject in college (pre-1943), school subjects studied and
done well, sports participated in and done well, activities done a number of
times, hobbies and free-time activities, work experience (pre-1943), and reason
for choosing cadet training.r
Highereducation and earnings
ability, education, and socioeconomic background character tweer
istics of the individuals, it is not a pure background measure
As we did for the ability variables, we have calculated the
sample fifths for this variable to allow for nonlinearities.
The education categories used in the regressions are high
school, some college (one to three years), undergraduate degree,
some graduate work, master's degree, and three-year graduate the ot
degrees.'9 These are represented in the form of dummy van- 1.21
ables,with a value of 1 if the individual is in a particular cate- ti
gory and zero otherwise. The high school dummy variable is the
omitted in the regressions. In addition, since at one time we levels
were not sure if there would be enough observations to study analy
M.D.'s and LL.B.'s separately, we included them with Ph.D. and tions
then created one dummy variable to represent M.D.'s—defined lent
as 1if the individual is in the medical profession and zero On
otherwise—and another for LL.B.'s.2° The dummy variable for conch
elementary school and high school teachers (as of 1955) is 1955
defined analogously, it app
Other variables included in some of the regressions are age in
(in years); health (measured in 1969), with a value of 4 for those comp
in poor health, 3 for those in fair health, 2 for those in good We ti
health, and 1 for those in excellent health; marital status, as a but
dummywith a value of 1 for single people and zero otherwise; each
and father's education, in the form of two dummies reflecting 15 in
any high school and any college education. (When there was no All
answer for a variable, we either inserted the modal response, as inter2
with age, or eliminated the observations, as with father's edu- an ed
cation.) year
The dependent variable in the regressions is earnings, which retun
equal wage and salary income plus unincorporated-business In
income. This is more appropriate than total income for measur-
ing the returns to education. are si
Table
RESULTSFORThedummy variables for education and ability allow for all holdi
1955 . . . . . . table nonlinear effects within each variable, but no interactions be-
tween ability and education. We have tested for interactions be-
We experimented with separate variables for B.A. and for other undergraduate
degrees and for one, two, and three years of college. The results are discussed in
the text. The three-year graduate degrees are Ph.D. or equivalent, M.D., and
21Asex
LL.B.
22Wema 20Thus, both the LL.B. and M.D. coefficients must be combined with the Ph.D. co-
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tween education and ability by the following method. We es-
timated separate equations of the form
= a,+ +
where ED represents the various education variables and Z all
the other variables for each of the five ability levels (i) of factor
1 21
Ifthere were no interactions between ability and education,
the estimates ofshould be the same at each of the i ability
levels. We can test for the equality of theandby using
analysis of covariance. The reader should note that the interac-
tions we are testing for are second-order effects that are equiva-
lent to
On the basis of the analysis of covariance, we cannot
conclude that the coefficients in the various ability equations in
1955 are significantly different at the 5 percent level.22 However,
it appeared that in 1955 the only possible significant differences
in the effect of the various abilities on income occurred in the
comparison of graduate education levels with all other levels.
We therefore decided to estimate equations using all the data
but with separate interaction terms for graduate students at
each ability level. Such equations are given as numbers 14 and
15 in Table 5-3.
All the interaction terms are insignificant with only the Q4
interactionbeing positive. Thus, there is very little evidence of
an education-ability interaction in 1955. Consequently, for this
year we can omit the interaction variables while studying the
returns to education and the bias from omitting ability.
In equation 5, Table 5-3, which can be used to study the
education-earnings differentials, all the education coefficients
are significant, but their magnitudes are surprisingly small. In
Table 5-4 we summarize the effects of education on income after
holding constant ability, background factors, and age. In this
table we have calculated the percent by which average earnings
exceed (1) those of high school graduates ($6,000 per year) and
(2) the average earnings in the immediately preceding educa-
As explained below, the first factor is the only significant one.
22Wemade both tests in pairs of the equations by ability level and a joint test for
all five ability levels. All the F ratios were less than 1.5.
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TABLE 5-3Regressions for salary, 1955 (in dollars per month)
Under- Some Ph.D. Ab
Some graduategraduate and
Constantcollegedegree work Master's LL.B.* M.D. Teacher Age Q2 Q3
(1) $499.6 $75.4 $ 88.0 $ 83.3 $ 28.4 $153.3
(5.4) (5.9) (7.2) (3.9) (1.5) (7.1)
(2) 243.9 77.1 96.8 90.3 33.7 161.2 $7.7
(4.2) (6.1) (7.8) (4.2) (1.8) (7.4) (4.2)
(3) 229.6 80.8 103.0 115.4 96.8 109.5 $292.7$—181.i 8.1
(3.6) (6.2) (8.2) (5.2) (4.7) (4.7) (6.6) (8.0) (4.3)
(4) Y55 260.1 58.6 72,6 90.9 68.1 80.8 297.3 —169.1 7.8
(4.1) (4.5) (5.7) (4.1) (3.3) (3.5) (6.8) (7.6) (4.1)
(5)Y55 229.3 54.0 57.8 75.0 51.2 61.2 299.8 —162.4 7.8 $23.4 $33.4
(3.6) (4.1) (4.4) (3.4) (2.5) (2.6) (6.9) (7.3)
i (4.1) (1.5) (2.2:
(6) 258.4 59.1 73.2 91.1 69.8 82.9 296.5 —168.2 7.6 — 2.0 4.0
(4.0) (4.5) (5.7) (4.1) (3.4) (3.6) (6,8) (7.5) (4.2) (0.1) (0.3)
(7) Y55 251.8 57.9 67.9 85.6 63.0 76.3 299.9 —165.7 7,7 5.4 8.1
(3.9) (4.4) (5.3) (3.9) (3.1) (3.3) (6.9) (7.4) (4.1) (0.4) (0.5
(8) 227.9 57.5 69.4 86.2 64.6 78.1 299.0 —164.0 8.2 9.4 12.2
(3.5) (4.4) (5.4) (3.9) (3.2) (3.4) (6.9) (7.4) (4.3) (0.6) (0.8
(9) 247.6 70.3 88.5 100.9 81.0 94.9 295.9 —173.3 9.0
(3.9) (5.4) (7.0) (4.6) (4.0) (4.1) (6.8) (7.7) (4.8)
(10) Y55 195.1 70.5 82.3 91.8 77,0 86.1 284.0 —173.4 8.0 33.9 40.4
(3.2) (5.7) (6.6) (4.3) (3.8) (3.7) (6.7) (7.9) (4,5) (2.3) (2.8
(11) 220.1 77.5 102.2 112.2 100.7 114.3 281,2 —180,1 7.7 11.5
(3.6) (6.2) (8.4) (5.2) (5.0) (5.0) (6.6) (8.2) ,(4.3) (0.8) (1.8
(12) Y55 216.3 74.7 92.8 102.1 89.0 101.9 285.4 —176.3 8.0 5.7 18
(6.0) (7.6) (4.7) (4.4) (4.5) (6.7) (8.0) (4.5) (.04) (1.3
(13)Y55 188.3 73.5 94.6 104.2 92.0 105.4 283.2 —174.7 8.5 10.4 23.t
(5.9) (7.8) (4.9) (4.6) (4.6) (6.7) (7.9) (4.8) (1.3) (1.7
(14) 230.4 53.7 56.8 81.1 56.9 69.1 299.0 —162.2 7.8 23.3 33.1
(3.6) (4.1) (4.4) (3.5) (2.6) (2.7) (6.9) (7.3) (4.3) (1.5) (2.2
(15) 229.5 53.8 57.5 84.2 60.4 73.3 299.0 —160.5 7.8 25.4








4.7) (6.6) (8.0) , (4.3)
80.8 297.3 —169.1 7.8
3.5) (6.8) (7.6) (4.1)
61.2 299.8 —162.4 7,8 $23.4 $33.4$50.1 $83.7















76.3 299.9 —165.7 7.7 5.4 8.1 12.6 40.9
(6.9) (7.4) (4.1) (0.4) (0.5) (0.9) (2.8)
178.1 299.0 —164.0 8.2 9.4 12.2 25.2 55.7
3.4) (6.9) (7.4) ,
'
(4.3) (0.6) (0.8) (1.7) (3.8)
b4.9 295.9 —173.3 9.0
(6.8) (7.7) (4.8)
86.1 284.0 —173.4 8.0 33.9 40.4 58.7 99.3
'3.7) (6.7) (7.9) (4.5) (2.3) (2.8) (4.1) (6.9)
14.3 281.2 —180.1 ' 7.7 11.5 24.9 36.3 40.4
5.0) (6.6) (8.2) (4.3) (0.8) (1.8) (2.6) (2.9)
p1.9 285.4 —176.3 8.0 5.7 18.7 25.0 59.4
$5) (6.7) (8.0) (4.5) (.04) (1.3) (1.8) (4.2)
D5.4 283.2 —174.7 8.5 18.4 23.8 38.9 76.0
(6.7) (7.9) (4.8) (1.3) (1.7) (2.8) (5.4)
299.0 —162.2 7.8 23.3 33.1 45.8 95.9
2.7) (6.9) (7.3) (4.3) (1.5) (2.2) (2.9) (6.0)
p3.3 299.0 —160.5 7.8 25.4 33.9 46.1 96.0





Father attended Father attended




(4) $—34.6 $—117.5 $27.7 $26.3 $2.1
(4.6) (3.5) (2.7) (2.1) (0.1)
(5) —33.1 —121.9 26.0 21.4 0.7
(4.4) (3.7) (2.5) (1.7) (0.0)
(6) —33.9 —118.9 27.5 25.9 0.7
(4.5) (3.5) (2.7) (2.0) (0.0)
(7) —33.8 —120.4 27.4 23.2 —0.7
(4.4) (3.6) (2,7) (1.8) (0.0)
(8) —33.0 —119.8 25.5 24.2 —0.6
(4.3) (3,6) (2.5) (1.9) (0.0)
(9) —37.5 —126.6 36.7 44.3





(14) $15.3 —40.5 —33.7 —125.0 26.3 21.9 1.1
(0.6) (1.8) (4.4) (3.7) (2.6) (1.7) (0.1)
(15) $—12.8 $—5.2 12.4 —43.1 —33.9 —125.2 26.2 21.9 0,9
(0.4) (0.2) (0.5) (1.8) (4.5) (3.7) (2.5) (1.7) (0.1)
M.D.s are also included.
NOTE:Figures in parentheses are tstatistics.education and earnings
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• Biography
Father attended Father attended Ability







—117.5 $27.7 $26.3 $2.1 $31.9 $66.1 $90.2 .089
(3.5) (2.7) (2.1) (0.1) (2.2) (4.5) (6.2) 265
(—121.9 26.0 21.4 0.7 30.0 63.1 81.1 1 .098
(3.7) (2.5) (1.7) (0.0) (2.0) (4.3) (5.6) 264
-118.9 27.5 25.9 0.7 30.2 64.6 86.9 2 .090
(3.5) (2.7) (2.0) (0.0) (2.0) (4.4) (5.9) 265
4-120.4 27.4 1 23.2 —0.7 28.5 62.6 83.0 3 .091
(3,6) (2.7) I (1.8) (0.0) (1.9) (4.3) (5.6) 265
25.5 24.2 —0.6 28.0 61.0 81.6 4 .094
(3.6) (2.5) (1.9) (0.0) (1.9) (4.1) (5.6) 265
—126.6 36.7 44.3 .070









125.0 26.3 21.9 1.1 30.1 63.2 81.0 1 .099
(3.7) (2.6) (1.7) (0.1) (2.0) (4.3) (5.5) 264
125.2 26.2 21.9 0.9 30.1 63.0 81.0 1 .099
.(37) (2.5) (1.7) (0.1) (2.0) (4.3) (5.5) 264r

















































Percentage by which earnings in
each education class exceed:
Earnings of average Earnings of average member
Education level high school graduate of preceding education level
Some college 11 11
Undergraduate degree
(not teacher) 12 1
Some graduate work 15 3








souRcE:Earnings of average person in each education class from equation 3, Table 5-3.
Absolute increases from equation 5, Table 5-3.
tion class.23 It should be noted that we have separate estimates
for Ph.D.'s and LL.B.'s in this table but not in equation 5, Table
5-3. The equation with the separate categories yields approxi-
mately the same coefficients on the other variables as does
equation 5, but to save space, it is not shown.
Table 5-4 indicates that those who continue their education
(except for LL.B.'s, M.D.'s, and teachers) receive 10 to 15 percent
more income at all education levels than the average high
school graduate. Thus, in the second column (which compares
income with the preceding educational level), there are sharply
diminishing returns to education after the first three years of
college, except, of course, for medical training. M.D.'s and
LL.B.'s earn about 70 percent and 20 percent more than high
school graduates, respectively, while teachers earn about 20
percent less.24 However, the reader is reminded that these
results are valid only for individuals around 33 years of age in
1955.
23 We use equation 3 in Table 5-3 to establish the earnings level of the average
high school graduate for (1) and the average person in the other education levels
for (2).
24 We consider the Lower salary of teachers to be offset by a nonpecuniary reward.
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In equation 5, Table 5-3, our ability measure is factor 1, which
we interpret as a mathematical skill.25 In the equation, the top
three fifths are significant and monotonically increasing.26
These ability effects are important since the earnings difference
(per month) between the láwest and highest fifth exceeds the
largest education coefficient of $75 for some graduates. We com-
pare the results using this factor with the other ability factors
later.
The biography variable is also an important determinant of
income—the third through fifth fifths are again significant,
with the coefficients being very similar in magnitude to those
of the mathematical factor. As mentioned above, this variable
reflects a mixture of mathematical ability, education, and
background characteristics. Since we are holding education and
ability (and some background) constant in the regression equa-
tions, the coefficients on the biography variable reflect such
other background factors as parents' socioeconomic position
and home environment.27
The other variables in equation 5, Table 5-3, are all significant
except for the variable representing father's attendance at
college. We consider first the age variable. Because the ages of
those in the sample range from about 30 to 39 in 1955, we would
expect a large impact of age on income. Thus, the highly signifi-
cant coefficient, which indicates an annual earnings increase of
about $95, or aboutpercent, is not surprising.
While testing for ability-education interactions, we automati-
cally obtained estimates of the age effect at each education level.
The coefficients of age with t values in parentheses are 12.4 (4),
6.4 (1.8), 10 (2.5), and —2 (.4) for the high school, some-college,
B.A., and graduate-education categories respectively. Differ-
ences in the effect of age on income are not significant except
perhaps at the graduate level.28
The only measure of health available is the respondents' own
25See,however, the discussion of the factors in Chapter 4.
See Appendix I for a discussion of the appropriateness of the I tests given in the
tables.
27Whenthe variables for father's education are omitted, the coefficients on the bi-
ography variables are larger and more significant.
The graduate result occurs because lawyers, who graduate sooner and who are
younger on the average, receive more income. When a time-on- the-job variable
is used in the graduate group, it is positive, significant, and greater than the one
obtained for the whole sample.
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evaluations in 1969. In view of this, the significance and magni. equat
bide of the variable in 1955 are surprising, suggesting that Poor comp
health and perhaps disability persist over time.29 The variable there
for marital status, which is also taken from 1969 records, is ered.
nificant, and its coefficient is larger than the effect of any of the since
education or ability variables. This type of variable is usually associ
interpreted as a proxy for motivation, as well as the need for sidua
higher income for a family.3° We have included the two father's A coil
education variables (attended high school and attended college) of edi
to represent the socioeconomic standing of the individuals' OCCUR
families. Since our dependent variable does not include un- proce
earned income except possibly for the earnings of the self- The
employed, the effect of inheritance will not be reflected in the the d:
coefficients.3t The father's education variables will reflect, how- (the u
ever, various types of training and motivations inculcated by aspec
parents as well as possible business contacts. The coefficients tains
on these high school and college variables are approximately as a s
the same, although only the high school variable is significant.32 earnii
As noted earlier, when these variables are omitted, the biogra-
phy variables are more significant. We have tried including THEBIAS FROM Apri
OMITTINGABILITY, 1 dummyvariables for nine of the ten regions in which people 1955caicu
went to high school, but none of these variables were signifi- is
cant. Hence, the interregional differences in the quality of high ting a
school education are not significant. Some results on the quality mies
of college education are given in Chapter 1; more detailed anal- Sons
yses of high school and college quality are currently being const1
carried out by Solmon and Wachtel. equat
Despite the presence of a large number of significant deter-
minants of earnings, the fraction of explained variance in our correr
in Ta
Bef
3°Healthis a much more significant determinant of income in 1969.
catior
3°Avariable representing divorced individuals was insignificant. matio
Whenthe self-employed category was analyzed, as in Chapter 8, father's educa-
1 tion was not important.
32Duncan,Featherman, and Duncan (1968), as well as others, have found that the after
socioeconomic standing of parents affects income of people with the same edu- ables,
cation. Seweil, Hailer, and Fortes (1969) have found that both father's education two v
and occupation are significant determinants of occupational attainment, such' Subsequent work with our sample has confirmed this finding. En addition, we
have found that religion and father-in-law's status likewise have a significant
relationship to earnings. These new findings only change the education coeffi-
cients by a small amount and are not used, since they would necessitate InI-lan
recalculating all rates of return for a small refinement in the figures. the S
£ducation and earnings88 The NBER-TH sample regression results89
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equations is only about 10 percent. While this may seem small
compared with other studies of the determinants of income,
there are several aspects of our sample that should be consid-
ered. First, the age variation in our study is very small, and
since age increases the total variance of income without being
associated with a corresponding increase in variance of the re-
sidual, samples with little age variation will have smaller
A comparable argument can be made because of the truncation
of education and ability. Second, some studies standardize for
occupations, thereby introducing more explanatory variables, a
procedure that is not appropriate here.
The variables examined above explain, in some sense, part of
the distribution of earnings. The distribution of the residual
(the unexplained portion of earnings) is important for various
aspects of human-capital and statistical theory. Appendix I con-
tains an examination of the residuals for 1955 and 1969, as well
as a study of the relative performances of equations using log
earnings rather than earnings.
A primary concern of this study is the bias that occurs in the
calculations of the extra income due to education when ability
is omitted from the regressions. To calculate the bias from omit-
ting ability, we compare the coefficients on the education dum-
mies before and after including ability. To facilitate compari-
sons with other studies that do not have ability data, we hold
constant variables that have been included in other studies. The
equation without ability is called the comparison equation. The
biases, calculated as the percentage differences between the
corresponding coefficients in the two equations, are presented
in Table 5-5.
Before examining these results, we shall explain one compli-
cation. As noted above, the biography variable contains infor-
mation on mathematical ability, hobbies, and personal and
family background. Since this variable remained significant
after the introduction of the ability and father's education vari-
ables, it contains some information not accounted for by these
two variables. If this other information is used in census studies
such as Hanoch's and if we want to apply our bias corrections to
In Hansen, Weisbrod, and Scanlon (1970), who study about the same age span,
the arecomparable to ours.Bias at education level of:
Some
Ability Some Undergraduate graduate Ph.D
omitted college degree work Master's and LL.B.
A.Bias from omitting ability; age, background, and biography held constant
1.Factor 1 7.8 20.4 17.5 24.8 24.3
2.Factor 2 —0.9 —0.8 —0.2 —2.5 —2.6
3.Factor 3 1.2 6.5 5,8 7.5 5.6
4.Factor 4 1.9 4.4 5.2 5.1 3,3
B.Bias from omitting ability; age held constant
5.Factor 1 9,3 19.8 18.9 22.9 22.8
6.Factor 2 0.3 0.4 0.9 —0.8 —2.4
7.Factor 3 3.9 9.6 9.8 10.9 8.7
8.Factor 4 5.4 7.8 8.0 8.0 5.6
C.Bias from omitting biography and ability; age and background held constant
9.Factor 1 23.2 34.7 25.7 36.8 35,5
10.Factor 2 15.9 17.3 9.7 36.8 12,6
ii.Factor 3 17.6 23,3 15.2 22.2 19.6
12.Factor 4 18.2 15.2 14.6 20.2 17.7
SOURCE:Table 5-3. Comparison equation for section A is equation 4. Row I from equation 5; row 2 from equation
6; row 3 from equation 7; row 4 from equation 8. Comparison equation for section B is equation 3. Row 5 from
equation 10; row 6 from equation 11; row 7 from equation 12; row 8 from equation 13. Comparison equation for
section C is equation 9. Row 9 from equation 5; row 10 from equation 6; row 11 from equation 7; row 12 from equa.
tion 8.
such studies, then we should include the biography variable in
the comparison equation. If we do so, the biography varia-
ble—which includes ability—will to some extent hold ability
constant. Thus, the bias from omitting ability calculated from
this equation will underestimate the actual bias. On the other
hand, if we omit biography from the comparison equation
while including it in the equation with ability, we will overstate
the bias due solely to ability. Since these two alternatives
bracket the desired result, we present both. Of course, if the
content of the biography variable is not contained in the census
data, then this latter bias calculation is the appropriate one for
correcting for the effect of omitting both sets of variables.
We have calculated the bias from omitting each of the factors
separately. We have also computed the bias from omitting all
four factors, but since the results are quite close to those ob-
r
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tamed from omitting just mathematical ability, they are not
presented. Section A of Table 5-5 presents the bias when the
age, background, and biography variables are included in the
comparison equation, while section C contains the results when
biography is not included. The biases from omitting mathema-
_________________
ticalability, which appear in row 1, are substantial, ranging
from 8 to 25 percent with a mean of about 20 percent. Subject to
a problem discussed below, these can be considered lower
bounds to the bias from omitting mathematical ability in
census studies. The upper bounds, which appear in section C,
average out about 50 percent greater but with a narrower range.
Table 5-5 also contains estimates of the bias from omitting
different types of ability, as represented by factors 2 through 4.
There appears to be no bias at all from omitting factor 2, which
represents coordination. The maximum bias from omitting ei-
ther of factors 3 and 4, which represent IQ and spatial percep-
tion, ranges from 15 to 23 percent with an average of somewhat
less than 20 percent. In Table 5-3 only the top fifth for factors 3
and 4 is significantly different from zero in equations 6, 7, and
8. All these variables are insignificant when included in an
equation with the first factor. Thus, we conclude that of the four
ability measures tested, only the mathematical one is a signifi-
cant determinant of income, and it is the only one whose omis-
sion results in a substantial bias.
In evaluating these bias results, the reader is reminded that
one component of the bias calculation is the coefficient in the
linear relationship between the omitted variable and education.
But this relationship may not apply to the population as a whole
because the sample is stratified, and because the war and the GI
Bill may have changed the demand for college by people with
various ability levels and family backgrounds.
The significance and magnitude of the mathematical-ability
variable are important in terms of the calculations of the returns
to education and in terms of the design of future studies. Before
accepting these results, however, we must consider the possi-
bility that the coefficient on the mathematics factor is reflecting
part of the effect of education. This could occur if the scores on
some of the component tests used in calculating the mathemat-
ics factor depend on differences in mathematical course work
or education obtained prior to 1943 and if post-World War II ed-
ucation is related to mental ability. Suppose pretest education
affects the test scores. Then, considering all people with gradu-
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ate degrees, for example, we would expect to find higher
average test scores for relatively older individuals, since it is
more likely that they would have received more education prior
to taking these tests. For high school graduates, of course, we
would not expect to find any pattern by age, since everyone in
the sample had at least a high school education when taking the
tests.
In Table 5-6 we present average scores on the arithmetic-
reasoning (Math B) test for various age-education cells. A quick
glance at the upper education categories of some graduate
work, master's, and Ph.D. indicates that there is no tendency for
older people to score higher than younger people. In fact, if any-
thing, it would appear that the reverse holds true.34 This
suggests that the Math B ability test score is not affected to any
significant degree by the amount of the individual's pretest
schooling. We have calculated tables similar to Table 5-6 for the
mathematics (Math A) and biography scores, and again there is
no evidence to suggest that schooling affects scores.
There are several other reasons for expecting that the effect of
prior education on ability has little impact on the ability and
education coefficients. First, the tables on initial salary (to be
presented shortly) indicate that most people with such prior ed-
ucation had attended college only a year or two; hence the effect
of differential education on the test scores should be small, es-
pecially when the data are converted to fifths. Second, the biog-
raphy measure, which incorporates data on pre-1943 education,
partially holds this variable constant. Third, at least half the
weight in the mathematical factor is attached to tests, such as
numerical operations, that are not related to college education.
Finally, when we computed regressions for those with just a
high school education—that is, those whose pre-1943 education
was the same—the effect of ability was not statistically different
from the estimates using all education groups. We conclude,
therefore, that in this sample mathematical ability is a much
more important variable than IQ in studying the returns to edu-
cation and that the estimates of the bias from omitting this abil-
The decrease with age may mean that recent familiarity with tests or with items
stressed on tests improves scores. Because the magnitude of the age effect is the
same at all education levels, however, our conclusions would be unaffected by
an age adjustment. In the regressions, such a familiarity bias would be elimi-
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Average age 47.3 46.9 46.3 46.3 46.6 46.3
'No observations.






ity are substantial. This conclusion must be qualified to the ex-
tent that Thorndike's comment that factor 1 is primarily an IQ
test is correct.
Since the average age of those in the Wolfie-Smith data is ap-
proximately the same (when sampled) as the age of those in the
NBER-TH data of 1955 and since the sample dates are only two




omitting ability in the Wolfie-Smith data was about 4 percent lies in
But this calculation was made with only IQ and age held CON- drawn
stant, while in the above analysis we also hold background fac- unmea
tors constant. In section B of Table 5-5 we present, for Purposes Smith
of comparison, estimates of the bias from omitting each ability posed
separately when no account is taken of background.35 When the W
what we call the IQ factor is omitted, the biases range from 4 to (see C
11 percent with an average of around 9 percent, which is fairly The
close to the Wolfie-Smith result. When the mathematical factor for 195
is omitted, however, the bias ranges from 9 to 23 percent with we sti
an average bias of about 20 percent. (As noted in Chapter 4, years.
there is a possibility that what we call mathematical ability is a
better approximation to IQ.) Thus, the results from the two EARNINGSWhen
samples do not differ substantially when analyzed on a compa- DIFFER keep i:
rable basis. This suggests that mathematical ability may be and ec
more important for determining earnings than IQ. However, compl
the Wolfie-Smith and NBER-TH tests differ in measurement as as rep
well as in concept, and we cannot be sure which is the cause of of the
the difference in results. in the
The extra income from education can also be compared in the 1955 b
two samples. In the Woifle-Smith study, after holding ability from t
constant—as measured by ACE scores—we found education to total
be more important than in the NBER-TH data; that is, the first they I
two years of college add 18 percent to income, an undergraduate in ous
degreeadds 45 percent, and two or more degrees add 57 per- The
cent. Some of the extra returns arise because a different ability tant ii
measure is used and because additional variables are included
in the equation on which Table 5-4 is based. If only age and IQ addi
areheld constant, as in equation 1, Table 5-3, the income dif- and ar
ferentials of education in the NBER-TH sample are substantially sample
greater. For example, the return to some college rises to 18 per- but thi
cent, which is identical to the Wolfie-Smith result, while the re-
asWe om
turn to an undergraduate degree rises to about 20 percent.36 It is
not completely clear why there is such a difference between the expect
two samples for returns to a college education. One possibility the
same a
this is
Age is held constant for comparability, since all people in the Wolfie-Smith levels.
sample graduated from high school in the same year. have n
3°M.D.and teacher dummy variables are included in these calculations, but not curre
in the Wolfie-Smith calculation. The discussion in this section assumes that fac- 4°Aswa
tor 3 and not factor 1 represents IQ. If this is not the case, there is less agreement was 11
between the samples. casionThe NBER-TH sample regression results95
lies in the nature of the samples. The NBER-TH sample is
drawn from a group more homogeneous with respect to such
unmeasured variables as personality and drive than the Wolfie-
Smith sample, because the population of the latter was com-
posed of all high school graduates from Minnesota.37 Second,
the Wolfe-Smith sample may be more affected by response bias
(see Chapters 3 and 4).
The above discussion exhausts the implications of the data
for 1955 when treated as a single or isolated cross section. Later,
we study the implications of using information from other
years.
When comparing the 1955 and 1969 results, it is important to
keep in mind the slight differences in definition for the income
and education variables. Since nearly 10 percent of our sample
completed their education after 1955, for 1969 we use education
as reported in 1969, but as pointed out earlier, about 10 percent
of the questionnaires contain inconsistent replies on education
in the two years. The 1969 earnings variable differs from that of
1955 because in 1969 respondents were asked to report earnings
from their main job only, and in 1955 they were asked to report
total earnings.38 About 10 percent of the sample indicated that
they held more than one position in 1969, a fact that we ignore
in our analysis.39
The first question to consider is whether there are any impor-
tant interactions between education and ability.40 Once again,
371n addition, if the returns to education interact significantly with experience
and are very concave with respect to age, then the average return from the
sample with variable age will be less than that from the sample with a fixed age,
but this should only explain a small portion of the difference.
Weomit from the analysis the 50 people not reporting income in 1969.
We have calculated the income change from 1968 to 1969 for those with more
than one job in 1969. Assuming that they also had two jobs in 1968, we would
expect them to have a relatively smaller growth in income than others. This is
the case at all education levels. We can adjust their 1969 earnings to have the
same average growth as single-job holders in the same education groups. When
this is done, average incomes rise by 0.5 to 1.5 percent in the various education
levels. Since such small differences would not affect our results significantly, we
have not corrected the 1969 data. Note that these results strongly imply that the
"current" earnings figures are for 1969 rather than 1968.
4°Aswas the case with the 1955 data, preliminary analysis indicated that factor 1
was the only important ability factor. Factor 3—an IQ measure—was oc-
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the F statistics used in the analysis of covariance are less than
1.5; hence, we cannot reject the hypothesis that all the coeffi..
cients in the individual education regressions are equal to the
corresponding coefficients in the overall regression. There is,
however, some tendency for the graduate education coefficients
to be higher at the high ability levels. Thus, we also computed
some equations with interaction between graduate education
and the high ability fifths. In equations 14 and 15 in Table 5-7
we present the equations with interactions. For each ability
fifth, the effect of ability is greater for graduate students than
for other students; however, only in the case of Q4isthe dif-
ference significant, although Q5hasa t value greater than
For graduate students the effect of ability can be determined by
adding together the ability coefficients such as Q2' with the co-
efficient on the interaction term involving Q2.Thus,at the grad-
uate level, compared to the bottom fifth, the effect of ability is
about $150, $210, $350, and $415 per month for the second to
fifth fifths, respectively. Although the effect in the top fifth
is larger than that in the fourth fifth, the interaction coeffi-
cient is not significant because the top fifth has a much bigger
impact than the fourth fifth—$204 versus $94—at the other edu-
cation levels. Since the interactions here are fairly weak, we
conduct our analysis of the returns to education and the bias
from omitting ability using equations without interactions.
We consider now equation 5 in Table 5-7, which contains the
mathematical-ability, biography, and background variables. All
the education coefficients, the top three fifths of the mathemati-
cal factor, the second, fourth, and fifth fifths of the biography
variable, the background variables, and the M.D. and teacher
dummies are significant.42 Most of these variables, as well as
41Becausethere are 20 possible education-ability cells, 5 percent of the time, or
once, we would find one of the interaction terms to have a significant t value
even if its true value were zero. However, we would not expect to find all four
coefficients positive.
42TheM.D. and teacher variables are not quite correct, since they are measured as
those who were M.D's and teachers in 1955. When we added a separate vari-
able for lawyers, both the Ph.D. and lawyer coefficients were significant, while
the other coefficients were unaffected. In a weighted regression that attempts to
correct for heteroscedasticity, the coefficients on the some-graduate-work and
master's variables change by about 15 percent, while the ability variables
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TABLE 5-7Regressions for salary, 1969 (in dollars per month)
Under- Some
Somegraduategraduate Ph.D. and
Constantcollegedegree work Master'sLL.B.' M.D.TeacherAge
)Variance are less than
esis that allthecoeff1..
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not expect to find all four
since they are measured as
we added a separate van-
nts were significant, while
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while the ability variables
)anges in a few of the other
(1) Y69$1,164.7$276.4$499.4$376.2 $318.0 $926.6
(37.2) (6.4) (11.9) (5.3) (5.4) (14.8)
(2) Y69 1,360.2274.8 493.2 370.8 313.9 920.6 $—5,9
(6,5) (6.4) (11.6) (5.2) (5.9) (14.6) (1.0)
(3) Y69 1,321.9276.9 498.3 421.6 527.6 857.7$508.9 $—522.5 —4.7
(6.4) (6.5) (11.8) (5.9) (7.9) (12.9) (4.0) (6.9)(0.8)
(4) 1,454.2206.4 388.9 336.4 412.1 728.3 486.1—524.9 —1.9
(4.7) (4.6) (8.6) (4.6) (6.0) (10.5) (3.7) (6.4)(0.3)
(5) Y69 1,355.7192.9 340.8 287.1 351.0 670.0 493.7—496.2 —1.7
(4.4) (4.3) (7.5) (3.9) (5.1) (9.6) (3.8) (6.1)(0.3)
(6) Y59 1,461.9208,0 391.2 337.5 410.9 734.3 474.5—516.5 —2.3
(4.8) (4.6) (8.7) (4.6) (6.0) (10.6) (3.6) (6.3)(0.4)
(7) Y69 1,425.8204.9 382.9 330.6 403.1 723.7 485.5—517.9 —1.8
(4.6) (4.5) (8.4) (4.5) (5.8) (10.5) (3.7) (6.2)(0.3)
(8) 1,367.5205.1 383.5 331.1 339.8 723.4 488.1—511.2 —0.9
(4.4) (4.5) (8.5) (4.5) (4.9) (10.5) (3.7) (6.3)(0.1)
(9) 1,416.5234.5 425.0 371.3 440.9 757.1 495.6—522.5 1.0
(4.6) (5.2) (9.6) (5.1) (6.4) (11.0) (3.8) (6.4)(0.2)
(10) 1,215.7252.9 430.2 353.1 443.6 776.7 514.9—515.8 —4.8
(5.9) (5.9) (10.0) (4.9) (6.6) (11.5) (4.1) (6.4)(0.8)
(11) 1,300.7278.0 498.3 424.4 526.6 864.1 499.6—543.8 —5.5
(6.2) (6.5) (11.8) (6.0) (7.9) (13.0) (3.9) (6.8) (0.9)
(12) 1,294.0270.1 478.8 403.6 504.1 838.6 510.2—540.0 —4.8
(6.1) (6.2) (11.2) (5.6) (7,5) (12.5) (4.0) (6.7)(0.8)
(13) Y69 1,211.7267.1 477.9 404.2 500.2 840.3 509.6—531.3 —3.5
(5.8) (6.2) (11.3) (5.7) (7.5) (12.6) (4.0) (6.6)(0.6)
(l4) 1,358.8195.3 346.9 229.9 282.5 602.2 490.7—485.4 —1.7
(4.4) (4.3) (7.5) (2.8) (3.5) (7.6) (3.7) (5.9)(0.3)
(15) 1,373.6196.1 348.7 150.3 204.8 521.4 489.0—487.4 —1.8
(4.5) (4.3) (7.6) (1.3) (1.8) (4.4) (3.7) (6.0) (0.3)
±TABLE 5-7(contInued)
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Ability educationwith:









































































(2.2)(2.0) (4.7) (1.9) (1.0) (7.8) (2.2)
89.593.6 248.8$96.1$121.5260.6 168.0—204.5—241,8














M.D.s are also included.
NOTE:Figures in parentheses are t statistics.
































































(2.6) (2.5) (2.0) (3.6) (4.8)
96.8 119.2 91.8167.0205.9 1
(2.2) (2.4) (1.8) (3.4) (4.2)
112.7 126.6 103.1178.9236.9 2
(2.6) (2.6) (2.0) (3.6) (4.7)
108.6 122.0 97.1 173.4228.2 3
(2.5) (2.5) (1.9) (3.5) (4.6)
108.8 120.3 92.4168.3219.8 4
(2.5) (2.4) (1.8) (3.4) (4.4)
152.9
(3.6)
87.2—204.7—242.4 107,8 96.4 120.1 92.4167.7205.8
(1.0) (7.8) (2.2)
• (3.1) (2.2) (2.4) (1.8) (3.4) (4.1)
168.0—204.5—241.8
. 107.8 97.3 120.7 92.9167.9204.5
(1.4) (7.8) (2.2) (3.1) (2.2) (2.4) (1.9) (3.4) (4.1)Higher education and earnings100
age,were significant in 1955. The age result for 1969 is dis-
cussed in more detail below. ter
The percentage increases in earnings due to increases in edu- s
cationimplied by this equation are presented in Table 5-8, for a in
person with the ability and background of (1) the average high
school graduate and (2) the average member of the preceding
education level. As compared to just going to high school, earn-
ings increased by 17 percent for some college attendance, 25 to sa
30 percent for obtaining an undergraduate through a Ph.D. nex
degree; 84 percent for obtaining a law degree, and 160 percent the
for completing a medical degree. Each of these numbers is cau
larger than the corresponding entry for 1955 (Table 5-4). The tha
greater importance of education with the passage of 14 more tur
years can be explained either by the proposition that the age- ea
income profile is steeper for the more educated in this range or tion
by the proposition that because of shifts in supply and demand, ers.





































Some college 17 17
Undergraduate degree
(not teacher) 31 11
Some graduate work 26 —3







Average age is 47.
SOURCE:Earnings of average person in each education class from equation 5, Table 5.7.
Absolute increases from equation 3, Table 5-7.and earningsioo
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thanin 1955. We discuss this question in more detail in Chap-
ter 6.
Several comments about the pattern of results in Table 5-8 are
in order. First, in an equation not shown, we have replaced the
some-college dummy variable with separate variables for one,
two, and three years of college. We find that the absolute
increase in earnings (over high school) for the first year is the
same as for the some-college variable and that neither of the
next two years adds anything to income.43 Second, as shown in
the second column of Table 5-8, an undergraduate degree
causes another jump in income, although the increase is smaller
than that for the first year of college. The erratic nature of the re-
turns to education is made more evident by the decrease in
earnings from an undergraduate degree to some graduate educa-
tion and the large increase for three-year-graduate-degree hold-
ers. Third, when a dummy variable for business owners is
included, the constant term and all the various education coeffi-
cients fall, but the decreases in the high school and some-college
categories are larger. If calculated for non-business owners, the
income differentials in Table 5-8 would be 17 and 39 percent for
some college and a bachelor's degree, respectively.
We next examine the effects of ability and background. As
noted earlier, only factor 1, the mathematical-ability factor, has
significant coefficients and displays the expected monotonic
patterns. From equation 5, Table 5-7, it is clear that the impact
of this mathematical skill is important, with those in the top
fifth receiving about $3,300 a year more income than those in
the bottom fifth—an increase midway between that of the
some-college and the undergraduate-degree variables. The bi-
ography variable has significant coefficients, which (except for
a small insignificant drop in the third fifth) increase mono-
tonically. Although the magnitudes are not quite as large as
those of mathematical ability, the effect of the top fifth in biog-
raphy is as important as that of some college education.
We now examine the effect of age on earnings. Before dis-
cussing this subject in detail, we remind the reader that the age
variation in this sample is only eight to nine years. Because of
this small range, no attempt was made to find nonlinear age ef-
The information currently available from the 1955 questionnaire does not allow
us to break down the some-college category to investigate this question.
is fromequation 5, Table 5-7.Higher education and earnings102
fectsor to discover interactions with education in Hence,
our results should not be extrapolated to other ages.45 Whenever
age is included in an equation, its coefficient ranges from —2 to
—6, but it is always insignificant. (In 1955 it was about +7 and
significant.) A common finding in studies of age-income
profiles is that the peak earnings occur in the late forties or early
fifties of a person's Since the average age of people in
this sample was 47 years in 1969, a negative coefficient is not
surprising, and the insignificance could arise because the peak
is near the mean of There is, however, one other result to
report. A good argument could be made that time on the job
(after education is completed) is more important than age, and
that such work experience is not completely collinear with age
and education because of delays in entering or finishing educa-
tion. We attempted to measure such a concept by a variable
defined as 1969 minus the year of first job after completing
school. (This year was determined from the job-income histo-
ry.)48 When this time-on-the job variable is used, we always
find a significant coefficient of about +10, even if age is added
to the equation. Since the education coefficients are not much
affected by this variable, however, we shall not pursue these
results any further at this time.
As was the case in 1955, the background and individual char-
acteristics are important. The health and single coefficients are
both significant, negative, and in excess of $200. Each of the two
father's education coefficients are about $100 and significant.
Thus, the health and single effects are as great as that of the
4°Wetested for age-education interactions by running separate regressions for
the various education categories. The age variable was never significant.
451t is possible to study these questions by combining the 1955 and 1969 cross sec-
tions.
4° See,forexample, Becker (1964), Miller (1960), and Mincer (1970). Some recent
work at the NBER by Fuchs suggests that when earnings are converted to wage
rates per hour, this peak is not discernible.
Moreover,in the next chapter we will present evidence that from 1968 to 1969
average income (after adjustment for secular changes in wage rates) declined in
this sample.
4° shouldnote that for some people the "first job" entry appears to refer to the
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some-college variable, while the influence of father's education
is equal to that of the third fifth of ability. As was the case in
1955, the quality of high school education, as measured by a set
of dummy variables, did not determine earnings. Thevalues
in 1969 of about .11 are slightly greater than those in 1955.
We turn now to the question of the bias from omitting ability.
The information obtained on this question is very important,
since this is the only large sample with information on income,
ability, and education for people in their late forties and early
fifties. In Table 5-9, we present the bias from omitting sepa-
rately each of the ability factors, using a variety of assumptions
TABLE 5-9Percentagebiases at various educational levels from omitting various types of ability, 1969
Bias at education level of:
Under- Some
Ability Sortie graduate graduate Ph.D. and
omitted college degree work Master's LL.B.
A.Bias fromomitting ability; age,background, and biography held constant
1.Factor 1 6.5 12.4 14.6 14.8 8.0
2.Factor2 —0.8 —0.6 0.3 0.3 —0.8
3.Factor 3 0.7 1.5 1.7 2.2 0.6
4.Factor4 0.6 1.4 1.6 3.0 0.7
B.Bias from omittIng ability; age held constant
5.Factor 1 8.7 13.7 16.2 15.9 9,4
6.Factor 2 —0.4 0.0 —0.7 0.2 —0,7
7.Factor 3 2.5 3.9 4.3 4.5 2.2
8.Factor 4 3.5 4.1 4.1 5.2 2.0
C.Bias from omitting bIography and ability; age and background held constant
9.Factor 1 17.8 19.7 22.8 20.6 11.5
70.Factor 2 11.4 7.8 9.3 7.0 3.0
71.Factor 3 12.7 9.8 11.1 8.8 4.4
72.Factor4 12.6 9.6 11,0 9.5 4.4
g separate regressions for
,as never significant.
he 1955 and 1969 cross sec-
Lincer (1970). Some recent
ngs are converted to wage
Nce that from 1968 to 1969
in wage rates) declined in
htry appears to refer to the
SOURCE:Table5-7. Comparison equation for section A is equation 4. Row 1 from equation 5; row 2 from equation
6; row 3 frnm equation 7; row 4 from equation 8. Comparison equation for section B is equation 3. Row 5 from
equation 10; row 6 from equation ii; row 7 from equation 12, row 8 from equation 13. Comparison equation for
section C is equation 9. Row 9 from equation 5; row 10 from equation 6; row 11 from equation 7; row 12 from equa-
tion 8.
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about the other included variables. Sections A and C yield
the co lower and upper bounds to the percentage bias when back.
istiCS ground factors are held constant. When mathematical ability is
it ca omitted (section A), the biases at the various education levels our ii
range from 7 to 15 percent, with an average of about 10 percent. chang
In section C, the upper bounds of such biases range from 18 to betwe
23 percent, with an average of about 20 percent. Both the lower howei
and upper bounds of the bias are substantially less than the cor-
responding estimates for 1955, because the coefficients on edu-
time
consis cation grew more rapidly than those on the ability, biography, unme or background variables. overti
Mathematical ability is only one of the many types of ability perioc
that could affect income and whose omission could bias the ed- regres ucation coefficients. In Table 5-9 we also present the biases
from omitting physical coordination, IQ, and spatial-perception gener
measures. The biases from omitting any of these average about
varial
2 percent or less in section A and 10 percent in section C. Both be ort these upper and lower bounds are much smaller than when year
mathematical ability is the omitted variable. (The biases using
(excel an equation in which all the ability variables are included were ortho
nearly the same as in the mathematical-ability rows.) Since the are p1
upper bound on the bias from omitting these three abilities
We does not exceed 10 percent, we conclude that in 1969, as well as
stead in 1955, the returns to education are not greatly affected by the
varial omission of coordination, IQ, and spatial-perception abilities. It
would still be possible, however, for any of these abilities to be
of q i
the St significant determinants of income. But in equations 6, 7, and 8
Whei in Table 5-7, the only significant coefficient for the ability dum-
cient mies is the top fifth of factor 4. When factors 2, 3, and 4 are
the SI added to equation 5, no additional coefficients are significant.
We have also made some calculations of the bias when only
age is held constant. The results are given in section B of Table
In prir 5-9. Once again, omitting mathematical ability yields a large ased e
bias—about 12 percent—while omitting the other abilities even




INDIVIDUALInthe preceding analysis we have treated the two cross sections of the
EFFECTS
PERSISTINGseparately.It is possible to make use of the continuous-cross- their p
OVERTIMEsectionnature of the data to obtain more efficient estimates of are rn
produThe NBER-TH sample regression results105
thecoefficients and to allow for unmeasured personal character-
istics that persist over time.49
It can be demonstrated that if we were to regress Y89 —Y55on
our independent variables (and include a new one for the
change in education), the estimates would equal the difference
between the coefficients estimated in 1969 and 1955. There is,
however, an advantage in using the individual's residual in one
time period in the regression for the other. That is, the residual
consists of P1 represents the ith person's various
unmeasured characteristics, such as personality, that persist
over time; u4 is a random element; andis the effect on income in
period t of the P1. Let=&P1+ u1. If we include q155 in our 1969
regressions, or vice versa, then we incorporate an imperfectly
measured estimate of P in our analysis. Measurement error will
generally lead to biased estimates of the coefficient on q and all
variables with which q is correlated. But since q1 is constructed to
be orthogonal to all the independent variables in the equation in
year t and since these variables are unchanged from 1955 to 1969
(except for a few changes in education), each q is approximately
orthogonal to the other variables. Hence, the other coefficients
are practically unchanged when q is included.
We do not present the entire equation, but concentrate in-
stead on the coefficient of q and the change in the explained
variance. When we use the 1955 residual in 1969, the coefficient
of q is 1.7 with a t value of 35. The R2risesfrom .11 to .34, and
the standard error of the equation declines from $934 to $785.
When the 1969 residual is used in the 1955 equation, the coeffi-
cient is .15 with a t value of 35. The R2 rises from .10 to .33 and
the standard error declines from $264 to
In principle, it is possible to obtain, with certain grouping techniques, unbi-
ased estimates of the coefficients of the measured and unmeasured variables
even when they and income are correlated with the unmeasured personal char-
acteristics. However, this procedure proved to be infeasible because of mul-
ticollinearity.
50 comparisonsare with equation 5, Table 5-7, and equation 5, Table 5-3.
Since the coefficients of the q variables should equal the ratio of the coefficients
of the unmeasured characteristic in the two years, it might be expected that
their product would be 1. However, because in both cases personality and so on
are measured with error, the q coefficients are biased downward, and their
product is less than 1.
?ducation and earnings104
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The residual in any year can be partitioned into p and u.5' It is that t
interesting to calculate the extent to which the variance of the divid
residual is due to the variables represented by p. Since p andu An
are assumed to be uncorrelated, var p + var u =varq. An es- correl
timate of var q is the (squared) standard error of the regression inflat
equation when q is included, while an estimate of var u is the the ai
corresponding statistic when q is not included. Using this infor.. be ov
mation, we calculate var p expressed as a fraction of var adjus
p + var u to be 30 percent for 1969 and 26 percent for 1955. 53 as
Thus, based on observations 14 years apart, we estimate that
about 30 percent of the original unexplained variance (after reaso
eliminating the influences of the measured variables) is due to educe
variables whose effects persist over time. The other 70 percent over I
of the variance is due to random events such as luck and pecte
changes in unmeasured variables.52 This conclusion is dis- norm
couraging in two regards. First, there apparently are some sys- years
tematic but unmeasured determinants of income that are more of
important than all the education, ability, and background van- For
ables that we have studied. Second, random events (and changes ing
in the unmeasured but systematic variables) are the most im-
portant determinants of income within a given age cohort. Fi-
nally, as demonstrated earlier, very little of the correlation be- 53There i
tween the residuals should be attributable to investments in
on-the-job experienceas formulated by Mincer (1970), since errors
1955 should be close to what he calls the overtaking point, initial-
where a person's current and discounted lifetime earnings are
equal. for son
and 19
EARNINGSONThelast earnings to be examined are those obtained on the per- with a
INITIALJOBson'sfirst job after completing his education. There are several
difficulties in using this information. First, there is the possibil- do not
ity of error because of the long time between event and recall in state ti
1969. As demonstrated in Appendix H, we judge this memory
Mantel
lapse to be important for estimates of 1958 earnings, and the
initial job occurred earlier than 1958 for nearly all the people in
our sample. A possible offset to this greater-time-lapse aspect is Thus
vidual
respon:
we used 8, but since 8 is just a scaling vector, it can be ignored. 54Thisd
52However, since both our education and ability measures cover limited ranges,
the importance of ability and education relative to the unmeasured variables is timatec
understated compared with the population as a whole, for eacJucaf ion and earnings106 1 TheNBER-TH sample regression results107
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obtained on the per-
There are several
t, there is the possibil-
?en event and recall in
ye judge this memory
earnings, and the
early all the people in
aspect is
it can be ignored.
cover limited ranges,
e unmeasured variables is
that the first position is a much more important event to the in-
dividual than other ones.53
Another problem with the initial-job data is that there is a
correlation between education and the starting date. Because of
inflation and technical change, wages increase over time; hence
the average initial salaries of the more educated would tend to
be overstated relative to those of high school graduates.54 The
adjustment for inflation and technical change given in footnote
53 assumes that the coefficients on the education variables
change proportionately with the passage of time, but for
reasons explained in Chapter 2, the relative wages at different
education levels (at given age or experience levels) can shift
over time. While such a structural change would hardly be ex-
pected to be important over the space of five or maybe even ten
normal years, we do not have the luxury of five or ten normal
years, because the period before 1943 is far removed from that
of the late 1940s and early 1950s.
For these reasons, we resorted to simpler methods in analyz-
ing the data. In Table 5-10, we present (for those instances in
There is some partial evidence on the reliability of the earnings-on-initial-job
estimates. Thorndike and Hagen asked the same question in 1955. If there are
memory lapses, it seems likely that the longer the recall period, the greater the
errors should be. Unfortunately, Thorndike and 1-lagen had not transcribed the
initial-earnings data to the IBM sheets, and the NBER has not yet coded these
data from the original questionnaires. However, Dr. E. Mantell, who has used
the NBER-TH sample to write a dissertation on engineers, has collected the data
for some 300 people for whom the year of initial job was the same in the 1955
and 1969 responses. He finds that the mean income reported in 1955 was $3,905
with a standard error of $2,039, while that reported in 1969 was $4,094 with a
standard error of $1,473. This difference, which is only one-seventh of a stand-
ard error, is not significant at the 5 percent level. It might be noted that if people
do not recognize the amount of inflation since the 1940s, they may tend to over-





Thus while the mean estimates of two estimates are reasonably close, the indi-
vidual estimates are not strongly correlated. Hence, the differences irs the two
responses do not solely represent an equally poor recall or inflation.
This difficulty can be overcome through such devices as deflating starting
salaries by a wage index and by including a time trend. Once the equation is es-


















































































































































































































NOTE:Dollar entries are mean income. Sample sizes are given in parentheses below dollar
amounts. Rank I is the lowest ability fifth.
1952
1953and earnings108











3,370 3,375 3,444 3,233 3,543 3,443
(6) (14) (54)
(5) (8) (16) (11) (32) (72)
1,985 1,228 1,659










































































































































1949 2,824 2,988 3,066 3,615 3,492 3,298
3,321 3,246 3,361


















1951 3,583 3,781 3,490 4,306 5,207 4,223
4,181 4,206 4,377
(12) (13) (20) (18) (27) (90)
(26) (19) (111)
1952 3,028 4,650 4,581 5,211 5,462 4,738
3,951 3,743 3,894















1ven in below dollar parenthesesHigher education and earnings110
whichwe have reasonable sample sizes) average starting Salaries in half
by mathematical-ability fifths, education, and year of starting the oth
Sry. on ears
Consider first the high school graduates. Although it isnot is
shown, about one-half had earned a living before 1943, but of
the rest a majority started work in 1946.56 In 1946 there is no evi- does rv
dence of a positive effect of ability on salary, and indeed there year. It
could even be a negative effect. None of the other years has
enough observations to analyze the separate fifths.57 gradua
About one-third of those with some college had their first job signifi
before 1946. Fairly large groups of people began to work in each it is
of the years between 1946 and 1948. It is encouraging to note market
that their starting salaries increased from 1946 to 1949 and that receive
the salaries in 1946 were about double those before the war. In thougi
the years 1946 to 1948, we can compare the average income of way of
the bottom two fifths with that of the top two fifths. We find the offered
former to be larger by $250 in 1946, smaller by $420 in 1947, and If this
larger by $550 in 1948. Using all five fifths of those averages, tored o
there is no evidence of incomes increasing with ability. tion b€
Very few people had finished their undergraduate studies found
and started to work before 1946.58 From 1946 through 1951, there hypoti
are large numbers of people with undergraduate degrees start- the hu
ing to work. The average starting salary rises in each year except not eat
for In comparing the average starting income in the top way ix
two fifths with the income in the bottom two fifths, we find that As exp
withi
Because we suspected that many people were reporting salaries other than their trainir
first, we constructed a comparable set of tables in which individuals were wages.
included only if the date of their starting salaries minus the date they ter- have I
minated schooling was less than three years. In those instances in which we had
large samples, for example, undergraduates around 1950 and high school gradu-
ates in 1946, the two sets of estimates were close; hence we decided to ignore the The
restriction and use the larger sample (1,000 more observations). creden
The relatively large numbers in 1947, 1948, and 1949 presumably reflect later colleg€
discharge dates from the military, than ti
Although education in these tables is defined from the data in 1969, when the years
corrected 1955 education is used, essentially the same results are achieved. The '
1969education is used because the question in 1969 asked for first salary after salarie
completion of education as reported in 1969.
those with graduate education, there were only 4 percent. However,
some graduates who began working in the late 1940s and early 1950s had ttWeisbn completed their undergraduate work earlier.
sional a
591n 1949, the starting salary of those with some college as well as various national ance in
figures such as wage income declined. significcat ion and earnings110 TheNBER-TH sample regression results111
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n which individuals were
minus the date they ter-
instances in which we had
,950 and high school gradu-
ce we decided to ignore the
Hervations).
49 presumably reflect later
the data in 1969, when the
te results are achieved. The
asked for first salary after
only 4 percent. However,
and early 1950s had
as well as various national
in half the years the bottom fifths have more earnings, and in
the other half the top fifths have more. Thus, the effect of ability
on earnings still is not evident.
It is useful at this point to compare the starting salaries at the
various educational levels. Since we have found that ability
does not affect starting salaries, we can use the average in each
year. In 1946 average incomes are $3,392, $3,361, and $3,443 for
those with a high school degree, some college, and an under-
graduate degree, respectively. The differences in income are not
significant.
It is interesting to speculate on why people coming on the
market in 1946 with different amounts of education and ability
received the same starting salary. One possibility isthat,
though ability and education add to skills, employers had no
way of knowing who was better qualified and, on the average,
offered the same wage to all these education and ability levels.60
If this is correct, then as the workers' performances are moni-
tored over time, we should find the effects of ability and educa-
tion becoming more important, which is indeed what we have
found to be the case. This is the opposite of the role of ability
hypothesized by Lydall (1969). It also seems to run counter to
the human-capital theory, since those with more training do
not earn more when coming on the market. There is, however, a
way to reconcile these results with the human-capital theory.
As explained in detail in Mincer (1970) and Becker (1964), those
with more education could be undertaking more on-the-job
training and "paying" for the investment with lower current
wages. In addition, those with some college education could
have been tempted by very good job offers while the others
finished their degrees.
The average starting salaries in 1947 and 1948 give some
credence to these ideas. In these two years, those with some
college received between $500 and $1,000 more in starting salary
than those with undergraduate degrees. Also during these two
years, high school graduates received slightly smaller starting
salaries than undergraduate-degree holders. Finally, it might be
60Weisbrod and Karpoff (1968) have presented some evidence that when profes-
sional and mangerial employees are separated by quality of school and perform-
ance in school, starting salaries are the same, but salaries after 15 years differ
significantly.Higher education and earnings
noted that in 1949 and 1950, when the some-college samplesare
smaller, it is still true that the starting salary of the college
dropouts exceeds that of those with an undergraduate degree.
In order to obtain a large enough sample to permit analysisat
the graduate level, we combined the three categories of gradu.
ate training. Since the average salaries.of the three groups were
quite close in each year, there is little danger of
bias. The majority of these students finished their
between 1947 and 1951, although about 25 percent—many of
whom were Ph D.'s—began to work after 1951. In this graduate
education category, we do find some evidence of the effect of
ability on income. The bottom two fifths fall short of the top two In the p
in every year from 1946 to 1952. That ability is significant here extensi'
and not at other education levels can be explained by the propo- briefly.
sition that only at this education level is academic perform- educati
ance—which is related to ability—considered an indicator of chapter
employee quality, thus influencing starting salaries. ings pr
Consider next the difference in average starting salary of can be
graduate students and college graduates. In each year from 1946 been st
through 1954 (except 1953) college graduates earned as much on First,
their first job as graduate students or earned more.61 While the with
large percentage of pre-college teachers in the graduate group theoriz
presumably holds down the average, the starting salaries for people
Ph.D.'s and LL.B.'s were about the same as the average for all specific
graduates. Thus, once more we find that starting salaries do not income














2See the e The samples in both education groups are small in 1953.