Abstract. We give several equivalent characterization of aperiodicity of an element on locally compact group G, and give an intuition for "How strong does the aperiodicity of an element affect the existence of hypercyclic weighted translation operators?". In fact, if a is an aperiodic element in G, then there exists a mixing, chaotic and frequently hypercyclic weighted translation T a,w on L p (G).
Introduction
This paper has two parts. Firstly, we characterize some equivalent statements of aperiodicity of an element on locally compact group. Secondly, we use those equivalent statements of aperiodicity to give the existence of hypercyclic weighted translations. For some cases we actually can find expilcit form of hypercyclic weighted translations.
In the field of linear chaos, people focus on the linear operators which act on a Banach space and discuss their dynamic properties like hypercyclicity and chaoticity. For our discussion, we focus on [4] , see also [2, 3] which characterize the chaoticity and hypercyclicity of a weighted translation operator on the L p space of a locally compact group. An operator T on a Banach space X is called hypercyclic if there exists a vector x ∈ X such that its orbit is dense in the whole space (i.e. orb(T, x) := {T n x|n ∈ N} is dense in X). An operator T is called weakly mixing if T ⊕ T defined on X × X is hypercyclic. An operator T is called mixing if for any nonempty opens U, V in X, there exists N ∈ N such that T n U ∩ V = ∅ for all n > N. An operator T is called chaotic if it is hypercyclic and the set of periodic points is dense. An operator T is called frequently hypercyclic if there is some x ∈ X such that for any nonempty open subset U of X, n k = O(k), where n k is a strictly increasing sequence of integers such that T n k x is k-th element lying in U (by [5, Proposition 9 .3. p.237], this is an equivalent statement of [5, Definition 9.2. p.237]). (Note that we only consider the case that the operator is a weighted translation in this paper).
Theorem. (Frequent Hypercyclicity Criterion, [5, Theorem 9.9 and Proposition 9.11.]). Let T be an operator on a separable Fréchet space X. If there is a dense subset X 0 of X and a map S : X 0 → X 0 such that, for any x ∈ X 0 ,
T n x converges unconditionally,
∞ n=0 S n x converges unconditionally,
then T is frequently hypercyclic. Moreover, T is also chaotic and mixing. In particular, it is also weakly mixing and hypercyclic.
The graph below characterizes some relations between these dynamical properties which have been discussed, see [5] In the above, we describe the general conclusions. In this article, we only focus on the weighted translation operators.
Let G be a locally compact group and a be an element of G. The weighted translation operator T a,w is a bounded linear self-map on the Banach space L p (G)
(by using the right Haar measure on G), for some p ∈ [1, ∞), defined by
where the weight w is a bounded continuous function from G to (0, ∞). We denote T a,1 by T a so that T a w is the function w translation by a, while T a,w is a weighted translation operator.
To analyze T a,w , we would like to classify some different topological properties of the elements in G. We call an element a of G torsion if it has finite order. An element a is periodic if the closed subgroup G(a) generated by a (i.e. G(a) = < a >) is compact in G. An element a is aperiodic if it is not periodic.
Note that we dont need G to be Hausdorff in this paper, unless we say that G is a Hausdorff group.
Lemma. [4, Lemma 2.1., C. CHEN AND C-H. CHU] An element a in a second countable group G is aperiodic if, and only if, for each compact subset K ⊆ G, there exists N ∈ N such that K ∩ Ka n = ∅ for n > N.
In [4, Lemma 2.1], they give an equivalence statement of aperiodicity when G is a second countable locally compact Hausdorff group. We give another equivalence statement when G is second countable (Theorem 2.15), which we define in Definition 2.7 and we call it terminal pair.
Lemma. [4, Lemma 1.1., C. CHEN AND C-H. CHU] Let G be a locally compact group and let a ∈ G be a torsion element. Then any weighted translation T a,w :
On the other hand, [4, Lemma 1.1] gives the non-existence of hypercyclic weighted translations when the element a is torsion. So the question of the existence of hypercyclic weighted translations will be focused on the case in which a is non-torsion, this is, a is either non-torsion periodic or a is aperiodic.
All examples of hypercyclic weighted translation operators in previously known literature are all associated to aperiodic a. One of the most important concrete examples is the weighted backward shift operator on ℓ p (Z) [5, Example 4.15. p.102] and there are also some classical analogous examples relevant to semigroups [8] ; in fact, it can correspond to our case for several admissible weights by conjugation. So we unify them to our Main Theorem 3.2.
Theorem (Main Theorem). Let G be a second countable locally compact group and a be an aperiodic element in G, then there exists a weighted translation operator T a,w which is mixing, choatic and frequently hypercyclic on
simultaneously.
Equivalent statements of aperiodicity
Proposition 2.1. Let G, G ′ be locally compact groups, φ(a) is an aperiodic element of G ′ , where φ : G → G ′ is a continuous homomorphism, then a is also an aperiodic element of G. In other words, continuous homomorphisms pullback the aperiodicity.
Proof. If a is periodic, then < a > is a compact group and so does φ(< a >), but φ(a) ∈ φ(< a >), contradiction as there are no aperiodic element in compact group.
Let G be a topological group. Define the Hausdorffication of G by the natural continuous quotient map π : G → G, where G := G/{e} and e denotes the identity element of G. (This may be related to the "Hausdorffication" which is defined as a left adjoint of forget functor in general topology). The reason that we consider the Hausdorffication is lots of statements in this paper without the assumption that G is Hausdorff; but in fact, we first assume G is Hausdorff in proving. Next, we prove the non-Hausdorff case by considering its Hausdorffication, and show it can preserve or pullback some conclusion we want. So we will claim several arguments below:
(1) Each open or closed subset of G is a union of the cosets of {e}.
Since Sx = Sx for any S ⊆ G and x ∈ G. Choose S = {e} and x ∈ {e}, then {x} = {e}x = {e}x = {e} (last equality follows by x ∈ {e} and {e} is a subgroup of G), which implies {e} is indiscrete topology space and so does all cosets of {e}. This implies the statement we want. (2) There's a one to one correspondence between the set of open(closed) of G and G's. In particular, G is first(second) countable if and only if G also, and G is Hausdorff. This correspondence is given by (U → π(U)) and (
To verify that these two maps compose to identity for two sides, we only need to say π
open in G, since the others are relatively obvious. Assume there exists
But by (1), {e}y ⊆ U, since y ∈ U, a contradiction as this implies
π is an open, closed and proper mapping. In particular, G is locally compact iff G also. On the other hand, the one to one correspondence in (2), not only just closed sets, but also closed compact sets (since π is proper). The openness and closedness follow by (1) and (2) immediately. For the properness, let K be compact in G, and we'll check π
Hence induce a finite subcovering {π(U i )}, then we can check {U i } is actually a finite subcovering of π −1 ( K).
(4) Let Y be an arbitrary Hausdorff topology space, then Hom(G,
There's a natural one to one correspondence between the set of continuous functions from G to Y and G's.) Given w ∈ Hom(G, Y ), define w( x) := w(x) where x = {e}x, then w is a well-defined continuous function on G. On the other hand, Given w ∈ Hom( G, Y ), then we get w := w • π, which is also a well-defined continuous function on G. It easy to check these two mappings between Hom(G, Y ) and Hom( G, Y ) are inverse to each others. (Equivalently, one can say that any continuous function from G to Y factor through G. In other words, this is the universal property of Hausdorffication.) (5) a is an aperiodic in G iff π(a) is an aperiodic in G.
If π(a) is a periodic, then < π(a) > is compact and so does π Proposition 2.2. Let G be a locally compact group, a ∈ G has the following properties: For any compact subset K of G, there exists N ∈ N such that K ∩ Ka n = ∅ for n > N. Then a is an aperiodic element in G.
Proof. Suppose a is a periodic element, so the closed subgroup G(a) generated by a is compact. Now set K = G(a), then we have K ∩ Ka n = G(a) = ∅ for all n ∈ Z, which is a negative statement of the condition.
Lemma 2.3. Let G be a first countable locally compact Hausdorff group with a ∈ G being an aperiodic element, then G(a) is a second countable compactly generated abelian group.
Proof. Since a is an aperiodic element, so G(a) is non-compact closed abelian subgroup of G (the commutativity follows by net arguement and G(a) is Hausdorff.). Moreover, by [6, Theorem 5.14], there exists a compactly generated subgroup G ′ of G which containing G(a), since {e, a} is a compact subset of G. First, we'll check that it is second countable. Since G(a) is a first countable locally compact Hausdorff group, hence metrizable [1, Birkhoff-Kakutani metrizable theorem]. On the other hand, since the set {a j } j∈Z is dense in G(a), so G(a) is a separable metrizable space, hence second countable. So in the last step, we'll check that it is compactly generated. There's a important thing that not every subgroup of a compactly generated group is compactly generated (even a closed subgroup), but in our case it works. Let G ′ be generated by the compact set K 0 , where K 0 = V 0 for some open V 0 containing {e, a} (the existence follows from the proof in [6, Theorem 5.14]). We'll claim that G(a) is generated by the compact set K 1 , where
Since the set {a j } j∈Z is dense in G(a), which implies {V 1 a j } j∈Z is a covering of G(a) (we'll prove this in the Remark below). So
, that means that any x ∈ G(a) can write it as the form ka j for some k ∈ K 1 and some j ∈ Z (i.e. G(a) is compactly generated, since a is also in K 1 ).
Remark. To prove that {V 1 a j } j∈Z is a covering of G(a), we need to say that every
x ∈ G(a) which is a limit of a subsequence {a n k } has been covered by {V 1 a n k } (we view V 1 as the relative open neighborhood of e in G(a) here). Now choose V 2 the symmetric open neighborhood of e in V 1 . Then a n k ∈ V 2 x for k large enough,
2 a n k = V 2 a n k ⊆ V 1 a n k , so we are done.
Lemma 2.4. Let G be a first countable locally compact Hausdorff group with a ∈ G being an aperiodic element, then G(a) is topologically isomorphic to Z.
Proof. So by previous lemma and [6, Theorem 9.8], G(a) ∼ = R n × Z m × F for some n, m ∈ N and F is a compact group, and a identifies with the element in R n × Z m × F \ ({0} × {0} × F) and < a > the cyclic subgroup generated by a will not have any accumulation points. That means G(a) is actually a discrete group, hence G(a) =< a >, which is also isomorphic to Z.
Proposition 2.5. Let G be a first countable locally compact group with a ∈ G being an aperiodic element, then for any compact subset K of G, there exists N ∈ N such that K ∩ Ka n = ∅ for n > N.
Proof. We first consider the case that G is Hausdorff. If we assume there exists a compact set K such that K ∩ Ka n = ∅ for infinitely many n's, then for those n's, a n ∈ K −1 K, which is impossible since there must admit a convergent subsequence in the compact set K −1 K. But this contradicts with the previous lemma, so the case of Hausdorff has been verified. Now consider the general case. Let G be a first countable locally compact group and π : G → G be its Hausdorffication. For any compact set K in G, π(K) is compact in G, so there exsit N such that
Theorem 2.6. Let G be a first countable locally compact group, then the following are equivalent:
(1) a ∈ G is an aperiodic element.
(2) For any compact subset K of G, there exists N ∈ N such that K ∩Ka n = ∅ for n > N.
Definition 2.7. Let G be a locally compact group and a ∈ G. We say G has a terminal pair (A, B) w.r.t. a if there exists a pair of disjoint closed subsets (A, B) of G such that for any given compact subset K in G, we have
for n large enough.
More intuitively, a shifts any compact subset positively (resp. nagetively) into A (resp. B).
Example 2.8. One of the simplest cases is G = Z or R and a = 1, the terminal pair w.r.t. 1 can be given by (A, B) = ([100, ∞), (−∞, −100]). Example 2.9. Let G be a general linear group GL(n, C), a ∈ G with some eigenvalue λ such that |λ| = 1, then G admits a terminal pair w.r.t. a.
Proof. Without loss of generality, we can assume a is itself a Jordan form, since we can act a conjugate automorphism on G as
, where x i ∈ C n are the column of x. (Note that x i will never be zero vector since x is invertible.) Consider the map f : G → R, f (x) = ln x 1 . By the calculation, we have f (xa n ) = f (x) + n * ln|λ|.
which implies (A, B) is a terminal pair w.r.t. a.
Proposition 2.10. Let G be a locally compact group and admit a terminal pair w.r.t. a, then a is an aperiodic element.
Proof. Suppose a is a periodic element but G also admits a terminal pair w.r.t. a, then G(a)a n = G(a) for all n ∈ Z, which implies that A and B are not disjoint.
Proposition 2.11. Let G, G ′ be locally compact groups, G ′ admit a terminal pair w.r.t. φ(a), where φ : G → G ′ is a continuous homomorphism, then G also admits a terminal pair w.r.t. a. In other words, continuous homomorphisms pullback the terminal pair.
Proof. Let (A G ′ , B G ′ ) be a terminal pair w.r.t. φ(a). Equivalently, for any given compact subset K ′ in G ′ , we have
. By continuity of φ, (A G , B G ) is also a pair of disjoint closed sets in G. Now, for any given compact subset K in G, φ(K) is also compact, so we have
for n large enough. 
The other side follows from Proposition 2.11.
Recall that any second countable locally compact Hausdorff groups are compatible with a proper "right" invariant metric d [7] . In this metric space the HeineBorel property holds. Therefore, B R (x) := {y ∈ G|d(x, y) < R} is a precompact open ball, and by right invariant B R (xa) = B R (x)a.
Note that [7] said that there's a proper "left" invariant metric say d L , but it's easy to induce a proper "right" invariant metric
Theorem 2.14. Let G be a second countable locally compact Hausdorff group, then the following are equivalent:
(2) For any compact subsets K and
periodic, then G(a) is compact, hence bounded. This implies that a n are uniformly bounded, and there is a contradiction.
is uniformly bounded by C > 0, then for any ℓ ∈ N,
ℓ , e) < C. Since the closed ball center at e is compact, so there's a subsequence {ℓ
Hence a ℓ ′ → k −1 bk ′ as ℓ ′ → ∞, which contradicts with the Lemma 2.4, since a
Theorem 2.15. Let G be a second countable locally compact group, then the following are equivalent:
Proof. By discussion above, we only need to prove the case (1⇒3).
We first consider the case that G is Hausdorff. Set
The reason for the definition of J is we want to simulate the special case G = R 2 , a = (1, 0). In this special case, the terminal pair w.r.t. a can be set as ({(x, y)|x ≥ 100}, {(x, y)|x ≤ −100}). To deduce this, we need some "sense" like y-axis which is orthogonal to a, hence we define J to be the simulation of y-axis. Note that they are well-defined, since Theorem 2.14 implies that both d(xa n , e) and d(xa −n , e) → ∞ as n → ∞. And for each x ∈ G, there exists xa n ∈ J (i.e. G = {xa n |x ∈ J, n ∈ Z}), and this follows from the same reason.
is a covering of G.
Claim: For any x, y ∈ J, n > N x and m > N y , we have d(xa n , ya −m ) > 1.
There is a contradiction. Claim: For any x, y ∈ J, n > N x and m > N y , we have
. Then there exists x ′ ∈ B 1 4 (xa n ) and
, then we have d(xa n , ya −m ) < (xa n ),
> 0, so A and B are disjoint closed set. Now we will show that for each compact set K shift into A and B. By compactness, there exist finitely many balls in B,
for n > N, so the case of Hausdorff has been verified. Now consider the general case. Let G be a second countable locally compact group and π : G → G be its Hausdorffication, so π(a) is also aperiodic, hence G has a terminal pair w.r.t. π(a). By Proposition 2.11, we are done.
Existence of hypercyclic weighted translations
Now we would like to discuss how the existence of terminal pair affects the existence of hypercyclic weighted translation operators.
Lemma 3.1. Let G be a second countable locally compact group and admit a terminal pair w.r.t. a, then there exists a weighted translation operator T a,w which satisfies the frequent hypercyclicity criterion on L p (G) for all p ∈ [1, ∞), simultaneously.
Proof. We need to construct the weight w by Urysohn's lemma and verify the frequent hypercyclicity criterion [5, Theorem 9.9 and Proposition 9.11.] directly. Let π : G → G be the Hausdorffication of G.
Recall that any locally compact Hausdorff group is normal [6, Theorem 8.13 ], so G is normal. We use the notation in Proposition 2. To verify the conclusion by frequent hypercyclicity criterion. We set Now given ϕ ∈ X 0 . Let K := supp(ϕ) (note that supp(ϕ(·a i )) = Ka −i ), let us first claim this:
T n ϕ ∞ and S n ϕ ∞ decay to zero by exponential type.
That is,
S n ϕ ∞ ≤ Cγ −n for some C > 0, γ > 1 and n large enough.
We only need to prove the first case, since the second case is symmetric with the first case by replacing A to B, B to A, a to a −1 , w to w ′ and T to S. Since K is compact, there is a large number N such that
So it has been verified that T n ϕ ∞ and S n ϕ ∞ decay to zero by exponential type. Finally, we will show that The same as above, we only need to verify the first case, and we will say they are actually converge absolutely. By aperiodicity of a, there is a large number N 0 such that K ∩ Ka −n = ∅ for n ≥ N 0 then we can easily check C ℓ := {Ka −(N 0 j+ℓ) } j∈Z is a mutually disjoint collection for each ℓ = 0, 1, ..., N 0 − 1. So
Next theorem gives an answer to our main question.
Theorem 3.2. Let G be a second countable locally compact group and a be an aperiodic element in G, then there exists a weighted translation operator T a,w which is mixing, choatic and frequently hypercyclic on L p (G) for all p ∈ [1, ∞), simultaneously.
Proof. By Theorem 2.15 and Lemma 3.1.
Example 3.3. Let G be an arbitrary Lie group and a be an aperiodic element in G, then there exists a weighted translation operator T a,w which is mixing, choatic and frequently hypercyclic on L p (G) for all p ∈ [1, ∞), simultaneously.
Example 3.4. Let G be a general linear group GL(n, C), then a is a periodic element of G iff a is diagonalizable with each eigenvalue has norm 1 (i.e. if λ is a eigenvalue of a, then |λ| = 1). In some case, it is hard to verify G has a terminal pair w.r.t. a by hand when a is aperiodic. Specially, when a = −1 1 0 −1 , but by the discussion above, G has a terminal pair w.r.t. a.
Remark. To explain why a is periodic if and only if a is diagonalizable with all eigenvalue has norm 1, we only need to prove the case that if a is nondiagonalizable then a is aperiodic. Since other cases follow by Example 2.9 and Proposition 2.10. The same as the Example 2.9, we can assume a is itself a Jordan form: Notation: Let any x ∈ G, we write x = [x 1 |x 2 |...|x n ], where x i ∈ C n are the column of x. (Note that x i will never be zero vector since x is invertible.) Consider the map f : G → R, f (x) = |ln x 2 |, by the calculation, we have f (a n ) = (n − 1)ln|λ| + ln|n| + 1 2 ln|1 + |λ| 2 n 2 | → ∞ as n → ∞ whatever λ might be (λ never be zero since a ∈ GL(n, C)). Suppose a is periodic, then f (G(a)) is compact in R, a contradiction as {f (a n )} is unbounded in R.
