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Abstract
The present article analyses the large-time behavior of a class of time-homogeneous diusion
processes whose spatially periodic dynamics, although time independent, involve a large spatial
parameter ‘a’. This leads to phase changes in the behavior of the process as time increases
through dierent time zones. At least four dierent temporal regimes can be identied: an initial
non-Gaussian phase for times which are not large followed by a rst Gaussian phase, which
breaks down over a subsequent region of time, and a nal Gaussian phase dierent from the
earlier phases. The rst Gaussian phase occurs for times 1 t a 2=3. Depending on the specics
of the dynamics, the nal phase may show up reasonably fast, namely, for t a2 log a; or, it
may take an enormous amount of time t expfcag for some c>0. An estimation of the speed
of convergence to equilibrium of diusions on a circle of circumference ‘a’ is provided for the
above analysis. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction and summary
Consider a diusion X () governed by Ito^’s stochastic integral equation of the form
X (t)= x0 +
Z t
0
fb(X (s)) + (X (s)=a)g ds+
Z t
0
(X (s)) dB(s); (1.1)
where b(x) may be thought of as the local drift velocity, and (x=a) the large-scale
drift velocity of X (). The spatial scale parameter ‘a’ is large and, therefore, (x=a)
changes slowly. As a consequence, one may expect X () to be well approximated,
during an initial period of time, by X1() satisfying
X1(t)= x0 +
Z t
0
fb(X1(s)) + (x0=a)g ds+
Z t
0
(X1(s)) dB(s): (1.2)
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Notice that the large-scale drift is replaced by a constant (x0=a). By changing the
origin, one may take x0 = 0 in Eqs. (1.1) and (1.2), so that the dynamics of X1() are
completely unaected by large-scale uctuations embodied in (x=a). In the case of k-
dimensional diusions it was shown in Bhattacharya and Gotze (1995) that X1(s); 06
s6t, well approximates X (s); 06s6t, if t= o(a2=3), provided b(); () are
Lipschitzian and () is a constant nonsingular matrix. Now if b() is periodic then
X1() is asymptotically a Brownian motion whose parameters can be computed by solv-
ing certain elliptic equations (Bensoussan et al., 1978; Bhattacharya, 1985). It follows
that for 1 t a2=3; X () has the same Brownian motion approximation. The time
scale t= o(a2=3) for this approximation cannot in general be expanded.
As t becomes larger, the eects of large-scale uctuations become signicant, and
X () may go through a number of phase changes with time. This phenomenon was
analysed in Bhattacharya and Gotze (1995) for k-dimensional diusions (k>2) such
that b() and () are periodic, having the same period lattice, ‘a’ a (large) positive
integer, () a constant nonsingular k  k matrix. In addition, it was assumed that
div b(x) 0 div (x). The ‘divergence-free’ assumption was crucial in this analysis,
which showed that for times t a2 log a the diusion X () is again asymptotically
a Brownian motion, whose parameters are quite dierent from those of the initial
approximating Brownian motion. The time scale for this later approximation cannot in
general be made smaller than t a2.
Under the ‘divergence-free’ assumption, the diusion _X (t) :=X (t)mod a (t>0) on
the big torus Sk(a) := fxmod a: x 2 Rkg has normalized Lebesgue measure as its in-
variant distribution. This assumption also allows one to use elegant spectral theoretical
methods for the analysis of the dispersion matrix (of the limiting Brownian motion
approximation for t a2 log a). In the absence of this assumption one cannot in gen-
eral analytically compute the invariant density, and cannot take recourse to the spectral
expansions for the analysis of dispersion.
The present article provides an insight into the case when b() and () are not
divergence-free by analyzing the one-dimensional case, where the dierential equations
leading to the invariant density and asymptotic variance can be solved explicitly.
The rst phase of the asymptotics here are derived much the same way as in
Bhattacharya and Gotze (1995). Using the Cameron{Martin{Girsanov Theorem
(Karatzas and Shreve, 1991, p. 193) it is shown in Theorem 3.1 that the total vari-
ation distance between the distributions of X () and X1() on C[0; t] goes to zero if
t= o(a2=3), i.e., as t=a2=3 ! 0. This is true without any specic assumption (such as pe-
riodicity) on b() and (). Theorem 3.3 says that if b() is periodic then X (t) is asymp-
totically Gaussian, provided 1 t a2=3. The asymptotic distribution here is the same
as that of X1(t), so that the asymptotic variance parameter does not depend on ().
For the nal phase of the asymptotics, b(); () and () are assumed to be periodic
with the same period 1; 2()>0, ‘a’ a positive integer. Then _X (t) :=X (t)mod a (t>0)
is a diusion on the big circle S1(a) := fxmod a: x 2 Rg. First, consider ‘a’ xed. Then
the diusion _X is ’-mixing with an exponentially decaying ’-mixing rate with time.
It follows that X (t) is asymptotically Gaussian with mean t( b+ a) and variance t
2,
say. Here b; a are the averages of b() and (=a) w.r.t. the invariant probability
~a(x) dx on S1(a), and ~a and 2 may be computed by solving a couple of second-
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order ordinary dierential equations. The important problem is to gure out how large
t must be for this Gaussian approximation to take hold, when the parameter ‘a’ is very
large. Of course, a precise Berry{Esseen-type bound, displaying the constants involved
as explicit functions of ‘a’, would be ideal. In spite of much recent progress on Berry{
Esseen bounds (see e.g., Bhattacharya and Ranga Rao, 1976; Gotze and Hipp, 1983;
Stein, 1972; Tikhomirov, 1980), such a precise and explicit computation for the present
case seems very hard. In addition, such bounds generally do not reveal phase changes
over dierent scales of time. The present approach is to let t and ‘a’ go to innity
simultaneously, and determine how large t should be in relation to ‘a’ for an eective
Gaussian approximation to be valid in the nal phase.
Without loss of generality, we assume
R 1
0 (b(y)=
2(y)) dy=0. This may be achieved
by adding a constant to (). Two cases are considered. In Case 1, () is bounded
away from zero. In case 2, 2() is taken to be a constant and R 10 (x) dx=0. The rst
order of business, in either case, is to determine the speed with which the distribution
_p(t; x0; y) dy of _X (t) approaches the equilibrium ~a(y) dy on the big torus S1(a). For
this we estimate the spectral gap of the generator L of _X on L2(S1(a); ~a). Since L is
not self-adjoint in Case 1, the spectral gap L of 12 (L + ~L) is estimated, ~L being the
generator of the time-reversed process. With this notation, L= inff
〈− ~Lf; f : f 2
D ~L \ 1?g, where h ; i denotes the inner product on L2(S1(a); ~a); D ~L is the domain
of ~L, and 1? is the set of all f 2 L2 which have zero mean. Some general facts
relating to this estimation are derived in Section 2 (Lemmas 2.1 and 2.3). Detailed
computations in Section 4.1 show that, in Case 1, L>c1=a2 where ci’s are positive
constants independent of ‘a’. Although L concerns the rate of L2-convergence of
a square integrable density to equilibrium, a little extra work (using an estimate of
Aronson (1967) for the fundamental solution of a parabolic equation, and an inequality
of Fill (1991)) shows that the rate of convergence to equilibrium in total variation
norm is no more than c2a1=2 expf−c1t=a2g (Theorem 4.2), whatever be the initial state.
Crucial in this estimation of L is the fact that maxx ~a(x)=minx ~a(x) is bounded away
from zero, as a !1. The central limit theorem, Theorem 4.5, is based on this estimate
of the spectral gap and on a computation of the asymptotic variance (parameter) 2. It
says that, for t a2 log a; fX (t) − t( b + a)g=
p
t is asymptotically standard normal,
and  (a) is bounded away from zero and innity.
In Case 2, L is self-adjoint: L= ~L. Also, maxx ~a(x)=minx ~a(x) goes to innity ex-
ponentially fast as a !1. This leads to a spectral gap estimate L>c3a−2 expf−c4ag
and a consequent rate of convergence to equilibrium given by c5 a1=2 expfc6a−2e−c4atg.
To have an intuitive feeling about L it is better perhaps to look at the scaled diusion
_Y on the unit torus S1 := fxmod 1: x 2 Rg, dened by
_Y (t) := _X (a2t)=a; t>0: (1.3)
The generators L of _X and A of _Y are
L =
1
2
2
d2
dx2
+ fb(x) + (x=a)g d
dx
; (1.4)
A =
1
2
2
d2
dy2
+ [afb(ay) + (y)g] d
dy
:
58 R. Bhattacharya et al. / Stochastic Processes and their Applications 80 (1999) 55{86
One may check that L=(1=a2) A (Proposition 4.1). The invariant density a of _Y
on S1 is given by a(x)= a ~a(ax). In the present Case 2, as a ! 1, all weak limit
points of a(x) dx are discrete distributions with support contained in the nite set F of
those points x 2 S1 where the potential function  (x) := R x0 (y) dy attains its max-
imum value (Proposition 4.10). In the case  has a unique maximum at x; a(x) dx
converges weakly to the degenerate distribution x (dx) at x.
Also, in Case 2, one has b + a=0. Using the spectral gap estimate given in the
preceding paragraph, one may now show that for t a2 expfc7ag log a, X (t)=
p
t con-
verges to the standard normal N(0; 1) (Theorem 4.13). Here 2 goes to zero expo-
nentially fast, as a ! 1. This has two signicant implications. First, since 2t must
go to innity in order for a Gaussian approximation to hold, the requirement that t
must be at least as large as an exponential in ‘a’ cannot be avoided. Indeed, even if
the process _X is in equilibrium (i.e., the initial distribution is ~a), the nal Gaussian
approximation becomes valid only after times exponentially large in ‘a’. Secondly, the
exceedingly small value of 2 indicates that dispersivity, or variance per unit time, is
almost negligible in the nal phase.
The results here are in sharp contrast to those obtained in Bhattacharya and Gotze
(1995) for the divergence-free case. First, in the latter case it always suces to have
t a2 log a for the nal phase of asymptotics to take hold. Second, the asymptotic
variances (per unit time) never decay as a !1 in the divergence-free case, and indeed
often grow quadratically with ‘a’. One expects that the present one-dimensional results
may be extended to certain multidimensional cases of interest, besides the obvious case
of independent coordinates.
The present analysis also serves as a pointer to the inadequacy of the Berry{Esseen
type bounds under dependence (Stein, 1972; Tikhomirov, 1980) without a careful es-
timation of the constant involved. Such a bound, which applies to the nal phase of
the asymptotics here, indicates that the error of normal approximation of X (t) is no
more than =
p
t for some constant >0. The problem in using it, without an ex-
plicit estimation of , is that  may be reasonably small, as would be the case under
the hypothesis of Theorem 4.5; it may also be enormously large, as in the case of
Theorem 4.13. The size of  does not depend only on the exponential phi-mixing rate
of _X , and on the bounds for b(), (), and 2. It also depends crucially on the rate
at which the asymptotic dispersivity, under equilibrium, grows or decays. The latter in
turn depends delicately on the nature of the coecients (in our case ), not just on
their lower and upper bounds.
2. Estimation of the spectral gap and the speed of convergence to equilibrium
for diusions on S1
Let X (t); t>0, be a Markov process on a state space M endowed with a sigma eld
M. Suppose its transition probability has a density r(t; x; y) with respect to a sigma
nite measure  and that there exists a unique invariant probability (dx)= (x)(dx).
Write L2 for the real Hilbert space L2(M; ). Denote by Tt (t>0) the semigroup of
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transition operators on L2,
(Ttf)(x)=
Z
f(y)r(t; x; y)(dy) (f 2 L2): (2.1)
Let A denote the innitesimal generator of this contraction semigroup. We will assume
that the domain DA of A is dense in L2, i.e., the semigroup is strongly continuous. Let
q(t; x; y)(dy) denote the transition probability of the time-reversed Markov process:
q(t; x; y)= r(t;y; x)
(y)
(x)
: (2.2)
Let ~Tt; t>0, denote the semigroup of transition operators of the time-reversed process:
( ~Ttg)(x)=
Z
g(y)q(t; x; y)(dy) (g 2 L2L2(M; )): (2.3)
Then, denoting by h ; i the inner product on L2,
hTtf; gi=
Z
(Ttf)(x)g(x)(x)(dx)=
Z  Z
f(y)r(t; x; y)(dy)

g(x)(x)(dx)
=
Z  Z
g(x)r(t; x; y)(x)(dx)

f(y)(dy)
=
Z  Z
g(x)q(t;y; x)(dx)

f(y)(y)(dy)=
〈
f; ~Ttg

(f; g 2 L2):
(2.4)
In other words, ~Tt is the adjoint of Tt on L2. Let ~A denote the innitesimal generator
of ~Tt; t>0. We will assume that D ~A is dense in L
2. Denote by 1? the closed subspace
of L2 orthogonal to constants. Then D ~A\1? is dense in 1?. The following is an analog
of an inequality of Fill (1991). (Also see Diaconis and Stroock (1991)).
Lemma 2.1. Assume that D ~A is dense in L
2. Let k k; h i denote norm and inner
product on L2L2(M; ). Dene >0 by
= inff〈− ~Af; f : f 2 1? \D ~A; kfk=1g: (2.5)
Then if X (0) has a probability density  w.r.t. , one hasZ
jt(y)− (y)j(dy)6e−tk 0k; (2.6)
where t is the density of X (t) w.r.t. , and
 0(y)=
(y)− (y)
(y)
: (2.7)
Proof. If k 0k=1, there is nothing to prove. Therefore, we assume  0 2 1?. For
g 2 1? \D ~A; ~Ttg 2 1? \D ~A (t>0) and, by (2.5),
d
dt
k ~Ttgk2 = ddt
〈
~Ttg; ~Ttg

=2
〈
~Ttg; ~A ~Ttg

6− 2k ~Ttgk2; (2.8)
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or
k ~Ttgk26e−2tkgk2; k ~Ttgk6e−tkgk (g 2 1? \D ~A): (2.9)
Since 1? \D ~A is dense in 1? by assumption, inequalities (2.9) hold 8g 2 1?.
Now
~Tt(=)(y) =
Z
(x)
(x)
q(t;y; x)(dx)=
Z
(x)
(x)
r(t; x; y)
(x)
(y)
(dx)
=
1
(y)
t(y); (2.10)
so that ~Tt( 0)= t=− 1. By the Cauchy{Schwarz inequality and (2.9) one then hasZ
jt(y)− (y)j(dy) =
Z t(y)− (y)(y)
 (y)(dy)
=
Z
j( ~Tt 0)(y)j(y)(dy)6k ~Tt 0k6e−tk 0k:
(2.11)
Remark 2.2. Note that
〈− ~Af; f= h−f; Afi= 12 〈−(A+ ~A)f;f if f 2 DA \ D ~A.
Assuming that DA \ D ~A is dense in L2, one may take = inffh−Af; fi : f 2 1? \
DA \D ~A; kfk=1g. This assumption is satised for diusions on the circle considered
in this article.
Consider now a one-dimensional diusion with continuously dierentiable drift and
diusion coecients, (x) and 2(x), both periodic with period 1. Assume 2(x)>0 8 x.
Such a diusion X () may be regarded as the solution to the Ito^ equation
dX (t)= (X (t)) dt + (X (t)) dB(t); t>0; (2.12)
subject to an initial condition X (0)=X0, where X0 is independent of the standard
Brownian motion B() appearing in Eq. (2.12). Here (x) is the positive square root
of 2(x).
Let _X () be the process dened by
_X (t)=X (t)mod 1; t>0: (2.13)
Then _X () is a Markov process on the unit circle S1 = fxmod 1: x 2 Rg, called a
diusion on the unit circle S1 (See, e.g., Bhattacharya and Waymire, 1990, p. 400).
Its unique invariant probability  has a density (x) (w.r.t. Lebesgue measure on S1)
satisfying the forward equation
d2
dx2

1
2
2(x)(x)

− d
dx
((x)(x))= 0: (2.14)
On integration this yields
(x)= c2
eI(0; x)
2(x)
+ 2c1
eI(0; x)
2(x)
Z x
0
e−I(0; y) dy; (2.15)
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where
I(0; x)=
Z x
0
2(y)
2(y)
dy: (2.16)
The boundary condition (0)= (1) leads to
c1 =
c2(1− eI(0;1))
2eI(0;1)
R 1
0 e
−I(0; y) dy
: (2.17)
Two cases arise.
Case 1:
I(0; 1)=0; (2.18)
and
Case 2:
I(0; 1) 6=0: (2.19)
In Case 1, c1 = 0 and
(x)= ceI(0; x)=2(x); (2.20)
where c is the normalizing constant
c=
 Z 1
0
eI(0; x)
2(x)
dx
!−1
:
In Case 2, with a dierent normalizing c,
(x)=
ceI(0; x)
2(x)
(
eI(0;1)
eI(0;1) − 1
Z 1
0
e−I(0; y) dy −
Z x
0
e−I(0; y) dy
)
: (2.21)
Consider the real Hilbert space L2L2(S1; ). Let Tt (t>0) be the strongly contin-
uous contraction semigroup on L2 dened by
(Ttf)(x)=
Z
S1
f(y) _p(t; x; y) dy; f 2 L2; (2.22)
where _p(t; x; y) is the transition probability density (w.r.t. Lebesgue measure) of _X ().
The innitesimal generator of this semigroup is A dened by
(Af)(x)= 12
2(x)f00(x) + (x)f0(x) (2.23)
for all suciently smooth periodic f, and then by extension to DA by the closure (in
L2  L2) of the graph of this restriction.
Lemma 2.3. (a) The innitesimal generator A is self-adjoint on L2(S1; ) if Eq. (2.18)
holds, and non-self-adjoint under (2.19). (b) In both cases (2.18) and (2.19), one has〈− ~Af; f= 12kf0k2 8f 2 D ~A; (2.24)
62 R. Bhattacharya et al. / Stochastic Processes and their Applications 80 (1999) 55{86
and 〈− ~Af; f> 1
2M
kfk2 8f 2 1? \D ~A; (2.25)
where
M := sup
(
(2(z)(z))−1
Z z
0
(x) dx
Z 1
z
(y) dy: z 2 S1
)
: (2.26)
Proof. (a) Let f; g2C2(S1), i.e., the lifts of f; g to R are twice continuously dier-
entiable periodic functions. On integration by parts, and using Eq. (2.14), we get
hAf; gi=
Z 1
0

1
2
2(x)f00(x) + (x)f0(x)

g(x)(x) dx
=−
Z 1
0
f0(x)
(
1
2
2(x)(x)
0
− (x)(x)
)
g(x) dx
−
Z 1
0
1
2
2(x)f0(x)g0(x)(x) dx: (2.27)
The expression within curly brackets on the right side equals the constant of integration
c1 appearing in Eq. (2.17), which vanishes in the case (2:18), but is nonzero in the
case (2:19).
(b) For f2C2(S1), letting g=f in Eq. (2.27), one gets
− 〈f; ~Af = h−Af; f i= c1
Z 1
0
f0(x)f(x) dx +
1
2
kf0k2
=
c1
2
Z 1
0
(f2)0(x) dx +
1
2
kf0k2 = 1
2
kf0k2: (2.28)
This proves Eq. (2.24) for all f2C2(S1), and the assertion 8f2D ~A follows by closure.
It remains to prove (2.25). Let f2D ~A \ 1?; kfk=1. Then,
1 =
1
2
Z 1
0
Z 1
0
(f(x)− f(y))2(x)(y) dx dy
=
Z Z
x<y
Z y
x
f0(z) dz
2
(x)(y) dx dy
=
Z 1
0
(Z y
0
Z y
x
f0(z) dz
2
(x) dx
)
(y) dy
6
Z 1
0
Z y
0
(y − x)
 Z y
x
(f0(z))2 dz

(x) dx

(y) dy
=
Z 1
0
(f0(z))2
"Z 1
z
Z z
0
(y − x)(x) dx

(y) dy
#
dz
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6
Z 1
0
(f0(z))22(z)(z)(2(z)(z))−1
"Z z
0
(x) dx
Z 1
z
(y) dy
#
dz
6 kf0k2 sup
z
(
(2(z)(z))−1
Z z
0
(x) dx
Z 1
z
(y) dy
)
6Mkf0k2: (2.29)
The proof of (2.25) is completed on using Eq. (2.28) in (2.29).
Remark 2.4. The fact that C2(S1) is dense in DA and in D ~A may be proved, e.g., by
using Ito^’s Lemma along the lines of Bhattacharya and Waymire (1990, pp. 604, 605).
Remark 2.5. To compute ~A in the case (2:19), integrate by parts Eq. (2.27) once more
to get
hAf; gi=
Z 1
0
f(x)
"(
c1 + (12
2(x)(x))0
(x)
)
g0(x) +
1
2
2(x)g00(x)
#
(x) dx
=
Z 1
0
f(x)

c1
(x)
+ (x)

g0(x) +
1
2
2(x)g00(x)

(x) dx
=
〈
f; ~Ag

;
with
~A=

c1
(x)
+ (x)

d
dx
+
1
2
2(x)
d2
dx2
;
on C2(S1).
Combining Lemmas 2.1 and 2.2, we arrive at the following result.
Theorem 2.6. Let _X () be the diusion on S1 dened by Eq. (2.13), where X () is a
diusion on R1 with continuously dierentiable periodic diusion coecient 2()>0
and drift (), both of period one. Then, if _X (0) has the distribution 0(y) dy, the
distribution t(y) dy of _X (t) satisesZ
jt(y)− (y)j dy6k(0=)− 1k exp

− 1
2M
t

(t>0); (2.30)
where M is given by Eq. (2.26).
3. Diusions with two spatial scales: phase-one asymptotics
Consider a diusion X () on R governed by the Ito^ equation
dX (t)= fb(X (t)) + (X (t)=a)g dt + (X (t)) dB(t); X (0)= x0; (3.1)
where b(); (); () are bounded and Lipschitzian, 2() is bounded away from 0
and 1, and ‘a’ is a positive number. As in Bhattacharya and Gotze (1995), one may
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prove the following result using the Cameron{Martin{Girsanov Theorem (Karatzas and
Shreve, 1991, p. 193). Let X1() be the solution of the Ito^ equation
dX1(t)= fb(X1(t)) + (x0=a)g dt + (X1(t)) dB(t); X1(0)= x0: (3.2)
Let p(t; x0; y); p1(t; x0; y) be the densities (w.r.t. Lebesgue measure) of X (t) and
X1(t), respectively.
Let P0; t and P10; t denote the distributions of the processes fX (s): 06s6tg and
fX1(s): 06s6tg, respectively, on C[0; t]. Let kP0; t−P10; tkTV denote the total variation
distance between P0; t and P10; t .
Theorem 3.1. Under the above assumptions, one has
kP0; t − P10; tkTV! 0 as t=a2=3! 0: (3.3)
In particular,Z
R
jp(t; x0; y)− p1(t; x0; y)j dy! 0 as t=a2=3! 0:
Relation (3:3) holds uniformly for all initial points x0.
Proof. Let ’ be a real-valued bounded Borel measurable function on C[0; t], and let
X t0, X
t
1;0 denote the restrictions of the diusions X () and X1(), respectively, on the
interval [0; t]. By the Cameron{Martin{Girsanov Theorem, one has
E’(X t0)− E’(X t1;0)=E(’(X t1;0)[expfZ(t)g − 1]); (3.4)
where Z(t) is given by
Z(t) =
Z t
0
(X1(s)=a)− (x0=a)
(X1(s))
dB(s)− 1
2
Z t
0

(X1(s)=a)− (x0=a)
(X1(s))
2
ds
=
Z t
0
I(s) dB(s)− 1
2
Z t
0
I 2(s) ds; say: (3.5)
Letting ‘ denote the Lipschitz constant for (), and writing d1 :=min 2(x), d2 :=
max2(x), one has
EI 2(s)6

‘
d1
2 1
a2
E(X1(s)− x0)2; (3.6)
E(X1(s)− x0)2 = E
 Z s
0
fb(X1(u)) + (x0=a)g du+
Z s
0
(X1(u)) dB(u)
2
6 2(kbk1 + kk1)2s2 + 2d2s;
(kbk1 :=max jb(x)j; kk1 :=max j(x)j):
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Hence
E
Z t
0
I(s) dB(s)
2
=
Z t
0
EI 2(s) ds
6 2

‘1
d1
2 1
a2

(kbk1 + kk1)2 t
3
3
+ d2
t2
2

! 0
as
t
a2=3
! 0: (3.7)
From this calculation it follows that both terms on the right side of Eq. (3.5) go to
zero in probability as t=a2=3! 0. Now use the relations 0=E(1− expfZ(t)g)=E(1−
expfZ(t)g)+−E(1− expfZ(t)g)−, to write Ej1− expfZ(t)gj=2E(1− expfZ(t)g)+6
2E(jZ(t)j ^ 1). One may now use Lebesgue’s Dominated Convergence Theorem. Thus
the left side of Eq. (3.4) goes to zero, as t=a2=3! 0, uniformly over all Borel ’ on
C[0; t] such that j’j is bounded by 1. In particular, the L1-distance (on R1 w.r.t. the
Lebesgue measure) between the densities of X (t) and X1(t) goes to zero as t=a2=3! 0.
Remark 3.2. If we assume () is Lipschitzian, but not necessarily bounded, while
2() is bounded away from 0 and innity, then (3.3) still holds, but only uniformly
over compact sets (independent of ‘a’) of initial states x0.
For the rest of this section we assume
b() and () are Lipschitzian and periodic of period one; (3.8)
and
0<d1 :=min 2(x)6max 2(x) :=d2: (3.9)
Under these assumptions, _X 1() :=X1()mod 1 is a diusion on the unit circle S1. Its
unique invariant probability  has a density given by Eq. (2.20) or Eq. (2.21), depending
on whether Eq. (2.18) or (2.19) holds, with I(0; x)= 2
R x
0 [fb(y) + (x0=a)g=2(y)] dy.
Write (x)= b(x) + (x0=a),
b^=
Z 1
0
b(x)(x) dx; (3.10)
and let g be the twice dierentiable periodic solution (on R) of
1
2
2(x)g00(x) + (x)g0(x)= b(x)− b^; (3.11)
satisfying
g
Z 1
0
g(x)(x) dx=0: (3.12)
Then it follows from Bensoussan et al. (1978, Chapter 3) or Bhattacharya (1985), that
one has the convergence in law
X1(t)− tfb^+ (x0=a)gp
t
L−!
t!1N (0; 
2); (3.13)
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where
2 =
Z 1
0
2(x)(g0(x)− 1)2(x) dx
=
Z 1
0
2(x)(x) dx +
Z 1
0
2(x)(g0(x))2(x) dx − 2
Z 1
0
2(x)g0(x)(x) dx:
(3.14)
Note that in all cases 2>0. The normal convergence (3:13) and Theorem 3.1 now
imply the following result (also, see Remark 3.1.1).
Theorem 3.3. Assume (3.8) and (3.9), and that () is Lipschitzian, and let x0 = 0.
Then as t!1; t=a2=3! 0, one has
X (t)− tfb^+ (0)gp
t
L−!N(0; 2); (3.15)
the convergence L−! is in law, or distribution.
Remark 3.4. Note that, in view of the initial condition x0 = 0 in the hypothesis of
Theorem 3.3, the process X1 does not depend on a.
Remark 3.5. The functional central limit theorem holds for the process X1 (see
Bhattacharya (1985)). By Theorem 3.1, it therefore holds for the process X . In other
words, the process W := [−1=2fX (t)− t(b^+(0))g: t>0] converges in distribution
to a Brownian motion with diusion coecient 2, as !1, =a2=3! 0.
4. Periodic diusions with two spatial scales: the nal phase of asymptotics
The constants ci; di in this section, with subscripts, are positive and independent of a.
Consider diusion (3:1) again, with X0 independent of B(),
dX (t)= fb(X (t)) + (X (t)=a)g dt + (X (t)) dB(t); X (0)=X0: (4.1)
We assume throughout this section that
b(); (); () are continuously dierentiable and periodic with period 1;
and ‘a’ is a positive integer: (4.2)
Also assume
d1 :=min 2(x)>0: (4.3)
Let _X () be dened by
_X (t)=X (t)mod a (t>0): (4.4)
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Then _X () is a diusion on the circle S1(a) := fxmod a; x2Rg. It will be convenient
for us to scale both X () and _X () in space and time as follows. Dene
Y (t)=X (a2t)=a (t>0): (4.5)
Then Y (t) is governed by the Ito^ equation
dY (t)= afb(aY (t)) + (Y (t))g dt + (aY (t))d B(t);
where B(t)=B(a2t)=a (t>0) is again a standard Brownian notion. Since the functions
y! b(ay) and y! (ay) are periodic with period 1=a, they are also periodic with
period 1. Therefore, the process
_Y (t) :=Y (t)mod 1 (t>0); (4.6)
is a diusion on the unit circle S1. Let ~a; a denote the invariant probability densities
of _X and _Y , respectively. The innitesimal generators L of _X on L2(S1(a); ~a) and A
of _Y on L2(S1; a) are given by
L=
1
2
2(x)
d2
dx2
+ fb(x) + (x=a)g d
dx
;
A=
1
2
2(ax)
d2
dx2
+ afb(ax) + (x)g d
dx
:
Let ~L and ~A be the adjoints of L and A. The following proposition relates the spectral
gaps of 12 (L+ ~L) and
1
2 (A+ ~A).
Proposition 4.1. Suppose that L is the spectral gap of 12 (L + ~L), and A that of
1
2 (A+ ~A). Then
L=
1
a2
A:
Proof. Let g2C2(S1)\ 1?L2(S1; a). Then f(x) := g(x=a)2C2(S1(a))\ 1?L2
(S1(a); ~a), and
(Lf)(x)=
1
a2
(Ag)(x=a):
Therefore, by change of variables,
h−Lf; f i ~a =−
1
a2
Z a
0
(Ag)(x=a)g(x=a) ~a(x) dx
=− 1
a2
Z 1
0
(Ag)(y)g(y)a(y) dy=
1
a2
h−Ag; gia :
Conversely, given f2C2(S1(a))\ 1?, g(x) :=f(ax)2C2(S1)\ 1?, and the same re-
lations are obtained.
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Without any essential loss of generality we will assume, by adding a constant to the
function () if necessary thatZ 1
0
b(y)
2(y)
dy=0: (4.7)
The analysis in this section is substantially dierent depending on whetherZ 1
0
(y)
2(y)
dy
is zero or not. Therefore, we split the analysis in two subsections.
4.1. The case (x)>0 8x; or (x)<0 8x
For the diusion _Y in this case (see Eq. (2.16)), writing [u] for the integer part
of u,
I(0; x) = 2
Z x
0
a

b(ay) + (y)
2(ay)

dy=2
Z ax
[ax]
b(z) dz
2(z)
+ 2a
Z x
0
(z) dz
2(az)
;
I(x; z) := I(0; z)− I(0; x); I(0; 1)=2a
Z 1
0
(y) dy
2(ay)
: (4.8)
Therefore, by Eq. (2.21), the invariant density of ( _Y )() is
a(x) :=
c
2(ax)
eI(0; x)
(
eI(0;1)
eI(0;1) − 1
Z 1
0
e−I(0; z) dz −
Z x
0
e−I(0; z) dz
)
=
c
2(ax)
Z 1
x
e−I(x; z) dz +
c
2(ax)
eI(0; x)
eI(0;1) − 1
Z 1
0
e−I(0; z) dz
=
c
2(ax)
Z 1
x
e−I(x; z) dz +
c
2(ax)
e−I(x;1)
Z 1
0
e−I(0; z) dz
+
c
2(ax)
eI(0; x)

1
eI(0;1) − 1 −
1
eI(0;1)
Z 1
0
e−I(0; z) dz: (4.9)
For specicity, assume (x)>0 8x. The case (x)<0 8x is entirely analogous. Write
 := min
y
(y);  := max
y
(y);  :=
Z 1
0
jb(y)j dy; d2 := max
y
2(y);
(4.10)
and note that we are assuming
>0: (4.11)
Then, 806x6z61,
2a
d2
(z − x)− 2
d1
6I(x; z)6
2a
d1
(z − x) + 2
d1
: (4.12)
R. Bhattacharya et al. / Stochastic Processes and their Applications 80 (1999) 55{86 69
Using this in Eq. (4.9) one obtains
2(ax)a(x)
c
6
Z 1
x
exp

2
d1
− 2a
d2
(z − x)

dz
+exp

2
d1
− 2a
d2
(1− x)
Z 1
0
exp

2
d1
− 2a
d2
z

dz

"
1 +

exp

2a
d2

− 1
−1#
= exp

2
d1
Z 1−x
0
exp

2a
d2
u

du
+exp

4
d1

exp

−2a
d2
(1− x)
Z 1
0
exp

−2a
d2
z

dz

"
1 +

exp

2a
d2

− 1
−1#
: (4.13)
Now, using the fact that for any >0, A>0,Z A
0
e−x dx6−1 and (e − 1)−16−1 (4.14)
we obtain that, if >0,
2(ax)a(x)
c
6 exp

2
d1

 d2
2a
+ exp

4
d1

 d2
2a

1 +
d2
2a

=
d2
2a

exp

2
d1

+ exp

4
d1

1 +
d2
2a

: (4.15)
Integrating both sides with respect to x, we obtain
1
c
6
1
2a

d2
d1

exp

2
d1

+ exp

4
d1

1 +
d2
2a

: (4.16)
Next, using the second half of inequality (4:12) in Eq. (4.9),
2(ax)a(x)
c
> exp

−2
d1
Z 1
x
exp

−2a

d1
(z − x)

dz
+
"
1 +

exp

2a
d1

− 1
−1#
exp

−4
d1

 exp

−2a

d1
(1− x)


Z 1
0
exp

−2a

d1
z

dz
= exp

−2
d1

d1
2a

1− exp

−2a

d1
(1− x)

+
"
1 +

exp

2a
d1

− 1
−1#
exp

−4
d1

d1
2a

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 exp

−2a

d1
(1− x)

1− exp

−2a

d1

> exp

−2
d1

d1
2a

− exp

−2
d1
− 2a

d1
(1− x)

d1
2a



1− exp

−2
d1

1− exp

−2a

d1

: (4.17)
The last expression is minimized by setting x=1, so that, after cancellation, one has
2(ax)a(x)
c
> exp

−4
d1

d1
2a

1− exp

−2a

d1

: (4.18)
From (4.15) and (4.18) we get
sup
a>1
maxx a(x)
minx a(x)
6c02<1: (4.19)
By using this estimate the quantity M in (2.26) is estimated in the present case as
M6
d2
2
maxfa(y): y2 S1g
minfa(y): y2 S1g6
d2
2
c02 = c2; say: (4.20)
Applying Theorem 2.6 to the transition probability density p(t; x; y) of _Y (),Z
S1
j p(t + s; x; y)− a(y)j dy6
∥∥∥∥ p(s; x; )a() − 1
∥∥∥∥ exp

− t
2c2

: (4.21)
In order to estimate the L2-norm on the right, rst use an estimate of Aronson (1967) on
the transition probability density p(t; x; y) of the diusion X () governed by
Eq. (4.1):
p(1; x; y)6c3 expf−c4jx − yj2g (4.22)
where c3; c4 are constants independent of a. From (4.22) we deduce the inequality
p(1=a2; x; y)= a
X
−1<n<1
p(1; ax; ay + an)6ac5: (4.23)
From (4.18) and (4.23) it follows that there exist constants c6; c06 independent of a
such that one has∥∥∥∥ p(1=a2; x; )a() − 1
∥∥∥∥
2
=
Z
S1
p(1=a2; x; y))2
a(y)
dy − 1
6 c06 maxx; y
( p(1=a2; x; y)
Z
S1
p(1=a2; x; y)) dy − 16c6a: (4.24)
Using this in (4.21), with 1=a2 for s and t − 1=a2 for t, one getsZ
S1
j p(t; x; y)− a(y)j dy6c7a1=2 expf−c8tg (t>0): (4.25)
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Although this estimate is derived for t>1=a2, note that c7 may be adjusted so that
it holds for 0<t<1=a2 as well. Thus we arrive at the following result. Note that the
diusions _X (on S1(a)) and _Y (on S1) are related by
_Y (t)=
_X (a2t)
a
; _X (t)= a _Y (t=a2): (4.26)
We denote by _p the transition probability density of _X .
Theorem 4.2. Under Assumptions (4.2), (4.3) and (4.11), one has
Z
S1
j p(t; x; y)− a(y)j dy6c7a1=2 expf−c8tg (t>0); (4.27)
8 x2 S1, andZ
S1(a)
j _p(t; x; y)− ~a(y)j dy6c7a1=2 expf−c8t=a2g (t>0); (4.28)
8 x2 S1(a), where ~a(x) := a(x=a)=a is the invariant probability density of _X . Here
c7; c8 are positive constants depending only on the functions 2(), b(); (), and not
on ‘a’.
Remark 4.3. Inequality (4:28) implies that the total variation distance between the
equilibrium distribution of _X and the distribution of _X starting at an arbitrary initial
state x goes to zero if t a2 log a, uniformly for all x.
A word of caution on notation: Let _X (t) have the equilibrium distribution ~a. For
periodic functions f of period a we will write f for Ef( _X (t)), while for periodic f
with period one fa denotes Ef( _X (t)=a). When the _X process is in equilibrium (namely,
when _X (0) has the invariant distribution ~a on S1(a)), then the process _Y is also in
equilibrium with _Y (t) having distribution a on the unit circle S1: a(y)= a ~a(ay).
Hence for functions f of period one, fa=Ef( _Y (t)). Since functions f of period
one are also of period a (a integral), one has f=Ef(a _Y (t)). In general f 6= fa for
periodic functions of period one, unless the invariant distribution is uniform. Note that
the invariant distribution (of _X (t) or _Y (t)) is uniform if b(), () are constants, a case
of little interest to us. Finally, we will denote by _Tt (t>0) the transition operators
of _X . Thus
( _Ttf)(y) :=E[f( _X (t))j _X (0)=y];
f :=
Z
S1(a)
f(x) ~a(x) dx=
Z
S1
f(ay)a(y) dy;
fa :=
Z
S1(a)
f(x=a) ~a(x) dx=
Z
S1
f(y)a(y) dy: (4.29)
Also, let Ex; covx; varx denote expectation, covariance and variance given _X (0)= x,
and let E; cov; var denote the same under the equilibrium initial distribution ~a.
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The following corollary of Theorem 4.2 is derived in exactly the same way as Corol-
lary 4.4 in Bhattacharya and Gotze (1995). (See also Correction, ibid, Bhattacharya
and Gotze, 1996.)
Proposition 4.4. Assume the hypothesis of Theorem 4.2. There exist positive con-
stants c9 and c10 depending only on c7; c8 of Theorem 4.2 such that the following
inequalities hold for all bounded measurable f; g on S1(a) := fxmod a: x2R1g:
k _Ttf − fk16c9a1=2kfk1 expf−c7t=a2g (t>0); (4.30)
jcovxff( _X (s)); g( _X (t))gj6c10a1=2kfk1kgk1 expf−c7(t − s)=a2g (06s6t):
(4.31)
Proof. Relation (4:30) is an immediate consequence of (4.28). To derive
(4.31), use the Markov property to write
covxff( _X (s)); g( _X (t))g
=Ex[ff( _X (s))− ( _Tsf)(x)gf _Tt−sg( _X (s))− ( _Ttg)(x)g] ; (4.32)
and apply (4.30) to the second factor on the right, and to k _Ttg− gk1:
We will make use of Proposition 4.4 to prove Theorem 4.5 below, which says that for
t a2 log a

or; t!1; a!1; t
a2 log a
!1

; (4.33)
X (t)−X (0) is asymptotically Gaussian with mean t(b+ a) and variance
2(t) := t 2  (h0()− 1)2 = t2; say: (4.34)
Here h is the unique mean-zero solution in L2(S1(a); ~a) of
Lh(x)= b(x) + (x=a)− b− a;
L :=
1
2
2(x)
d2
dx2
+ fb(x) + (x=a)g d
dx
: (4.35)
It is clear that the mean of X (t) − X (0) under the equilibrium initial distribution is
t(b+ a). To see that the corresponding (asymptotic) variance is given by Eq. (4.34),
use Ito^’s lemma (see, e.g., Rogers and Williams (1987), (pp. 60{62), or, Bhattacharya
and Waymire (1990), (p. 585)) to write
h(X (t))− h(X (0)) =
Z t
0
Lh(X (s)) ds+
Z t
0
(X (s))h0(X (s)) dB(s)
=
Z t
0

b(X (s)) + (X (s)=a)− b− a
}
ds
+
Z t
0
(X (s))h0(X (s)) dB(s); (4.36)
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so that
X (t)− X (0)− t(b+ a)

Z t
0
fb(X (s)) + (X (s)=a)− b− ag ds+
Z t
0
(X (s)) dB(s)
= h(X (t))− h(X (0)) +
Z t
0
(X (s))f1− h0(X (s))g dB(s): (4.37)
The expected squared value of the stochastic integral is given by Eq. (4.34), under
equilibrium.
For convenience, instead of solving Eq. (4.35) directly, which is not dicult, let us
solve the corresponding equation for the scaled process Y (). That is, nd a function
g which is periodic with period 1 such that
Ag(x)= b(ax) + (x)− b− a; (4.38)
where A is the innitesimal generator of _Y :
A :=
1
2
2(ax)
d2
dx2
+ afb(ax) + (x)g d
dx
: (4.39)
The solution is unique up to an additive constant (which is determined if g=0) and
is given by
g(x) = c0 +
2
2
 
e−I(0;1)
1− e−I(0;1)
Z 1
0
e I(0; z)f(z) dz
!Z x
0
e−I(0; z) dz
+
2
2
Z x
0
e−I(0; z)
Z z
0
e I(0; y)f(y) dy

dz;
f(z) := b(az) + (z)− b− a: (4.40)
Here c0 is an arbitrary constant and I(0; x) is as given in Eq. (4.8). It is simple to
check that if g satises Eq. (4.38), then
h(x) := a2g(x=a) (4.41)
satises Eq. (4.35).
Theorem 4.5. Assume (4.2), (4.3), (4.7), and (4.11). Then, as
a!1; t!1; t
a2 log a
!1; (4.42)
[X (t) − X (0) − t(b + a)]=(
p
t) converges weakly to the standard normal distribu-
tion, whatever the initial distribution. Here = (a) is bounded away from zero and
innity.
Proof. Let ’(a) (a=1; 2; : : :) be a sequence of integers such that
’(a)
a2 log a
!1 as a!1: (4.43)
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First assume _X (0) has the equilibrium initial distribution ~a. Note that
Vr :=
1

Z r
r−1
( _X (s))f1− h0( _X (s))g dB(s) (r=1; : : : ; ’(a); a=1; 2; : : :) (4.44)
is a triangular array of martingale dierences, since
E(Vr jFr0)= 0 8r0<r: (4.45)
Here Ft := fX (s): 06s6tg. Write
u( _X (r − 1)) :=E(V 2r jFr−1)
=
1
2
E
Z r
r−1
2( _X (s))f1− h0( _X (s))g2 ds jFr−1

: (4.46)
By direct computation one may show that kh0k1 is bounded in ‘a’ and 2 2(a) is
bounded away from zero (see Lemma 4.6 below). Therefore, the following Lindeberg{
type condition holds: 8">0
1
’(a)
’(a)X
r=1
E(V 2r  1fjVr j>"p’(a)gjFr−1)! 0 in probability; as a!1: (4.47)
To see this use Schwarz inequality to write
E(V 2r 1fjVr j>"
p
’(a)gjFr−1)
6fE(V 4r jFr−1)  P(jVrj>"
p
’(a) jFr−1)g1=2
6fg1( _X (r − 1))E(V 2r jFr−1)=("2’(a))g1=2
= fg1( _X (r − 1))u( _X (r − 1)g1=2 1
"
p
’(a)
: (4.48)
Here (see Bhattacharya and Waymire, 1990, p. 588),
g1( _X (r − 1))= 94
Z r
r−1
E(4( _X (s))f1− h0( _X (s))g4jFr−1) ds (4.49)
is bounded (uniformly in ‘a’, since 1− h0 and 1= are). From (4.48) one gets (4.47).
Let us now show that
1
’(a)
’(a)X
r=1
u( _X (r − 1))! 1 in probability as a!1: (4.50)
Since the expected value of the left side is 1 (for, Eu( _X (r))=E(V 2r )= 1), it is enough
to show that its variance goes to zero as a!1. Write this variance as
1
’(a)
var(u( _X (0))) +
2
’2(a)
’(a)X
r=1
r−1X
r0=1
covfu( _X (r − 1)); u( _X (r0 − 1))g: (4.51)
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The rst term goes to zero as a!1, since kuk1 is bounded in ‘a’. For the second
term, use the estimate (4:31) to write
r−1X
r0=1
covfu( _X (r − 1)); u( _X (r0 − 1))g
6
r−1X
r0=1
minfkuk21; c10kuk21g exp

−c7

r − r0 − a
2 log a
c7

a2

6

a2 log a
c7
+ 1

kuk21
+ c10kuk21
X
r0>
a2 log a
c7
+1
exp

−c7

r − r0 − a
2 log a
c7

a2

6

a2 log a
c7
+ 1

kuk21 + c010kuk21a2; (4.52)
where c010 does not depend on ‘a’. Now use the fact that (a
2 log a)=’(a)! 0, to see
that Eq. (4.51) goes to zero as a!1. It now follows from the martingale CLT (see,
e.g., Bhattacharya and Waymire, 1990. p. 508) that
X (’(a))− X (0)− ’(a)(b+ a)

p
’(a)
 h(X (’(a))− h(X (0)))

p
’(a)
+
’(a)X
r=1
Vrp
’(a)
L−!N(0; 1) (4.53)
as a!1, since by Eqs. (4.40) and (4.41),
sup
x; y
jh(x)− h(y)j=
p
’(a)
= sup
x; y
a2jg(x)− g(y)j=
p
’(a)=O(a=
p
’(a)) −! 0 (4.54)
as a!1.
To prove the desired result when X (0) is arbitrary, it will be convenient to write
X x(t) for the diusion with initial state x. For s<t one may write
X x(t)− x − t(b+ a)

p
’(a)
=
X x(s)− x − s(b+ a)

p
’(a)
+
X x(t)− X x(s)− (t − s)(b+ a)

p
’(a)
: (4.55)
We will let s=  (a), t=’(a), where
 (a) a2 log a;  (a)
’(a)
−! 0 as a!1: (4.56)
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For example, take  (a) to be the integer part of (’(a)a2 log a)1=2. By Eq. (4.37), and
the fact that for bounded nonanticipative functionals f one has E(
R s
0 f(u) dB(u))
2 =R s
0 (Ef
2(u)) du, we have
E
 
X x(s)− x − s(b+ a)

p
’(a)
!2
6
[4khk21 + 2(maxz 2(z))maxz(1− h0(z))2] (a)
2’(a)
−! 0 as a!1: (4.57)
We have used here the estimates in Lemma 4.6 below. Therefore, it is enough to show
that the second term on the right in Eq. (4.55) converges in distribution to N(0; 1),
with s=  (a) and t=’(a). By the Markov property, the conditional distribution of
X x(t)−X x(s), given Fs, is the same as the distribution of X z(t−s)−z, with z=X x(s).
But the latter distribution may be expressed as Q _z(t−s) with _z= _X x(s), since it depends
only on _X
x
(s) and t − s. By Theorem 4.2 (and Remark 4.3) the variation distance
between the equilibrium distribution ~a and the distribution of _X
x
(s) goes to zero
uniformly in x, as a!1 (with s=  (a)). Therefore, the variation distance between
the distribution of the second term on the right of Eq. (4.55) and the distribution of
X (t − s)− X (0)− (t − s)(b+ a)

p
’(a)
; (4.58)
with _X (0) having distribution ~a, goes to zero as a!1. Thus it is enough to show
that (4.58) converges in law to N(0; 1). However, we have shown that
X (t − s)− X (0)− (t − s)(b+ a)

p
t − s
L!N(0; 1): (4.59)
Now note that since (4.58) diers from the left side of (4.59) by the factorp
(t − s)=’(a)=p(’(a)−  (a))=’(a) which goes to 1 as a!1, the proof is com-
plete.
It remains to prove Lemma 4.6 below. Using Eq. (4.41) one obtains
h0(x)= ag0(x=a): (4.60)
Also (see Eq. (4.34))
2 2()(h0()− 1)2 =
Z 1
0
2(ax)(ag0(x)− 1)2a(x) dx: (4.61)
Lemma 4.6. Under the hypothesis of Theorem 4.5, one has
sup
a>1; x
j(x)(1− h0(x)j<1; 0< lim inf
a!1 
26 lim sup
a!1
2<1; (4.62)
where 2 is the variance parameter dened in Eqs. (4.34) and (4.61).
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Proof. First, it follows from the rst relation in (4.8) that
b+ a 
Z 1
0
(b(ax) + (x))a(x) dx
=
c
2a
(
(1− e−I(0;1))−1
Z 1
0
e−I(0;y) dy
)Z 1
0
d
dx
e I(0; x) dx
−c
Z 1
0

b(ax) + (x)
2(ax)
e I(0; x)
Z x
0
e−I(0;y) dy

dx
=
c
2a
e I(0;1)
Z 1
0
e−I(0;y) dy − c
2a
Z 1
0

d
dx
e I(0; x)
Z x
0
e−I(0;y) dy

dx
=
c
2a
e I(0;1)
Z 1
0
e−I(0;y) dy
− c
2a
"
e I(0;1)
Z 1
0
e−I(0;y) dy −
Z 1
0
e I(0; x)e−I(0;x) dy
#
=
c
2a
: (4.63)
Now (see Eqs. (4.38) and (4.40)) g is a solution of
2(ax)
2
g00(x) + a(b(ax) + (x))g0(x) = b(ax) + (x)− (b+ a)
= b(ax) + (x)− c
2a
: (4.64)
Therefore,
ag00(x) + (ag0(x)− 1)

2a
2(x)
(b(ax) + (x))

=− c
2(ax)
; (4.65)
which may be expressed as
[(ag0(x)− 1)e I(0; x)]0=− c
2(ax)
e I(0; x); (4.66)
so that
(ag0(x)− 1)e I(0; x) = (ag0(0)− 1)− c
Z x
0
e I(0; y)
2(ay)
dy: (4.67)
Using the periodic boundary condition g0(0)= g0(1) one gets, taking x=1 in Eq. (4.67),
(ag0(0)− 1)e I(0;1) = (ag0(0)− 1)− c
Z 1
0
e I(0; y)
2(ay)
dy; (4.68)
or,
ag0(0)− 1=−c(e I(0;1) − 1)−1
Z 1
0
e I(0; y)
2(ay)
dy:
Therefore,
ag0(x)− 1=−ce−I(0; x)
(
(eI(0;1) − 1)−1
Z 1
0
eI(0; y)
2(ay)
dy +
Z x
0
eI(0; y)
2(ay)
dy
)
: (4.69)
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It follows from (4.16) and (4.18) that there exist positive constants d3; d4 which do
not depend on ‘a’ such that
d3a6c6d4a: (4.70)
Using this and (4.12) it is straightforward to show (as in estimates (4:13){(4:19)) that
sup
x; a>1
j(x)(1− h0(x))j= sup
a>1; x
j(ax)jjag0(x)− 1j d5<1: (4.71)
Similarly one may show, using Eq. (4.68) and the fact that a(x) is bounded away
from zero and innity uniformly in x and ‘a’ (see (4.19)), thatZ 1
0
j(ax)(ag0(x)− 1)ja(x) dx
= jcj
Z 1
0
j(ax)je−I(0; x)
Z x
0
eI(0; y)
2(ay)
dy

a(x) dx + O

1
a

: (4.72)
Now use (4.70), the fact that j()j is bounded away from zero, and that a is bounded
away from zero, to derive from Eq. (4.72) the inequality
lim inf
a!1
Z 1
0
j(ax)(ag0(x)− 1)ja(x) dx>0; (4.73)
which implies
lim inf
a!1
Z 1
0
2(ax)(ag0(x)− 1)2a(x) dx>0; (4.74)
yielding lim inf 2>0. From (4.71) one gets lim sup 2<1.
Remark 4.7. One may show that the functional version of the CLT holds in
Theorem 4.5. That is, the process X := f
p
t(X (t) − t(b + a)): t>0g converges
in distribution to a standard Brownian motion as a!1; =(a2 log a)!1. For tight-
ness, one may use Doob’s maximal inequality and the fourth moment estimates used
in (4.48){(4.50). A similar remark applies to Theorem 4.13 coming up later.
4.2. The case
R 1
0 (x) dx=0
In this subsection we will assume 2(x) is a positive constant,
2(x) 2>0: (4.75)
Then the innocuous assumption (4:7) becomesZ 1
0
b(y) dy=0: (4.76)
The main assumption here isZ 1
0
(x) dx=0: (4.77)
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It follows from Lemma 2.3 that the diusion _X and its scaled version _Y are time
reversible, that is, the generator A of _Y is self-adjoint,
A :=
1
2
2
d2
dx2
+ afb(ax) + (x)g d
dx
: (4.78)
In this case the invariant density of the process _Y () is given by (see Eqs. (2.20)
and (4.8))
a(x)= c expfI(0; x)g; I(0; x) := 2a2
Z x
0
fb(ay) + (y)g dy: (4.79)
Since (2a=2)
R x
0 b(ay) dy=(2=
2)
R ax
0 b(z) dz=(2=
2)
R ax
[ax] b(z) dz, which is bounded
by (2=2)
R 1
0 jb(z)j dz=(2=2), it follows that
e−2=
2
c
a(x)6exp

(2a=2)
Z x
0
(y) dy

6
e2=
2
c
a(x): (4.80)
Let ;  be the minimum and maximum values, respectively, of x!
R x
0 (y) dy.
Then
e−2=
2
c
a(x)6 expf2a=2g; e2a=26e
2=2
c
a(x); (4.81)
so that
max
x; y
a(x)
a(y)
6(e4=
2
)e2a(
−)=2 : (4.82)
Thus, by Lemma 2.3, an estimate of the spectral gap A of 12 (A+ ~A) on L
2(S1; a) is
given by
A> 22 min
x
a(x)>22

maxx a(x)
minx a(x)
>c01 e
−c02a;
c01 := 2
2e−4=
2
; c02 := e
2(−)=2 : (4.83)
Therefore, by Proposition 4.1, the spectral gap L of 12 (L + ~L) on L
2(S1(a); ~a) is
estimated by
L>
1
a2
c01 e
−c02a; (4.84)
with c01; c
0
2 as given in (4.83). The proof of the theorem below is entirely analogous to
that of Theorem 4.2.
Theorem 4.13. Assume (4.2) and (4.75){(4.77). Then the transition probability den-
sities _p of _X and p of _Y satisfy the inequalitiesZ
S1
j p(t; x; y)− a(y)j dy6 c03a1=2e−At
6 c03a
1=2 expf−c01e−c
0
2atg (t>0); (4.85)
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for all x2 S1, and
Z
S1(a)
j _p(t; x; y)− ~a(y)j dy6 c03a1=2e−Lt
6 c03a
1=2exp

− c
0
1
a2
e−c
0
2at

(t>0); (4.86)
for all x2 S1(a), where c0i (i=1; 2; 3) do not depend on ‘a’.
Remark 4.9. We have not attempted to derive the precise exponential constant −c02 in
the spectral gap estimate in (4.83). Using the rst inequality for A in (4.83), along
with (4.81), one gets A>(22e−2=
2
)c expf2a=2g= c0 expf2a=2g=
R 1
0 e
I(0; x) dx,
where c0 is independent of a. For a method of precise estimation of the exponential
constant see Holley et al. (1989), where it is shown that the spectral gap can be
exponentially small, i.e., O(e−a) for some >0.
A signicant dierence between the present case and the case in the preceding
subsection is brought out by the following result. Recall that  denotes the maximum
value, and  the minimum value, of the potential function  (x) :=
R x
0 (y) dy.
Proposition 4.10. Assume the hypothesis of Theorem 4:8. Assume also that () has
a nite number of zeros. (a) If  (x) has a unique maximum at x, then a(x) dx con-
verges weakly to the point mass x(dx) at x as a!1. (b) In general, fa(x) dx: a
>1g is a tight family and all its weak limit points have support contained in the
nite set of points in S1 where the maximum value  of  is attained.
Proof. (a) In this case, for all x 6= x in S1,
a(x)
a(x)
= eI(0; x)−I(0; x
)
= exp
(
2a
2
 Z x
0
b(ay) dy −
Z x
0
b(ay) dy
!
+
2a
2
( (x)−  (x))
)
6 e2=
2
exp

2a
2
( (x)−  (x))

! 0 as a!1: (4.87)
For inequality (4:87), use the fact that for all u<,
2a2
Z 
u
b(ay) dy
 = 22

Z a
au
b(y) dy
6 22
Z 1
0
jb(y)j dy= 2
2
;
since
Z z+1
z
b(y) dy=0 for all z:
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(b) The proof here is virtually the same, if one chooses x outside the nite set of x
values where  attains its maximum .
Example 4.11. Let b() be arbitrary (satisfying R 10 b(y) dy=0), and (x)= 4 cos 4x.
Then  (x) sin 4x has its maximum value =1 attained at x= 18 and x= 58 . In this
case a(x) dx converges weakly to the two-point distribution assigning probabilities 12
and 12 to x=
1
8 and x=
5
8 . Note also that these two points are the stable, or attractive,
xed points for the motion dx(t)=dt= (x(t)), while x= 38 and x=
7
8 are unstable, or
repelling, xed points. It may be shown in this case, using results of Holley et al.
(1989), that the spectral gap is O(e−a) for some positive constant  independent of a.
Remark 4.12. In contrast to Example 4.11 one may also construct a potential function
 (x) with a unique maximum, representing a stable xed point, together with a single
unstable xed point. For example, take  (x)= sin 2x, i.e., (x)= 2 cos 2x. In this
case the approach to equilibrium should be fast. In an unpublished recent work one
of the authors has shown that in a class of examples, including this one, the spectral
gap is O(1=a2) for the _X process (i.e., for its generator). Our estimates (4:78) and
(4:79) of the spectral gap, and of the speed of convergence to equilibrium (See (4.80)
and (4.81)), contend against the ‘worst case’ scenario.
The next result is an analog of Theorem 4.5 again with distinctive dierences. In
particular, part (b) of the result shows that the variance parameter of the limiting
distribution of X (t), i.e., the asymptotic variance of X (t) per unit time, goes to zero
exponentially fast as a!1.
Theorem 4.13. Assume the hypothesis of Theorem 4.8. Also assume () is not iden-
tically zero. Then
X (t)− X (0)
a
p
t
L−!N(0; 1); (4.88)
whatever be the initial state X (0); as
t!1; a!1; t a2exp

18a
2
( − )

: (4.89)
Here  and  are the maximum and minimum values, respectively, of  (x)=
R x
0 (y)
dy; and
2 =
 Z 1
0
eI(0; x) dx 
Z 1
0
e−I(0; x)dx
!−1
: (4.90)
The variance parameter 2a22 goes to zero exponentially fast in ‘a’ as a!1.
Proof. Writing
(x) := afb(ax) + (x)g; (4.91)
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one hasZ x
0
(y)a(y) dy=
2
2
Z x
0

d
dy
eI(0; y)

dy
,Z 1
0
eI(0; y) dy
=
2
2
(
eI(0; x) − 1
,Z 1
0
eI(0; y) dy: (4.92)
In particular,

Z 1
0
(x)a(x) dx=0;
that is,
b+ a=0: (4.93)
Now consider the equation
Ag2(x)= (x) afb(ax) + (x)g: (4.94)
On integration one gets
g02(x) = c1e
−I(0; x) + 1;
g2(x) = c2 + c1
Z x
0
e−I(0; y) dy + x: (4.95)
The boundary condition g2(0)= g2(1) implies
c1 =− 1R 1
0 e
−I(0; y) dy
; (4.96)
so that
g02(x) = 1−
e−I(0; x)R 1
0 e
−I(0; y) dy
;
g2(x) = c2 + x −
Z x
0
e−I(0; y) dy
,Z 1
0
e−I(0; y) dy; (4.97)
where c2 is arbitrary. One may now write
Y (t)− Y (0)

p
t
=
1

p
t

g2( _Y (t))− g2( _Y (0))− 
Z t
0
fg02( _Y (s))− 1g d B(s)

:
(4.98)
Since, by Eq. (4.97), jg2(x) − g2(y)j is bounded by 2 for x; y2 [0; 1], and since it is
easily shown that 2>c01 expf−(2a=2)( − )g (See (4.107) below)

p
t>c0 e−(a=
2)( − ) 
p
t!1 (4.99)
if (4.89) holds,
g2( _Y (t))− g2( _Y (0))

p
t
! 0 in probability. (4.100)
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Using this in Eq. (4.98), one now needs to prove
1

p
t
Z t
0
fg02( _Y (s))− 1g d B(s) L−!N(0; 1): (4.101)
Now, writing Ea for the expectation under the equilibrium distribution a of _Y (s), one
has
Ea(g
0
2( _Y (t))− 1)2 =
R 1
0 e
−2I(0; x)a(x) dx
(
R 1
0 e
−I(0; x) dx)2
=
R 1
0 e
−I(0; x) dxR 1
0 e
I(0; x) dx  (R 10 e−I(0; x) dx)2
=
1R 1
0 e
I(0; x) dx  R 10 e−I(0; x) dx
= 2: (4.102)
The proof of (4.101) is now structured along the lines of that of Theorem 4.5.
However, the estimates, as functions of ‘a’ are quite dierent in the present case, and
care is needed to check the conditions for the martingale CLT to hold. First assume
_Y (0) has the equilibrium distribution a. Let Fs := fY (u): 06u6sg, and consider the
triangular array of martingale dierences
Vr :=
1

Z r
r−1
f1− g02( _Y (s))g d B(s) (r=1; 2; : : : ; ’(a): a=1; 2; : : :); (4.103)
where ’(a) is a sequence of positive integers satisfying
’(a)
expf 18a2 ( − )g
!1 as a!1: (4.104)
Write
u( _Y (r − 1)) :=E(V 2r jFr−1)=
1
2
E
Z r
r−1
f1− g02( _Y (s))g2 ds jFr−1

: (4.105)
Since I(0; x)= (2=2)
R ax
[ax] b(y) dy + (2a=
2) (x), where  (x)=
R x
0 (y) dy, one has
− 2
2
+
2a
2
6I(0; x)6
2
2
+
2a
2
(06x61); (4.106)
where  and  are the maximum and minimum values of  (x), respectively.
Therefore, by Eqs. (4.97) and (4.102),
j1− g02(x)j6
expf 22 − 2a2 g
expf− 22 − 2a

2 g
=expf4
2
+
2a
2
( − )g;
2>exp

−4
2
− 2a
2
( − )

: (4.107)
To nd an upper bound for 2, assume rst that >0, and let  (x)= . Since
 0(x)= (x), it follows that  (x)>(1− 2=2a) on an interval in [0; 1] of length at
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least 2(2=2a)=kk1= 2=(kk1a), if the latter is less than one. Therefore,Z 1
0
eI(0; x) dx>
2
kk1aexp

−2
2
+
2a
2


1− 
2
2a

=
2
kk1aexp

−2
2
− 

exp

2a
2

(>0): (4.108)
Also, since  (0)= 0;  (x)6kk1x,Z 1
0
e−I(0; x) dx> e−2=
2
Z 1
0
exp

−2ajj1
2
x

dx
>
2
2akk1 e
−2=2 : (4.109)
If =0, then <0 and one has, in the same manner as in the derivation of
(4.108) and (4.109),Z 1
0
e−I(0; x) dx>
jj2
kk1aexp

−2
2
+ 

exp

2a
2

(<0); (4.110)
and Z 1
0
eI(0; x) dx>
2
2akk1 e
−2=2 : (4.111)
From (4.108){(4.111) it follows thatZ 1
0
eI(0; x) dx 
Z 1
0
e−I(0; x) dx
>exp

−4
2
− ( − )

4 maxfjj; jjg
2kk1a2 exp

2a
2
( − )

; (4.112)
so that
26exp

4
2
+ ( − )

2kk1
4 maxfjj; jjga
2 exp

−2a
2
( − )

: (4.113)
To prove the conditional Lindeberg condition use inequality (4:107), and an estimate
of the fourth moment of the stochastic integral (Bhattacharya and Waymire, 1990,
p. 588) to get
E

V 2r 1fjVr j>
p
’(a)g jFr−1

6fE(V 4r jFr−1) P(jVrj>
p
’(a) jFr−1)g1=2
6
3
2
Z r
r−1
E[f1− g02( _Y (s))g4 jFr−1] ds
1=2
 u1=2( _Y (r − 1)) 1

p
’(a)
6
3
3
exp

12
2
+
6a
2
( − )

1

p
’(a)
63 exp

18
2
+
9a
2
+
9a
2
( − )

1

p
’(a)
: (4.114)
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Then
1
’(a)
’(a)X
r=1
E(V 2r  1fjVr j>p’(a)g jFr−1)
63 exp

18
2
+
9a
2
+
9a
2
( − )

1

p
’(a)
! 0 as a!1; (4.115)
by the hypothesis (4.104). It remains to check that
1
’(a)
’(a)X
r=1
u( _Y (r − 1))! 1 in probability as a!1: (4.116)
Since the expected value of the left side is 1, it is enough to show that its variance
goes to zero. This variance may be estimated by (see (4.51), (4.52), and (4.85))
1
’(a)
var(u( _Y (0))) +
2
’(a)
c011kuk21
1
c01
ec
0
2a log a (4.117)
where c0i’s are independent of ‘a’, c
0
2 = 2(
 − )=2. Using (4.117) and
kuk16 12 exp

8
2
+
4a
2
( − )

6exp

12
2
+
6a
2
( − )

; (4.118)
one obtains, from Eq. (4.118),
var
 
1
’(a)
’(a)X
r=1
u( _Y (r − 1))
!
! 0 as a!1: (4.119)
This completes the proof of (4.88) for times t satisfying (4.89), when _Y (0) (or, _X (0))
has the equilibrium distribution. When the initial distribution is arbitrary, then one uses
(4.85), and proceeds as in the last part of the proof of Theorem 4.8, with Y (t) instead
of X (t), using estimates (4:107).
Finally it follows from (4.113) that
2a22 exp

− 2a
2(1 + )
( − )

for every >0.
Remark 4.14. The proof shows that the convergence (4:88) is uniform (e.g., in the
Kolmogorov distance for distribution functions) with respect to all initial X (0).
Remark 4.15. Theorems 4.5 and 4.13 imply corresponding asymptotics of the solution
c(t;y) of the Fokker{Planck equation
@c
@t
=
1
2
− @
@y
f(b(y) + (y=a))cg (t>0; y2R);
c(0; y)= lim
t#0
c(t; y)= c0(y) (y2R): (4.120)
The fundamental solution of Eq. (4:120) (i.e., c(t; y) under the point initial input
c(0; dy)= x(dy)) is the transition probability density p(t; x; y) of the diusion X (t)
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governed by Eq. (1.1) (See, e.g., Bhattacharya and Waymire, 1990, pp. 377{381). The
general solution of Eq. (4.120) may be expressed as
c(t; y)=
Z
R
c0(x)p(t; x; y) dx (t>0; y2R): (4.121)
If c0 is localized, e.g., if c0 has a compact support independent of ‘a’, then the asymp-
totics of c(t; y) are the same as those of the distribution of X (t) with an initial dis-
tribution c0(x) dx. This correspondence has important implications for the problem of
solute transport in porous media (Bhattacharya and Gotze, 1995).
Remark 4.16. As a nal remark it may be pointed out that the analysis in this article
leaves out all those cases where (x) changes sign, but
R 1
0 (x) dx 6=0. For these cases
the generator is not self-adjoint, and the invariant density is given by Eq. (2.21).
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