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Abstract 
There exists an inverse probability weight (INPW) based unconditional estimating 
equation approach (a correction to accommodate the missingness nature of the data) 
for computing unbiased regression estimates in an incomplete longitudinal set-up 
mainly for binary data. It is however known that this INPW based unconditional 
estimating equation approach still may produce regression estimates with large bias. 
It is demonstrated in this thesis that it would be much better to use an I PW based 
conditional estimating equation approach to obtain unbiased and hence consistent 
estimates for the regression effects. This approach however requires the longitudinal 
correlation structure to be known. Under the assumption that the binary or count 
data follow an autoregressive order-1 [AR(l )] type model, the thesis develops a ondi-
tional weighted generalized quasilikelihood ( CWGQL) approach that a commodate 
both missingness and the longitudinal correlation issues properly. This app ars to 
be a major improvement over the existing INPW based generalized estimating qua-
tion (GEE) approach which either fails to use the longitudinal correlations or uses 
'working' correlations approach. Extensive simulation studies are undertaken to ex-
amine the relative performance of the proposed CWGQL approach with the exi ting 
INPW based GEE approach. Finally the incomplete longitudinal models are gen-
eralized to study the survey based incomplete longitudinal data. A stratified finite 
population is considered to examine the performance of a stratified random ampling 
(StRS) based CWGQL approach in estimating the regression parameters involved in 
the finite population for both binary and count data models. 
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Chapter 1 
Introduction 
1.1 Motivation of the Problem 
It is well known that there is no unique way to model the correlations of longitudinal 
discrete data such as binary and count, even if t he data are complete, that is, the data 
do not contain any missing responses. This has drawn renewed interest among th 
researchers for the analysis of such complete longitudinal discrete data. Statistical 
inference gets more complicated when one considers more practical issue uch a th 
possible incompleteness in the longitudinal binary or count data. Note that there 
also exist work over the last two decades dealing with longitudinal missing data. 
But, these studies do not appear to address both correlation and mis ingness issues 
properly. As far as the incompleteness is concerned, it is mostly exp ct d that the 
data would be (a) missing completely at random (MCAR) or (b) missing at random 
(MAR) [Rubin (1976), Paik (1997), Fitzmaurice, Laird and Zahner (1996)]. Th 
inference for the data MAR is however complicated. We will review the definitions 
of these incompleteness and their existing uses in Chapter 2. 
We now in brief, provide a review of some of the widely used recent models for 
correlated binary and count data and also review the related inference issues for such 
complete longitudinal data. 
Suppose that in a longitudinal study there are K independent individuals. Also 
1 
------- ----~-------------~--
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suppose that had there been no missing data, Yi = (Yil , · · · , Yit, · · · , YiT )' and xi = 
(x ·1 · · · X·t · · · x ·r)' with Xt = (x ·t1 · · · x ·t .. · x ·t )' denote the T x 1 complete t ' ' t ' ' t t t ' ' t 1£) ' t p 
outcome (either binary or count) vector and T x p covariate matrix, respectively, 
recorded from the i-th ( i = 1, · · · , K) individual over T succ ssive points in t ime. 
Since the repeated responses of the same individual are likely to be correlated , any 
inferences about the regression effects without accommodating the correlation struc-
ture for the repeated responses would lead to inefficient estimates. But, as mentioned 
earlier , t here is no unique way to model correlations for repeated binary or count 
responses. 
In the following two sections, we briefly review the existing correlation mod Is 
for the repeated binary and count responses and point out their advantages and 
drawbacks. Note that our objective would be choosing a suitable model among them 
such that the selected model can be as general as possible accommodating one or 
more correlation structures, with a wide range for the possible correlations. 
1.1.1 A review of some existing correlated binary models 
For known X it, let Mit = E (Yit I X it) = exp( x:t,B) / [ 1 +exp( x:tf))], where ,B = (,81 , · • · , ,Bp)' 
is the p-dimensional regression effects of Yit on X it. For convenience, we will however 
use E(Yit) for E(Yit I Xit) throughout the thesis. Also let Pi lt- t'l be the it - t'j -th 
lag correlation between the two binary responses Yit and Yit' . That is corr(Yit, Yit' ) = 
Pitt' = Pilt-t'l· We use these notations and write the following correlated binary 
models. 
(a) Bahadur model 
Bahadur (1961) has proposed the multidimensional binary distribut ion given by 
3 
( 1.1) 
where Pit= 1 - /-Lit· After some algebra one may show that this model (1.1) yi lds 
E(Y;) =/-Lit, V(lit) = f.LitPit, and corr(lit, ~t') = Piit- t' i· (1.2) 
Note that for simplicity, we will use f(Yi1, · · · ,YiT) for f(Yii, · · · ,YiT I Xi1, ... ,Xir) 
throughout the thesis. Further note that the lag correlations Piit-t'i used in th 
probability model (1.1) may accommodate a class of Gaussian type auto-correlation 
structures. For example, for autoregressive order-1 [AR(1)] type correlations, one 
lt-t'l f 0 [ ( )] uses Piit- t'i = Pi and or movmg average order-1 MA 1 , Pi1 = Pi and Piit- t'i = 0 
if It - t'l =/=- 1. This property that one may use a suitable correlation structure in 
( 1.1) is certainly an advantage for this model. But, the range of correlations provided 
by this model depends on the marginal probabilities. For example, for T = 2, Pil 
satisfies 
[ ( ) 
1/2 ( - - ) 1/2] ~li1 /-Li2 f.Li1 /-Li2 
max- -- - --
- - ' f.Li1/-Li2 /-Li1/-Li2 [ ( 
- ) 1/2 ( - ) 1/2] < Pi1 < min f.Li1 ~i2 , /-Li2~i2 . f.Li 2 f.Li 2 f.Li 1 f.Li 2 
In general 
maxy;),. .. ,y;.r [ !*( 1 )] < Piit-t' i 
1 Yil, 0 0 0 'YiT 
. [ 1 - fUYil , · · · , YiT) l < m'lny-1 . .. Yr , 
' ' '' fi(Yil , ···,Yir)f2(Yil , ··· ,yiT) ( 1.3) 
where J;(Yil,··· ,Yir) = I1f=lf-L¥t(Pit) 1-Yit, J;(Yil,· · · ,Yir) = L,'f<t'(Yit - J.Lit)(Yit' -
f-Lit') /[J.LitPit/-Lit' Pit' ]112 and maxyi1 , .. ·,y;r [g(. )] or miny;1 ,. .. ,Yir [g(.)] denote the maximum 
or minimum of the function g(.) for all possible values of Yil, · · ·, YiT· 
Note that these range restrictions shown above limit the use of this correlation 
model in practice, even though some authors such as Cox (1972) and Prentice (198 ) 
have applied this model for certain data analysis. To have some more specific idea 
about the range restriction implied by the Bahadur model (1.1), we refer to Farrell 
and Sutradhar (2006). For example, Farrell and Sutradhar (2006) have shown that 
4 
for the stationary case with T = 4 and Pilt- t'l = p~t-t'l, Pi1 = Pi lies in the range 
- 0.262 < Pi < 0.449 when f-Lit = f-Li = 0.4. Note that this range is quite narrow. 
In general the ranges produced by the Bahadur model (1.1) are quite narrow. This 
limits the use of the Bahadur model ( 1.1) in practice. 
(b) Kanter model 
Kanter (1975) introduced an observation-driven correlation model for stationary bi-
nary data. Sutradhar (2008) has extended Kanter's model to the non-stationary 
longitudinal mixed model set-up. For the longitudinal non-stationary binary data, 
Kanter's model can be written as 
(1.4) 
where sit follows a binary distribution with 
P(sit = 1) = T/ (1.5) 
and dit follows another binary distribution with 
P(d . _ 1) _ f-Lit - T//-Li, t- 1 _ C . t t - - - <.,tt· 
1 - 2Tl /-Li,t-1 
(1.6) 
In (1.4) , EB denotes addition modulo 2. For binary Yi ,t- 1 with P(Yi,t- 1 = 1) = P,i,t- 1 
and assuming that Yi,t- 1, Sit and dit are independent, it can be shown that Yit follows 
the binary distribution with E(Yit) = f-Lit and V(Yit) = I-LitPit· The computation of 
the auto-covariances between two binary responses, however, depend on the value of 
T. For example, when T = 4 
where the computation of the joint P(Yi2 = 1, }i4 = 1) may be obtained as 
P(Yi2 = 1, Yi4 = 1) = P(Yi2 = 1) [P(Yi3 = 1 I Yi2 = 1)P(Yi4 = 1 I Yi3 = 1) 
+P(YiJ = 0 I Yi2 = 1)P(Yi4 = 1 I YiJ = 0)] 
In general, the auto-correlation can be computed by 
cov(Yit, ~t') 
Piit- t'i = y'V(Yit)V(~t') 
ote that for th stationary case, when /-lit = J.li, ~it reduces to 
J.li(1 - TJ) ~i = P( dit = 1) = , 
1 - 2TJJ.li 
5 
(1.7) 
where rJ is given in (1.5) . For this special case it may be shown that Pilt- t'l = p~t-t'i , 
with Pi = rJ(l - 2J.1i)/(1 - 2TJJ.li)· Further note that since 0 < ~i < 1, Pi must satisfy 
the range restriction through rJ as 0 < rJ < min[(1 - 1-li)/ J.li, 1]. For example, for 
T = 4 and /-lit = /-li = 0.4, it follows that 0 < Pi < 1 [Farrell and Sutradhar (2006)]. 
Note that this range is wider than that of the Bahadur model (1.1) which makes 
the Kanter model (1.4) some what relaxed for its practical use. Note however that 
Kanter 's model (1.4) is an AR(1) type mod l. The MA(l) or equicorrelation (EQC) 
type models will have different forms than that of (1.4). Consequ ntly, Kant r's 
model (1.4) is not so general as the Bahadur model (1.1) which can accommodat a 
class of correlation structures. 
(c) A conditional linear dynamic model 
Qaqish (2003) has used a family of multivariate binary distributions through a linear 
dynamic conditional probability given that the marginal means and correlation are 
specified. This conditional linear family is given by 
t- 1 
/-lit + L bitj (Yij - /-lij) , 
j = l 
(1. ) 
6 
where YJ,t - 1 = (yil, · · · , Yi,t-1)1 and bt,t_1 = (bit! , · ·· , bit,t- 1)1 is computed based on the 
specified correlation structure or using 
The use of the correlation structure becomes clear when cov(Y:~t- l ) is expressed as 
cov(Y:~t- 1 ) = Ai12CiAi12, where Ai = diag(aill , · · · , ai,t- 1,t- d with aitt = V (Yit) , 
and Ci = (cittl) is a suitable correlation structure. ote that imilar to the Bahadur 
model, one may use Gaussian type AR(1), MA(1) and EQC correlation structure to 
define this Ci matrix. This is a practical advantage of the conditional linear model 
(1.8). 
ote, however , t hat since 0 < Ait/t- 1, ... ,1(yJ,t_1 ) < 1 in (1.8), th ranges forth 
correlations (citt1) are bound to be restricted. For example, if th corr lation matrix Ci 
I 
t akes the AR(l) form, namely, Ci = (cittl) = p~t- t 1 for all t =I= tl, t h n the correlation 
parameter Pi is bounded as Pi 2: m ax( -'lj;[ , - 1/'lj;l) , where 'lj;i = J J.Ld (1 - J.Li), J.li = 
J.Li1 = · · · = /liT being the st ationary mean. In such a case with T = 4 and J.li = 0.4, 
Pi satisfies the restriction - 0.667 < Pi < 1 [Farrell and Sutradhar (2006)]. ote 
that t his range is clearly the widest when compared with t he range for the similar 
correlation parameter under the Bahadur and Kanter 's models. 
(d) A condit ional non-linear dynamic model 
Recall that all three correlated binary models discussed abov yield the sam marginal 
mean J.lit = P (Yit = 1) = exp(x:t,0)/ [1 + exp(x:t,O)J and t he sam marginal variance 
J.Lit( 1 - J.Lit)· If we are, however , willing to consider a binary model with a dynamic 
mean structure such as the mean at a given time being a function of the past means, 
we may th n use a non-linear binary dynamic model which yields the lag correlations 
with full range, i.e., - 1 < pi/t- tl! < 1. For convenience, we writ one of this type of 
non-linear dynamic models as follow 
P (Y: = 1 I . ) = exp( x:tf3 + 'T/1 Yi,t- 1) tt Yt,t- 1 1 ( I {3 ) ' + exp xit + T/lYi,t- 1 (1.9) 
7 
where ry1 is the dynamic dependence parameter. Note that this model has been 
extensively used in the past in the econometrics literature [Amemiya (1985) , Manski 
(1987)] and most recently has been used by Sutradhar and Farrell (2007) [see al o 
Farrell and Sutradhar (2006)], among others. 
In the present thesis, our objective is to examine the effects of longitudinal corre-
lation structure as well as non-responses on the inferences about the regression effects 
involved in the correlated binary and Poisson models with fixed marginal means. As 
far as the longitudinal correlation structure is concerned, we will use (c) , the condi-
tional linear binary dynamic ( CLBD) model discussed above. This i because thi 
CLBD model produces fixed marginal means as opposed to the dynamic (recursive) 
marginal means produced by the non-linear model (d) . The CLBD model also pro-
duces correlations with widest possible ranges as compared to the other two lin ar 
models, namely, the Bahadur and Kanter 's models. 
1.1.2 A review of the existing correlated Poisson models 
Unlike for the correlated binary models, not much attention has been given to mod-
elling the correlated Poisson data, especially when the count data are collected repeat-
edly over time. Some of the early works, see for example, Johnson and Kotz (1969, 
Chapter 11, Section 4) [see also Holgate (1964) , Campbell (1934), Teicher (1954) , and 
Dwass and Teicher(1957)] dealt with a specialized correlated Poisson model, where 
the clustered or repeated counts are assumed to follow an EQC structure. To under-
stand this structure, let Yw follow the Poisson distribution with mean parameter ~-tio· 
That is 
(1.10) 
which we denote for convenience by Yw rv P (p,i,0 ). Also let Yi.t rv P(~-ti.t) and Yi.o , Yi.1 , · · · , Yi.r 
are independent. Now suppose that the repeated counts Yil , · · · , Y iT are generated fol-
lowing 
Yit = Y7t + Y7o ' for t = 1' . . . ' T. (1 .11) 
It is clear from ( 1.11) that Yit ( t = 1, · · · , T) marginally follows the Poisson di tri-
bution with parameter (J..Lto + J..Ltt), and jointly they are correlat d with pairwise lag 
correlations 
carr (Yit, ~t' ) 
-
cov (Yit ) ~t' ) 
Jv(Yit)v(r:t') 
J..Lto 
J (J..Lit + J..Lio) (J..L;t' + J..Lio). (1.12) 
ote that if the data are stationary, that is, J..Lto = J..Lt1 = · · · = J..LtT = J..Li, then Yit and 
Yit' have the constant correlation 1/2. Thus, this correlation model (1.11)-(1.12) is 
heavily restricted when the data are stationary. 
Further note that whether the data are stationary or non-stationary, the correla-
tion model (1. 11) produces a complicated joint distribution forth repeated response · 
Yil, · · · , YiT · This may be understood easily from the bivariate case with T = 2, wh re 
the probability distribution of Yil and Yi2 has the form 
• • , min(y;J,Yi2) J..L* j J..L~ Yi t - ) J..L* Yi2-j 
P(Yil , Yi2) = e - (J.L;o+ J.Lil +J.L,2 ) L ~ 11 . 12 . 
j = O Jl (Yil - J )! (Yi2 - J )! (1.13) 
[Johnson and Kotz (1969, eq. 52, p.298)], which is complicated for the likelihood 
inference purpose for any parameters involved in J..Lt1 and J..Lt2 . 
Note that the Poisson EQC model (1.11) has limited use in the longitudinal et-
up. This is because, even if the data are stationary, one would expect a variabl 
time effect causing non-constant correlations, whereas under the model ( 1.11), all lag 
correlations are constant and equal to 1/2. 
Recently, Sutradhar (2003) [see also McKenzie (1988)] has proposed a cla of 
auto-correlations for the stationary longitudinal count data. Th corr lation models 
under such a class produce Gaussian type lag correlations. In the following subsection , 
we review these correlation models in brief. 
1.1.2.1 A general stationary auto-correlation model for repeated count 
data 
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(a) A stationary Gaussian AR(l) type model 
Let the responses Yit at time t be related to Yi,t - 1 at time t - 1 as 
Yit = p * Y i,t- 1 + dit , t = 2, ... , T (1.14) 
[Sutradhar (2003), McKenzie (1988)], where for the given count Yi ,t - 1, P*Yi,t- l denote 
the binomial thinning operation defined as 
Yi ,t- l 
p * Yi ,t- 1 = L bj(p), 
j=l 
(1.15) 
with P[bi(P) = 1] = p and P [bj(p) = OJ = 1 - p. We now a sum that th covariates 
are time ind p ndent , that is, Xit = Xi for all t = 1, · · · , T , wher .'tit is the covariat 
value at time t for the i-th individual. We further assume that 
(1) Yil "'P(J-ti) with J-ti = exp(x:f3) 
(2) dit "'P[J-ti(1- p)], and 
(3) Yi,t - 1 and dit are independent 
One may then show that 
E(Yit) = V(Yit) = /-Lit and 
("\/' y ) lt-t'l carr Iit, it' = p . (1.16) 
ote that t he correlations in (1.16) have similar structure as that of the Gaussian 
AR( 1) model, and the correlation parameter p has the rang 0 :::; p :::; 1. Here the 
correlations exhibit a decaying pattern. To be specific, the corr lat ions produced 
by model (1.14) appear to decay exponentially when the lag increases, whereas the 
correlations yield d by the model ( 1.11) are constant and equal to 1/ 2. 
(b) A stationary Gaussian MA(l) type model 
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Under this model Yit is represented as the function of the present and past dit as 
( 1.17) 
[Sutradhar (2003)]. Here, similar to (1. 15) , p * di,t- l = E;~t1- 1 b1(p). Now assuming 
dit i):! P[J..Ld(1 + p)] for all t = 1, · · · , T , it may be shown that the model (1.17) 
produces marginal means and variances as J..Li , and produces Gaussian MA(1) type 
correlation structure. To be specific, the correlation structure under such a model is 
given by 
_ { p/(1 + p) , for It - t'i = 1 
corr (Yit, ~t' ) - , 
0, otherwise 
(1. 18) 
which is similar to that of Gaussian type MA(l) structure, except unlike the Gaus-
sian case where lag 1 correlation ranges between -1 / 2 to 1/2, the present restriction 
produces lag 1 correlation between 0 to 1/2. 
(c) A stationary Gaussian EQC type model 
An EQC type model for the count data may be express d in the fashion similar to 
those of AR(1) type model (a) and MA(1) type model (b). To be specific, the model 
is written as 
Yit = P * YiD + dit, (1.19) 
[Sutradhar (2003)]. Assuming YiO rv P(J..Li) and dit i):! P(J..Li(1- p)) for all t = 1, · · · , T , 
one may show that Yit in (1.19) marginally follows a Poisson distribution with sta-
tionary mean parameter J..Li· Moreover, it can be shown that 
corr(Yit , ~t') = p, (1.20) 
for all t =/= t'. Note that for this Gaussian type EQC structure produced by (1.19), 
p however lies in the range 0 ::; p ::; 1 instead of - 1/ (T - 1) ::; p ::; 1 under the 
Gaussian EQC model. Further note that the Poisson additive model (1.11) produces 
--------- -- ---- -------------~ 
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the same EQC structure as (1.20) only when one assumes J-L7o = J-liP -=I J-L7t = J-Li(1 - p) 
for t = 1, · · · , T . 
1.1.2.2 Some remarks on non-stationary correlation models 
Note that in practice, the covariates may be time dependent causing non-stationarity 
in the means and the variances. To construct such non-stationary models as a gen-
eralization of the stationary models (1.14), (1.17) and (1.19), we refer to Sutradhar, 
Jowaheer and Sneddon (2008), for example, and explain one of the non-stationary 
models [AR(1)] as follows: 
In order to generalize the stationary Poisson AR( 1) model ( 1.14) to the non-
stationary case, first assume that the covadates xit are time dependent. The relation-
ship between Yit and Yi,t- 1 written for the stationary case remains the same under the 
non-stationary case. Nevertheless, the new model produces non-stationary correla-
tions as opposed to the stationary model. To be specific, the non-stationary Poisson 
AR(1) model has the same form 
Yit = P * Yi,t- 1 + dit, for t = 2, · · · , T ( 1. 21) 
[Sutradhar et al. (2008)] as that of the stationary model (1.14), but the assumptions 
for those two models are different. The model (1.21) becomes non-stationary under 
the assumptions that 
( i) Yi 1 ""' P(J-Lid with J-lit = exp( x:t f3 ), 
(ii) dit ""' P (J-Lit - PJ-li ,t- d, 
(iii) Yi ,t- 1 and dit are independent. 
One may then show that 
[ ]
1/ 2 
I J-L 't I 
corr(Yit, ~t~) = p(t - t) _ t for t < t . 
J-litl 
(1.22) 
12 
Note that the marginal means and t he variances and the lag (t- t') correlations given 
in (1.22) are non-stationary in nature. This is because all of them are a function of P,it 
which depends on the time dependent covariate Xit· Further note that the correlation 
structure in (1.22) reduces to Gaussian AR(1) type auto-correlation structure (1.16) 
under the stationary Poisson model (1.14) with P,it = /-Li = exp(x:{3). As far as the 
range of the correlation parameter pis concerned, it is clear under the non-stationary 
case that 0 < p < min(i,t) [1 , f-Lit! /-Li,t- 1]. This is obvious from the fact that the mean 
paramet er (p,it - PP,i,t-l ) of the Poisson random variable dit must be positive. 
In the present thesis, we will assume that the longitudinal correlation structures 
for both binary and count data are known. To be specific, we will consider AR(1) 
non-stationary models for both binary and count data. There are several reasons for 
such a consideration. First , it is most likely in practice that the lag correlations get 
smaller as the lag increases. This situation is accommodated by the non-stationary 
AR(1) models. Secondly, there does not appear to be any adequate discussion on 
the effects of longitudinal correlations on the inferences for longitudinally missing 
data. The use of a specified correlation model such as AR(1) non-stationary mod I 
is expected to reveal clear understanding about such inferences for the longitudinally 
missing data. If, the correlation structure is however unknown but belongs to a class 
as discussed above, one may follow Sutradhar et al. (2008) and study the missingnes 
effects accordingly, which is however beyond the scope of the present thesis. 
1.1.3 Complete data based estimation of parameters in non-
stationary AR( 1) models 
Irrespective of whether the complete data is binary or count , one may estimate the 
regression paramter {3 by using the generalized quasilikelihood (GQL) approach pro-
posed by Sutradhar (2003). Note that this GQL approach exploits mean, variance and 
covariances to estimate {3, which is considered to be a generalization of the popular 
QL approach of Wedderburn (1974) [see also McCullagh (1983)], where the estimation 
is carried out exploiting the means and variances for the independent data. Further 
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note that Sutradhar (2003) considered GQL estimation of {3 for stationary longitu-
dinal data under a class of auto-correlation structures, whereas, as mentioned above, 
in the present section, we have chosen t he non-stationary AR( 1) correlation models 
only. 
1.1.3.1 GQL estimation of the regression effects {3 
Suppose that t he repeated responses, whether binary or count, have a non-stationary 
correlation structure defined as 
ci = ( citt' ) : T X T 
with cw' as a known suitable function of p, Xit and xit', which, for convenience, we 
express as 
( 1.23) 
'h' being a known suitable function. To be specific, for the non-stationary Poi on 
AR(1) model (1 .21), citt' has the form given by (1.22). For a non-stationary binary 
correlation model (1.27) to be discussed in the next subsection, the form of cw' is 
shown in (1.31). Further, let A = diag[aill , · · ·, aw , · · ·, O'iTT] with O'itt = V(Yit)· 
Under the Poisson AR(l) model (1.21) O"itt = Mit = exp(x:t{3), and under the AR(1) 
type binary model (1.27) O'itt has the formula O"itt = V(Yit) = Mit(1 -Mit) with Mit = 
exp( x:t{3) / [1 + exp( x:t{3) ]. 
Now, for Ei = Ai12CiAi12 , one may write the GQL estimating equation for {3 as 
(1.24) 
[Sutradhar (2003)] where x; = (xi1 , · · · , Xit, · · ·, XiT) is the (p x T) covariate matrix, 
with Xit = (xm, · · ·, Xitu, · · · , Xitp)'. Here (1.24) is an unbiased estimating equation, 
because of the fact that for x:AEi 1 = Bi = (biut) (say), E(biu1 Yi1 + · · · + biuTYir) = 
bi1q Mi1 + · · · + biuTMiT for all u = 1, ... ,p, where Mit= E(Yit)· 
Note that in (1.24), Yi = (Yil, ... ,Yir)' and Mi = (Mii, .. ',Mir)' as mentioned 
earlier. Further note that when the p parameter in Ci matrix involved in the GQL 
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estimating equation (1.24) is consistently estimated (say, by a method of moments) , 
the GQL estimate obtained from (1.24) becomes highly efficient, the maximum like-
lihood estimator (MLE) being fully efficient which is however extremely complicated 
to compute especially under the longitudinal count model (1.21) . 
1.1.3 .2 Non-stationary AR(l) models and estimation of correlation index 
parameter p 
(a) Correlated count data model 
Note that under the longitudinal count data model (1.21) , the non-stationary corre-
lations citt' are given by 
[ ]
1/2 
- (t1 -t) Mit I 
citt' - p - for t < t 
Mit' 
[as shown in (1.22)] . Let Yit = (yit- Mit )/ y'ciitt. The correlation parameter pin (1.22) 
may be estimated by the method of moments (MM). The lag 1 response based MM 
estimator of the p parameter is given by 
"'K "'T- 1 - -
A L.,i=l L.,t=2 YitYi,t-1 
p = "'K "'T - 2 -K--T--1-[---~--]1~/2. 
L..,i= 1 L..,t=l Yit I:i=1 I:t=2 D'i,t - l ,t - 1 O'i,tt 
I<T ( 1. 25) 
[See Mallick and Sutradhar (2008, eqn. 35) for similar moment estimation in the 
context of AR(1) type time series for count data]. In (1.25), O'itt = V(Yit ) = f-Lu = 
exp(x:t/3) . Note that under the present AR(l) model for the count data, the correla-
tion parameter has to satisfy the range 0 < p < min(i,t) [1, Mid Mi,t- 1]· 
(b) Linear dynamic binary correlation model 
Here, we consider a special case of the CLBD model (1.8) discussed in Section 1.1.1. 
We write this specialized non-stationary AR(1) model as 
P (Yii = 1) = Mi l = exp(x~ 1 /3)/[ 1 + exp(x~1 /3) ], 
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P(Yit = 1 I Yi,t-1) 
/-Lit+ P(Yi,t-1 - /-Li,t-1), for t = 2, · · · , T . (1.26) 
Since /-Lit and /-Li,t-1 are the functions of {3, for convenience we rewrite the conditional 
probability function >.i,tlt- 1 (Yi,t-1) as 
>.i,tJt-1 (/3, P) = /-Lit + P(Yi,t-1 - I-Li,t-1). (1.27) 
It follows from ( 1. 27) that 
by the property t hat Eyi1 (Yi1) = /-til · It then implies recursively that 
E(Yit) =/-Lit= exp(x~tf3)/[1 + exp(x~tf3)]. (1.2 ) 
Similarly 
var(Yit) 
(1.29) 
by (1.28) for all t = 1, · · · , T. ext, the covariances may be obtained in the similar 
fashion. For example, 
cov(Yit, Yi,t- 1) E (Yit Yi,t- 1) - I-Liti-Li,t- 1 
Eyi,t-1 [Yi,t-1E(Yit I Yi,t-1)]-J-tit/-Li,t- 1 
P/-Li,t-1 (1 - 1-ti,t-d = CTi,t-U-1· ( 1.30) 
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It is easy to verify that under this special model ( 1. 27) , the correlations between Yit 
and ~t' for all t, t' = 1, · · · , T are given by 
{ 
1 [ ] 1/2 
PL - L ..!!..ill_ U I I ) 
corr (Yit, ~t' ) = citt' = it t 
t- t' ['!..i..LL.] 1/2 
p am ' 
fort < t' 
(1.31) 
fort > t' 
Note that the mean, variance and correlation produced by the model (1.27) are 
non-stationary as all of them are functions of time dependent covariates { xit}. rur-
ther note that the formula for the moment estimator of the correlation param -
ter p remains the same as given by (1.25) under the Poisson AR(1) model with 
(Jiu =/-Lit = exp(x:JJ), whereas (Jitt = f-tit(1 - f-Lit ) with f-Lit= exp(x:t,B)/ [1 + exp(x:t,B)] 
under the present non-stationary binary AR(1) model (1.27). Furthermore, the cor-
relation parameter p under the present non-stationary binary AR(1) model has to 
satisfy the range restriction 
[ /-Lit 1 - /-Lit l < < . [ 1 - /-Lit /-Lit l max - - _ p _ m2n , -- , 1 - /-Li ,t - 1 1 /-Li,t - 1 1 - /-Li,L- 1 /-Li ,t - 1 (1.32) 
whereas under the count data model (1.21 ), p satisfies the range restriction 0 < p < 
min(i,t) [1 , f-Lit! /-Li,t- d · 
1.2 Objective of the Thesis 
Note that in a longitudinal data analysis, it may happen in practice that a f w 
responses are missing for some of the individuals under study. More specifi ally 
the responses may be MCAR (missing completely at random) or most likely MAR 
(missing at random). If the longitudinal data are MAR but the inferences about 
the regression effects are made by treating the longitudinal responses as complete (or 
M CAR) as discussed in Section 1.1. 3.1, it causes a serious biasness in the regression 
estimates. This inferential problem has attracted many researchers over the last two 
decad sand some progress has been made toward obtaining unbiased regression effects 
by accommodating the missing mechanism in the inference proc dure. A careful 
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review of the existing literature however shows that most of the studies attempted to 
develop certain estimating equations for {3 which still may not be unbiased to produce 
unbiased estimates for {3 . Furthermore, the longitudinal correlation models are also 
not incorporated properly in developing such estimating equations. 
The main objective of the thesis is to develop a new conditional unbiased es-
timating equation approach that accommodates both MAR mechanism as well as 
longitudinal correlations into account. The plan of the thesis is as follows 
In Chapter 2, we discuss the advantages and drawbacks of the existing estimation 
approaches for the regression effects involved in incomplete longitudinal binary data 
models. In the same chapter, we also provide the proposed condit ional weighted 
generalized quasilikelihood ( CWGQL) approach for the estimation of the regression 
effects. Furthermore, an extensive simulation study is conducted to examine the 
relative performances of some of the existing estimation approaches as compared to 
the proposed approach. 
In Chapter 3, we consider the inferences in an incomplete longitudinal count 
data set-up. Similar to that of the analysis for the incomplete binary data, w 
provide a clear comparison between the existing estimating equat ion and the pro-
posed CWGQL estimating equations approaches. More specifically, it is demonstrated 
clearly how one can accommodate the longitudinal correlation structure for the count 
data in such incomplete count data analysis. We then conduct a simulation study to 
examine the small sample properties of the proposed as well as existing estimators. 
In Chapter 4, as compared to Chapters 2 and 3, we consider a lightly more com-
plex incomplete longitudinal data set-up, where it is assumed that the independ nt 
subjects are no longer selected randomly, instead , a complex survey d sign i us d for 
their sel ction in the study. To reflect this sampling design for the collection of the 
longit udinal data, we modify the proposed CWGQL approach to accommodate this 
additional design issue. We then examine t he performance of a design based CWGQL 
(DBCWGQL) approach in estimating the regression effects. Note that in Chapter 4, 
we concentrate only on the design based incomplete longitudinal binary data set-up. 
.----~---------------------------
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In Chapter 5, we carry out the DBCWGQL inferences as in Chapter 4, but deal 
with design based incomplet e longitudinal count data. This thesis concludes in Chap-
ter 6. 
Chapter 2 
Incomplete Longitudinal Binary 
Model 
In some of the longitudinal studies, it may happen that a few responses from some 
individuals are missing during the data collection period. Let R it be a response 
indicator variable at time t (t = 1, · · ·, T) for the i-th (i = 1, · · · , K) individual, so 
that 
{ 
1, if Y it is observed 
Rit = 
0, otherwise. 
(2.1) 
ote that it is quite appropriate to assume that all individuals in the longitudinal 
study provide the responses at the first t ime point t = 1. Thus, in notation, 
Ri1 = 1 for all i = 1, · · · , K . 
Under the assumption that had there been no missing response, the longitudinal bi-
nary data would follow the probability model given in (1.26). Thus, th first response 
Yil for the i-th individual follows a binary distribution with parameter 
J-lil = P(Yii = 1) = exp(x~ 1 ,6)/ [1 + exp(x~ 1 ,6)], denoted by Yil rv bin(p,i1) , 
for all i = 1, · · · , K. 
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2.1 Missing Data P rocess Beyond the First R e-
sponse 
Note that the longitudinal responses for t = 2, · · · , T can be missing either in an 
intermittent fashion or monotonically. For simplicity, we however assume in th 
thesis that the missingness occur in a monotonic pattern only. That is, the response 
indicators satisfy the following relationship 
Let yf = (yi1, · · · ,Yir )' now denote the complete data vector for the i-th individual 
and xi is the corresponding complete covariate matrix. We however a sume that xi 
is known even if some of the responses are missing. Thus we will use Xi for xi. Given 
Ri = (Ri1, · · · , ~T )',the complete data vector yf can be partitioned as yf = (Yai, Ymi ), 
where Yai are the values of yf that are observed and Ymi denotes the components of 
yf that are missing. Next, let a= (a1, · · · , aq) denote the vector of parameters of the 
non-response model so that P(Ri I yf, xi, a) denote the probability distribution of~ 
given yf and a. Here xi = (xi1 , · · · , Xit, · · · , XiT ) ' is the T x p covariate matrix with 
Xit is the p-dimensional covariate vector corresponding to Yit· In this notation, the 
responses are MCAR if 
(2.2) 
(i.e., missingness does not depend on the values of the data yf) and they are MAR if 
(2.3) 
(i.e., missingness depends only on the components Yai of yf that are observed, and 
not on the component that are missing). Finally, the missing data mechanism is 
nonignorable, if 
(2.4) 
that is, the probability of non-response depends on the mis ing values, Ymi , and/ or 
unobserved responses. In the monotonic missing response case, one may illu trate 
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the above three models by 
M1 : P(~t = 1 I yf, Xi, ~.t-1 = 1) = P(~t = 1 I Xi , Ri,t- 1 = 1), 
M 2: P (Rit = 1 I y f, Xi, ~,t- 1 = 1) = P(~t = 1 I Yi 1, 0 0 0 ) Yi,t- 1, Xi , Ri,t-1 = 1), 
M3: P(~t = 1 I yf, Xi, ~.t- 1 = 1) = P(~t = 1 I Yi1, 0 0 0 ) Yit , 0 0 0 ) YiT, Xi, Ri,t-1 = 1), 
respectively [Fitzmaurice et al. (1996), Paik (1997), Rubin (1976)]. 
Note that it is known that the inferences based on MCAR mechanism remains 
t he same as those of complete data analysis. This is becau e, under this MCAR 
mechanism the response indicators have nothing t o do with the structure of th 
responses, implying that the MCAR based data is simply a subset of the complete data 
with different sample size. The problem arises when data are MAR or nonignorable. 
For practical importance as well as for simplicity, we however deal wit h the MAR 
case (2.3) only. F\Irt hermore, for clarity, we write the conditional distribut ion of Rit 
as 
(2.6) 
where Hi,t- l is t he response history up to t imet - 1 defined as 
Hi,t- 1 = (Yi,t - 1, 0 0 0 ) Yi l , Xi, ~,t- 1 = 1, 0 0 0 ) ~1 = 1). 
Suppose t hat given the response history, we consider the P(~t = 1 I H i,t- 1 ) as 
- gu(a I Yi ,t - 1 , · · · , Yi,t-q) , say, (2.7) 
for t = 2, . . . , T, where a = (a1 , · · · , aq) denotes the dependence parameter of the 
response indicator on the past responses. For simplicity, we will consider q = 1 only, 
in the thesis. Note that as ~1 = 1 with probability 1, without any loss of generality, 
we may use 9it(a I Yi ,t- 1, · · · , Yi,t- q) = 1, for t = l. 
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2.2 Proposed Conditional Probability Models for 
Incomplete Longitudinal Binary Data 
ote that since Yit can be available only when ~1 = · · · = ~t = 1 Yit (t > 2) 
conditional on Hi,t- 1 , follows a binary model with probability f-l;t (say), where 
P(~t = 1 I Hi,t-d [PO'it = 1 I ~t = 1, Hi,t- l)]. (2.8) 
Since it i assumed that the missingness occur in a monotonic pattern, ~t = 1 may 
occur only when ~1 = · · · = ~.t- 1 = 1. It therefore follows that 
P(~t = 1 1 Hi,t- 1) = p [n1 ~j = 1) 1 Hi,t-1] · 
]=1 
(2.9) 
ote that when the history Hi,t- 1 is given, the response indicators ~1 · · · , ~t 
may be considered to be independent. Thus, the probability in (2.9) may be written 
as 
P(Rit = 1 I Hi,t- 1) 
t 
IT 9ij(a I Yi, j-I, · · · ,Yi,j-q) 
j = 1 
wit( a I Yi,t-1, · · ·, Yid , say, (2. 10) 
where 9ij(a I Yi,j - 1, ···,Yi,j-q) is given in (2.7) for j = 1, ··· ,t. Further, since the 
observed repeated binary responses are assumed to follow the AR(1) model (1.26) [or 
(1.8)], conditional on Hi,t-I and ~t = 1, the binary conditional probability r pr -
sented by the second term in (2.8) may be written as 
P(Yit = 1 I ~t = 1, Hi,t- 1) = E(Yit I Rit = 1, Hi,t- l) 
>.i, tjt- 1 ((3 1 p) 
/-lit + P(Yi,t- 1 - J-li,t- 1) , 
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by (1.26) . Consequently, 117t in (2.8) has the formula given by 
(2.11) 
where wit( a) i used for wit(a I Yi,t- 1, · · · , Yi1), for convenience. ote that this con-
ditional probability accommodates both longitudinal correlation structure through 
.Aitlt- 1 (/3, p) and the missingness nature through Wit(a). 
2.2.1 Weighted response variable 
ote that when th longitudinal data i MCAR, it is clear that 
E[Rit(Yit- Jlit)] = E(Rit)E(Yit- llit) = 0. (2.12) 
This unbiasedness property (2. 12) for Rit(Yit- Jlit) however does not hold when the 
longitudinal data is MAR. This is b cause when the data is MAR, Yit and ~t ar 
correlated as both depend on the past history in the longitudinal set-up. Thus under 
MAR, 
E [Rit(Yit- Jlit)] =/= 0. (2.13) 
But, as by (2.10), P [~t = 1 I H i,t- 1] = wit(a), and because conditional on Hi,t- 1, ~t 
and Yit are independent, it then follows that 
[ ~t l [ ~t l E wit(a) Yit = EHi,t- 1 E Wit(a) Yit I Hi,t- 1 
EHi,t-1 [.Aitlt- 1 (/3 , p)] 
= Jlit· (2.14) 
Consequently, in the present incomplete longitudinal data set-up, it is appropriate to 
use the weighted variable 
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instead of the original response variable Yit to construct a suitable estimating equation 
for {3 involved in !-Lit · This is equivalent to say by (2.14) that {3 should be estimated 
by minimizing the distance function 
(2. 15) 
for all i = 1, · · · , K and t = 1, .. . , T. 
Note that since it is also true that 
0, (2. 16) 
some authors [s e Robins, Rotnitzky and Zhao (1995) , for example] have minimiz d 
the distance function 
(2. 17) 
for all i = 1, · · · , K and t = 1 · · · , T , under the assumption that H i,t- l in c5tt (a) is 
known. But the unbiasedness truly reflects only when the expectation over histor i 
taken. 
Note however that the distance functions in (2.15) and (2.17) ar not the sam , 
i. e .' 
(2. 1 ) 
t his i because &it (a) !-Lit =J !-Lit even though their condit ional exp tat ions are th 
arne, i.e. 
(2. 19) 
implying that their unconditional expectations are also the same as 
(2.20) 
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Further, (2.19) reveals that it may be much better to adopt conditional inference 
as opposed to unconditional inferences for {3 . Thus conditional on Hi,t- l , one may 
minimize the distance function 
(2.21) 
fori = 1, · ··,Kandt= 1, · · ·, T. Note that the conditional (on Hi,t- d expectation 
of this distance function (2.21) is zero. That is, 
(2.22) 
This implies that as opposed to considering a distance function which needs to be 
unbiased for zero unconditionally, it is enough to consider the conditional (on Hi,t- d 
distance function (2.21) for the unbiased estimation of {3. If one howev r would like 
to use a distance function with its unconditional expectation as zero, it would be 
better to use the distance function <Sit (a )Yit - Mit ( 2.15) instead of <Sit (a )Yit - <Sit( a) !-Lit 
(2.17), the later function being exploited in the existing literature. ote that it is also 
recognized in the literature that minimization of the distance function <Sit (a) (Yit - Mit ) 
(2. 17) may still produce biased estimate for the regression effects {3 . Some authors 
such as Rotnitzky, Robins and Scharfstein (1998) attempted to exploit an inverse 
probability of censoring weighted (IPCW) type distance function given by 
for further bias correction, a;t being an augmented function [see eqn. (11) , p. 1327 
in Rotnitzky et al. (1998)]. This correction appears to be complicated. Furthermore, 
it is demonstrated in the thesis that utilization of the simpler but correct distance 
function (2 .15) may be enough to obtain unbiased estimates. Thus, we do not discu s 
any further about the IPCW augmentation approach in the present thesi . 
Note that Yi and Cook (2002) have also dealt with the inferences for the regre sion 
effects in incomplete longitudinal data set-up. Similarly to Robins et al. (1995) , 
these authors have exploited the basic distance function 6it(a)(Yit- Mit) (2. 17) in 
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constructing their estimating equations for (3 [see Yi and Cook (2002) , eqn. (5) , 
p.1074], whereas we suggest to exploit the distance function 6it(a)yit-J.Lit (2.15) forth 
reasons explained above. Furthermore, Yi and Cook (2002) mod lled th association 
among the longitudinal data through odds ratios which are mainly suitable for binary 
data [Yi and Cook (2002), eqn. (1)] as opposed to the count data. Furth rmore, sine 
the odds ratios are unknown, they are estimated by using an additional (on top of 
the regression relation between the main variables Yit and covariates Xit) regression 
relationship between odds ratios and certain new covariates. This relation hip appears 
to be arbitrary. See Sutradhar and Kovacevic (2000) [see also Williamson, Kim and 
Lipsitz (1995)] for more discussion on this. 
In what follows, we shall let 
(2 .23) 
be the weighted response variable which is involved in the unconditional distance 
function (2.15) , as well as in the conditional distance function (2.21) . 
2.2.2 Conditional first and second order moments of the weighted 
response variable (2.23) under incomplete MAR model 
a. Conditional mean 
It follows from (2.14) or (2.19) that 
Ai t lt - 1 ((3, P) 
J.Lit + P(Yi,t- 1 - f.Li,t- I)· 
b. Conditional variance and covariance 
Conditional on the history H i,t- 1 , one may write 
(2.24) 
[ Yit l E W it(a) I Hi,t- 1 
Aitlt-1 (/3, P) 
wit(a) 
by (2024)0 This yields the conditional variance of Yit as 
A.itlt- 1(f3,p) _[A.· (/3 )] 2 
( ) ~tit- 1 ' p wit a 
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By similar calculations, we may show that for l = max(t, t' ), t =!= t', t , t' = 1, 0 0 0, T , 
(2026) 
This is because, for t > t' 
= 00 
Note that the conditional variances (2025) and the covariances (2026) will b ex-
ploited in Section 203 to construct a conditional weighted generalized quasilikelihood 
(CWGQL) estimating equation for !30 
2 
2.2.3 Unconditional first and second order moments of the 
weighted response variable (2.23) under incomplete MAR 
model 
a. Unconditional mean 
It follows from (2.14) that 
E [ ~tYit l 
wit(a) 
[ ~t l Eui,t- lE Wit(a) Yit I Hi,t- 1 
/-tit. 
b. Unconditional variance and covariance 
ate that in general it is not easy to compute the unconditional variances and the 
covariances of the weighted response variables (2.23) . The complexity in computing 
these variances and covariances may be demonstrated by considering the computa-
tions of V(fi3 ) and cov(fi2, fi4 ) , for example. 
(i) Computation of V(fi3) 
Write 
by (2.14). However , as we demonstrat below, computing E(~D can be cumber orne. 
The steps are as follows for this computation. First, we write 
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= E Y; 1,Y;2 [w;;/(a I Yi2, Yi1 )Ai3I2(Yi2)], 
by (2.24). Note that , since Aitlt-1 (,6, p) = /-lit + P(Yi,t-1 - J-li,t-1) is a function of 
Yi,t- 1, we use Aitlt- 1 (Yi,t- d, for convenience, to represent Aitl t- 1 (,6, p). Now we take 
the expectation over Yi2 given Yi1· Thus, 
E [~~] E Y; 1 [ E Y;2 { wiJ1 (a I Yi2, Yi1 )Ai3 (Yi2) I Yid] 
- E Y; 1 [wi31(a II , Yi1)Ai3 (I )P (Yi2 = I I Yi1) 
+wiJ1(a I 0, Yii)Ai3I2 (0)P(Yi2 = 0 I Yii) ] . (2.27) 
ext , we take the expectation over Yi1 · This gives 
[ ] Ai3 (I )Ai2 (I )J-lil + Ai3(0)[I - Ai2 (I )]J-lil E ~~ = Wi3(a I I , I ) wi3 (a I 0, I ) 
+ Ai3(I)Ai2(0) (I - /-li1) + Ai3(0)[I - Ai2(0)][I - J-Lil] 
wi3 (a I I , 0) wi3(a I 0, 0) ' (2·2 ) 
with Ai2(0) - Ai2(Yi,l = 0) = J-li2 - PJ-li1 , for example, and by (2.7) and (2.IO) 
wi3(a I I , 0) = 9i3 (a I Yi2 = I)gi2(a I Yi1 = 0) 
exp(I +a) [ exp( I ) l 
I + exp( I +a) I+ exp( I) · 
Thus, it is clear t hat E (~~) given by (2.28) is cumbersome to compute. 
(ii) Computation of cov [J?i2, 'fi4] 
To compute this covariance, we write 
(2.29) 
(2.30) 
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ote that the computation for the first part in (2.30) can be done as follows 
Since ER;4 Y;4 [R4Yi4/wi4(a I }i3, Yi2, Yii) I Hd = Ai4(Yi3) by (2.24), by similar argu-
ments as in (2.27) and (2.28), we compute the expectation in (2.31) as 
which is also relatively cumbersome to compute. In fact the computation of E('fit) for 
t larger than 3 would be much more complex. By the same token, the computations for 
the higher lagged covariances will also be complicated. This computational difficulty 
seems to be a major drawback for the exploitation of the unconditional di tance 
function (2.15) for the estimation of /3. 
Note that even though the unconditional distance function , more sp cifically, the 
distance function in (2.17) has been used in the existing literature [see Robins et 
al. (1995)] in order to write a so-called generalized estimating equation (GEE) , the 
variance-covariance matrix of the unconditional distance functions was neither com-
puted nor used. Instead, the authors have used an arbitrary 'working' covariance ma-
trix which was not clearly defined either in terms of the longitudinal correlations or 
missingness or both. In the thesis, we will not follow this unconditional approach any 
further , except that our conditional inferences will be compared numerically with the 
corresponding unconditional inferences where estimating equations are constructed 
using arbitrary covariance matrix. 
31 
2.3 Proposed Conditional Weighted Generalized 
Quasilikelihood (CWGQL) Estimating Equa-
tions 
Recall from (2.24) that the expectation of the weighted variable Yit = RitYit/Wit(a) 
conditional on Hi,t-1 is given by 
Also the formulas for the conditional variance, V(}it I Hi,t- 1) and the conditional 
auto-covariance of lag It- t'l are given by (2.25) and (2.26), respectively. 
Consider 
Yi = [Yi1, · · · , iJmJ' 
be the Ti x 1 vector of available weighted responses. Note that, under the incomplete 
data set-up, we assume that "Ez=1 ~t = 1i (1 ~ Ti ~ T) repeated responses are 
available implying T- Ti respon es are missing at random for the i-th subject. Let 
be the conditional mean vector of Yi with 
and 
Aitjt-1 ((3, p) = E(Yit I Hi,t- 1) = !-lit - P(Yi,t-1 - I-Li ,t - 1), 
where !-lit = exp(x~tf3)/[l + exp(x~tf3)], for all t = 1, · · · , 1i,. 
ext, suppose that tiw is t he t rue conditional covariance matrix of Yi· That i 
t iw = cov(}i) = (a-itt'), 
where the formulas for a-itt' fort = t' by (2.25) is written as 
O"itt = v (}it I Hi,t- 1) 
(2.33) 
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and for t =/=- t', by (2 .26) , is written as 
(jitt' = 0. 
Note that fort = 1, V(Yil) = J.Li1(1 - p,i 1), which is the same as O'm. This is becau e 
fort = 1, wil(a) = 1 and Ail= Jl.il · 
Now, in the fashion similar to that of Sutradhar (2003, section 3), we writ the 
GQL estimating equation in terms of the conditional distance functions, as 
(2.34) 
ate that this equation in (2.34) may be referred to as the conditional weighted GQL 
(CWGQL) estimating equation. This is because, (2.34) exploits the conditional mean 
vector Ai as well as conditional weighted covariance matrix Eiw , whereas the ordinary 
QL approach [see Wedderburn (1974) and McCullagh (1983), for example] exploits 
the means and variances of the independent data. 
ext, the formulas for the elements of the p x 1i. derivative matrix, OA~/&(3 in 
(2.34), may be obtained by computing the derivative of a gen ral lement of Ai with 
respect to the s- th ( s = 1, · · · , p) element of (3 . These formulas are 
&A· ({3 p) { Xi1s/1il(1 - J.Lil) , ttlt - l ) for t = 1 (2.35) 
for t > 1 
ate that the CWGQL estimating equation (2.34) is constructed by exploiting 
the distance function flit- Aitlt- 1 ({3, p) which is unbiased for zero, condit ional on th 
history H i,t- 1 as given by (2.22). Further note that, the CWGQL estimating equation 
uses the conditional covariance matrix Eiw which accommodates both the longitudinal 
correlation structure and the missing mechanism. The use of the proper weight matrix 
Eiw for Yi mak s the CWGQL estimating equation (2.34) a an efficient estimating 
equation for the regression effects (3 . This equation is also easy to compute. 
Further note that we have considered the monotonic response pattern in the 
present th sis. But, if the responses are assumed to be missing intermittently, it 
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may not be easy to implement the conditional approach, which is, however, b yond 
the scope of the present thesis. 
2 .3.1 Estimation of p 
It is clear from the last sub-section that solution for (3 by CWGQL (2.34) approach 
requires the longitudinal correlation parameter p to be known. But, as p is unknown 
in practice, we provide a formula for a consistent estimator of this parameter by using 
the well-known method of moments. For the purpose, we first consider a Pearsonian 
type of correlation given by 
V _ ~~1 ~Z=2 RitR i,t- 1YitYi.t-1 a 
- ~~1 ~Z=1 ~tYi? I ~~1 ~Z=1 Rit b' 
where Yit = (Yit - Jlit )l j(O"i,tt) with O"i,tt = Jlit(l - Jlit)· ote that the standardized 
variable Yit is constructed based on complete or unweighted random variable Yit· Since 
E(a) = p ~~1 ~Z=2 ~t~,t- 1 JO"i,t- l ,t- dO"i,tt and E(b) = 1, we obtain an approximate 
moment estimator of p given by 
A ~~1 ~Z=2 ~t~,t- lYitYi.t-1 ~~1 ~Z=1 ~t 
PMM = "'\'K "'\'T D . *2 K T [ I ]1 / 2. 
u i=l ut=l .L vttYit ~i=l ~t=2 ~tRi,t-lO"i,t-1,t-1 O"i,tt 
(2.36) 
ote that in (2.36) , PMM denote the method of moments (NIM) estimator of p sui table 
for complete data, implying that this MM estimator is obtained by ignoring the 
missing mechanism. 
We also consider a modification of the above formula (2.36), wh r we use the 
weighted variable flit = w:;t1(o:)yit in place of Yit, where fht is formulated by accom-
modating the weights due to the non-response mechanism. To be specific, we define 
zit = (Yit - J-lit)l j(O"i,tt) · This gives an estimator of p similar to (2.36), which we refer 
to as the weighted method of moment (WMM) estimator and denote it by Pw MM. 
To be specific, the formula for Pw M M is given by 
(2.37) 
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Note that in (2.37) inverse weights are used in a multiplicative (i.e. independence 
assumption based) form for a pair of standardized responses. One could however 
attempt to model the correlation of joint indication of two responses conditional 
on the common past, which would have allowed to write a joint weight for pair d 
responses in (2.37) . We however have chosen the multiplicative form for simplicity. 
2.4 Existing Unconditional Weighted Generalized 
Estimating Equations (UWGEE) 
Even though Oit( a)Yit - Mit in (2.15) is a proper unconditional distance function , 
Robins et al. (1995) however used a different unconditional distance function nam ly 
Oit(a)(Yit- Mit) (2.17) to construct an unconditional weighted GEE (UWGEE) giv n 
by 
~ :[I:7(comp)(a*)] - 16i(a)[Yi - Mi] = 0, (2.3 ) 
[see also Paik (1977, eq.(1), p. 1321)], where 6i(a) = diag[oi1(a) , · · ·, Oir(a)] with 
oit(a) = Rit/Wit(a) (such that ~] = ... = ~T; = 1, Ri,T,+l = ... = Rr = 0 
for Ti :=:; T) and 2:7(comp)(a*) = Ai12Ct(a*)Ai12 is a 'working' covariance matrix 
constructed for the complete data case even though the actual covariance matrix 
under the incomplete longitudinal set-up would be different. More specifically, this 
'working' covariance matrix is constructed by ignoring both (i) missing mechanism 
and the (ii) true correlation structure of the data. Thus, these authors hav us d 
Ai = diag[V(Yil) , · · · , V(Yir)] with V(Yit) = Mit(1- Mit) as the varianc of Yit formu-
lated by pretending that the data were complete. Similarly, the correlation matrix 
Ct (a*) has also been constructed by pretending that the data were complete. Further-
more, similar to Liang and Zeger (1986) , they suggested to use a 'working' correlation 
structure based on 'working' correlation a*. But, as Sutradhar and Das (1999) [se 
also Sutradhar (2003)] pointed out, this 'working' correlation approach may produce 
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less efficient estimates than the a* = 0 (independence) case. For incomplete longi-
tudinal data, using such Ct(a*) would, naturally, have more effect on the estimat s. 
Nevertheless, we incorporate this UWGEE approach in our simulation study in S c-
tion 2.6 to examine its comparative behavior with that of the proposed CWGQL 
approach discussed in the last section. 
In (2.38), the elements of the derivative matrix aM:/ 8(3 may be obtained by com-
puting the derivative of the t-th element of Mi with respect to the s-th (s = 1, · · · ,p) 
element of (3. To be specific 
(2.39) 
2.5 A Modified UWGEE (MUWGEE) Approach 
Since the modified unconditional distance function {oit(a)yit- Mit } in (2.15) is more 
appealing than the existing unconditional distance function Oit (a) (Yit - Mit), we now 
use the former distance function and construct a UWGEE similar to (2.38). This 
modified UWGEE (MUWGEE) is given by 
(2.40) 
We have included this MUWGEE approach as well in our simulation study. 
2.6 Empirical Study 
2.6.1 Generation of the data 
To generate longitudinal binary data subject to MAR, we follow the condit ional 
probability model introduced in Section 2.2. To be specific, we follow equation (2.11), 
to generate such incomplete binary data. As far as the simulation design is concerned, 
we use: 
K = 100, T = 4, p = 2, q = l , a= 4 and/or 1 
p = 0, 0.2, 0.4, 0.6 and 0.8, and (31 = (32 = 0; 
and the time dependent covariates 
and 
1 
2 
0 
0 
1 
2 
t 
2T 
for i = 1, · · · , ~; t = 1, 2 
for i = 1, · · · , ~ ; t = 3, 4 
for i = K + 1 · · · 31< · t = 1 4 ) ) 4 ) 
for i = K + 1 · · · 31< · t = 2 3 4 ' ) 4 ' ) 
for i = K + 1 · · · 3I< · t = 4 4 ) ' 4 ' 
for i = 3I< + 1 · · · K · t = 1 · · · 4 
4 ' ' ' ) ' 
t -2T
2
·
5 for i = 1 · · · I<· t = 1 · · · 4 
' ' 2 ' ) ' 
Xit2 = 0 for i = ~ + 1, · · · , K; t = 1, 2 
~ for i = ~ + 1, · · · , K ; t = 3, 4 
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respectively. Note that these covariates are chosen to reflect their certain categorical 
nature over time. For convenience, we summarize the data generation in t he following 
steps: 
Step 1: Under the assumption that all individuals provide their first response, i.e., Ri1 = 
1 for all i = 1, · · · , K , we generate Yi1 as Yil rv bin(p,il) with J.lil = exp(x~ 1 (3) / [ l + 
exp(x:1(3) ], where xi1 = (xill,xil2)' and (3 = ((JI, f32)'. 
Step 2: Generate the second response indicator ~2 as ~2 ""bin[gi2(a I Yii)], with 9i2(a I 
Yid = exp(1 + ayi1)/ [1 + exp(1 + a yii)]. Note that the response indicator Ri2 
is generated as a function of the previous response Yil, satisfying the definit ion 
of MAR mechanism. 
Step 3: If Ri2 = 0, stop the process. This implies that no more responses beyond Yil will 
be available, for the i-th (i = 1, · · ·, K) individual. However, if Ri2 = 1, gen rat 
Yi2 as Yi2 rv bin[>.i2II ((3, p)wi2(a)] following (2.11) and return to step 2 to generate 
~3 . Recall that >.i21l((J,p) = J.li2 + P(Yil- J.liJ) is the AR(1 ) baed regression 
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function, p being the longitudinal correlation between Yil and Yi2 · Note that in 
the existing literature this stochastic correlation structur was not used so far 
in any studies for incomplete longitudinal data analysis. For example, Robins 
et al. (1995, §5, p. 113) generated Yit following a linear relationship in t, which 
does not accommodate the longitudinal correlation between Yit (t = 2, · · · , T) 
and the past responses, namely Yi ,t- l, · · · , Yil· Further note that the proposed 
data generation mechanism also accommodates the missing at random model 
through wi2(a) = wi2(a / Yi l)· 
Note that if Yi2 were generat d following the conditional probability 
one could t hen have avoided the effect of the missing mechanism on the observed 
responses. But, this avoidance does not appear to be sound in the present 
incomplete longitudinal set up. 
Step 4: Follow steps 2 and 3 and generate Yi 1, · · · , YiT; for Ti ::; T. ote that these 1i 
responses become available only when ~1 = · · · = ~T; = 1. 
2.6.2 Performance of the estimators for known p 
Our main purpose is to examine the performances of various existing and propo ed ap-
proaches in e timating the regression effects when longitudinal data subject to MAR 
are generated as in the last section. Note that according to the MAR mechanism, the 
response availability of an individual at a given t ime point dep nds on the previous 
responses of the individual. As mentioned in Step 2 under data generation, a denot s 
t he effect of t he previous responses on such response availability. Furthermore, if 
there is an affirmative response indication, t he actual response is then generated by 
maintaining a longitudinal correlation structure among the available responses. As 
indicated in Step 3, p is an index for such longitudinal correlations. In the present 
simulation study, we assume that a is known such as a = 4 or 1. Note that as we 
------,:-----
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demonstrate in Section 2.6.4, a= 4 represents approximately 9% missing respon es, 
whereas a = 1 represents approximately 14% missing responses. A far as the lon-
gitudinal correlations are concerned, here we consider that p is known and examine 
the performances of the existing as well as proposed approaches in estimating (3. The 
case for unknown p is discussed in Section 2.6.3. 
(a) Performance of the UWGEE approach 
Based on 1000 simulations, the simulated means (SM), simulated standard errors 
(SSE) and simulated mean squared errors (SMSE) of the estimates of (31 and (32 
based on the UWGEE approach are given in Table 2.1. In the same table, we al o 
report the estimates of regression parameters by using a naive unconditional weighted 
method of moments (UWMM) approach, where this UWMM equation is given by 
~ al-l; iS!' a(3 6.i(a)(Yi- /-li) = 0. (2.41) 
Note that UWMM equation in (2.41) is obtained simply by avoiding th 'working' 
covariance matrix E;(comp)(a*) in (2.38) . This lead (2.38) to be a suitable method of 
moments equation. FUrther note that t his UWMM was also suggested by Robins et 
al. (1995, eqn. 10, p.109) . As far as the UWGEE approach is concerned, w al o 
provide the regression estimates when Ct(a) in (2.38) is computed based on c rtain 
mis-specified such as independent (I), MA(1) and equicorrelation (EQC) structures, 
whereas the responses are generated in Section 2.6.1 following the AR(1) type binary 
model. 
For known a = 4 and selected known values of p = 0.0, 0.2, 0.4, 0.6 and 0.8, we 
now compute the UWGEE (2.38) estimates of (31 and (32 . Note that in general , when 
longitudinal correlation is taken into account, the results in Table 2.1 show that th 
UWGEE as well as the naive UWMM approaches of Robins et al. (1995) performs 
poorly. For example, for p = 0.6, the estimates of (31 and (32 under the UWMM 
approach are found to be -0.250 and -0.868, for true {31 = 0 and (32 = 0, respectively. 
The simulated standard errors (SSE) also app ar to be large in general, yielding larg 
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Table 2.1: Simulated mean (SM), simulated standard error (SSE) and simulated 
mean squared error (SMSE) for the UWMM and UWGEE based est imates [Robin 
et al.(l995)] under binary data with /31 = /32 = 0.0, a = 4 and selected known values 
of p, based on 1000 simulations 
UWMM UWGEE 
'frue Working correlation structures 
AR(1) (I) (Eq) (MA(1)) 
p Statistic /31 /32 !31 !32 f3 t !32 !31 !32 f3t !32 
0.0 SM -0.365 -1.269 -0.365 -1.254 -0.365 -1.254 -0.365 -1.254 -0.365 -1.254 
SSE 0.378 0.567 0.376 0.557 0.376 0.557 0.376 0.557 0.376 0.557 
SMSE 0.276 1.933 0.275 1.883 0.275 1.883 0.275 1.883 0.275 1.883 
0.2 SM -0.295 -1.250 -0.339 -1.308 -0.296 -1.235 -0.260 -1.526 -0.352 -1.275 
SSE 0.378 0.577 0.365 0.553 0.377 0.570 0.361 0.552 0.367 0.556 
SMSE 0.230 1.895 0.248 2.017 0.230 1.851 0.198 2.634 0.259 1.935 
0.4 SM -0.266 -1.137 -0.377 -1.278 -0.267 -1.125 -0.239 -1.661 -0.440 -1. 128 
SSE 0.390 0.613 0.353 0.544 0.388 0.605 0.358 0.564 0.365 0.561 
SMSE 0.223 1.669 0.267 1.930 0.222 1.632 0.186 3.079 0.327 1.588 
0.6 SM -0.250 -0.868 -0.413 -1.146 -0.250 -0.864 -0.212 -1.655 - -
SSE 0.387 0.604 0.317 0.475 0.386 0.605 0.344 0.516 - -
SMSE 0.212 1.119 0.271 1.538 0.211 1.113 0.163 3.007 - -
0.8 SM -0.134 -0.544 -0.403 -0.948 -0.134 -0.543 -0.154 -1.523 - -
SSE 0.378 0.619 0.259 0.331 0.378 0.621 0.283 0.391 - -
SMSE 0.161 0.679 0.230 1.008 0.161 0.875 0.104 2.472 - -
----------------------------------------------
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simulated mean squared errors (SMSE) 0.212 and 1.119, respectively. The results in 
Table 2.1 also exhibit that the UWGEE (2.38) approach does not appear to improve 
the estimates over the UWMM (2.41) approach. In fact in some cases, UWGEE 
(2.38) approach performs worse, yielding much more biased estimates, as compared 
to the UWMM (2.41) approach. For example, results based on 'working' MA(1) 
correlation structure show that for p = 0.4, /J = ( -0.440, -1.128)' under UWGEE 
approach which is much more biased than that of corresponding UWMM estimates 
/J = ( - 0.266, - 1.137)'. This is not surprising as the UWGEE (2.38) is constructed 
by inserting a weight matrix in UWMM (2.41), which is the inverse of a 'working' 
covariance matrix for Yi, instead of a 'working' covariance matrix for the weighted 
variable .6-i(a)(Yi- P,i)· Note that it does not however imply that .6-i(a)(Yi - 1-ti ) is an 
appropriate distance function one should minimize to obtain (3 estimates. Conversely, 
we suggest to minimize the modified distance function .6-i (a )Yi - I-Li for the estimation 
of (3. 
(b) Performance of the MUWGEE approach 
We now examine the performance of the modified distance function based MUWGEE 
approach (2.40). We also consider two more versions of this MUWGEE approach. 
First, we use a naive version of this approach by avoiding E;(comp) (a*) in (2.40). This 
lead~ (2.40) to be a modified unconditional weighted method of moments (MUWMM) 
estimating equation, given by 
(2.42) 
Secondly, we consider Ct(a*) in E;(comp)(a*) in (2.40) as an id ntity matrix. This 
produces the 'working' independence (I) assumption based MUWGEE given by 
K (J u ' K 
""' /"" . l ""' I ~ ad [Ait [.6-i(a)yi- 1-ti] = ~ xi [.6.i(a)yi - 1-ti] = 0, (2.43) 
which, for convenience, we refer to as the MUWGEE(I). Note that this MUWGEE(I) 
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is also a MM estimating equation where x:[b.i(a)yi] is equated with to its uncondi-
tional expectation, namely 2:;~1 X~J.Li, to solve for {3. 
The simulated regression estimates based on the MUWMM (2.42) along with 
some what improved results produced by the MUWGEE (2.40) are shown in columns 
3 and 4, and 5 and 6, respectively. For example, when p = 0.6, the MUWMM (2.42) 
yielded the estimates for /31 = /32 = 0 as /31 = 0.104 and /32 = 0.370, whereas th 
MUWGEE (2.40) produced slightly better estimates as /31 = - 0.070 and /32 = - 0.216. 
Note however that the MUWGEE approach still produces biased estimates. The 
standard errors produced by MUWGEE (2.40) are also relatively smaller yielding 
smaller SMSE, as compared to that of the MUWMM approach. Note that when 
these results, specially the estimates under the MUWGEE shown in columns 5 and 
6 in Table 2.2 are compared with the corresponding UWGEE (2.38) [Robins et al. 
(1995)] estimates in columns 5 and 6 of Tabl 2. 1, the modification, i.e., th use of 
b.i (a)yi - J.Li instead of b.i(a)(yi - J.Li) appears to reduce the bias to a large extent. A 
far as the performance of MUWGEE(I) approach is concerned, it is clear from Table 
2.2 that MUWGEE approach produces much better estimates than this MUWGEE(I) 
approach. 
(c) Performance of the CWGQL approach 
ote that it was demonstrated based on the results of Table 2.1 and 2.2 that the 
modified unconditional distance function based GEE approach (namely MUWGEE 
(2.40)) performs better than the existing unconditional distance function based ap-
proach (UWGEE) of Robins et al. (1995) . We now consider the proposed conditional 
weighted GQL estimating equation (2.34) and examine its performance to that of th 
MUWGEE approach. The simulation results based on the proposed simpler CWGQL 
approach are given in Table 2.3. In the same table, we also produce the estimates 
obtained by solving a conditional weighted MM (CWMM) estimating equation given 
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Table 2.2: Simulated mean (SM) , simulated standard error (SSE) and simulated mean 
squared error (SMSE) for the MUWMM, MUWGEE(T) and MUWGEE(I) estimates 
with /31 = /32 = 0.0, a = 4; under AR(1) longitudinal correlation structure for binary 
data with selected known values of p, based on 1000 simulations 
MUWMM MUWGEE(T) MUWGEE(I) 
p Statistic /31 !32 /31 !32 !31 /32 
0.0 SM -0.005 0.025 -0.005 0.025 -0.005 0.025 
SSE 0.409 0.660 0.408 0.661 0.408 0.661 
SMSE 0.167 0.436 0.167 0.437 0.167 0.437 
0.2 SM 0.059 0.009 0.007 -0.132 0.059 0.010 
SSE 0.405 0.658 0.408 0.655 0.405 0.661 
SMSE 0.168 0.433 0.166 0.446 0.168 0.437 
0.4 SM 0.084 0.099 -0.037 -0.225 0.083 0.099 
SSE 0.415 0.678 0.404 0.644 0.415 0.679 
SMSE 0.179 0.470 0.165 0.466 0.179 0.471 
0.6 SM 0.104 0.370 -0.070 -0.216 0.103 0.372 
SSE 0.406 0.665 0.362 0.578 0.406 0.668 
SMSE 0.176 0.579 0.136 0.381 0.176 0.584 
0.8 SM 0.227 0.734 -0.050 -0.169 0.225 0.736 
SSE 0.397 0.642 0.290 0.423 0.396 0.648 
SMSE 0.209 0.950 0.087 0.208 0.207 0.962 
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by 
K 
2:: x~ (iji- .Ai) = 0. (2.44) 
i = l 
Note that this CWMM est imating equation is obtained from the CWGQL approach 
by using p = 0 as well as W it( a) = 1 for all i = 1, · · · , I< and t = 1, · · · , Ji . This 
equation is comparable with t he MUWGEE(I) given in (2.43), the later being obtained 
as a special case of t he MUWGEE given in (2.40) , whereas the CWMM is a similar 
special case of the CWGQL approach. 
When the simulation results in Table 2.3 are compared with those of Table 2.2, 
it is clear that the proposed CWGQL approach produces almost unbiased estimates 
for both regression parameters, whereas the MUWGEE approach (see Table 2.2) 
produced the estimates with much larger biases as well as larger SMSEs. For exam-
ple, when p = 0.6, the CWGQL produces MSEs as 0.114 and 0.312 for {31 and {32 , 
whereas MUWGEE(T ) (true correlation structure of Yit based MUWGEE) yielded 
larger MSEs 0.136 and 0.381 respectively. The existing UWGEE approach (see Table 
2.1) performs much worse when compared to the CWGQL approach. 
As far as the performance of CWMM approach (2.44) is concerned, this approach 
appears to be highly competit ive t o the proposed CWGQL approach, as compared 
to the other approaches discussed above. 
2.6.3 P erformance of the proposed CWGQL approach for 
unknown p 
It is clear from the last section that the CWGQL approach produces the regression 
estimates with smaller MSE as compared to all other approaches including th ex-
isting UWGEE approach. This was however demonstrated for known longitudinal 
correlation p. 
As p is unknown in practice, in this section we conduct another simulation study 
by estimating p by using 
1. the unweighted (for missingness) variables based MM estimating equation (2.36) 
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Table 2.3: Simulated mean (SM), simulated standard error (SSE) and simulated mean 
squared error (SMSE) for the CWGQL and CWMM estimates with {31 = {32 = 0.0, 
a = 4; under AR(1) longitudinal correlation structure for binary data with sel cted 
known values of p, based on 1000 simulations 
p I 
CWGQL CWMM 
Statistic r--~(3-1 --{3~2-+--~ffi-1 --(3~ .. 2--
0.0 SM -0.011 0.024 -0.005 0.025 
SSE 0.387 0.620 0.408 0.661 
SMSE 0.150 0.385 0.167 0.437 
0.2 SM 0.025 -0.018 0.034 0.012 
SSE 0.386 0.616 0.40 0.677 
SMSE 0.149 0.380 0.168 0.458 
0.4 SM 0.008 -0.014 0.018 -0.006 
SSE 0.377 0.620 0.412 0.692 
SMSE 0.143 0.385 0.170 0.478 
0.6 SM -0.004 0.006 -0.016 0.033 
SSE 0.338 0.558 0.392 0.666 
SMSE 0.114 0.312 0.154 0.445 
0.8 SM 0.005 0.015 0.010 -0.007 
SSE 0.270 0.447 0.366 0.564 
SMSE 0.073 0.200 0.134 0.318 
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2. the weighted variables based MM (WMM) estimating equation (2.37), 
and then using the estimate in the CWGQL estimating equation in (2.34) for the 
estimation of (3. The SM, SSE and SMSE for the estimates of (31 and (32 under this 
CWGQL approach with p estimated by MM or WMM approach are given in Tabl 2.4 
for missingness indicator a= 4, and in Table 2.5 for a= 1. The SM, SSE and SMSE 
for the estimate of pare also shown in the same tables. The SMSEs for the estimates 
of p appear to be smaller when small values of p are estimated using the WMM 
approach, whereas for large p such as p = 0.4, 0.6 and 0.8, this approach produces 
estimates with larger MSE as compared to the MM approach. Thus, in general for 
correlated missing data, MM approach appears to be better than the WMM approach 
in estimating p. 
With regard to the estimation of (31 and /32 for unknown p, the CWGQL estimates 
of (31 and /32 appear to have smaller MSE for both small and large p, when p is 
estimated by the MM approach. When the CWGQL estimates for /31 and (32 computed 
based on PMM , are compared with the same CWGQL estimates for known p, the 
estimates are found to be almost the same with slightly smaller MSE for the unknown 
p case. Note that the results from Table 2.4 and 2.5 show that the proposed CWGQL 
approach works quite well in estimating (31 and (32 even when p is unknown and 
estimated by the MM. For example, when a = 4 and p = 0.8 is estimated by the 
MM approach, the results in Table 2.4 show that the CWGQL approach produce 
/31 = - 0.009 and /32 = - 0.052 which are very close to the corresponding true values 
{31 = 0 and {32 = 0, respectively. Since the standard errors of these estimates are al o 
found to be small, the CWGQL approach appears to perform very well in gen ral in 
obtaining unbiased and hence consistent estimates for the regression effects. 
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Table 2.4: Simulated mean (SM) , simulated standard error (SSE) and simula ted 
mean squared error (SMSE) for the CWGQL estimates of (3 under binary data wh n 
AR(1) correlation parameter p is estimated by a selected method of moments, with 
(31 = (32 = 0.0, a = 4, based on 1000 simulations 
p Statistic I b1 X (31 PWMM 
0.0 SM -0.058 -0.058 0.119 -0.009 0.019 -0.007 
SSE 0.388 0.609 0.074 0.389 0.624 0.075 
SMSE 0.154 0.374 0.020 0.151 0.389 0.006 
0.2 SM -0.014 -0.115 0.287 0.044 0.017 0.153 
SSE 0.383 0.597 0.069 0.391 0.631 0.076 
SMSE 0.147 0.369 0.012 0.155 0.398 0.008 
0.4 SM -0.021 -0.098 0.456 0.043 0.095 0.322 
SSE 0.372 0.602 0.062 0.389 0.671 0.080 
SMSE 0.139 0.372 0.007 0.153 0.459 0.013 
0.6 SM -0.020 -0.056 0.626 0.041 0.194 0.507 
SSE 0.329 0.533 0.056 0.358 0.646 0.080 
SMSE 0.109 0.288 0.004 0.130 0.455 0.015 
0.8 SM -0.009 -0.052 0.797 0.053 0.144 0.721 
SSE 0.261 0.351 0.042 0.302 0.478 0.070 
SMSE 0.068 0.126 0.002 0.094 0.249 0.011 
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Table 2.5: Simulated mean (SM) , simulated standard error (SSE) and simulated 
mean squared error (SMSE) for the CWGQL estimates of {3 under binary data when 
AR(1) correlation parameter p is estimated by a selected method of moments, with 
{31 = {32 = 0.0, a = 1, based on 1000 simulations 
p Statistic / ffi1 
0.0 SM -0.021 0.054 0.098 -0.011 0.009 -0.004 
SSE 0.388 0.741 0.076 0.387 0.742 0.075 
SMSE 0.151 0.552 0.015 0.150 0.551 0.006 
0.2 SM 0.002 0.048 0.237 0.012 0.008 0.136 
SSE 0.404 0.770 0.071 0.408 0.777 0.076 
SMSE 0.163 0.595 0.006 0.167 0.603 0.010 
0.4 SM -0.006 -0.019 0.374 0.000 -0.042 0.286 
SSE 0.399 0.744 0.068 0.405 0.771 0.083 
SMSE 0.159 0.553 0.005 0.164 0.596 0.020 
0.6 SM 0.012 -0.091 0.514 0.016 -0.108 0.448 
SSE 0.390 0.738 0.062 0.402 0.787 0.080 
SMSE 0.152 0.553 0.011 0.162 0.631 0.029 
0.8 SM -0.050 -0.098 0.649 -0.045 -0.103 0.618 
SSE 0.369 0.658 0.052 0.374 0.693 0.067 
SMSE 0.138 0.442 0.025 0.142 0.490 0.038 
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2.6.4 Estimation of a: The effects of past observations on 
response indication 
Recall from (2. 7) that for q = 1, a = a 1 represents the dependence of the response 
indicator at the current time on the past response. So far, we have assumed that 
this parameter (a) is however known. In practice it is likely that a is unknown. In 
this section, we provide a 'working' likelihood approach to estimate a, by treating 
the available ~t 's as fixed responses and the past responses {Yi,t- l} as the known 
covariates. But, we first give an interpretation of this parameter (a) . 
Interpretation of o: 
It is clear from (2. 7) that if a is large, then the response probability will also b 
large. In order to see how a change in a value changes the proportion of non-missing, 
for a given a, we simply compute the proportion of non-missing p~~, in the s-th 
( s = 1, · · · , 1000) simulation, by using the formula 
A(s) L~1 Ti(s) 
PNM = ""!( s(s)) 
L.....t= l t 
(2.45) 
where r?) is the total number of times that the i-th individual responded in the s-th 
simulation and sfs) is either 7i(s) when 7i(s) = T, or 7i(s) + 1 if 7i(s) < T . Not that 
Si(s) = 7i(s) = T means that the i-th individual responded in all follow ups, whereas 
sfs) = T?) + 1 indicates the number of attempts to have Ti(s) response from the i-th 
individual. We next take the average of p~~ over all simulations and compute the 
estimate of proportion of non-missing (PN M) as 
""1000 A(s) 
A L.....s= l PNM 
PNM = 1000 (2.46) 
Note that we have computed PNM (2.46) under the simulation study reported in 
Tables 2.4 and 2.5 and found that PNM = 0.907 when a = 4, and PNM = 0.858 when 
a = 1. Thus a = 4 based on the simulation designs for Table 2.4 or 2.5 indicates 9% 
missing, whereas a = 1 based on the same simulation d sign exhibits 14% missing 
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Table 2.6: Proport ion of non-missing (PNM) for various values of a under the same 
simulation design for binary data 
Table 2.7: Simulated mean (SM) and simulated median (SMed) of the likelihood 
estimates of a based on (2.47) for binary data 
1 2 3 4 
a based on SM 1.028 2.142 4.343 9.139 
a based on SMed 1.003 2.017 3.127 3.984 
responses. For the same simulation design parameters as for Table 2.4 and 2.5, we 
have also computed PNM by (2.46) for some other values of a . The value of PNM for 
the corresponding a values are shown in Table 2.6. 
Estimation of o:: 
We now return to the estimation of a. For this purpose, similar to Robins et al. 
[1995, eqn. (9), p.109], we first construct a 'working' likelihood function by treating 
the available ~t 's as fixed binary responses and the past data {Yi,t- d as the known 
covariates. The log-likelihood is given by 
K min[T;+1,T] 
logL = L L {Ritlog[git(a I Yi,t-1)] + (1- ~t)log[1- 9it(a I Yi,t- 1)]}, (2.47) 
i = l t=l 
where 9it(a I Yi,t- 1) is given by (2.7), with Yit generated from the longitudinal binary 
model subject to MAR, i.e. Yit is generated as Yit rv bin(p,:t), with 
(2.48) 
We then solve (EJlogL j&a) = 0 for the likelihood estimate of a . For the same simu-
lation designs as considered for the results in Tables 2.1 through 2.5, we use selected 
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values of a, namely ex = 1, 2, 3, and 4, and obtained the so-called likelihood stimate 
of ex as in Table 2.7. Note that the likelihood (2.47) based simulated estimates of ex 
appeared to be skewed, specially when ex is large. Thus the simulated median (SMed) 
appears to reflect well the true value of the ex parameter. 
Chapter 3 
Incomplete Longitudinal Models 
for Count Data 
In Chapter 2, we analyzed regression models for the incomplete longitudinal binary 
data. As mentioned in Chapter 1, in practice there are many situations where one 
may have to deal with longitudinal count data instead of binary data. For example, 
in a bio-medical longitudinal study, one may be interested to analyze the number 
of yearly visits by selected individuals, to their physicians over a period of 4 or 5 
years. Here it may be of importance to know the effects of associated covariates such 
as gender and education level on the number of visits that are correlated . In this 
problem, it is likely that a few responses of some of the individuals may be missing at 
random. Thus, in practice incomplete longitudinal count data analysis may also be of 
interest. Note however that unlike the binary model, there is no adequate discussion 
on the incomplete longitudinal count data models. In this chapter, we study uch 
count data model for the incomplete sit uation. 
Note that for modelling correlations of the longitudinal count data it may be 
appropriate to consider an exponentially decaying correlation structure based AR(l) 
type model. This type of model for the complete repeated count data is given by 
Yit = P * Yi,t- l + dit , t = 2, · · · , T (3. 1) 
51 
52 
[see eqn. (1.21)] where for given Yi,t- 1, p * Yi ,t- J is computed by using the binomial 
t hinning operation given by 
Yt ,t- 1 
p * Yi,t-1 = L bj(p) 
j=1 
with P[bJ(P) = 1] = p and P[bJ (P) =OJ = 1 - p. It may be shown that the mean of 
Yit conditional on Yi ,t- 1 is given by 
E(Y;, I Y·.·-1) ~ E [ r~· b;(p) +d .. } I Y·.·-1l . (3.2) 
Note that for given Yi ,t- 1, 'L~~\- 1 bJ(P) follows the binomial distribution with size Yi,t- l 
and probability of success p. Consequently, E ['L~~\- 1 bJ(P) I Yi,t-1] = Yi,t-IP· Since 
dit follows the Poisson distribution with mean parameter !-Lit - PJ-li,t-1 as assumed 
in (1.21), it is clear that E(dit) = J-lit - PJ-li,t- 1. Furthermore, as Yi,t- 1 and dit ar 
assumed to be independent , it then follows from (3.2) that 
E(~t I Yi,t - d = Yi,t- 1P +(!-Lit - PI-Li,t- 1) 
J-lit + P(Yi,t-1 - J-li,t- d 
= .Aitlt- 1(,8, p) . (3.3) 
It is interesting to point out that the conditional mean, i.e. E(~t I Yi,t- 1 ) under 
both binary model (1.26) and Poisson model (3. 1) have the same form except that 
J-lit = exp(x:t,B)/[1 + exp(x:t,8)] in the binary case and !-Lit = exp(x:t,e) in the Poisson 
case. There is however a difference in the ranges for t he p parameter. In the binary 
case, p lies in the range as shown in (1.32), whereas in the count data case, p atisfy 
the range restriction 
0 < p < min(i,t) [1 , J-lid J-li, t- J]. 
Note that by taking further expectation over (3.3) with respect to Yi ,t- 1, one 
obtains t he uncondit ional mean of Yit as /-Lit given in (1.22). To ompute the uncon-
ditional variance, we use 
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Eyi,t-1 [Yi,t-1P( l - p ) +/.Lit- P/.ii,t-1] + Vyi,t-1 [f.Lit + P(Yi ,t-1 - /.Li,t-d] 
p(l- p)EY;,t- l (Yi ,t- 1) +/.Lit- P/.ii ,t- 1 + P2VYi ,t-1 (Yi,t -1 ) 
2 2 P/.ii ,t- 1 - P /.ii,t- 1 +/.Lit - P/.ii,t- 1 + P /.ii,t- 1 
= /.Lit. (3.4) 
Next by using the dynamic model (3.1), one may show that 
Eyi,t- 1 [Yi,t- 1{/.Lit + p(Yi,t-1 - /.Li,t-1)}] 
/.Lit/.Li,t-1 + p(f.Li,t- 1 - /.i~,t- 1 ) - Pf.i~,t- 1 
= P/.ii,t- 1 + /.iit/.ii,t- 1· (3.5) 
By similar calculation, it may be shown that for t < t' 
E("\/ y ) - (t1 - t ) I it it' - p /.Lit + f.i it/.iit' · (3.6) 
Hence, it follows that 
("\/ y ) - (t
1 
- t) COV I it it' - P /.Lit l (3.7) 
implying that the correlation between Yit and Yit' is given by 
fort < t ', 
as pointed out in (1.22). 
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3.1 Inferences in Conditional Probability Models 
for Incomplete Longitudinal Count Data 
When the repeated count data are considered to be MAR (a) the weighted variable 
given by Yit = bit (a )Yit, (b) the unconditional distance function given by bit (a) (Yit -
/-Lit) (2 .17), and (c) the modified unconditional distance function giv n by bit (a )Yit - JJ·it 
(2.15) remain t he same as those under the binary data case given in (2.23) , (2.17) and 
(2.15), respectively. Consequently, the forms of the estimating equations discus ed 
under the incomplete binary data model, namely UWGEE (2.38), MUWGEE (2.40), 
CWGQL (2.34) and CWMM (2.44) remain the same for the incomplete count data 
model. The difference lies in the specific formulas for the derivatives involved in the e 
forms between the binary and the count data cases. An additional difference with 
regard to the formulation of the weight matrix (inverse of the covariance matrix) arise 
only for the CWGQL approach. More specifically, the computation of the weight 
matrix involved in the CWGQL (2.34) would be different under the count data model 
as compared to the binary model. This is because the count data model (3.1) and the 
conditional linear binary dynamic (CLBD) model (1.26) provide different variances 
and covariances for the weighted responses. We now provide the construction of such 
weight matrix under the count data model ( 3.1), whereas similar construction for th 
binary case was done in (2.25) and (2.26). 
3.1.1 Construction of the CWGQL estimation approach for 
the count data model 
The form of the CWGQL estimating equation will remain the same as given in the 
incompl te binary case by (2.34). However, Eiw in (2.34) will be different because 
of the difference in the longitudinal correlation models between th binary and th 
count data cases. For the present count data case, the conditional variance of the 
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weighted response variable Yit may be computed as 
~tYit 2 
[{ } 2 l E wit( a) I Hi,t-1 - \tlt-1 (,6, p) 
1 [ 2 ] 2 w[t(a) wit(a) V(Yit I Hi,t-1) + E (Yit I H i,t- 1) -\tit- I (,6, p) 
1 [ 2 ] 2 Wit(a) Yi,t- IP( 1 - P) +!Lit- P/.Li,t- 1 + \tit- l (,B, p) - \tit- 1(,6,p) 
1 
( ) [>-itlt-1 (,6, p){1 + Aitlt-1 (,6, p)} Wit a 
(3.8) 
ote that the main reason for this formula in (3.8) to be different than the corr -
sponding formula (2.25) for the binary case is that unlike in the count data ca e, 
E [(~tYit)2 ] = E(~tYit) in the binary case. Further note that the conditional co-
variances between the weighted count responses at two different time points are still 
zero following the same argument as in the binary data case given by (2.26) , i.e., for 
( 
I I I l = max t, t ), t =f. t, t , t = 1, ... , T 
(3.9) 
Thus Eiw = (O"iut ) for the count data is constructed by using (3.8) and (3.9), whereas 
in the binary data case this was constructed based on (2.25) and (2.26). Consequently, 
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similar to (2 .34), the CWGQL estimating equation is given by 
(3. 10) 
but, also unlike in (2.34) , [a>.i,tlt-l(,B,p)/8,85 ] in the present cas has the formula 
~). . I (~ p) { Xils fJi l> u t,t t - 1 tJ, fort = 1 (3.11) 
fort> 1. 
ote that the CWMM equation for the count data model has t he same formula 
as in (2.44) for t he binary data, except that fJit = exp(x:tP')/[1 + exp(x:tP')] in th 
binary case and P,it = exp(x:t,e) in the Poi son case. 
3.2 Simulation Study for the Incomplete Longitu-
dinal Count Data 
To examine the relative performance of the proposed as well as existing estimating 
equation approaches, we now conduct a Monte Carlo study based on 1000 simulation . 
We consider K = 100 individuals and for T = 4, generate L,f~ 1 Ti responses ba ed 
on MAR mechanism following t he same steps given in Section 2.6.1 with q = 1, 
a: = 3 and/or 1, and AR(1) longit udinal correlation structure (3.3) for the count 
data with p = 0.2, 0.4, 0.6 and 0.8. As far as t he covariate are concerned, we 
consider p = 2 with Xitl and Xit2 d fined as 
0 
1 
2 
0 
1 
2 
t 
2T 
for i = 1, · · · , ~ ; t = 1, 2 
for i = 1, · · · , ~ ; t = 3, 4 
for i = !S.. + 1 · · · JK · t = 1 4 , , 4 , 
for i = !S.. + 1 · · · JK · t = 2 3 4 , 4 , , 
for i = !S.. + 1 · · · JK · t = 4 
4 ' ' 4 ' 
for i = JK + 1 · · · K · t = 1 · · · 4 4 l } , , , 
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and 
..l... for i = 1 · · · !i · t = 1 · · · 4 
2T ' ' 2' ' ' 
Xit2 = 0 for i = ~ + 1, · · · , K; t = 1, 2 
~ for i = ~ + 1, · · · , K; t = 3, 4 
respectively, and use (31 = (32 = 0.5. 
3.2.1 Estimation of {3 for known p 
To examine the performance of the various approaches under the incomplete count 
data model in estimating the regression effects, we first assume that t he longitudinal 
correlation parameter p is known. Next, we assume that the dependence parameter 
a of t he non-response model (2.7) is also known as a = 3. Note that a= 3 represents 
12% missing responses, whereas a = 1 represents 16% missing r sponses under the 
count data model. 
(a) P erformance of the UWGEE approach 
The SMs, SSEs and SMSEs of the estimates of (3 based on 1000 simulations for 
the UWGEE (2.38) approach under the incomplete count data model are reported in 
Table 3.1. Similar to the binary data case, here we also have consid red the true AR(1) 
as well as several 'working' correlat ion structures namely, independence, MA(1) and 
EQC based UWGEE (2.38). It is clear that UWGEE approach of Robins et al. (1995) 
produces estimat es of (3 wit h large bias irrespective of t he elected values of p and 
select ed correlation structure. This is not surprising as we have also found similar 
performance of this approach under the incomplete binary mod 1 discus din Chapter 
2. Recall that we argued in Chapt r 2 that the reasons of this poor performance of 
UWGEE approach are (i) inappropriate construction of the unconditional distance 
function , and (ii) t he use of correlation structure of the unweighted random variable Yii 
instead of the use of appropriate correlation structure of the weighted random variabl 
Yit = Oit(a)Yit · Note that while we compute the UWGEE (2.38) based estimates und r 
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Table 3.1: Simulated mean (SM), simulated standard error (SSE) and simulated m an 
squared error (SMSE) for the UWGEE based estimates with {31 = {32 = 0.5 , C\' = 3 
and selected known values of p under true AR(1) longitudinal correlation tructure 
for count data, based on 1000 simulations 
True Working correlation structures 
AR(1) (I) (EQC) (MA(1)) 
p Statistic {31 {32 {31 {32 {31 f32 {31 {32 
0.2 SM 0.349 -0.025 0.383 -0.013 0.317 -0.043 0.348 -0.019 
SSE 0.212 0.243 0.222 0.251 0.207 0.242 0.211 0.243 
SMSE 0.068 0.335 0.063 0.326 0.076 0.354 0.068 0.329 
0.4 SM 0.300 -0.024 0.374 0.005 0.252 -0.049 0.295 0.001 
SSE 0.207 0.257 0.235 0.287 0.208 0.265 0.210 0.260 
SMSE 0.083 0.341 0.071 0.327 0.104 0.371 0.086 0.316 
0.6 SM 0.250 -0.003 0.387 0.051 0.198 -0.024 - -
SSE 0.212 0.262 0.250 0.314 0.214 0.280 - -
SMSE 0.107 0.322 0.076 0.300 0.137 0.353 - -
0.8 SM 0.203 0.045 0.402 0.132 0.174 0.024 - -
SSE 0.207 0.257 0.266 0.349 0.227 0.306 - -
SMSE 0.131 0.273 0.077 0.257 0.158 0.320 - -
incomplete count data model, the construction of the derivative matrix, &p,:/ 8{3 is 
different than that of the binary data case. To be specific, the derivative of the t-the 
element of P,i with respect to the s-th (s = 1, · · · ,p) element of {3 has the formula 
fJp,it 
f)f3s = Xits f.lit, (3. 12) 
which is different than (2.39) under the binary data model. 
(b) Performance of the MUWGEE approach 
We now examine the performance of the MUWGEE approach (2.40) under the count 
data model. Recall that this MUWGEE approach is a modification of the existing 
UWGEE (2.38) approach of Robins et al. (1995), where the modification in the un-
conditional distance function is suggested for the use of [oit (a )Yi t - Mit] instead of 
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Table 3. 2: Simulated mean (SM), simulated standard error (SSE) and simulated mean 
squared error (SMSE) for the MUWGEE based estimates with /31 = /32 = 0.5, a = 3 
and selected known values of p, under true AR(1) longitudinal correlation structure 
for count data, based on 1000 simulations 
MUWGEE(T) MUWGEE(I) 
p Statistic /31 /32 /31 /32 
0.2 SM 0.489 0.452 0.489 0.496 
SSE 0.216 0.227 0.217 0.225 
SMSE 0.047 0.054 0.047 0.051 
0.4 SM 0.478 0.420 0.486 0.519 
SSE 0.219 0.250 0.228 0.257 
SMSE 0.048 0.069 0.052 0.066 
0.6 SM 0.467 0.403 0.500 0.574 
SSE 0.224 0.264 0.243 0.279 
SMSE 0.051 0.079 0.059 0.083 
0.8 SM 0.458 0.408 0.523 0.668 
SSE 0.216 0.273 0.248 0.308 
SMSE 0.049 0.083 0.062 0.123 
6it (a) (Yit - J.Lit) . Note that this modification appeared to improve the regression esti-
mates to some extent over the existing UWGEE approach (2.38) under the incomplete 
binary model (see Section 2.6.2). Under the incomplete count data model, this modi-
fication works quite well in obtaining unbiased regression estimates. This is clear from 
the results reported in Table 3.2 where the simulation results for MUWGEE approach 
are reported under the count data model. To be specific, for known p = 0.6, the tru 
AR(1) structure based MUWGEE approach [MUWGEE(T)] yielded the estimat s 
of /3 as /3 = (0.467, 0.403)' which is close to the true values /3 = (0.5, 0.5)' indicat-
ing significant improvement in bias reduction, whereas from Table 3.1, the existing 
UWGEE approach yielded /3 = (0.250, - 0.003)' which is far from the true values. The 
independece assumption based MUWGEE approach [MUWGEE(I)] also improve th 
e timates over UWGEE approach, but t rails behind MUWGEE(T) approach. 
We now discuss t he proposed CWGQL approach which is exp cted to perform the 
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same or better than the MUWGEE approach. 
(c) Performance of the CWGQL approach 
Recall that the MUWGEE approach (2.40) was constructed by correcting only the 
unconditional distance function of the existing UWGEE approach of Robins et al. 
(1995), but retaining the same 'working' covariance as in the UWGEE approach. Even 
though the biases were found to be small under the MUWGEE approach (2.40), th 
use of proper unconditional correlation matrix of the weighted variable flit = 5it(cx)yit, 
as oppos d to the 'working' correlation matrix of Yit, may further reduce the bias as 
well as the standard errors as compared to the MUWGEE approach. But the constru -
tion and the computation of such unconditional correlation matrix under the count 
data model is very complicated. We therefore proposed the CWGQL approach (2.34) 
which is constructed based on the conditional distance function [ 5itYit - .A.itl t- l (,6, p)] 
and also accommodates both missing mechanism and longitudinal correlation struc-
ture for the count data through the weighted variables. As discussed in Chapter 2, 
this CWGQL approach produced consistent and efficient estimates of th regres ion 
parameters under the incomplete binary model. We now examine the p rformance 
of the proposed CWGQL approach (2.34) under the present incomplete count data 
model. 
The simulation results of CWGQL approach are reported in columns 3 and 4 
of Table 3.3 under the incomplete count data model. In columns 5 and 6 of the 
same table, we have also reported the simulation results under the CWMM approach 
(2.44). It is clear from the table that the CWGQL approach produces almost unbiae d 
regression estimates with smaller standard errors as compared to any other approaches 
considered in the thesis. To be specific, when the CWGQL estimat s are compared 
with the corresponding MUWGEE approach based estimates which was found to 
be the best among others under incomplete count data model, we found that the 
CWGQL approach produces estimates with much less biases and standard errors. For 
xample, when p = 0.6 the CWGQL estimate are obtained as /3 = (0.506, 0.490)' 
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Table 3.3: Simulated mean (SM), simulated standard error (SSE) and simulated mean 
squared error (SMSE) for the CWGQL and CWMM estimates with /31 = /32 = 0.5, 
a= 3; under AR(1) longitudinal correlation structure for the count data with selected 
known values of p, based on 1000 simulations 
p Statistic I ~WGQ~ CWMM ffil 42 
0.2 SM 0.501 0.491 0.500 0.490 
SSE 0.211 0.220 0.215 0.224 
SMSE 0.045 0.048 0.046 0.050 
0.4 SM 0.508 0.483 0.506 0.486 
SSE 0.210 0.240 0.218 0.249 
SMSE 0.044 0.058 0.048 0.062 
0.6 SM 0.506 0.490 0.509 0.483 
SSE 0.206 0.246 0.230 0.264 
SMSE 0.042 0.061 0.053 0.070 
0.8 SM 0.508 0.497 0.506 0.490 
SSE 0.197 0.249 0.224 0.2 1 
SMSE 0.039 0.062 0.050 0.079 
with SMSEs as (0.042, 0.061)', whereas MUWGEE(T) produced regression estimates 
as ~ = (0.467, 0.403)' with SMSEs as (0.051 , 0.079)' . Iote that thi result under th 
CWGQL approach is a large improvement in terms of bias and standard error over the 
MUWGEE approach or the existing UWGEE approach. As far a the performance 
of the CWMM estimates are concerned , this approach also performs well , but the 
CWGQL approach remains the best as compared to its all compet itors. 
3 .2.2 Performance of the proposed CWGQL approach for 
unknown p 
As p is unknown in practice, in this section we conduct another simulation study 
considering p to be unknown and estimated by a suitable MM estimator. Recall 
that in the binary dat a case, we have given two MM approaches, namely PMM (2. 36) 
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and /Jw M M ( 2. 3 7) in estimating this correlation index parameter. ote that these 
formulas under the incomplete count data model remain the same except the means 
and variances are different under the count data case. To be specific, here /-Lit = CJi,tt = 
exp(x:J3). 
In the simulation study, we first estimate p by PMM or PwMM and use that e ti-
mate to obtain the CWGQL estimate of (3. The similation results under the CWGQL 
approach with estimated p by both PMM and PwMM are shown in Table 3.4 for a = 3 
and in Table 3.5 for a = 1. Similar to binary data case, the WMM approach esti-
mates p with smaller SMSEs as compared the MM approach for small correlations 
such as p = 0.2 and 0.4, but for large correlations MM approach produces p esti-
mates with smaller SMSEs. With regard to the estimation of CWGQL approach, 
the performance of the estimation of (3 are almost the same irrespective of the use of 
MM or WMM estimates of p. For example, when a = 3 and p = 0.8, the SMSEs of 
(3 = ((31, (32)' were found to be (0.038, 0.064)' when PMM was used , whereas t h use 
of PwMM produced the CWGQL estimates with SMSEs as (0.040, 0.065)' . Ther fore, 
t he CWGQL approach produces consistent as well as efficient regression estimat s 
under the incomplete count data model when p is estimated by either MM approach 
or WMM approach. 
3.2.3 Estimation of a: The effects of past observations on 
response indication 
Similar to the binary case, we first examine here the proportion of missing observation 
for a given value of a. To do this, unlike the binary case we compute the proportion 
of non-missing p~~' in the s-th (s = 1, · · ·, 1000) simulation, by using the formula 
~ (s) _ _ Lt= l t + L....t= l t 1 [".!{ y(s) "'I< y(s) l 
PNM - 2 I:~l si(s) KT ' (3. 13) 
where ~(s) and Si(s) are as in (2.45) under the binary model. Note that (3. 13) is 
slightly different than (2.45) . Since the ratio of 2::{~1 ~(s) (total number of ob erved 
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Table 3.4: Simulated mean (SM), simulated standard error (SSE) and simulated 
mean squared error (SMSE) for the CWGQL estimates of f3 for count data when 
AR(1) correlation parameter p is estimated by a selected method of moments, with 
{31 = {32 = 0.5, a= 3, based on 1000 simulations 
p Statistic I J1 X !32 
0.2 SM 0.501 0.477 0.299 0.501 0.493 0.171 
SSE 0.212 0.220 0.075 0.211 0.220 0.077 
SMSE 0.045 0.049 0.015 0.045 0.048 0.007 
0.4 SM 0.506 0.475 0.468 0.509 0.485 0.351 
SSE 0.209 0.239 0.079 0.212 0.243 0.086 
SMSE 0.044 0.058 0.011 0.045 0.059 0.010 
0.6 SM 0.505 0.484 0.631 0.511 0.492 0.540 
SSE 0.206 0.245 0.074 0.208 0.248 0.084 
SMSE 0.042 0.060 0.006 0.044 0.062 0.011 
0.8 SM 0.510 0.497 0.768 0.519 0.501 0.709 
SSE 0.195 0.252 0.068 0.198 0.255 0.077 
SMSE 0.038 0.064 0.006 0.040 0.065 0.014 
responses) to the total number for complete data case ( KT) also indicates a non-
missing proportion, in (3.13), we have used an average of this ratio and the former 
ratio (~{~1 I:(s) / ~~1 Si(s)) to understand the overall non-missing proportion in th 
count data case. The simulated average of p~~ based on 1000 simulations, i.e., 
~1000 ~(s) ~ 0s= 1 PNM 
PNM = 1000 (3. 14) 
are reported in Table 3.6. 
Est imation of a : 
Note that when it is needed to estimate a for t he count data case, we maximize 
the log-likelihood function (2.47) as in the binary case. However, it is important to 
recognize that the past responses involved in the log-likelihood function (2.47) ar 
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Table 3.5: Simulated mean (SM) , simulated standard error (SSE) and simulated 
mean squared error (SMSE) for the CWGQL estimates of (3 for count data when 
AR(1) correlation parameter p is estimated by a selected method of moments, with 
/31 = /32 = 0.5, a= 1, based on 1000 simulations 
p Statistic I b1 
0.2 SM 0.505 0.498 0.308 0.498 0.490 0.167 
SSE 0.215 0.235 0.080 0.216 0.237 0.080 
SMSE 0.046 0.055 0.018 0.047 0.056 0.007 
0.4 SM 0.515 0.503 0.473 0.512 0.485 0.343 
SSE 0.221 0.254 0.086 0.225 0.261 0.093 
SMSE 0.049 0.064 0.013 0.051 0.068 0.012 
0.6 SM 0.527 0.490 0.634 0.525 0.467 0.532 
SSE 0.217 0.264 0.086 0.221 0.271 0.095 
SMSE 0.048 0.070 0.009 0.049 0.075 0.014 
0.8 SM 0.499 0.492 0.780 0.496 0.471 0.712 
SSE 0.205 0.268 0.080 0.208 0.277 0.088 
SMSE 0.042 0.072 0.007 0.043 0.078 0.016 
Table 3.6: Proportion of non-missing (PNM) for various values of a under t he same 
simulation design for count dat a 
Table 3.7: Simulated mean (SM) and simulated median (SMed ) of the likelihood 
estimates of a based on (2.4 7) for count data 
a 1 2 3 4 
& based on SM 1.036 2.225 4.579 6.375 
& based on SMed 1.010 2.025 2.894 3.453 
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now generated from a Poisson distribution with mean parameter J-tTt given by 
(3. 15) 
which has the same form as in (2.48) , but they are different as they contain count or 
binary data depending on the situation. 
The simulated mean and median for the estimates of a are reported in Table 
3. 7. ote that similar to the binary data case, these results show that the likelihood 
estimation works well in estimating a when true values of a is small. For large values, 
the estimates appear to be positively biased. But, this biasness in the estimation 
of a does not create any practical problems in estimating other such as regression 
parameters. This is because, the proportion of missing data remains almost the same 
for any large values of a greater than 3, say. Thus, using & = 3 for a = 3 or 4 or 
more will not make any difference in the estimates for other parameters. 
Chapter 4 
Complex Survey Based Incomplete 
Longitudinal Binary Models 
In Chapter 2, longitudinal data subject to MAR was collected from I< independ nt 
individuals. These individuals are considered to be the subjects or lements of a 
simple random sample (SRS) from an infinite population. In practice, specially in 
socio-economic research, it is most likely that the sample would be chosen from a 
finite population as opposed to an infinite population. Usually, stratifi d or two tag 
cluster sampling is adopted to select such a sample from the finit population. For 
example, Statistics Canada surveyed a labor and income dynamics (SLID) data et 
from 1993 to 1998 [Sutradhar and Kovacevic (2000)] on unemployment data recorded 
from a sample of size more than 35,000, where initially these individuals were selected 
based on a suitable complex such as cluster sampling. In this chapter we consider this 
finite sampling issue in the context of incomplete longitudinal data analysi . That i , 
in any inferences we examine the effects of 
(1) design weights assigned for an individual to be selected in the ·ample, 
(2) longitudinal correlation structure of the selected individuals, and 
(3) missing mechanism that determines the availability of the responses over a p riod 
of time for the selected individuals. 
Note that when missingness was exploited for the longitudinal binary responses , it 
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was demonstrated in Chapter 2 that the response Yit follows a binary distribution 
with combined (missingness and longitudinal correlations) probability f-ltt, i.e., 
Vve now consider an additional sampling design issue to be used to lect the i-th 
individual from a finite population of size N whereas the i-th individual was selected 
based on a simple random sampling under the binary model discuss d in Chapter 2 
and count data model discus ed in Chapter 3. For this purpose, we show below how 
to construct a stratified random sampling (StRS) scheme based d sign weight to be 
associated with an individual (say i-th individual). 
4.1 Construction of the Survey Design Weights 
Let there be N individuals in a finite population. Also let xi = (xi1 , · · · , xiv · · · , xil)' 
be a vector of l prognostic covariates. In the end, we are interested to find th ff cts 
of the diagnostic covariates Xit = (xm , · · · , Xitp)' as introduced in Chapters 2 and 
3. ote that by nature, xi and Xit are two different sets of covariates. Also note 
that to determine the design weights for the i-th individual we need to consider the 
prognostic covariates xi before the longitudinal study gets started. Thus xi is time 
independent. 
Suppose that the prognostic covariates Xi are known for all i = 1, · · · , N , N being 
the finite population size, whereas we will still use K as the sample size which is 
a subset of N , K being much smaller as compared to N, i.e., K << N. Furth r 
suppose that xiv ( v = 1, · · · , l) can be categorized into Cv categories. Thu , xi1 has 
c1 levels and similarly xil has c1 levels. Let L denote the number of strata bas d on 
these categories of the prognostic covariates. That is 
l 
L = IT Cv· (4.2) 
v= l 
ext, suppose that N individuals are distributed to these L strata such that Nh 
represents the size of the h-th (h = 1, · · ·, L) stratum so that "Ek=1 Nh = N . ow as 
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opposed to the infinite population, K individuals will be chosen from N individuals 
such that the identity of the selected individual will also play a role, such as the 
individual may belong to any of the L strata. Let ~k=l nh = K , where nh is the 
size of the sample of individuals that belong to the h-th stratum. In general nh is 
determined by proportional allocation so that 
=>co 
c0 Nh , for a normalizing constant C0 
L 
co l:Nh 
h= l 
coN 
K 
N 
(K/N)Nh. ( 4.3) 
Now, if the i-th individual is known to belong to the h-th stratum (with size Nh) , 
in the finite population, then this individual has the probability (nh/Nh) for his/ h r 
inclusion in the h-th stratum of the sample. We denote this probability by Pi( h), and 
write 
(4.4) 
It would, therefore, be efficient to incorporate this additional strata related cross-
sectional information for the i-th individual to make any inferences for the longitudinal 
data to be collected subject to MAR. For this purpose, we now define the design weight 
for this i-th individual with inclusion probability Pi(h) = nh/ Nh. The design weight, 
wf(h) say, for the i-th individual in the h-th stratum is the inverse of its inclusion 
probability Pi( h), i. e., 
( 4.5) 
so that 
( 4.6) 
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Thus, the design weight for an individual represents the ratio of the number of similar 
individuals in the finite population as compared to the sample. For example, if i-th 
individual in the h-th stratum has inclusion probability 1 in 20 (i .e. Pi (h) = 1/20), 
then this individual represents on the average 20 similar individuals of th fin ite 
population and his design weight would be 20, i. e. wfch) = 20. 
4.2 Proposed Estimating Equations for the Survey 
Data 
4.2.1 For survey based complet e longitudinal data 
Suppose that Yi(h) = (Yil(h), · · · , YiT(h) )
1 
represents the T x 1 complete repeated 
response vector from the i-th individual given that the individual belongs to the 
h-th (h = 1, · · · , L) stratum in the finite/survey population. Al o suppose that 
J.li (h) = E(Yi(h)) and Ei(h) = cov(Yi(h)) be the model based mean vector and covariance 
matrix of Yi(h), respectively. If all responses Yi(h) for i = 1, · · · , Nh and h = 1, · · · , L, 
were known, then following (1.24), one would have estimated the regres ion eff cts (3 
by solving 
L Nh ~ I 
"'"""'"'"""' UJ.li(h) _, _ 1 [ l 6 iS17ii3Di(h) Yi(h) - 1-li (h) = 0. (4.7) 
But, as ~k=1 Nh = N is very large (an unmanageable size from practical point of 
view) , it is appropriate to choose a sample of I< << N individuals with ~k=1 nh = K , 
nh being the size of t he h-th stratum in the sample. If the repeated responses are now 
observed from these I< = ~k=1 nh individuals, the sample based estimating equat ion 
corresponding to ( 4. 7) is given by 
L n 0 I "'"""'~ d 1-li (h) 2:- 1 [ ] 6 iSl wi(h) 8j3 i (h) Yi (h ) - 1-li(h) = 0, ( 4. ) 
where wt(h) ( 4.5) represents the design weight for the i-th individual belonging to the 
h-th stratum. Let s** denote the selected sample of I< = ~k= 1 nh individuals. For 
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convenience, the estimating equation in ( 4.8) may be re-expressed as 
"' d op,:"- 1( ) o 
L.__; Wis• • of] L.Ji Yi - /-Li = 
i Es•• 
(4.9) 
[Binder (1983), Sutradhar and Kovacevic (2000)] . 
Note that all vectors and matrices such as Yi(h), l:i(h) and I;i used above are written 
for complete data set-up without any additional notation for the 'completeness' . To 
indicate the complete data situation, they could however be written as yf(h), l:f(h) and 
l:f, respectively. But, we avoided this notation, as for the incomplete data in the next 
- -
section, we denote these quantities by Yi(h), l:i(h) and I;i respectively, indicating the 
dimension adjustment for missingness. 
4.2.2 CWGQL estimation for survey based incomplete lon-
gitudinal data 
ote that if the repeated data collected from all individuals in the finite population 
are subject to MAR, then following (2.34) , one could have estimate f3 by solving th 
proposed CWGQL estimating equation 
L Nh ~=n 1 
"' "' U/\i(h ) - - 1 -~ 6 ----a{] [l:i(h)w] [Yi(h) - Ai(h)] = 0. ( 4.10) 
Now, if a sample of size K = L-k=1 nh is selected from the finite population of size N 
and the repeated responses from these selected individuals are subject to MAR, then 
the design based CWGQL (DBCWGQL) has the form 
L nh !::! \ 1 
"'"' d U/\i(h) - - 1 -~ 6 W i (h) ----a{] [l:i(h)w] [Yi (h) - Ai(h}] = 0, (4.11) 
which following (4.9), may be re-expressed as 
"' d a.x.: - - 1 -
L.__; Wis•• &{3 [l:iw] [Yi - Ai] = 0, 
i E s** 
( 4.12) 
Note that the estimating equation ( 4.12) shows the nature of complex sampling used 
for the sample selection. To be specific, s** indicates that a StRS [see also (4.9)] is 
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used for the selction of K = ~k=1 nh individuals. The equations (4.11) and (4.12) ar 
exactly the same, but written in two different forms. Further note that if the ampl 
is chosen by using other sampling design, it would be easy to use th form in ( 4.12) 
by replacing s** with appropriate sample such as s*, say, for the SRS case. 
4.2.3 A sampling design based simulation study for Incom-
plete longitudinal binary data 
(a) Finite population structure 
In the simulation study, we consider N = 500 individuals in the finite population. 
Suppose that the education of the individual and the family income of all these 500 
individuals are known in advance before the longitudinal study. Furth r suppos that 
family income ( xl) has cl = 3 levels (High- HI , Medium = Mr, Low = L [) and 
education (x2 ) has c2 = 2 levels (High = HE , Low - LE)· It is cl ar that the i-th 
(i = 1, · · · , N) individual belongs to one of the L = c1 x c2 = 6 strata. Next, suppose 
that the marginal probabilities are known as P(x 1 E L1 ) = 0.3, P(x1 E Mr) = 0.6, 
P(x1 E H1) = 0.1 , P(x2 E HE) = 0.3, and P(x2 E LE) = 0.7. This leads to the 
probability table given in Table 4.1. Consequently, as a part of our design plan, 
the distribution of 500 individuals to 6 strata is known. For example, there are 
500 x 0.21 = 105 individuals in the first stratum under the finite population. Suppose 
that we consider a sample of size K = 100 individuals. These 100 individuals will 
be selected from the stratified population (specified by Table 4.1) according to a 
desired sampling scheme, such as stratified random sampling (StRS). A simple random 
sampling (SRS) also will be considered and the inferences based on SRS and StRS 
will be compared. 
(b) Simple random sampling 
Here we select a sample of size K = 100 from N = 500 using SRS. Thus, we ignore 
the strata in the finite population and pretend that the population of 500 individuals 
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Table 4.1 : An experimental stratified population 
Stratum 1 2 3 4 5 6 
Stratum ID (x1x2) LILE LIHE MILE MIHE HILE HIHE 
Probability 0.21 0.09 0.42 0.18 0.07 0.03 
is homogeneous. To do this, we generate a sample of 100 values from the uniform 
distribution and select the individuals based on these uniform values (in integer) from 
500 individuals. Thus, the sample is chosen by using SRS with replacement. Note 
that the selected individuals are likely to vary from simulation to simulation. 
(c) Stratified random sampling 
Here we select a SRS of size nh with replacement from Nh individuals in the h-th 
stratum under the finite population. Thus, under StRS scheme, we select "Ek=l nh = 
I< = 100 individuals from the stratified finite population of size "Ek=l Nh = N = 500. 
Sample size nh for the h-th ( h = 1, · · · , L) stratum is determined by proportional 
allocation (4. 3). Thus, when we select an individual in the sample by using the StRS, 
the identity of the individual's stratum is known. 
(d) Incomplete longitudinal data generation for the selected sample 
Note that aft er selecting the sample of size I< = 100 either based on SRS or StRS, we 
then start the data collection longitudinally over a period of short time T = 4. This 
means, the desired repeated responses (binary or count) along with a set of diagnostic 
covariates will be collected during t he period of the study. Here it is expected that a 
few longitudinal responses are likely to be missing following the MAR mechanism. As 
far as diagnostic covariates are concerned, we consider, for example, p = 3 covariates 
namely, age (xitl), gender (xit2 ) and smoking status (xit3 ) of th i-th individual. The 
values of these 3 covariates are specified as follows. 
(i) For xitl, we generate xill (t = 1) from a uniform distribution within the range 
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from 18 and 65, for all i = 1, · · ·, K = 100. It then follows that the values of 
Xm for t = 2, · · · , 4 are known. Note that in the simulations, we us (xitl - 40) 
for Xm, to avoid large numerical values for the original age Xit1. 
(ii) ote that Xit2 is however a fixed covariate. We generate this gender covariate 
from a binary distribution with selection probability 0.5, i. e. Xit2 rv bin(0.5). 
(iii) In practice, smoking status of the selected individual will be collected from the 
individual over the longitudinal duration of the study. In the simulation study, 
we assume that Xit3 "'bin(0.3) for t = 1, 2. For the remaining time points i. e., 
fort = 3 and 4, we choose xit3 as xit3 "'bin(0.25). 
For a selected individual, we now generate the incomplete repeated binary re-
sponses Yi1, · · · , YiTi following the conditional probability model (2.11) for longitudi-
nally MAR data. The generation of this type of incomplete longitudinal binary data 
is given in detail in Section 2.6.1. Recall that when ~t = 1, the binary response Yit 
is generated following (2.11) [see also (4.1)], i.e., by using 
Yit "'bin[Aitlt-1 ((3, p)wit(o:)], 
where Aitlt-1 ((3, p) = /-Lit + P(Yi,t- 1 - /-Li, t-1)· Note that since the finite population 
consists of strata, the finite population model based marginal mean of Yit will also be 
affected by the stratification. Thus, we write 
. ( !3) _ exp[('Yl0i1 + · · · + /'50i5) + (xitlf31 + Xit2f32 + Xit3f33)] 
1-Ltt /', - 1 + exp[(!'loi1 + · · · + /'50i5) + (xin/31 + xit2(32 + Xit3f33)] ' ( 4.13) 
where 
Oij = 0, for all) = 1, · · · , 5, (4.14) 
is used to indicate that the i-th individual, whether selected by SRS or StRS, belong 
to the 6-th (H1 HE) stratum (usually called as the reference group) , and 
oij = 1, oil = o ( z i= j, j, z = 1, ... , 5) ( 4.15) 
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indicates that the i-th individual, whether selected by SRS or StRS, belongs to the 
j-th (j = 1, · · · ,5) stratum. In (4.13), 1 and /3 are used to repre nt the effects of 
prognostic and diagnostic covariates. That is, 1 = (r1 , · · · , 1 L- l)' with L = 6 and 
/3 = (/31, · · · , /3p)' with p = 3. With regard to the true values of 1 = (r1 · · · , 15)' and 
/3 = (!31,{32,/33)' in (4.13), we consider 
11 = 1, 12 = 1, 13 = 0.5, 14 = 0.5, 15 = 0.25, and 
/31 = 0, /32 = 0, !33 = 0. 
Note that as far as the value of Wit(a) is concerned, it is calculated in the sam way 
as in (2.10) i .. , 
t 
IT 9ij(a I Yi,J- 1) 
j = 1 
IT exp(1 + ayi,j- 1) 
i =1 1 + exp(1 + ayi,j- 1) 
( 4.16) 
Furthermor , the past responses involved in ( 4.16) are now generated following ( 4.1) 
[see also (2.11)] with J.kit as in (4. 13). 
Note that as far as the missing mechanism is concerned, it may happ n in practi e 
that while MAR is an appropriate mechanism for one stratum, MCAR, for example, 
could be appropriate for another stratum, and so on. But, for simplicity, we have 
assumed the same missing mechanism under all strata. 
(e) Estimation of parameters 
In each simulation, we select a random sample of size K = 100 from the finit 
population of size N = 500 either by a SRS or by a StRS. We then generate ~{~ 1 Ti 
longitudinally MAR binary responses from th selected individuals. Tote that we 
have used a = 5, a being the depend n e parameter of the non-r ponse mod 1 
(2. 7), to generate such incomplete data. To represent longitudinal correlations, we 
consider p = 0.2, 0.4, 0.6 and 0.8. Following the data generation, we then estimate 
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the effects of diagnostic and/or prognostic covariates by the proposed DBCWGQL 
(design based conditional weighted generalized quasilikelihood) approach (4.12). The 
correlation index parameter p involved in model (4.1) is estimated by two moment 
equations, namely WMM (2.37) aD-d MM (2.36). 
(i) SRS 
In any SRS based inferences, the existence of strata in the finite population is com-
pletely ignored. This is why, here, we pretend that the binary outcome is affected 
only by the set of diagnostic covariates and accordingly we only estimate (31, (32 and 
(33 by the proposed DBCWGQL estimating equation (4.12). To be more specific, even 
though the incomplete longitudinal responses for the i-th individual in SRS were gen-
erated by using J.Lit (r, (3) ( 4.13), we however estimate (3 only and thus the estimating 
equation now uses J.Lii((J), i.e. , 
_ ((3) _ exp[(xitl (Jl + Xitzf3z + Xit3(33)] 
J.Lit - J.Lii - 0 
1 + exp[(xitl(Jl + Xitzf3z + xit3(33)] ( 4.17) 
Specifically, the estimating equation ( 4.12) for (3 under the SRS may be expressed as 
( 4.18) 
where s*, as indicated earlier, represents the K individuals chosen by SRS. Further-
more, in (4.18), )...i((J) and 'tiw(f3) are written from (2.34) by replacing J.Lit with J.Lit (f3) 
( 4.17), and wf5 • = 1/ Pi, Pi = K / N being the SRS based inclusion probability for 
the i-th individual. ote that the SRS based DBCWGQL estimating equation (4.18) 
appears to have the same form as that of the CWGQL estimating equation (2.34) 
under the infinite population set-up. But, there is a big difference in the int rpr -
tation of the parameters involved in these equations. To be sp cific, Yi in (2.34) is 
chosen by SRS from a true homogeneous population, whereas Yi in (4. 18) is cho en 
by SRS from a stratified finite population. Thus, )...i and 'tiw in (2.34) are the true 
model parameters, whereas )...i((J) and 'tiw(f3) in ( 4.18) are 'working' parameters. This 
is because when finite population contains several strata, )...i should be the function 
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of J-Lit(r,/3) (4. 13). This is further discussed below under (ii) StRS. It now follows 
that the mis-specified sampling design (SRS) based estimating equation ( 4.18) is not 
unbiased for zero. Thus, the solution of ( 4.18) for (3 is expected to be biased. Our 
simulation results in this section also verify this biasness. 
Further note that the estimation of (3 by ( 4.18) requires the estimate of p. These 
two parameters are estimated iteratively. For the estimation of p parameter (as a 
function of (3), we consider the MM (2.36) and the WMM (2.37) approaches, but use 
f-Lit(f3) ( 4. 17) for f-Lit as we did in writing the estimating equation ( 4.18) for (3 . 
Nate that for the purpose of constructing confidence intervals for the (3 parameter , 
one may need the estimated standard errors (ESEs) of the components of ffi. But, as 
(4.18), because of the use of SRS, is a biased equation for (3 , one can not obtain the 
cov((3) directly by using this equation. Instead, we may obtain the matrix of mean 
squared errors (instead of covariance matrix) for the SRS based estimator of (3 as 
given by 
M SE(ffi) isRs [ """' d 8><(!3) [t· (f3)J-18>..i(f3) ] - l .L...... w 2s* 8(3 2w 8(3' x 
2E S* 
( 4.19) 
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Next, this MSE(S) may be decomposed as 
+ [2: wfs• 0~~) [i:iw(f3)t1 0~~~) ] - 1 [2: (wfs•? 8~f) [i:iw ({J)]- 1 
tEs• t Es• 
{ [>.i((J) - Ai(r, (J)][>.i((J) - Ai(r, (3)]' } [tiw(f3)t1 0~~~) l X 
[~ d a>-:(fJ)[t · (fJ)J- 18>-i(fJ)] - 1 _L..; Wts• f)(J tw f)(J' , 
tEs• 
( 4.20) 
where tiw(r, (3) = E[fi - >.i(r, (J)][fi- >.i(r, (3)]' is the finite (stratified) populat ion 
based covariance matrix. One may then re-write the MSE(S) in (4.20) as 
Note that one may now estimate the cov(S) lsRs by estimating the first term in 
(4.21). This may be achieved by replacing finite population based t iw(r , (3) in the 
first term of (4.20) with sampling design based tiw(f3). Thus, the estimator for the 
covariance matrix of SRS based regression estimator is given by 
(4.22) 
Computational formulas under SRS 
Note that we have considered a SRS of size K. So, for these I< individuals belonging 
to the sample 's*', we may write wf5 • = 1/;)i = N / K as mentioned earlier , and the 
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estimating equation ( 4.18), for convenience, may be re-written as 
(4.23) 
Here i = 1, · · · , K refers to those individuals i E s* . By the same token, the e timated 
covariance matrix of b given by ( 4.22), may be computed by 
K I - l 
_ ( f3~) I = ["' 8\(f3) [~ · (f3)J- 18>..i(f3) ] COV SRS ~ 8(3 L.Jtw 8(3, . t=l (s•) (4.24) 
The simulated DBCWGQL estimates of (3 and WMM (2. 37) estimate of p under the 
SRS scheme are given in columns 4 to 7 of Table 4.2. Table 4.3 exhibits similar results 
(as in Table 4.2) when p is estimated by MM (2.36). Since the confid nee int rvals 
for (3 may also be of interest , we produce the SSEs of the components of (3 in column 
5. The ESEs computed from the diagonal elements of (4.24) are given in column 6 
of Table 4.2 and 4.3. The ESEs appear to be reasonably close to the SSEs indicating 
that the performance of ( 4. 24) is satisfactory. 
Note that our main objective here is to examine the effects of the diagnostic 
covariates namely, age, gender and smoking status when the finite population consists 
of strata but the sample contains SRS based individuals. It is clear from both Tables 
4.2 and 4.3 that as expected, the SRS based DBC\VGQL or CWGQL estimation 
approach in general produces highly biased estimates. For example, Table 4.2 bows 
that when p = 0.6, SRS based estimates for the components of (3 are 
whereas the true values are 
Here b2 and b3 are highly biased. Similar conclusion may be drawn based on the 
results in Table 4.3. This biasness or inconsistency is not surprising because the 
finite population consists of strata but the SRS scheme completely ignor s these strata 
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information while making inferences for the parameters. Note that this biasness, in 
fact , may be underst ood from the second term in (4.20). T hus SRS based regression 
estimates can not be trusted when t he population contains individuals under various 
strata specially when the variability between strat a is large. 
As far as the performance of p estimator is concerned , the SRS based WMM or 
MM estimates of p, in general, appear to be satisfactory, even though estimates of (3 
were found t o be highly biased . When the estimates are closely looked at, t he WMM 
approach appears to underestimate and the MM approach appears to overest imate 
the p parameter. But, t he amount of biases are not so large. 
(ii) StRS 
Unlike the SRS, under the stratified sampling scheme, the stratum ident ity of the 
selected individuals are kept in tact while estimating the parameters. Thus, the 
estimating equation for (3 has t he form 
"' d a>.:(r,f3)[t ( fJ)J- 1[- ;.. ( fJ)J 0 ii;:. Wis** B(3 iw /, Yi - i /, = , ( 4. 25) 
which is different than (4. 18). This is because )..i(r ,(3 ) and Eiw(r,(3) in (4.25) are 
functions of f.-Lit(r , (3) (4. 13), whereas Ai(f3) and Eiw (f3) in (4.18) are functions of 
f.-Lit ((3 ) ( 4.17). In fact , it is now also possible to estimate /r ( r = 1, · · · , L - 1) 
parameters by using an estimating equation similar to ( 4. 25). More specifically, let 
e = (r', (3' )', where 1's are effects of st rata (prognost ic covariates) and (3's are the 
effect s of diagnostic covariat es, and this e parameter may be estimated by using 
(4.26) 
Note that our main objective is to compare t he estimates of (3 = ((31 , · · ·, (3P)' obtained 
by the SRS and the St RS. We however use ( 4.26) to obtain joint estimates for t he 
components of e under the StRS and compare (3 estimates with the corresponding (3 
estimates obtained by solving the SRS based estimating equation (4.18). 
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Further note that since ( 4.26) is an unbiased estimating equation for zero, the 
covariance of e has the formula 
( 4. 27) 
where Zis•• = (a.\:(8) / 88)[Eiw (B)] - 1[yi- Ai(B)] . Note that the estimation of this 
cov(B) in (4.27) requires the estimation of cov [L iEs•• wfs•• Zis••] . It would be however 
convenient to simplify this formula by re-expressing L iEs•• wfs•• Zis•• in such way that 
one recognizes the stratum identity for Zis•• under the finite population. 
Computational formulas under StRS 
For the computational purpose, it is now important to identify t he stratum for the 
i-th individual select ed in the sample ' s** ' shown by (4.26). Since the individuals in 
s** are chosen by St RS, wfs•• in ( 4. 26) may be expressed as 
d _ d Nh . 
wis•• = wi(h) = -, for z = 1, · · . , nh 
nh 
so that Lk=l nh = I< . Similarly Ai and Eiw for i E s** in (4.26) may be expr ssed 
by Ai(h)(B) and t i(h)w (B ), respect ively. Thus, the est imating equation (4.26) has th 
simplified computational formula given by 
(4.28) . 
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which is constructed by referring the strata under the finite population. 
We now write a computational formula for the cav(iJ) in (4.27). In the fashion 
similar to (4.28), the first/ third term in (4.27) may be written as 
[ 
~ d o)..~(e) [t · (e)]_1 o)..i(e)] - ] = [~ Nh ~ o)..:(h)(e) [t (e)J_1 oAi(h)(e) ] - 1 
L_; Wts•• ae tW ae' L_; L_; ae t(h)w ae' 
iEs•• h= 1 nh i=l 
( 4.29) 
Next, we write a computational formula for the middle t erm cov [I:iEs•• wfs· ·Zis .. ] in 
( 4.27) as follows: 
Re-express Zis•• in ( 4.27) as 
_ _ o)..:(h) (e) - _ 1 [ - J 
Zis•• = Zi(h) = ae [L; i(h)w (e) l Yi(h) - Ai(h) (e) ' 
provided that i-th individual in the sample belongs to the h-th stratum. Let 
( 4.30) 
where wf(h) = Nh/nh· It then follows that 
cov (E nhz(h) ) . (4.31) 
where Z(h) = 2::7~1 Zi(h)/nh : (p + L - 1) x 1. Since L strata are independent, the 
covariance in (4.31) is written as 
COV ( L wfs• • Zis .. ) 
iEs•• 
L 
L n~cov(z(h)) 
h= 1 
( 4.32) 
where s(h) = I:~\ ( Zi(h) - z(h)) ( Zi(h) - z(h) )' I ( Nh - 1) with z(h) = I:~] Zi(h)/ Nh. 
Since s(h) can be unbiasedly estimated with S(h) given by 
I 
A 2::~1 ( Zi(h) - Z(h)) ( Zi(h) - Z(h) ) 
s(h) = s(h) = , 
nh - 1 
( 4.33) 
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we may then estimate the cov ( L:iEs .. wfs•• Zis••) in ( 4.32) as 
L n nn ~ ~ nh ~ l ~(Zi(h)- Z(h))( zi(h)- Z(l~) )', ( 4.34) 
when the sampling fraction nh/Nh is negligible. Therefore, using (4.29) and (4.34) in 
( 4. 27), the covariance matrix of e may be estimated under the StRS as 
cov(B) = 
(4.35) 
After estimating the B parameter, we use them to estimate the correlation index 
parameter p by a suitable moment approach. Note that when we estimate p under 
StRS, we have computed them for each stratum and then took their average. For 
example, suppose that Ph,MM is the estimate of p computed based on nh selected 
individuals from the h-th stratum under the MM approach by using the formula 
(2.36). Then the MM estimate of p under StRS scheme becomes 
'\"L A 
A L..,h= 1Ph,MM 
PMM = L (4.36) 
The simulation results for the DBCWGQL estimator of (3 obtained from (4.2 
are given in the last 4 columns of Table 4.2 and Table 4.3, when pis estimated by the 
WMM (2.37) and the MM (2.36) approaches, respectively. It is clear from both tables 
that the DBCWGQL approach produces almost unbiased regression estimates. Thi 
is expected as the sample is selected from the finite stratified population using th 
appropriate StRS scheme, whereas SRS does not reflect the finite population nature. 
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For example, when p ( =0.6) is estimated by MM, the StRS based regression estimates 
found in Table 4.3 are: 
~ = (~1 , ~2 , ~3)' = (0.001 , 0.013, - 0.001)' 
for true values of 
whereas under the SRS based {3 estimates were found to be 
showing large biases. Irrespective of the use of WMM or MM estimation for p, similar 
conclusions hold for any other DBCWGQL regression estimates. With regard to the 
estimation performance of p by WMM or MM approaches, the MM approach (2.36) 
was found to be better than the WMM approach (2.37) when both of them use strata 
based equation ( 4.36). For example, for p = 0.6, the WMM produces p = 0.464 and 
the MM produces p = 0.567. 
When the regression estimates are compared under SRS and StRS schemes, StRS 
produces unbiased estimates for all the regression parameters, whereas the SRS pro-
duces highly biased estimates. As far as the standard errors of the regression estimat s 
are concerned, t he SRS produces biased regression estimates with smaller SSEs, as 
compared to the StRS based unbiased regression estimates with larger SSEs. This 
is in fact a serious problem for the SRS approach. This is because, small SSEs for 
biased regression estimates indicate that the estimates are almost always converging 
to the wrong values as compared to the t rue values of the parameters. 
With regard to the estimation of SSE (i.e. true standard deviation of the estima-
tor), it is found that the SRS based ESEs perform better than the StRS based ESEs 
in estimating the corresponding SSEs. One may, therefore, try to us alt rnativc 
ESEs under the StRS scheme, but this is beyond the scope of the present study. 
84 
Table 4.2: Simulated sampling design based CWGQL (DBCWGQL) estimate for 
the diagnostic and/or prognostic covariates in MAR based incomplete longitudinal 
binary models with non-response index parameter a = 5, and selected values of the 
longitudinal correlation p (estimated by WMM), based on 1000 simulations. 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.2 Age /31 0.005 0.012 0.010 0.000 0.000 0.011 0.010 0.000 
Male V s Female ;32 0.548 0.217 0.215 0.348 0.015 0.299 0.274 0.090 
Smoker Vs Non ;33 0.305 0.272 0.251 0.167 -0.006 0.297 0.270 0.088 
L1LE Vs H1HE ''h 1.088 0.364 0.350 0.141 
L1He Vs H1HE "h 1.068 0.481 0.440 0.236 
M1LE Vs H1Hs 13 0.553 0.297 0.263 0.091 
M1HE Vs HrHs !4 0.543 0.372 0.36 0.140 
H1LE Vs H,He 1s 0.363 0.732 0.615 0.548 
PWMM 0.186 0.078 0.006 0.140 0.110 0.016 
0.4 Age f3J 0.005 0.012 0.011 0.000 0.000 0.012 0.011 0.000 
Male V s Female ;32 0.597 0.244 0.231 0.416 -0.008 0.337 0.304 0.113 
Smoker Vs Non ;33 0.244 0.251 0.233 0.123 0.003 0.276 0.246 0.076 
L1Le Vs H1He 11 1.123 0.416 0.383 0.188 
L1HE Vs H,He 12 1.179 0.561 0.490 0.347 
M1LE Vs H1Hs 13 0.583 0.312 0.285 0.104 
M,He Vs H1Hs 14 0.590 0.416 0.406 0.181 
HrLs Vs H1Hs 1s 0.363 0.795 0.679 0.845 
PWMM 0.345 0.082 0.010 0.295 0.120 0.025 
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(Table 40 2 contd .. 0) 
Sampling Scheme 0 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
006 Age f31 0°006 00014 00012 00000 00002 00014 00013 00000 
Male V s Female (32 00646 00283 00249 0.498 O.Ql8 00379 0°337 00144 
Smoker Vs Non (33 00180 00223 00205 00082 -00006 00244 00209 00059 
L1LE Vs H1HE "fl 1.193 0.481 00426 00269 
L1HE Vs H1HE 12 1.256 00631 0°550 0.464 
M1LE Vs H1HE 13 00624 00361 00314 00146 
M1HE Vs H1HE 14 00656 00505 00448 00279 
H1L E Vs H1HE 1s 00454 00940 00778 00925 
PWMM 00515 00084 00014 0.464 00117 Oo032 
008 Age (31 0°006 00015 00013 0°000 0°003 00017 00014 0°000 
Male V s Female (32 00683 00317 00275 00567 00006 0.440 0037 00194 
Smoker Vs Non (33 00078 00176 00156 00037 -00004 00202 00150 00041 
L1Le Vs H1He 11 10261 00539 00486 00359 
L1HE Vs H1He 12 1.304 00731 00629 00627 
M1LE Vs H1He 13 0°683 0.40 0034 00200 
M1He Vs H1HE 14 00716 00592 00503 00397 
H1Le Vs H1He 1s 0°537 1.029 00880 1.142 
PWMM 00715 00074 00013 0°653 00106 0°033 
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Table 4.3: Simulated sampling design based CWGQL (DBCWGQL) estimates for 
the diagnostic and/or prognostic covariates in MAR based incomplete longitudinal 
binary models with non-response index parameter a = 5, and selected values of the 
longitudinal correlation p (estimated by MM) , based on 1000 simulations. 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.2 Age lh 0.004 0.011 0.011 0.000 0.000 0.011 0.010 0.000 
Male V s Female {J~ 0.490 0.209 0.227 0.284 0.013 0.293 0.276 0.0 6 
Smoker Vs Non f]3 0.210 0.249 0.236 0.106 -0.004 0.276 0.261 0.076 
L1LE Vs H1HE i i 1.004 0.357 0.352 0.127 
LtHE Vs H1HE i2 0.990 0.475 0.442 0.226 
MILE Vs HtHE i3 0.482 0.290 0.264 0.0 4 
M1HE Vs H1HE i4 0.472 0.363 0.370 0.133 
H1L E Vs H1HE is 0.301 0.710 0.616 0.506 
PMM 0.327 0.070 0.021 0.269 0.101 0.015 
0.4 Age fJI 0.003 0.011 0.012 0.000 -0.001 0.012 0.011 0.000 
Male V s Female rJ2 0.525 0.234 0.243 0.331 -0.010 0.329 0.306 0.10 
Smoker Vs Non f]3 0.147 0.218 0.212 0.069 0.005 0.247 0.233 0.061 
LtLE Vs HtHE i l 1.024 0.406 0.385 0.165 
L1HE Vs HtHE i2 1.081 0.549 0.492 0.308 
MtLE Vs HtHE i3 0.498 0.302 0.287 0.091 
M1HE Vs HtHE i4 0.506 0.405 0.409 0.164 
H1L E Vs H1HE is 0.296 0.773 0.680 0.600 
PMM 0.483 0.063 0.011 0.421 0.101 0.011 
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(Table 4.3 contd ... ) 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.6 Age f3 I 0.004 0.013 0.012 0.000 0.001 0.014 0.013 0.000 
Male V s Female rJ2 0.567 0.267 0.260 0.393 0.013 0.369 0.339 0.136 
Smoker Vs Non (33 0.102 0.182 0.180 0.044 -0.001 0.209 0.196 0.044 
LrLe Vs H1He 'YI 1.092 0.469 0.428 0.229 
LrHe Vs H1He 'h 1.158 0.616 0.552 0.405 
MrLe Vs HrHe 13 0.540 0.349 0.316 0.123 
M1He Vs H1He 14 0.574 0.488 0.451 0.244 
HrLe Vs HrHe 1s 0.386 0.907 0.778 0.842 
PMM 0.634 0.060 0.005 0.567 0.097 0.010 
0.8 Age !31 0.004 0.014 0.013 0.000 0.002 0.016 0.014 0.000 
Male Vs Female rJ2 0.605 0.298 0.282 0.455 0.006 0.431 0.379 0.186 
Smoker Vs Non (33 0.035 0.129 0.134 0.018 -0.001 0.167 0.142 0.028 
LrLe Vs HrHe 11 1.177 0.533 0.488 0.316 
L1He Vs H1He 12 1.227 0.722 0.629 0.574 
M1Le Vs HrHe 13 0.613 0.393 0.349 0.167 
M rHe Vs HrHe 14 0.648 0.5 2 0.505 0.362 
HrLe Vs H1He 1s 0.489 1.007 0.878 1.070 
PMM 0.793 0.045 0.002 0.718 0.086 0.014 
Chapter 5 
Complex Survey Based Incomplete 
Longitudinal Models for Count 
Data 
In this chapter we concentrate on the survey based incompl te longitudinal count data 
models as opposed to the survey based binary models discussed in the last chapter. 
Note however that there will be no differences in t he forms for the estimating equations 
under the count data models as compared to the binary models. Thus, under SRS 
and StRS we may use the estimating equations ( 4. 18) and ( 4.26) in estimating (3 
respectively, by making appropriate changes in the formulas for Mit(!, (3) and Mit((3) 
as well as Eiw(J, (3) and Eiw( f3 ). More specifically, Mit( f3) involved in >..i((3) in (4.18) 
is now given by 
Mit ((3) = exp ( xitl(3l + Xit2!32 + Xit3f33) , 
and similarly Mit(!, (3) involved in .Ai (B) in (4.26) is given by 
(5 .1) 
In view of the similarity between binary and Poisson cases, we do not re-produce 
the th oretical formulas for the estimation of (3 and r under the count data models, 
whether SRS or StRS is chosen as the sampling design. Instead, in this chapter, 
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we simply report the simulated estimates in Table 5.1 and 5.2 under the count data 
models, whereas similar estimates for the incomplete binary data were reported in 
Tables 4.2 and 4.3, respectively. 
Note that in the simulation study, we have chosen the same design parameters as 
in the binary case. Thus, in the present simulation study, a sample (whether SRS 
or StRS based) of size K = 100 is chosen from a stratified finite population of siz 
N = 500 containing L = 6 strata. Each of the selected individual provided Ti (Ti ::; 
T T = 4, i = 1, · · · , K) repeated count responses, the non-missing responses being 
determined based on MAR mechanism with non-response index parameter a = 5 
(approximately 94% response). We however remark that whil the MAR mechanism 
for non-response indication and the sampling design for sample selection were almost 
the same for the binary and count data models , the longitudinal models for the 
repeated binary and count data are however different. To be specific, we have used 
the conditional linear binary dynamic (CLBD) model (1.26), namely 
P(Yi1 = 1) = !-ti l , 
P(Yit = 1 I Yi,t- I) = Ai,tlt-I(Yi,t-1) = /-Lit+ P(Yi ,t- 1- 1-ti,t- I) , fort = 2, · · · , T. 
with /-Lit = exp(x:t,B)/[1 + exp(x:t,B )] in conjunction with the MAR mechanism for 
the generation of the incomplete repeated binary data, whereas we have used the 
binomial thinning based AR(1) type dynamic relationship (1.21), namely, 
Yit = P * Y i, t - 1 + dit 
Yi ,t-1 
2::: b1(p) + dit 
j = l 
in conjunction with t he MAR mechanism to generate incomplete repeated count data. 
The results in Table 5.1 and 5.2 show that the StRS based CWGQL approach 
performs very well in estimating both diagnostic and prognostic covariat s effects. For 
example, for a = 5, p = 0.6, the results in columns 11 and 7 in Table 5.2 show that 
the StRS based CWGQL approach estimates the diagnostic regression effects ,81 , ,82 
--------·- ---------------
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and (33 with SMSEs 0.000, 0.016, and 0.006 respectively, whereas SRS based CWGQL 
approach produces the estimates with SMSEs as 0.000, 0.417 and 0.011. When the 
results in Table 5.2 are compared with those in 4.3 for the binary data, the estimation 
performance appears to be better under the count data models. This is because, the 
SMSEs are in general found to be smaller in Table 5.2 as compared to that of 4.3 in 
estimating both (3 and 1 parameters. Similar results hold for Table 5.1 and 4.2. The 
longitudinal correlation estimates appear to be similar both for the binary and count 
data cases, the binary data based estimates being slightly better. Note however that 
our main purpose is not to compare the estimation performances under the binary 
and count data models. It is rather important to compare the performance of the 
proposed CWGQL approach as compared to the existing UWGEE and other similar 
approaches, which we have done under both binary and count models in Chapters 
2 and 3, respectively in non-surveyed incomplete longitudinal set-up. As mentioned 
earlier, this comparison was not continued in Chapters 4 and 5, because of the reasons 
that the CWGQL was found to be uniformly better in Chapters 2 and 3. 
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Table 5.1: Simulated sampling design based CWGQL (DBCWGQL) estimates for 
the diagnostic and/or prognostic covariates in MAR based incomplete longitudinal 
models for count data with non-response index parameter a= 5, and selected valu s 
of t he longitudinal correlation p (estimated by WMM), based on 1000 simulations. 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.2 Age f31 0.004 0.006 0.004 0.000 0.000 0.003 0.003 0.000 
Male Vs Female {32 0.612 0.097 0.081 0.384 0.001 0.094 0.0 6 0.009 
Smoker Vs Non {33 0.160 0.102 0.083 0.036 -0.003 0.086 0.082 0.007 
L1Ls Vs H1Hs ''Yl 0.995 0.096 0.091 0.009 
L1Hs Vs H1Hs 12 0.992 0.117 0.110 0.014 
M1L s Vs H1HE 13 0.497 0.095 0.090 0.009 
M1Hs Vs H1HE 'Y4 0.488 0.137 0.128 0.019 
H1Ls Vs H1Hs 1s 0.197 0.288 0.231 0.086 
PWMM 0.423 0.073 0.055 0.158 0.081 0.008 
0.4 Age (31 0.004 0.007 0.005 0.000 0.000 0.004 0.004 0.000 
Male Vs Female {32 0.624 0.098 0.086 0.399 -0.001 0.107 0.100 0.011 
Smoker Vs Non {33 0.106 0.087 0.077 0.019 0.000 0.084 0.079 0.007 
L1Ls Vs H1HE 1I 0.989 0.113 0.106 0.013 
L1Hs Vs H1Hs 12 0.989 0.138 0.126 0.019 
M1Ls Vs H1Hs 13 0.504 0.110 0.102 0.012 
M1Hs Vs H1HE 14 0.483 0.155 0.146 0.024 
HrLs Vs HrHs 1s 0.226 0.306 0.262 0.094 
PWMM 0.552 0.070 0.028 0.315 0.088 0.015 
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(Table 5.1 contd .. . ) 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.6 Age !31 0.004 0.007 0.005 0.000 0.000 0.005 0.004 0.000 
Male V s Female d2 0.631 0.113 0.091 0.411 0.005 0.126 0.117 0.016 
Smoker Vs Non d3 0.072 0.084 0.068 0.012 -0.003 0.076 0.074 0.006 
L1LE Vs HrHE i l 0.989 0. 133 0. 123 O.Dl8 
L1HE Vs H1HE 12 0.981 0. 160 0.147 0.026 
M1LE Vs H1HE i3 0.490 0.128 0. 118 0.016 
M1 HE Vs H1HE 14 0.472 0.181 0.171 0.034 
H1LE Vs H1HE is 0. 175 0.383 0.312 0.153 
PWMM 0.667 0.061 0.008 0.474 0.088 0.024 
0.8 Age !31 0.004 0.008 0.005 0.000 0.000 0.006 0.005 0.000 
Male V s Female d2 0.636 0.126 0.096 0.420 0.006 0.155 0.138 0.024 
Smoker Vs Non d3 0.048 0.078 0.058 0.008 0.000 0.077 0.068 0.006 
L1L E Vs H1HE i 1 0. 971 0. 159 0.147 0.026 
L1HE Vs HrHE i2 0.969 0.196 0.178 0.040 
M1LE Vs HrHE 13 0.4 5 0.1 48 0.139 0.022 
M rHE Vs HrHE i4 0.473 0.215 0. 197 0.047 
HrLE Vs H1HE i s 0. 148 0.444 0.358 0.207 
PWMM 0.764 0.054 0.004 0.616 0.076 0.040 
------------------------ - - ---------
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Table 5.2: Simulated sampling design based CWGQL (DBCWGQL) estimates for 
the diagnostic and/or prognostic covariates in MAR based incomplete longitudinal 
models for count data with non-response index parameter a= 5, and selected values 
of the longitudinal correlation p (estimated by MM), based on 1000 simulations. 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.2 Age {Jl 0.004 0.006 0.004 0.000 0.000 0.004 0.003 0.000 
Male V s Female !32 0.620 0.097 0.083 0.394 0.000 0.094 0.087 0.009 
Smoker Vs Non !33 0.143 0.101 0.081 0.031 -0.002 0.086 0.082 0.007 
L1LE Vs H1HE '"'h 0.995 0.095 0.092 0.009 
LrHs Vs H1He '"12 0.992 0.118 0.110 0.014 
M1Le Vs H1He 'YJ 0.494 0.096 0.090 0.009 
M1He Vs H1He 14 0.487 0.137 0.129 0.019 
H1LE Vs H1He Is 0.195 0.292 0.232 0.088 
PMM 0.467 0.068 0.076 0.219 0.083 0.007 
0.4 Age fJl 0.004 0.007 0.005 0.000 0.000 0.004 0.004 0.000 
Male V s Female !32 0.630 0.098 0.088 0.407 -0.001 0.107 0.100 0.011 
Smoker Vs Non !33 0.094 0.085 0.075 0.016 0.000 0.083 0.078 0.007 
L1Le Vs H1Hs 11 0.991 0.113 0.106 0.013 
L1HE Vs H1He 12 0.991 0.138 0.127 0.019 
M1Ls Vs H1He 13 0.502 0.110 0.103 0.012 
NhHe Vs H1HE 14 0.482 0.155 0.146 0.024 
H1Ls Vs H1He 1s 0.225 0.306 0.265 0.094 
PMM 0.588 0.065 0.040 0.374 0.085 0.008 
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(Table 5. 2 contd ... ) 
Sampling Scheme 
SRS StRS 
p Covariate Parameter SM SSE ESE SMSE SM SSE ESE SMSE 
0.6 Age f3 t 0.004 0.007 0.005 0.000 0.000 0.005 0.004 0.000 
Male Vs Female {32 0.636 0.112 0.092 0.417 0.005 0.126 0.117 0.016 
Smoker Vs Non {33 0.064 0.081 0.066 0.011 -0.003 0.075 0.074 0.006 
LrLs Vs HrHs ''fl 0.990 0.133 0.124 O.Ql8 
L1Hs Vs HIHE i2 0.983 0.160 0.14 0.026 
MILE Vs H1HE i3 0.489 0.128 0.119 0.016 
MrHs Vs HrHs i4 0.471 0.181 0.172 0.034 
HrLs Vs HIHE is 0.176 0.382 0.313 0.151 
PMM 0.692 0.057 0.012 0.517 0.084 0.014 
0.8 Age f3t 0.004 0.008 0.005 0.000 0.000 0.006 0.005 0.000 
Male V s Female {32 0.639 0.125 0.096 0.424 0.006 0.155 0.139 0.024 
Smoker Vs Non {33 0.043 0.076 0.056 0.008 0.000 0.076 0.068 0.006 
LILE Vs HrHs i t 0.972 0.159 0.147 0.026 
L1Hs Vs H,Hs i2 0.970 0.196 0.179 0.039 
MILs Vs HIHE i3 0.485 0.148 0.139 0.022 
M1HE Vs H1HE i4 0.473 0.214 0.198 0.047 
H1Ls Vs HrHs is 0.150 0.442 0.359 0.205 
PMM 0.776 0.052 0.003 0.638 0.071 0.031 
Chapter 6 
Concluding Remarks 
To develop valid inference techniques in the incomplete longitudinal t-up for dis-
cret e data, it is important to understand bot h longitudinal correlation structure and 
the missing mechanism (such as MAR) involved in generating such data. As an im-
provement over t he existing weighted generalized estimating equation approach , t his 
thesis has developed a CWGQL (conditional weighted generalized q uasilikelihood) 
approach by exploit ing a conditional weighted distance funct ion which accommo-
dates both longitudinal correlation structure and the underlying missing mechanism. 
It is shown that this CWGQL produces regression estimates with much small r bias 
than the existing approaches. The longitudinal correlation structures and th MAR 
missing mechanism are discussed in details in the thesis for both repeated binary and 
count data, the analysis of repeated incomplete count data being completely new. 
The proposed CWGQL approach has also been applied to the complex urvey 
based incomplete longitudinal data. It has been demonstrated that the use of a sim-
pler sampling technique such as SRS (simple random sampling) may b detrimental 
in estimating the regression effects when it is known that the finite population may 
be of complex nature such as containing strata or clusters. 
We remark that the ideas developed in the thesis should be extendabl to various 
other situations where repeated missing data may follow higher order correlation 
structure and/or more complex missing mechanism such as nonignorabl . Also, th 
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repeated response indicators may be assumed to be correlated following a suitable 
correlation structure whereas we have assumed that they are ind p ndent conditional 
on the past responses. These and other similar generalizations are however beyond 
the scope of the pre ent thesis. 
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