Quiet-time statistics is an approach to the analysis of fluctuation time series that, by measuring the quiet time between successive transport events and their duration, allows the extraction of information on the long-range correlations in the system. It provides information similar to the R/S statistics. However, when the data is contaminated by extraneous oscillations, it is difficult to effectively use the R/S statistics and the standard quiet-time analysis. In this paper, the quiet-time analysis is generalized to be able to treat time series contaminated by oscillations. This new technique is effective over a wide range of time scales.
I. Introduction
There is increased evidence of the intermittent character and non-gaussian nature of plasma fluctuations and the limited validity of the normal diffusion model in explaining turbulence induced plasma transport. This is particularly clear at the scrapeoff layer [1] , where the turbulence fluctuations are large and easier to detect.
A cause for the breakdown of the gaussian character of the fluctuations is the existence of correlations. These correlations are a consequence of the dynamics and their understanding is critical in order to uncover the dynamical mechanism involved in transport and to be able to construct macroscopic transport models with predictive capabilities.
Correlations in the range of tens of microseconds are easy to detect. In the case of the SOL, the existence of long-living structures, commonly called blobs [2] , implies the presence of correlations in the density fluctuations over a time of the order δ b /V b , where δ b and V b are the cross-field scale length and velocity of the blob respectively. At the plasma core, avalanches or some other type of transport event may also be present. This would lead to correlations over a similar range of time.
Beyond these well-defined correlations, we are interested in possible correlations between transport events. The correlations between these events are difficult to measure because they are correlations between intermittent events over long time scales. There are several types of possible correlations [3] : 1) Correlations between small events either preceding or following large events (precursors and after shocks); 2) Correlated groups of medium-size or large events; 3) Anticorrelation between very large events.
There is not a priori any reason why all these correlations should be present in the plasma dynamics. If self-organized criticality (SOC) [4] plays any role in plasma dynamics, such correlations will indeed exist [5, 6] . In general, we can expect a mixture of the different types of correlations being present.
There are several techniques to explore the existence of long-range correlations.
One method is the rescaled adjusted range (R/S) statistics proposed in ref. [3] , based on the analysis first proposed by Hurst [7] . This method was applied first to the plasma edge fluctuations within the confinement region [8] in order to detect signatures of the selforganized criticality (SOC) [4] .
However, measurements of long-range correlations often suffer from pollution from cyclic processes extraneous to the dynamics of the system. For instance, a feature commonly present in plasma fluctuation data is the 60 Hz oscillation. This is not necessarily coming through the diagnostic system, but the same plasma magnetic confinement device may have a mild contribution from this frequency. As the whole plasma system can be affected, it does not appear as a pure oscillation that would be easy to remove but as a relatively broad peak in the frequency spectrum. This complicated oscillation contaminates the R/S calculation and for some data it is difficult to extract the long-range correlations.
Another possible way to find about long-range correlations is by considering the distribution of the quiet-time between events [9, 10] . The standard quiet-time statistics is an extension of the traditional waiting times statistics [11, 12] with two main differences.
First, it is important to measure quiet times instead of waiting times [9, 10] if we intend to separate the correlations induced by the trigger of the events and the ones induced by the dynamics. Second, the distribution of the quiet times between all transport events in the system essentially reflects the statistics of the triggers [10] . However, correlations between transport events can be made apparent by constructing the probability density function (pdf) of the quiet times between transport events which duration (or size) must be greater than a threshold value. In this situation, and when correlations exist, the pdf suffers a strong distortion that takes the form of a power law [9] . This technique, when applied to plasma edge fluctuations, gives results in agreement with the results obtained with the R/S analysis [13] However, as with the R/S statistics, the standard quiet-time analysis is easily rendered ineffective by contamination by the 60 Hz oscillation.
Fortunately, the quiet-time analysis can be reformulated to eliminate this effect. In this paper, we discuss how the method can be extended to resolve the contamination problem and the analysis technique is applied to plasma edge fluctuation data.
The rest of the paper is organized as follows. In Sect. II, we revisit the quiet-time analysis approach and show its limitations when an oscillation is introduced in the data.
An extension of this technique to reduce the effect of the oscillations is given in Sect. III.
In Section IV, this approach is applied to the plasma edge data. Finally in Section V, the conclusions are presented.
II. The Standard Quiet-Time Analysis
The basic ideas for the determination of correlations between intermittent events in plasma fluctuation data using the standard quiet-time analysis can be found in Ref. [13] . In what follows we just give a brief description of the method, pointing out its limitations in order to present an extension of this analysis. We will consider time series The first step, smoothing the signal, is not a necessary one. If the signal does not go through the smoothing process, we get the same results as with smoothing but the threshold duration at which the power law emerges has in general a higher value.
Therefore, the smoothing helps in cases of limited statistics.
In the identification of the intermittent events, we use a combination of conditions based on the size and duration of the events. The condition on the duration is particularly important. It seems more natural to assume that the intermittent events are longer than local fluctuations, because, if avalanches cause them, there will be several successive relaxations near the probe. Further evidence of this has been provided by the multifractal analysis of plasma edge fluctuations. This analysis [14] associated local fluctuations to scales shorter than a few microseconds and the self-similar intermittent events regime with longer time scales. Therefore, convolving the signal with an m-point-smoothing window can largely eliminate the faster local fluctuations scales. The value of m to be used must exceed the minimum above which the resulting smoothed signals become selfsimilar [15] . For instance, for the W7-AS stellarator [16] data, sampled at 1 MHz, the self-similar regime starts at about 15 µs and therefore m = 16. For Alcator C-mod [16] data, sampled at the same frequency, the value of m is larger, m = 120.
To determine the level where to measure the quiet times, we have used the modified version of the Spada criterion [12] described in Ref. [13] . In Fig. 1 , we show an example of the averaged signal together with a sketch of relevant definitions.
Once the intermittent events have been identified, we evaluate the sequences of quiet times and durations. These sequences are evaluated for several threshold values d T in the following way. If a peak has a duration less than d T , it is ignored and the quiet time continues as if the peak was not there. Therefore, for each threshold value we obtain a time series of quiet times.
From these sequences we either calculate the probability density function, P(q), or the survival function, S(q) (the survival fucntion gives the probability of having quiet times larger than q), in order to determine the existence of power tails. In order to detect power laws, either P(q) or S(q) are fitted to a function that combines the power law with an exponential cut-off exponential
where k > 0 and
The number of decades of power-law behavior is given by D = log s 1 s 2 ( ). To claim power-law behavior, we require D ≥ 1. Furthermore, to ensure that the power law is not an artifact of the type of fit chosen, all fits are redone after relaxing the condition s 1 > s 2 . In this case, if the best fit tends to a pure exponential and it is similarly good, the power-law fit is discarded. As goodness-of-the-fit, we use the usual chi-square merit function.
Examples of the standard quiet-time analysis of plasma fluctuation data in several devices are given in Ref. [13] .
Let us now look at the problems posed by the presence of contamination in the time series. In this study, we use some of the W7-AS data from a series of discharges previously studied in Ref. [15] . In Fig. 2 , we show the R/S statistics for the ion saturation current fluctuations at the plasma edge for the discharge 35427 from W7-AS. The time series of these ion saturation current measurements, I s ≡ I t :t = 1,2,...,n { }, seems to be free from any contamination. In Fig. 2 , we have also plotted the R/S for several modified . It is useful to use of the survival function when we want to emphasize effect on the tail of the distribution. In Fig. 5 , we have plotted the probability density function of the event durations for the same sequences as in Fig. 2 . In the case of the durations, the effect of the oscillation is creating a false algebraic tail.
Both the R/S statistics and quiet-time distribution have distinctive features when they are contaminated by an oscillation. These features are useful in detecting such contamination. However, due to the distortion it is not possible to extract any other information on correlations under these circumstances.
III. Extension of the Quiet-Time analysis
In this section, we present a new version of the quiet-time analysis in order to avoid some of the contamination problems discussed in the previous section. As before,
we are going to consider the three components in the identification of the intermittent events, smoothing, reference level and threshold. However, they are not so distinctively separated as in the standard quiet-time analysis.
Let us consider a time series of fluctuation measurements with length n, X ≡ X t :t = 1,2,...,n { } , and assume that this series corresponds to a stationary process.
Since is a finite time series, its mean X n ( ) and variance S 2 n ( ) are well defined. We go through the time series and identify its peaks and valleys. To do so, we have a simple algorithm. We define a point t as a valley if its value X t is less than one of the adjacent points and less than or equal to the other, that is, X t −1 > X t ≤ X t +1 . Between two sequential valley points, we find the maximum of the signal X m and the time of the maximum t m is label as the peak position. Therefore, each peak is characterized by the position of the two valleys, t i and t i+W , where W is the width of the peak, and the position of the maximum, t m . Since there are two valleys for each peak, we have two possible measures of the height of the peak, h 1 = X m − X i and h 2 = X m − X i + W . In Fig. 6 , we have plotted a short interval of a time series to visually illustrate these parameters.
In the analysis, we go through a series of k iterations. In each iteration, we follow the time sequence created in the previous iteration, X j − 1 ( )≡ X t j − 1 ( ):t = 1,2,...,n { }, and we create a new sequence, X j ( )≡ X t j ( ):t = 1,2,...,n { }, by eliminating some of the peaks.
We start this process with the original sequence, X(0) = X, and eliminate first the smallest peaks. The elimination of the peaks is done in the following way. In iteration j, we define two parameters a width W j and a threshold height h T . If the width of the peak is smaller than W j and min h 1 ,h 2 ( )< h T , the peak is eliminated. To eliminate the peak, we replace all the points between two valleys with interpolated points between these two points. In general, we do 5 to 15 iterations, removing peaks from the data until there is an iteration when no peaks are removed. In each iteration, we increase the reference width by a factor of 2 and keep the reference height constant through the iterations. We normally choose the reference height as a multiple of the standard deviation σ ≡ S 2 n ( ). An example of how the sequence changes by the removal of peaks is shown in Fig. 7 .
After this process, we have k time sequences. For the purpose of this paper, we are only interested on the last sequence. We use this sequence to find the quiet times and durations of the events. In this sequence, each of the remaining valleys has one peak at each side. Let us consider a valley at t v . Let t 1 be the time corresponding to half of the height of the left peak over the valley and t 2 time corresponding to half of the height of the right peak over the valley. Then, we associate with this valley the quiet time q = t 2 -t 1 .
For each peak, t m , we have a valley at each side. We define t 1 to be the time corresponding to half of the height of peak above the valley at its left and t 2 the time corresponding to half of the height of peak above the valley at its right. Then, we associate with this peak a duration d = t 2 -t 1 . Finally, we construct the pdf and/or the survival function of the durations and of the quiet times.
The new method has been applied to time sequences of sandpile data that were studied in detail using the standard quiet-time method in Refs. [9, 10] . In Fig. 8 , we have plotted the probability distribution of quiet times using threshold (a duration threshold for the standard method and a height threshold for the new method). We have also plotted fits to the data using Eq. (1). The power law obtained in both cases is very similar with exponent -1.9. The range of the power law region is somewhat shorter using the new method. This is expected, because with the iterations eliminating peaks, each iteration explores a different range of time scales. Therefore, one must use data from several iterations to fully explore the whole range of time scales.
We also have applied both methods to the data set discussed in Fig. 2 . We can see in Fig. 9 , that the new method leads to nearly identical results as the standard quiet-time method. Furthermore, as shown in Figs. 10 and 11 , when applied to the same data with the added oscillation, the method proposed in this paper gives no distortion of the survival function for both durations and quiet times, respectively. We obtain practically the same distributions regardless of the oscillation level. This is in striking contrast with old method, which caused a serious distortion of the survival function as shown in Figs. 4 and 5.
VI. Application to plasma edge fluctuation data
We have already discussed the application of the new method to the W7-AS plasma edge data. In this case, the results are the same as obtained previously [13] , indicating that there is no contamination of the data.
However, the situation is not the same for Alcator C-mod tokamak [16, 17] . We have analyzed ion saturation current fluctuation measurements at the plasma edge in Alcator C-mod tokamak. These measurements were performed with Langmuir probes in ohmically heated deuterium discharges with a diverted, lower single-null magnetic This oscillation has not originated from the plasma dynamics but is caused by the 60Hz frequency of the grid. Therefore, it is a situation in which the new analysis approach is needed. In the same Fig. 12 , we show the results of applying the new method. We can see that the typical features of the oscillation have disappeared. Therefore, a systematic analysis of the data can now be carried out.
For measurements away from the plasma, at distances greater than 4mm, both the standard and the new quiet-time analysis give similar results. This is expected because there is no contamination at this distance. An example of the results of the analysis is shown in Fig. 13 for a discharge with similar density to the one in Fig. 12 , The analysis shows that moving away from the last closed surface does not change much the character of the long-range correlations in Alcator C-mod. That is not the case for the short-range correlations, they increase with increasing distance from the last closed flux surface [18] . Long-range correlations seems to be linked to the density as we saw in previous analysis [19] , they increase as the density limit is approached.
VII. Conclusions
The new quiet-time analysis approach presented here is capable of constructing the probability density function (or the survival function) of the duration and quiet times while avoiding the distortion introduced by the contamination of the signal by low frequency oscillations. For the pdf, this method recovers the typical power law region associated with the existence of long-range correlations and avoids false power tails induced by the contamination.
This technique can be useful in detecting long-range correlations between transport events, such us blobs in the scrape-off layer or avalanche-like transport in the plasma core. Learning about these correlations is essential in determining the dynamical mechanism for the creation of such transport events. . An illustration of how the short peaks in the time series are removed by the process described in this paper. Fig. 8 . Survival function of quiet times calculated with the standard and new method for a sequence of flips for a typical sandpile evolution described in Ref. [6] . Fig. 9 . Probability density function of quiet times for the ion saturation current fluctuations for the discharge 35427 from W7-AS calculated by the two methods described in this paper. Cumulative PDFs Quiet Times Fig. 13 
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