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parts of the eigenvalues. The convergence of the bounds is demonstrated. Numerical
results for the eigenvalue output are also presented.
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Chapter 1
Introduction
The occurrences of eigenvalue problems of differential operators are numerous, the
Orr-Sommerfeld equation in hydrodynamic stability [6], for example. Let Q be a
domain in R". Denote by L a second order linear partial differential operator. The
strong form of the eigenvalue problem for L is: find (A, u) E C x H2 (Q) for which
(Lu)(x) = Au(x), Vx E Q, (1.1)
where H2 (Q) is the Sobolev space of all square integrable functions on Q with square
integrable first and second distributional derivatives. The usual procedure for solving
for the eigenpair (A, u) involves discretizing the strong form on an appropriate mesh,
say, by finite element method, followed by solving the resulting matrix eigenvalue
problem. If accurate approximations of the eigenvalues are needed, sufficiently fine
meshes are needed and the work involved will be prohibitive.
A posteriori estimation of the error of finite element solutions to equilibrium prob-
lems in the energy norm was first considered in [9], [4], [2]. The estimation procedure
involves first solving the problem on a coarse mesh, based on certain error estimators,
with subsequent refinements then made to obtain improved solutions. The estimation
procedures can largely be divided into two categories, namely explicit and implicit.
A recent survey on finite element error estimation is given in [3], and a tutorial in-
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troduction to error estimation can be found in [19].
Recently, [12], [13], [14], [11], [14], [17], [16], [10] generalized earlier a posteriori
finite element bound procedures for the error in energy norm [9], [4], [2], to obtain
asymptotic upper and lower bounds for outputs of interest represented by s = S(u),
that is, functionals of the field variables. Examples of output functionals include flux
output for the convection-diffusion operator in R, average of the field variable over a
segment of the boundary for the convection-diffusion operator in R 2 [14], the value
of the field variable u at some interior point of the domain [16], to name a few.
The setting of the bound procedures is as follows: we are given coarse and fine
finite element meshes, YH, the so-called "working mesh," and Yh, the so-called "truth
mesh." The truth mesh Yh is a considerably finer refinement of the working mesh
YH. The cost of obtaining the finite element solution Uh on the truth mesh Yh is
prohibitive, but the "true output" sh = S(Uh) differs negligibly from the exact output
s = S(u). On the other hand, the finite element solution uH on the working mesh
YH can be obtained with modest effort. However, the reliability of "working output"
sH = S(uH) is much less assured. In the bound procedures one only needs to solve
for UH, an output adjoint OH, on YH, and a series of equilibrated Neumann local
subproblems on Yh, one obtains upper and lower bounds, and hence a predicted
value, for the quantity of interest, sh . s.
The bounds so-obtained are inexpensive, rigorous and are free from the generic
constants of a priori estimates of the error in the energy norm, which are usually un-
available or expensive to compute. The bounds are inexpensive because: the global
problem is decomposed into many much smaller local subproblems; only two coarse
mesh calculations and as many as the number of coarse mesh elements local subprob-
lems need to be solved. The bounds are rigorous because the error 1 h - Spref is sharp,
where sh is the true output, and spre is the predicted output (defined in chapter 4)
computed from the bounds. Furthermore, the bound gap converges at the optimal
rate, for example O(H 2) as H -+ h+, when piecewise linear basis functions are used.
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To date, the technique has been applied to linear-functional outputs of coercive
linear (symmetric or nonsymmetric) [12], [13], and coercive nonlinear [14] equations,
the Stokes equations [11], [14], [17], and several noncoercive problems (the linear
Helmholtz and nonlinear Burgers equations [16]). In [10], a general formulation of
the a posteriori bound techniques was given. The abstract framework includes not
only the earlier bound procedures as in the references cited, but also the symmetric
generalized eigenvalue problem.
The goals of this thesis are twofold. First, since the bound technique was applied
with much success to problems involving real-valued functions and output functionals,
as physical problems admitting complex-valued solutions are becoming increasingly
important, wave scattering problems [18] for example, extension of the present bound
technique to handle complex-valued functions and output functionals will definitely
be fruitful. It is this reason which motivates for a general formulation for complex-
valued functions and output functionals. Second, the successful application of the
bound framework to symmetric (generalized) eigenvalue problem motivates tackling
the nonsymmetric (generalized) eigenvalue problem from the a posteriori perspective.
The nonsymmetric eigenvalue problems differ from the symmetric ones in that the
eigenvalues and the eigenfunctions have an added component, namely the imaginary
parts. Here, the quantities of interest are the real and imaginary parts of the eigen-
values. Given the extended formulation as in our first goal, and the motivation from
the symmetric eigenvalue problems, the nonsymmetric eigenvalue problems naturally
become the candidate test problem for the extended bound procedure. In short, we
aim at obtaining a general formulation for complex problems, and obtaining bounds
for complex eigenvalue output of nonsymmetric eigenvalue problems.
The organization of this thesis is as follows. In chapter 2, the formulation of a
posteriori finite element bound procedure for complex functionals is given and the
bounding property proved. In chapter 3, the numerical formulation of the eigenvalue
problem of a representative nonsymmetric operator, namely the convection-diffusion
in one space dimensions, is presented. The bound procedure specific to the convection-
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diffusion operator is discussed, and the bounding property is revisited. Some error
estimates specific to the eigenvalue problem under consideration are also obtained. In
chapter 4, the numerical results obtained by applying the bound procedure discussed
in chapter 3 to the convection-diffusion operator are presented. Extension of current
work to two space dimension is also discussed.
In addition to the main body of this thesis, we collect certain procedural details
pertaining to computing eigenpairs in two appendices. In Appendix A, we give a
simple procedure for solving quasi-tridiagonal systems. This procedure is utilized in
an inverse iterations procedure with shift, presented in Appendix B, for computing
eigenpairs of semisimple eigenvalues of a generalized eigenvalue problem.
13
Chapter 2
The Bound Procedure
We shall present in this chapter the formulation of the a posteriori bound procedure
for complex functionals. Here, we consider the problem: Find u E Y such that
A(u, v) = 0, Vv E Y, where Y is a Hilbert space with norm |1-j1y, and A: Y x Y -+ C
is a general form conjugate linear in the second argument, that is
A(w, au + 3v) = dA(w, u) + #A(w, v), Vw, u, v E Y, Va, 3 E C, (2.1)
where d denotes the complex conjugate of a. The output of interest is represented
by s = S(u), where S: Y -+ C is a given continuous functional.
We assume that two finite element approximation subspaces YH, the coarse space,
and Yh, the fine space, with YH C Yh C Y, are given. We further assume that YH and
Yh are defined on triangulations TH and Th, respectively, with Th being an appropriate
refinement of TH. Denote uH and Uh the coarse-space and fine-space solutions. In
other words, uH and Uh satisfy the following equations:
A(uH, v) = 0, Vv E YH, (2.2)
A(uh, v) = 0, VV E Yh. (2.3)
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2.1 Bound Procedure
We first define
£ (w, v) = A(uH+w,v) -A(H, v) - (2.4)
Let e = Uh - UH E Y be the error, and
Ru (v) = E(e, v) = -A(uH, v) (2.5)
the residual. We write
E(w, v) = E(w, v) + F(w, w, v) + G(w, v), (2.6)
where E and F are, respectively, the first and second Gateaux derivatives [21] of A
at UH, defined by
E(w, v) = [DwA](uH, v).(w) = Jim A(UH + tw, V) - A(UH, V)t-+o t
F(w,w 2 , v) = -[D2A](UH, V).(W, W2)2 W
(2.7)
- lim [Dw, A](uH + tw 2 , v).(w1)
2 t-+o t
- [DwA](uH, v).(w)
G, the remainder, satisfies IG(w,v)l <; C IW113 llVIIY, Vw E B(O,1), the unit ball
centered at 0. Similarly, the output functional S can be written as
S(UH + w) = S(UH) + e(w) + M(w, w) + Af(w), (2.9)
where f, M are, respectively, defined by
f(w) = (DwS)(uH)-(w) = S(uH + tw) - S(uH)t-+O t (2.10)
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(2.8)
M(wi, w 2) = -(D S).(wi,w 2)2 (2.11)
1 lim (Dw1 S)(uH + tw2 )- wi) - (DwS)(uH).(wi)
2 tt
P/, the remainder, satisfies IK(w)I <; CIIw113 , Vw E B(0, 1). Simply speaking, E(w, v)
is the first variation of A about uH, and 2F(wi, w2, v) is the first variation of E(w, v)
about UH. Similar interpretations hold for f and M.
The Hermitian part ES and skew-Hermitian part E"5 , of E, are defined, respec-
tively, as
E_(w, v) E(w, v) + E(v, w) (2.12)
2
Ess(w7v) E(w, v) - E(v, w) (2.13)
2i
It is easy to see that Es(w, w) and Es'(w, w) are real. Moreover, E can be expressed
in terms of Es and Es, namely
E(w, v) = Es(w, v) + iEs(w, v). (2.14)
We can decompose Es further,
E8 (w, v) = E (w, v) + E' (w, v), V(w, v) E Y x Y. (2.15)
We assume that the decomposition (2.15) satisfies Ej(e, e) < E (e, e), as H -
h. We also require that E be coercive and that the non-coercive part E' be M-
continuous, where M D Y is a Hilbert space with norm 11 -IIM-
We next introduce the broken spaces YH C fh, where Y = {v E Y6: b(v, q) -
0, Vq E Q}, Q a Hilbert space and b: Yh x Q - C is the jump functional defined by
b(v, q) = E [-i]rqlrds, (2.16)
where [v]r is the jump of v over the edge I', B(T) is the system of open edges of
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the coarse mesh TH. It is immediate from (2.16) that if v E Yh is continuous, then
b(v, q) = 0, Vq E Q.
QH C Q.
We shall also need a finite dimensional approximation space
We have introduced all the function spaces needed for the bound procedure. We
can now describe the bound procedure, which consists of five steps.
In the first step we find uH E YH such that A(UH, v) = 0 for all v E YH.
In the second step we compute the output adjoint VH E YH such that E(v, ?H) =
-f(v) for all v E YH. The residual and adjoint residual are defined, respectively, as
R'(v) = -A(uH, v), (2.17)
(2.18)RH(v) = -f(v) - E(v, H) -
In the third step we calculate pu C QH and pp E QH such that
b(v,p) = R (v),
b(v, p) = (v),
Vv E h,
Vv E #h.
(2.19)
(2.20)
The hybrid flux is then defined as
P = HHJFPH (2.21)
The parameter t, > 0 can be exploited to optimize the lower and upper bounds
obtained. The sense of optimality will be made precise in section 2.2.
In the fourth step we compute 8u E Y#h, &0 E Y, for which
2E (8", v) = Ru (v) - b(v, p'),
2E7(6 , v) = RV'(v) - b(v, pp),
VV E hi
VV E #h.
(2.22)
(2.23)
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The reconstructed error is given by
6 u = U T - 6V)
K
(2.24)
In the last step we form the bounds
s± = Re S(UH) t NE(6±, 6±) (2.25)
2.2 Optimal Choice of rK
The parameter K, used to optimize the upper and lower bounds in the sense that the
half bound gap A, defined by
(2.26)=12 (s+ -s-),
is the smallest, can be chosen as follows. By the definition of *± and the real bilinearity
of E ,
= KE (8 -:F 6s0, B ~ P)
1
= KEy(eu, &u) -T [E (d", 8) + E( ,)] + -Ey(0, d 0)
1 K
= KE (P , 6u) -F 2 Re E (P ,8) + -Ey(61, 6)
K
Differentiating KEj'(6±, 6±) with respect to r,
d 
N~p *,*)= Ep( ", &u) -- E(,).
Setting the derivative to zero, we obtain
\Ej( ", du)
18
(2.27)
(2.28)
(2.29)
KE (6z, 6±)
The second derivative of KEr( *,8*) with respect to r,
d2 2d-2 sf (dd, 6) = 2 Eys(O 6,v8) (2.30)
is clearly positive when r = ,*. It follows that the departure rE (O*, di) from
Re S(uH) is the smallest when r = ,*. The optimized bounds sa are then given by
s = Re S(uH) - 2 Re E(d", 8P) ±2Ey( ,) ,). (2.31)
2.3 Bounding Properties
We prove here that s_ is indeed a lower bound of Re S(uh). From (2.19), (2.20),
(2.21) and (2.24), we have
2KE (6--, v) - KRu (v) - RO (v) + b(v, p-) = 0. (2.32)
Setting v = e E Yh in (2.32), since e is continuous, it follows from (2.16) that b(e, p-) =
0. Therefore,
Setting v =
(2.33)2KEy9 ( -, e) - rRu (e) - R" (e) = 0.
e in (2.5) and appealing to (2.6), we obtain
Ru (e) = E(e, e) = E(e, e) + F(e, e, e) + G(e, e). (2.34)
Since OH E YH, (2,2), (2.5) and (2.6) together imply that
E(e, OH) + F(e, e, OH) + G(e, ,H) = E(e, ibH) = 0. (2.35)
Appealing to (2.17), (2.18), (2.34) and (2.35), (2.33) becomes
2KE (8-, e) -r[E(e, e)+F(e, e, e)+G(e, e)]+(e)-F(e, e, VH)-G(e, HI) = 0. (2-36)
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Now,
Et(8,8-) -= Ey (d-, e) - E7 (-, e - 8-)
= Eys(8~^-7 E~,e-- pe-8,e--e e ) E ys ~ ~ e - -) + E s~ e 6 -, e 6 -)( 2 .3 7 )
= E (8-, e) - E(e, e) + Es(e, -) + E(e - -, e - -)
= 2 Re Es(8-, e) -E(e, e) +E (e -- , e- -)
where the last line follows from the fact that E is Hermitian. The output S(uh) =
S(uH) + f(e) + M(e, e) + (e) and (2.31) together imply
s_ = Re S(uh) - Re e(e) - Re M(e, e) - Re .A(e) - E (6-, 6-). (2.38)
By the last line of (2.37), (2.38) becomes
s-= ReS(uh) - Ree(e) - ReM(e,e) - Re.A(e)
-[2 Re E( -,e) - E(e, e) + E.(e - e~, e - 8)]
= ReS(uh) - Ree(e) - Re M(e,e) - ReA(e)
-2r. Re Ey(6-, e) + iEy(e, e) - KEy (e - 8-, e - 8-).
From the real part of (2.36), we find
s_= ReS(uh) - Ref(e) - ReAM(e,e) - ReK(e)
-, Re[E(e, e) + F(e, e, e) + G(e, e)] + Re f(e) - Re F(e, e, 4 'H) - Re G(e,ObH)
+KE'(e, e) - KE (e - 8-, e - 8-).
(2.40)
Since E(e, e) = E (e, e) +Es(e, e) +iE"(e, e) and that iE 8 (e, e) is purely imaginary.
It follows that Re E(e, e) = E (e, e) + Es(e, e) and hence
s_= ReS(uh) - KEy(e - -,e -- )
-KE (e, e) - Re F(e, e, 'H) - r Re[F(e, e, e) + G(e, e)] - Re G(e, OH)
- Re M(e, e) - Re A(e).
(2.41)
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We see that all terms on the second and the third lines of (2.41) involve only weaker
norms and higher-order terms in the error. In many cases all these terms are dom-
inated by E,(e - -, e - -) when H is suitably small. Since E. is coercive, we
conclude that the principal departure from Re S(uh) will be negative, and thus the
lower bound s_ will approach Re S(uh) from below as H -+ h+.
The corresponding expression for s+ is easily obtained by replacing 6- and K in
(2.41) by d+ and -K, respectively, that is
s+ = ReS(Uh) +Ey(e-8+,e-8+)
+KE1 (e, e) - Re F(e, e, OH) + K Re[F(e, e, e) + G(e, e)] - Re G(e, OH)
- Re M(e, e) - Re AI(e).
(2.42)
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Chapter 3
Numerical Formulation of
Eigenvalue Problems
In this chapter, we present the numerical formulation of the eigenvalue problem of
a nonsymmetric operator, namely the convection-diffusion operator, in one space
dimension. More precisely, we consider the eigenvalue problem:
-ci1uX(x) + c2 ux(x) = Au(x), 0 < x < 1, (3.1)
u(O) = U(1),
where ci > 0, c2 E R. The exact eigenvalues are easily found to be Aj = 4cij 27r 2 +
2ic2j7r, and the corresponding normalized eigenfunctions are u3 (x) = ei2rjx, up to
complex multiplicative factor of unit modulus, j = 0, +1, ±2,.--.
3.1 Weak Formulation
Let Q = (0, 1) be the canonical domain in R, L2 (Q) the space of all real-valued
square integrable function, and H1 (Q) the usual Sobolev space [1] of real-valued L 2
functions on Q with L 2 derivatives. Define U = H 1(Q) n {u(x) = u(x + 1), Vx E Q}.
The definition of U makes sense by virtue of the Sobolev imbedding theorem. We
next define X = {a + i,3: a, E U}, V = {a + i,3: a,f E L2(Q)}, Y = X x C,
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We define the addition and scalar multiplication in Y as the
usual coordinatewise addition and multiplication. For the norm on Y, we define
|| j-y:Y -+ R as
II(v, O-)Iy = VIIV|Hp + I(o, V(v, o) E Y.
To obtain the weak form of (3.1) we multiply (3.1) by V, where v E X, followed by
integration of the first term on the left by parts. Upon imposing the periodic boundary
condition u(O) = u(1), the weak form of (3.1) is proved to be: Find (u, A) E Y such
that
0 Cl2x2 + c2 C2u dx = A i
uV dx, Vv E X. (3.3)
The solution u to (3.3) is unique up to multiplication by complex scalar. To fix u, we
require u to have unit L2 norm, that is,
10
uii dx = 1. (3.4)
We now define sesquilinear forms a, m: X x X -+ C as follows:
a(w, v) = 1 ciwXX + c2wx2 dx,
m(w, v) = 10 wfi dx,
Vw,V E X,
Vw,V E X.
Equation (3.3) and condition (3.4) can be written succintly as
a(u, v) = Am(u, v), VV G X, (3.7)
(3.8)m(u, u) = 1.
We can now define the general form A: Y x Y -+ C as
A((w, tt), (v, a)) = a(w, v) - pm(w, v) + d(m(w, w) - 1), (3.9)
for all (w, p), (v, a) E Y. The weak form (3.5) can then be restated in terms of A:
23
(3.2)
(3.5)
(3.6)
and M = V x C.
1
Find (u, A) E Y such that
A((u, A), (v, a)) = 0, V(v, 0-) E Y. (3.10)
The last term of (3.9) enforces the normalization condition (3.8). To wit, since (3.10)
is satisfied for all (v, a) E Y, for a = 0, the last term in (3.9) vanishes. Hence
a(u, v) - Am(u, v) = 0, Vv E X. (3.11)
Now, for a = 0, (3.10) and (3.11) together imply that
m(u, u) - 1 = 0, (3.12)
which is condition (3.8).
3.2 Finite Element Discretization
As far as our example is concerned, a uniform grid suffices. We present the discretiza-
tion for the coarse mesh. The setting for the fine mesh is exactly the same except
that all occurrences of H are replaced by h.
Divide Q = (0, 1) into NH equal subintervals. The triangulation T consists
of open intervals (Xk_1, Xk), k = 1, 2,. -, NH, where Xk = kH, H = Nj- 1, k -
0,1, 2, - , NH. The set of open edges E(T) of TH is the discrete point set {xk: k =
0,1, 2, ... , NH}. Let P (T) be the collection of all continuous piecewise linear func-
tions, with complex coefficients, defined on TH, and define XH = Pi (TH) n X,
YH = XH x C. Let Spk E P1(TH) n X be the nodal basis centered at x = Xk,
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that is,
Xk±1-X if xk<x < xk+1,H
Hk = X -1 if Xk-1 < <X k, (3.13)
H
0 otherwise.
The coarse solution UH can then be expressed in terms of the nodal basis Ok:
NH
UH(X) = U k k(X), 0 < X < 1- (3-14)
k=O
The periodicity of UH requires that u0 = UNH. Thus, only ul, u2 , ... , UNH need be
determined, and the finite element subspace XH is therefore NH dimensional. We shall
consider the reduced representation obtained by dropping uOV from (3.14), bearing
in mind the immediate neighbors of x1 are x2 and xNH, and that of xNH are xNH-1
and x1 .
Inserting (3.14) into (3.11) and testing on Vi, i = 1, 2, - - , NH, we obtain
NH NH
E a(Pk, kPUk = AH E m(Pk, cpi)uk, i = 1,2, ... , NH. (3.15)
k=1 k=1
If we define
Aik = a(Pk, (Pi), Mik = m(Pk, Pi), i, k = 1, 2, ... NH, (3-16)
equation (3.15) can be rewritten as a generalized eigenvalue problem, that is,
AUH = AHMH, (3.17)
where A = (Aik) is the stiffness matrix, M = (Mik) the mass matrix, and _UH =
(U 1 , u 2 ,... UNH )T. We see from the above setting that the reduced representation of
UH is in one-to-one correspondence to the vector uH. Unless otherwise stated, we shall
adopt the convention that underlined quantities such as uH are vectors. However, if
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UH E XH exists, then uH will be the vector of nodal values of UH.
In view of the local support of pO's, the matrices A and M are sparse. In fact, A
and M can be written down as follows:
a 2 a 3 a1
a1 a 2 a 3
a 1 a 2 a 3
a3 a 1 a2 1
f m 2 m 3
m 1 m 2 m 3
m 1 m 2 m 3
m 1 m 2
C1  C2
a H 2
2c,
a2 = H,
C= H C2
a H 21~
H
n = M=,
The matrices A and M are quasi-tridiagonal. The entries at the lower left and upper
right corners arise from the periodic boundary condition.
The eigenpair (UH, AH) can be found by inverse iteration, for example, as described
in Appendices A and B.
The first and second derivatives and the remainder of A at UH are defined as
E((w, p), (v, a)) =
F((w, p)1, (w, A) 2 , (v, -)) =
a(w, v) - AHm(w, v) - pm(uH, v)
+&(m(uH, w) + m(w, UH)),
2[-Plm(w 2 , v) - p12 m(wi, v)
+(m(wi, w 2 ) + m(w 2 , W1 ))],
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t
where
, (3.18)
2H
M2= 3 (3.19)
G((w, p), (v, a)) = 0.
(3.20)
(3.21)
(3.22)
The Hermitian parts of a and m are respectively
as(w, v) = j c1wpi dx
(3.23)
ms(w,v) = jwV dx.
It is evident that m is Hermitian. The Hermitian part of E, E' can then be expressed
in terms of a' and in,
p-m(V, UH) + &M(UH, W)E8 ((w, p), (v, a)) = a8 (w, v) - (Re AH)m(w, v) + 2 . (3.24)
The Y-M splitting of E- is then
E ((W, p-), (v, a)) = as (w, v),
pam(v, UH) + dm(uH, w) (3.25)E ((w ), (oa)) = -(Re AH)m(w, v) +
For the output, we are interested in the real and imaginary parts of the eigenvalue.
We let Si(v, a) = a and S2 (v, a) = -io. The real parts of Si and S2 are the real
and imaginary parts of a, respectively. The decomposition of S1 and S2 are then
Si(uH + w, AH + p) = Si(UH, A) + fi(w, p) + Mi(w, w) + M(w), i = 1, 2, where
ii(w, A) = P, M1 = 0, (3.26)
f2 (W,Y)= -iii, M2 =A2 = 0.
3.3 The Bound Procedure
We shall introduce several more notations before describing the bound procedure for
our example. The hybrid flux space Q consists of all L 2 functions defined on the
set of nodes {xk: k = 0,1, 2, - --, NH}; the coarse broken space XH is defined as the
collection of all v E L 2 (Q) such that vIT, is linear VTH C TH. The fine broken space
Zh is the collection of all v E L2 ( 2) such that vI Th is linear VTh e T, and vITH is
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continuous VTH E TH. We next define the jump functional b: Xh x Q -> C as
NH
b(v, q) = [Vlkqk, (3.27)
k=0
where [V]k is the jump of v over the node Xk, i.e. [V]k = v(X4) - v(4), v() =
lim v(Xk + h), and qk = q(Xk), where x,. , xNH are the nodes of the coarse mesh.
We have defined all the requisite function spaces and functionals. We can now
apply the procedure in Chapter 2.
In the first step, we find (uH, AH) E YH satisfying A((uH, AH), (V, -)) = 0 for all
(V, a) E YH. In terms of the stiffness matrix A and the mass matrix M, UH is simply
the right eigenvector of the generalized eigenproblem (A - AHM)UH = 0.
In the second step, we find (4 'H, OH) E YH that satisfies E((v, -), ($H, OH))
-ei(v, -), V(v, a) E YH, i = 1,2. For the output which is the real part of the
eigenvalue, it becomes
a(v, VH) - AHm(v, H) - H(m(uH, v) + m(v, UH)), Vv E XH, (3.28)
m(uH,bH) = 1- (3.29)
To determine (,H, #), we set v = uH in (3.28) so that the left hand side vanishes.
Equation (3.8) then forces OH = 0. Equation (3.28) then becomes
a(v, bH) - AHm(VPH) = 0, Vv E XH. (3.30)
In terms of A and M, if we choose VH to be the left eigenvector of the generalized
eigenproblem OH (A - AHM) = 0, where _H denotes the Hermitian transpose of 0,1
then (3.30) is satisfied identically. Since the determination of 'H involves conditions
like (3.29), a natural question immediately arises: can we always find OH E XH for
which m(uH, OH) # 0? (Here, we only need to assert the non-vanishing of m(uH, 4 'H);
the numerical factor on the right side of (3.29) is just a matter of rescaling.) If it
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turns out that m(uH, OH) = 0, then the output adjoint does not exist. We shall not
digress at this moment but defer seeking the answer until section 3.6.
For the output which is the imaginary part of the eigenvalue, (3.28) still holds.
However, the normalization condition (3.29) now becomes
m(UH, OH) = -i- (3-31)
The residual Ru and adjoint residual RIO are defined as
Ru(v) = AHm(UH, v) - a(UH, v),
R'P(v) = AHm(V, bP) - a(v, V)H) -
(3-32)
(3.33)
In the third step, we compute the fluxes pu E QH and po E QH,
b(v,pg) = Ru(v), Vv E ±H,
b(v,pg) = RO(v), Vv E ±H-
(3.34)
(3-35)
Equations (3.34) and (3.35) are singular but solvable. To see the solvability, we set
v = (Pk, the nodal basis centered at Xk, k = 1, 2, - - -, NH. The left side of (3.34)
vanishes because Pk is continuous, and so does the right side since pk E XH. Thus,
Sk's are in the null spaces of b and Ru. These are the only functions for which b and
Ru vanish at the same time.
Let us define two half basis functions at Xk as follows:
Xk+1 - X
Wk+(x)= H
0
if Xk < X < Xk+1,
otherwise,
(3.36)
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x - Xk-1 f k-1 X k,H
0 otherwise.
(3.37)
One can think of p as obtained by "pulling apart" the nodal basis function Pk
centered at x = Xk. It is immediate from (3.13), (3.36) and (3.37) that c.k = pa++ ok
Now, by the real linearity of b in the first argument and of R', we have
b((po, p') + b((p-, p') = b(sPk, p') = 0 = R'((Pk) = R' (p+) + Ru (w-). (3.38)
If we set b(Wf, pu )= Ru (p), then (3.38) becomes
b(p-,p') = Ru(yp-). (3.39)
Observe that [ap]' = ±6k , k, 1 = 0,1, 2,. , NH, where 6Jk is the Kronecker delta.
We then have
k = b(yp+, p') = Ru (p+), (3.40)
and (3.39) becomes
-_)uJk= b(cp-,peH) -= ( - (3.41)
Equations (3.40) and (3.41) are consistent because of (3.38). Thus, (3.34) is solvable
for v = 99k. To show that (3.34) is solvable for v E XH, we set
The calculation
NH
v = Z(ov +vA-p7).
(Vb(W+,pu) + fb(7,-p ))
NH
= Z (V (p+)
k=O
NH
=R a 1 (v+ O +v V-P = u R(v),
(k=0 kk
(3.42)
then shows that pu , defined by (3.40), is the desired solution to (3.34).
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b(v, pu) =
NH
+ u (W-)
Wk (W =
To determine p' at the node Xk, we simply evaluates (3.40), the end result being
k (AHH 1 C2 k AHH c1c2 +2
PUI = 3 H +2) 3 +H 2  11H , k = 0, 1, .-, NH - L
(3.43)
In view of the periodicity of us, PH is also periodic, i.e. uiNH= _ u10. The arguments
above equally apply to determining p. We shall not repeat the arguments but give
the explicit expression for n as follows:
p*k( -- H C HH + C+ C2 +1, k=0,1, - -, NH - 1,
(3.44)
The periodicity of 0H, of course, implies that of p, i.e. p -,NH ,o
We then form the hybrid flux p± = ip" - pH- The parameter , is used to
optimize the bounds thus-obtained. The optimal choice of K is given by (2.29) and
the optimized bounds are given by (2.31).
In the fourth step, we find PU E kh, and 60 E Z,, such that
2as(u, v) = Ru(v) - b(v,pu), Vv E Xh, (3.45)
2a'(d0,v) = RO(v) - b(v,p'4), Vv E Xh. (3.46)
The solvability of (3.45) and (3.46) require justification. The systems in (3.45) and
(3.46) are singular. Since (3.45) is a sequence of uncoupled local Neumann subprob-
lems, it is convenient to consider it on an (coarse-mesh) elemental basis. We fix a
k, k = 1, 2, - - -, NH, and set v = 1 in (Xk-1, Xk) and zero elsewhere. The left side
of (3.45) vanishes because the corresponding subblock of the associated matrix As of
as has one dimensional null space spanned by (1,1, ... 1)T. The right side of (3.45)
also vanishes because of (3.34). As a result, the "vector" on the right side of (3.45) is
in the column space of the concerned subblock of As. Thus, (3.45) is solvable. The
solvability of (3.46) can be similarly justified. We next define the reconstructed error
di = &F -1 84 '.
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In the final step, we form the optimized bound
s* = Re S(UH, AH) ± K*as(6±± (347)
3.4 Some Error Estimates
Error estimates for finite element approximations of nonsymmetric eigenvalue prob-
lems are extremely sparse in the literature. In contrast, that of symmetric eigenvalue
problems [20] are readily available. The key of the proof of the error estimates in
the symmetric case is the a-optimality of the finite element solutions, a property
which, unfortunately, solutions to nonsymmetric problems do not enjoy [15). Thus,
the general proof of error estimates for the nonsymmetric case is difficult. This partly
explains the sparsity of error estimates for the nonsymmetric eigenvalue problem in
the literature.
We obtain some error estimates specific to our example in this section. The error
estimates obtained will be used in the next section to analyze the bounds. Our
approach closely follows the idea in [5].
We first solve the generalized eigenvalues problem (A - AM)lk = 0, where A and
M are as in (3.18). The generalized eigenvalue problem can be written as a sequence
of difference equations, namely
- - ) -1+ 2uk + (- + ukC2 ) +1 _ Uk-1 + 2hUk + hUk+1), (3.48)
k = 1,2, ... , N, with periodic boundary condition
(N f (3.49)
To solve the difference equations, we let uk =rk . The periodic boundary condition
(3.49) forces r N= 1, whose solutions are the N-th roots of unity, rj = e i2 7r/N 7
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j = 0, 1, 2, - - -, N - 1. The difference equations (3.48) can be rearranged to give
-l(U +1+Uk-l)+ 2(u3 +1 u_ - 1)+ 2c 1h2(3 2 3 - h U 3 +u~) + 2huk
k = 1,2, - -- , N - 1. We calculate
k +1 + 2wj - 2U COS ,u3 +u' =2c N Uj+1 k- = 2iuj sin .
Substitute (3.51) into (3.50), we obtain
2" (1 - cos 2E) + ic2 sin 2 _/
(2+cos 2 7)
12c1 sin 2 E2N
h2(2 + Co 2lri)
3c 2 sin 2irj
N
Assuming 27rj/N < 1, and expanding the numerators and denominators in powers
of 7rj/N, we have
1
2 + cos jN
1
sin2 -N
sin 27rj 2
N 7rjSN /
2 (r2 +
9 (N)
2
27
j 4
N
1
(3.53)
(3.54)N
4
3
rj
\N
4
15
rj )
N ) (3.55)
With (3.53)-(3.55) we are ready to estimate the error in the eigenvalue. To wit, the
real part of 1j is given by
Re 1=12c,
12c 1
h2
2 * 2ir'sin -(2+ Cos r)-N N
7r2j2
N2
7r 4 +
3 N4 +
= 4c1 7r 2 j2 + 4c13 2+h2 o(h4).
The first term on the right in the last line of (3.56) is the real part of the exact j-th
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= A (U +1 (3.50)
Aj
(3.51)
(3.52)
1 27r2j 2
+9 N2 +
(3.56)
+, - -4-
eigenvalue. It follows that
(3.57)I Re Aj - Re AI = O(h 2 ).
For the imaginary part, we proceed in the same manner:
3c2 sin 2jImA = N
h(2 + cos 2 'j
3c2(wrj
h 2N
4 7r 3j 3
3 N 3
4 7r5j 5
15 N5
(1
"3
27r2 2
9 N 2
2 r j4
27 N 4
= 2c 2 jr- 8c2j 57r5 h4 + O(h6)C21 7r 45
(3.58)
The first term on the right in the last line of (3.58) is the imaginary part of the exact
j-th eigenvalue. Thus, we have
IIm Aj - ImA3I = O(h4 ). (3.59)
Combining (3.57) and (3.59), we conclude that
as h -+ 0. (3.60)
We next obtain the order estimate of the error in the eigenfunction IeIy. From the
paragraph following (3.49) we can write down the reduced unnormalized eigenfunction
fi immediately:
N
iii = Z 4,f EU'( 1Ok,
k=1
U = ei2 rjk/N, k = 1, 2, , N.
The L 2 norm squared of iij is given by |iijf1 22 = HMUy, where the superscript H
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(3.61)
Je Aj - jj = O(h 2),
denotes Hermitian transpose,
||j 11 2 k -1LIjI2 L i 6 ui-
k=1
2 + cos2ijN
3
2h k
+3 + h +1
k=1
i U (2 + Cos 2 ))
It follows from (3.61) and (3.62) that the reduced normalized eigenfunction (again
denoted by iij) is
2+cs3 i2 ijk/Npk.-
N k=1
The error e is then given by e =uj - iij. In (Xk_1, Xk), k = 1, 2,--, N,
(3-63)
ex = i27rjei21jx - 3 ei2xjk/N
2+cos 2N
_ 
i27j~k-l)/N
h
Z1 = i27rje'2irjx 3 
ei27jk/N _ ei27j(k-1)/N
S2+ cos2 N h
in the identity Izi - z2 12 = Izi1 2 + Iz2 12 - 2 Re(zif 2 ), we obtain
12 sin 2 5 27rj|ez| 2 = 47r2 j 2 + Nh2(2 +cos 2-'!) h
3 k-i .. k3_ [sin 2,7rj(x- k1) 
-sin 2irj(x -- )A.
2+cos2 r, N N
(3.66)
Integrating lexi 2 over (Xk_1, Xk), we have
12 sin2 i
lexI2 dx = 41r2 j 2 h + Nh(2 + cos? W
2 3
2 +cos2.t[N
35
(3.62)
Setting
(3.64)
(3.65)
J Xkxk-1 -COS 27.N (3.67)
Summing over k, we obtain
as(e, e)= j
N
|ex12 dx = E
k=1
12N sin 2 ja
=h(2 + cos N)
2N 3 27rj
h \ 2 + Co [ N
= 47r2 j2 + N 2 (1 _ cos27rJ) 6 4 3
N 2 +cos \ 2 +cos? 'I~
where Nh = 1 has been exploited. We again assume that 27rj/N < 1. Expanding
the last two terms in (3.68) in powers of rj/N, we have
1 - os N
6
2 + cos 2rN
2 4
45=N
-4 3 2
2 + cos2ij=-N
2 - 4 2
N -- (3.69)
(3.70)(In")
6
N
Inserting (3.69) and (3.70) into (3.68) and collecting powers of irj/N, we obtain
as(e, e) = 47r2 j2 + N2 [-4 ( + 3 + - =47rY h2 + O(h4 ).3
We shall also need the L 2 norm of e, i.e., the M-norm of e.
1, 2, ... ,N, ii is given by
kN 
1)]j +3 e 27rj(k-l)/N + N(ei2 7rjk/N - ei27rj(k-1)/N) -\+cos 2I
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|ex12 dx
(3.68)
(3.71)
In (Xk_1, Xk), k -
(3.72)
The modulus squared of the error e = uj - is in (Xk-1, Xk) is found to be
Iuj12 + Jfii 2 - 2 Re(uji13 )
1+ 2+cos 1 + 4N
2 sin2
-2N sin2k - 1
-2 cos 27r
\2cos2' I
+N (cos 27j X- k)SN)
- 1N
-cos 27rj (X k N 1 N )
(3.73)
Integrating Iu3 - 2iij 1 over (Xk_1, Xk), we obtain
|uj-Uiit 2 dx h+ 32 + cos 221N [h
2
3 sin2 (7I)]
8N 3
(27rj) 2 2 + cos 2 jN
sin2 (__)
(3.74)
Summing over k, and after simplification, we have
J1 Iui - ii|2 dx =
J Xk
k=1 Xk-1
| - |ii2 dx
(3.75)
= 2-2 (- sin2
rj \2+cos N
Assuming 27rj/N < 1. Expanding the second term on the right side of (3.75) in
powers of 7rj/N and collecting terms, we arrive at the desired result
IleI|2 = 1 Iu - 6ii2 dx = 4h +4 Y h6 +O(h).189
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ju3 - 3ii2 =
Xk-1
(3.76)
_r k - 1
3.5 Analysis of Bounds
Denote by (e, e) = (Uh - UH, Ah - AH) the error. Let us compute
F((eE), (e, E), (e,E)) = -Em(e, e) - em(e, e) + K(m(e, e) + m(e, e))2
= -em(e, e) + Km(e, e) (3.77)
= -2i(Im e)m(e, e),
F((e, E), (e, e), ('H, OH)) = -em(e, OH), (3.78)
em(e, UH) + Km(uH, e)
Es((e, e), (e, e)) = -(Re AH)m(e, e) + 2 (3.79)M 2 (3.79)
- -(Re AH)m(e, e) + Re em(e, uH).
Thus, (2.41) and (2.42) become
s= Re S(Uh)-rE(e- -, e- -)+r'(Re AH)m(e, e)+Re Em(e, 'H)- Re em(e, UH),
(3.80)
s+= Re S(Uh)+Eg (e-8+, e- +)-r,(Re A H)m(e, e)+Re em(e, 'Ob)+Ir Re em(e, UH).
(3.81)
It is evident that the last three members on the right of (3.80) and (3.81) involve
weaker norms. In fact, we have
m(e, e) = 1|e1I22 = 0(H 4 ), (3.82)
I Reem(e, uH)j IeteIIL2 Iu IIL2 = 0(H 4 ), (3.83)
| Reem(e, @/H) 5 IeIeIL2IjlPHIiL2 = O(H 4), (3.84)
where the last two estimates follow from straightforward applications of Cauchy-
Schwarz inequality and 161 = O(H 2 ), lje1IL2 = O(H 2 ), established in section 3.4.
The principal departure of the lower bound from the true value is due to the term
KE (e - -, e - 6), which we expect to be 0(H 2). The order estimates (3.82)-(3.84)
and the bound expressions (3.80) and (3.81) are confirmed by numerical computation.
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Here, the convergence of the bounds is O(H 2 ) for both real and imaginary parts of
the eigenvalue outputs. However, the convergence of the imaginary part of the eigen-
values is O(H 4 ). Thus, we only have suboptimal, rather than optimal, convergence
for the imaginary part outputs.
3.6 Existence of the Output Adjoint
In section 3.3, we raised the question of whether IH exists such that m(uH, OH) - 0-
It is the purpose of the present section to give an affirmative answer to this question.
In section 3.5 we showed that j, = (u}, , u)T, 3- ei2k/N, k = 1 2 N
is a right eigenvector of the generalized eigenvalue problem (A - AjM)_kj = 0. We
now show that ikj is also a left eigenvector of the same generalized eigenvalue problem,
that is, _uj satisfies the equation
1k (A - A1M) = 0, (3.85)
where 0 is the Hermitian transpose of jk.
We first compute the k-th entry of the vector AHyjy, where the superscript H
denotes Hermitian transpose,
= H j 1 C 1 + 2c k i C1  C2
_ C1 ( k±1.+ k-1~ C kU+ k 1 2 ck
k-c 1_ o 7j i . -f i -iC in 27,j.
k 4c, 2 7 - 21rj
= h sin 
- C2sin N
(3.86)
39
Similarly, the k-th entry of the vector MHu. is
(MHmj )k =
hkl 2 hk hk~h k-1 2h k h k+1-U. +-U.+ U
6'- 33J 6'-
= (Uk+1 + Uh-k) +2h Uk
6 i 3 3
huk 2irj
- (2 + cos ).3 N
Taking the complex conjugate of (3.52), we obtain
4 sin 2 - C2sin2j
A- h N N(2 + cos 2 r')
hupMultiplying (3.88) by L 2(2 + cos 27J), we have
k 4c1 s 2 7
u* h sin -
-
27rj
- z2 inN )
= hu4
A,3 3(2
But the left and right sides of (3.89) are precisely (3.86) and Aj
k = 1,2, ... ,N. In other words,
(AH - A MH )j = 0.
times (3.87), for
(3.90)
Taking Hermitian transpose of (3.90), we arrive at the desired result
H, (A - AM) = 0. (3.91)
We have established that 011 = u3 is one left eigenvector for which m(uH, OH) - 0-
Thus, the question posed at the beginning of this section is solved.
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(3.87)
(3.88)
27rj
+cos (3.89)
Chapter 4
Numerical Results
4.1 Numerical Solutions and Bounds
We have presented the general formulation of the bound procedure in chapter 2, as
well as the formulation specific to the eigenvalue problem of the convection-diffusion
operator in one space dimension in chapter 3. In this final chapter, we present the
numerical results obtained by the bound procedure given in previous chapters.
We first give information on the finite element configuration. The coarse mesh
'TH used consists of 2 ' linear elements of equal length, k = 3, 4,- -, 10, and the fine
mesh consists of 212 linear elements. The system parameters are ci = C2 = 1. The
(non-zero) exact eigenvalues are A3 = 4cij 2 r2 ± 2ic2 j7r, j = 1, 2, --. Only the first
four non-zero eigenvalues with positive imaginary parts are computed. Solvability
of (3.34) and (3.35), and of (3.45) and (3.46) are checked to hold up to reasonable
precision. The bound expressions (3.80) and (3.81) are also checked to hold in the
range of H tested.
Figure 4-1 to Figure 4-8 show the real and imaginary parts of the fine space
solutions Uh, j = 1, 2, 3,4, respectively. The eigenfunctions displayed are instances of
(3.63), for j = 1, 2,3,4, up to complex multiplicative factors of unit modulus.
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Figure 4-1: Plots of Re uh versus x, for j = 1.
0.1 0.2 0.3 0.4
Figure 4-2: Plots of
0.5 0.6 0.7 0.8 0.9
Im Uhversus x, for j = 1.
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Figure 4-3: Plots of Re Uh versus x, for j = 2.
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Figure 4-4: Plots of Im Uh versus
0.7 0.8 0.9
x, for j = 2.
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We define the predicted output spre by
s* +s
Spre =+ 2 (4.1)
where s* are given as in (3.47).
We next present the bounds and errors for the first four nonzero eigenmodes with
s*- Re Apositive imaginary parts. Figure 4-9 shows the real parts of the errors + Ah
Re Ah
(marked "+"), and Re Ah - S (marked "o"), j = 1. Figure 4-10 shows the conver-Re Ah
gence of the upper bound s*, the lower bound s*, and the predicted real part of the
eigenvalue A, (the dotted line). Figure 4-11 to Figure 4-24 show the corresponding
results for other eigenvalues. The figures should be self-explanatory.
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We see from Figure 4-9 to Figure 4-24 that the error is rather large when the mesh
is coarse, especially when j is large, given the finer structure of the eigenfunctions.
As H is reduced, the bound gaps decrease in the expected optimal rate O(H 2), as
evidenced in Figures 4-9, 4-11, etc.
4.2 Further Work
We have considered the eigenproblem of the convection-diffusion operator in one space
dimension. The matrices involved are tridiagonal or at worst quasi-tridiagonal.
Consider the convection-diffusion operator in the unit square [0, 1]2 in two space
dimension:
-c 1 V 2 u(x, y) + c 2Ux(X, y) + c3 uy(x, y) = Au(x, y), 0 < x, y < 1,
u(0, y) = u(1, y), 0 <y , (4.2)
u(x, 0) = u(x, 1), 0 < x <1
where ci > 0, c2 , c3 E R. We can seek plane wave solution of the form
u(x, y) = ei(kxk2y). (43)
Taking derivatives, we have
ux = ikiu, u = ik2 u, ux = -k u, Un, = -k u. (4.4)
On substituting (4.4) into (4.2), we obtain
A = c1 (k2 + k2) + i(c2 ki + cAk2 ). (4.5)
Periodicities of u in x, y demand that k, = 27rj, k2 = 21rk, respectively, where j, k =
0, +1, +2,.... Thus, the exact eigenvalues are Aj,k = 47 2 c1 (j 2 + k 2 ) + i27r(c2j + cAk),
j, k = 0, i1, ±2, - --.
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In applying the bound technique to eigenproblem in two space dimensions, some
difficulties are foreseen.
First, from the above discussion, we see that if c2 and c3 are equal, then the two
modes (j, k) and (k, j), j # k, give the same eigenvalue A,k . It follows that one
needs to deal with degenerate eigenvalues. Power iterations or inverse iterations fail
to compute degenerate eigenpairs. Instead, subspace iterations are needed.
Second, solutions of nonsymmetric linear systems are involved in the iterations
for eigenpairs. This may be an issue, though not as subtle as the next one.
Third, the formation of hybrid flux and calculation of reconstructed error may
also present difficulty. The difficulty lies in that the systems of equations that need
to be solved for the hybrid flux and reconstructed error are singular. It is not clear at
this moment whether solvability is assured, and the solvability issue will be critical
to the success of the bound procedure.
It is anticipated that the bound procedure carries through to eigenvalue problems
in two space dimensions. The last issue just discussed requires further research.
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Appendix A
Solving Quasi-tridiagonal Systems
Let A E C"" be a quasi-tridiagonal matrix, i.e., A is of the form
(b, c, ... ... a1
a 2  b2 c2  ---
c, - -an bn
where aj, bi and ci, i = 1, 2, ... , n, are the only nonzero entries of A. Suppose that
A is non-singular. The quasi-tridiagonal system Ax = f can be solved by the usual
Gaussian Elimination. However, the elimination of c, will introduce fill-in's in the
last row which entail extra effort to eliminate. A better way of solution is as follows
[8]. The above system of equations can be partitioned as
bi c1  \ ) ) \\
0
a 2  b2  c2  X2 f2
. + Xa .b-). (A.2)
0
\ an-1 bn_1 xn_1l fn-1
cnX1 + anxn-1 + bnxn = fn. (A.3)
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Let
(bi
Ia2
h =
From (A.2), we have
C
hi
hn-1
/bi
a 2
g
The first and the (n - 1)-st components are
Xi = hi + Xngi,
Xn_1 = hn_1 + Xngn_1.
Substituting (A.6) and (A.7) into (A.3), we obtain
f= - Cngi - anhn_1
X= n + Cn91 + angn-1
x1 , ... , n_1 are then determined by (A.5) and (A.8), namely,
Xi = hi + Xngi,
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Ci
C2
bn-1 1 /J
Ci I,0C2
n--1 bn-1J
IL
01
(CnA1
(A.4)
(A.5)) 91+ Xn ign-1
(A.6)
(A.7)
(A.8)
(A.9)
fn-1
1
\
X1
Xn-1
Appendix B
Computing Selected Eigenpairs via
Inverse Iterations
Finite element discretization of the continuous eigenvalue problem leads to the gen-
eralized eigenvalue problem
(A - A M)j = 0, (B. 1)
where M is symmetric positive definite. We shall consider the computation of eigen-
pair (A, 1) for the generalized eigenvalue problem in this section.
Assume that A is a simple eigenvalue. To compute the eigenpair (A, x), since M
is symmetric positive definite, one can consider the equivalent eigenvalue problem
(M-1 A - AI)_ = 0. (B.2)
The eigenpairs (A, 1) with A of largest and smallest modulus can be computed by
power iterations and inverse power iterations, respectively. A better alternative is to
employ the power iterations with shift [7], as follows:
Let p E C be such that A - piM is non-singular.
q(0) E C" with ||q(0)||2 = 1.
for k = 1, 2, -.-
Solve (A - pM)z(k) = Mq(k-1)
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q(k) -- (k)/j 1 Zjk) 112
A(k) . q(k)HM-Aq(k)
end
The approximate eigenpair (A(k), q(k)) will converge to the corresponding eigenpair
(A, x) with A closest to pL.
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