Some Ultraspheroidal Monogenic Clifford Gegenbauer Jacobi Polynomials
  and Associated Wavelets by Arfaoui, Sabrine & Mabrouk, Anouar Ben
ar
X
iv
:1
70
4.
03
51
2v
1 
 [m
ath
.C
A]
  6
 A
pr
 20
17
Some Ultraspheroidal Monogenic Clifford
Gegenbauer Jacobi Polynomials and
Associated Wavelets
Sabrine Arfaoui
Department of Informatics, Higher Institute of Applied Sciences and Technology of
Mateur, Street of Tabarka, 7030 Mateur, Tunisia.
and
Research Unit of Algebra, Number Theory and Nonlinear Analysis UR11ES50,
Faculty of Sciences, Monastir 5000, Tunisia.
Anouar Ben Mabrouk
Higher Institute of Applied Mathematics and Informatics, University of Kairouan,
Street of Assad Ibn Alfourat, Kairouan 3100, Tunisia.
and
Research Unit of Algebra, Number Theory and Nonlinear Analysis UR11ES50,
Faculty of Sciences, Monastir 5000, Tunisia.
Abstract
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1 Introduction
Spheroidal functions or precisely spheroidal wave functions are issued from
the wave equation
∇2w + k2w = 0.
By considering solutions of separated variables in an elliptic cylinder coordi-
nates system, or the prolate or oblate spheroids, such solutions satisfy a second
order ODE of the form
(1− t2)w′′ + 2αtw′ + (β − γ2t2)w = 0.
for both radial and angular functions. In fact, prolate and oblate spheroidal
coordinate systems are results of rotating the two-dimensional elliptic coordi-
nate system, consisting of confocal ellipses and hyperbolas, about the major
and minor axes of the ellipses. See [1], [22], [28], [36], [37] [31]. This last equa-
tion leads to special functions such as Bessel, Airy, ... and special polynomials
such as Gegenbauer, Legendre, Chebyshev, .... This is a first idea behind the
link between these functions and a first motivation of our work and its titling
as spheroidal wavelets. Besides, spheroidal functions have been in the basis of
modeling physical phenomena where the wave behaviour is pointed out such
as radars, antennas, 3D-images, ... Recall also that Gegenbauer polynomials
themselves are strongly related to spheroidal functions since their appearance
and these are called ultraspheroidal polynomials. See [2], [11], [12], [21], [22],
[26], [29], [33].
The use of wavelets in the analysis of functions is widespread especially in the
last decades. Nowadays, wavelets are interesting and useful tools in many fields
such as mathematics, quantum physics, electrical engineering, time/image pro-
cessing, bio-signals, seismology, geology, .....
Wavelets have been created to meet a need in signal processing that is not
well understood by Fourier theory. Classical Fourier analysis provides a global
approach for signals as it replaces the analyzed function with a whole-space
description (See (11) later). Wavelet analysis in contrast decomposes the signal
in both time and frequency and describes it locally and globally, as the need.
Wavelet analysis of a function f in the space of able analyzed functions (gen-
erally L2) starts by convoluting it with local copy of a wavelet mother function
ψ known as the analyzing wavelet relatively to 2-parameters; One real num-
ber parameter a > 0 defines the dilation parameter or the scale and one space
parameter b in the same space as the function f and ψ domains defines the
translation parameter or the position. Such copy is denoted usually by ψa,b
and is defined by
ψa,b(x) = a
− 1
2ψ(
x− b
a
). (1)
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To be a good candidate as a wavelet mother, an admissibility assumption on
the function ψ is usually assumed. It states that
Aψ =
∫ +∞
−∞
|ψ̂(u)|2
|u|
du < +∞, (2)
where ψ̂ is the Fourier transform of ψ.
The convolution of the analyzed function f with the copy ψa,b defines the so-
called wavelet transform of f or exactly the Continuous Wavelet Transform
(CWT) expressed by
Ca,b(f) =< f, ψa,b >=
∫ +∞
−∞
f(x)ψa,b(x)dx. (3)
Whenever the admissibility condition is fulfilled, the analyzed function f may
be reconstructed in an L2 sense as
f(x) =
1
Aψ
∫
R
∫ +∞
0
Ca,b(f)ψa,b(x)
da
a2
db, (4)
where the equality has to be understood in the L2-sense (See [15], [16]). This
equality will be proved later in the present context of Clifford Gegenbauer-
Jacobi type wavelets.
Usually analyzing wavelets are related also to moments. The regularity of the
analyzing wavelet ψ is related to a number of vanishing moments that should
be satisfied ∫ +∞
−∞
xnψ(x)dx = 0, n = 0, 1, . . . , N. (5)
Such a condition helps to analyze functions of some fixed regularity. In wavelet
theory, the first result relating regularity to wavelet transforms is due to Jaf-
fard (See [14], [15], [16]) and is stated as follows.
Proposition 1 Let ψ be a Cr(Rm) function with all moments of order less
than r vanishing and all derivatives of order less than r well localized.
• f ∈ Cα(Rm) if and only if |Ca,b(f)| ≤ Ca
α for all b and 0 < a << 1.
• If f ∈ Cα(x0), then for 0 < a << 1 and |b− x0| ≤ 1/2,
|Ca,b(f)| ≤ Ca
α
(
1 +
|b− x0|
a
)α
. (6)
• If (6) holds and if f ∈ Cε(Rm) for an ε > 0, then there exists a polynomial
P such that, if |x− x0| ≤ 1/2,
|f(x)− P (x− x0)| ≤ C|x− x0|
α log
(
2
|x− x0|
)
. (7)
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More about regularity, admissibility, vanishing moments and wavelet proper-
ties may be found in [10], [12], [18], [27], [32], [39].
It holds that wavelet theory on the real line and generally on Euclidian spaces
has been extended in some cases of Clifford analysis. The classical wavelet the-
ory can be constructed in the framework of Clifford analysis. Clifford analysis
deals with so-called monogenic functions which are described as solutions of
the Dirac operator and/or direct higher dimensional generalizations of holo-
morphic functions in the complex plane. Clifford wavelets and the possibility to
construct orthogonal wavelet bases and consequently multiresolution analyses
associated has been the object of several works, but remain to be a fascinating
subject of researches. In [3] a multiresolution analysis in the context of Clifford
analysis has been provided. Clifford scaling functions, Clifford wavelets as well
as related wavelet filters has been developed.and proved to be applicable in
quantum mechanics. In [19] and [20], spheroidal wavelets leading to frames
as well as multiresolution analysis have been developed. It was proved that
spheroidal functions may induce good candidates characterized by localiza-
tions in both frequency and space and thus lead to good wavelets. More facts
about Clifford wavelets and discussions on possible associated multiresolution
analyses may be found in [4], [5], [6], [7], [8], [9], [13].
Let Ω be an open subset of Rm or Rm+1 and f : Ω → A, where A is the real
Clifford algebra Rm (or Cm). f may be written in the form
f =
∑
A
fAeA (8)
where the functions fA are R (or C)-valued and (eA)A is a suitable basis of A.
Despite the fact that Clifford analysis generalizes the most important features
of classical complex analysis, monogenic functions do not enjoy all properties
of holomorphic functions of one complex variable. For instance, due to the
non-commutativity of the Clifford algebras, the product of two monogenic
functions is in general not monogenic. It is therefore natural to look for specific
techniques to construct monogenic functions. See [4], [12], [32].
In the literature, there are several techniques available to generate monogenic
functions such as the Cauchy-Kowalevski extension (CK-extension) which con-
sists in finding a monogenic extension g∗ of an analytic function g defined on
a given subset in Rm+1 of positive codimension. For analytic functions g on
the plane {(x0, x) ∈ R
m+1, x0 = 0} the problem may be stated as follows:
Find g∗ ∈ A such that
∂x0g
∗ = −∂xg
∗ in Rm+1 and g∗(0, x) = g(x). (9)
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A formal solution is
g∗(x0, x) = exp(−x0∂x)g(x) =
∞∑
k=0
(−x0)
k
k!
∂kxg(x). (10)
It may be proved that (10) is a monogenic extension of the function g in Rm+1.
Moreover, by the uniqueness theorem for monogenic functions this extension
is also unique. See [4], [12], [32], [39], [40] and the references therein.
The organization of this paper is as follows: In section 2, a brief overview of
some properties of the Clifford and Fourier analysis has been conducted. Sec-
tion 3 is devoted to a review of the class of Gegenbauer-Jacobi polynomials in
the framework of Clifford analysis. In section 4, some new classes of polyno-
mials generalizing those of section 3 are developed by adapting 2-parameters
weights and thus applied to introduce some new wavelets. Section 5 is devoted
to the link and discussions about the present case and Legendre and Tcheby-
shev polynomials as well as the role of the parameters α and β in the Clifford
weight function applied here. We concluded afterward.
2 Clifford analysis revisited
In this section we revisit some basic concepts that will be used later. Let f be
in L1(Rm). Its Fourier transform denoted usually f̂ or F(f) is given by
f̂(η) = F(f)(η) =
1
(2π)
m
2
∫
Rm
exp(−ix.η)f(x)dx, (11)
where dx is the Lebesgues measure on Rm and x.η is the standard inner
product of x and η in Rm.
Clifford analysis appeared as a generalization of the complex analysis and
Hamiltonians. It extended complex calculus to some type of finite-dimensional
associative algebra known as Clifford algebra endowed with suitable operations
as well as inner products and norms. It is now applied widely in a variety of
fields including geometry and theoretical physics. See [4], [12], [13], [21], [22],
[23], [32], [33], [35], [39] and the references therein.
Clifford analysis offers a functional theory extending the one of holomorphic
functions of one complex variable. Starting from the real space Rm, (m ≥ 2)
(or Cm) endowed with an orthonormal basis (e1, . . . , em), the Clifford algebra
Rm (or Cm) starts by introducing a suitable interior product. Let
e2j = −1, j = 1, . . . , m,
ejek + ekej = 0, j 6= k, j, k = 1, . . . , m.
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It is straightforward that this is a non-commutative multiplication. Two anti-
involutions on the Clifford algebra are important. The conjugation is defined
as the anti-involution for which
ej = −ej , j = 1, . . . , m.
The inversion is defined as the anti-involution for which
e+j = ej, j = 1, . . . , m.
This yields a basis of the Clifford algebra (eA : A ⊂ {1, . . . , m}) where e∅ = 1
is the identity element. As these rules are defined, the Euclidian space Rm is
then embedded in the Clifford algebras Rm (or Cm) by identifying the vector
x = (x1, . . . , xm) with the vector x given by
x =
m∑
j=1
ejxj .
The product of two vectors is given by
x y = x.y + x ∧ y
where
x.y = − < x, y >= −
m∑
j=1
xj yj
and
x ∧ y =
m∑
j=1
m∑
k=j+1
ej ek(xj yk − xkyj).
is the wedge product. In particular,
x2 = − < x, x >= −|x|2.
An Rm or Cm-valued function F (x1, . . . , xm), respectively F (x0, x1, . . . , xm) is
called right monogenic in an open region of Rm, respectively, or Rm+1, if in
that region
F∂x = 0, respectively F (∂x0 + ∂x) = 0.
Here ∂x is the Dirac operator in R
m defined by
∂x =
m∑
j=1
ej∂xj
and which splits the Laplacian in Rm as
∆m = −∂
2
x,
whereas ∂x0 + ∂x is the Cauchy-Riemann operator in R
m+1 for which
∆m+1 = (∂x0 + ∂x)(∂x0 + ∂x)
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Introducing spherical co-ordinates in Rm by
x = rω, r = |x| ∈ [0,+∞[, ω ∈ Sm−1,
where Sm−1 is the unit sphere in Rm, the Dirac operator takes the form
∂x = ω
(
∂r +
1
r
Γω
)
where
Γω = −
∑
i<j
eiej(xi∂xj − xj∂xi)
is the so-called spherical Dirac operator which depends only on the angular
co-ordinates.
As for the Euclidian case, Fourier analysis is extended to Clifford Fourier
analysis [4], [6], [7], [10]. The idea behind the definition of the Clifford Fourier
transform originates from the operator exponential representation of the clas-
sical Fourier transform by means of Hermite operators. Throughout this article
the Clifford-Fourier transform of f is given by
F(f(x))(y) =
∫
Rm
e−i<x,y> f(x)dV (x),
where dV (x) is the Lebesgue measure on Rm.
In the present work, we propose to apply such topics to output some general-
izations of multidimensional Continuous Wavelet Transform in the context of
Clifford analysis.
3 Some old orthogonal polynomials revisited
Firstly, we stress on the fact that the results presented in this section are not
purely new. The same problem is already studied in [5]. (See also [8], [9], [11]
for similar results)
We propose to review the context of real Gegenbauer polynomials on R which
are associated in this case to the real weight function ω(x) = (1+x2)α, α ∈ R,
to the context of Clifford algebra-valued polynomials by considering the same
weight function on the Clifford algebra Rm. So, consider the Clifford algebra-
valued weight function
ωα(x) = (1 + |x|
2)α, α ∈ R.
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The general Clifford-Gegenbauer polynomials, denoted by Gℓ,m,α(x), are gen-
erated by the CK-extension F ∗(t, x) defined by
F ∗(t, x) =
∞∑
ℓ=0
tℓ
ℓ!
Gℓ,m,α(x)ωα−ℓ(x); t ∈ R, x ∈ Rm.
As for the real case of orthogonal polynomials, we impose a left monogenic
property on F ∗ in Rm+1 to obtain a recursive relation on the general Clifford-
Gegenbauer polynomials Gℓ,m,α. Hence, F
∗ is monogenic means that
(∂t + ∂x)F
∗(t, x) = 0. (12)
The first part related to the time derivative is evaluated as
∂tF
∗(t, x) =
∞∑
ℓ=0
tℓ
ℓ!
Gℓ+1,m,α(x)ωα−ℓ−1(x).
Lemma 2 The Dirac operator of xn is given by
∂x(x
n) = γn,mx
n−1. (13)
where,
γn,m =
−n if n is even.−(m+ n− 1) if n is odd.
Now, observing that
∂x(x) = −m, ∂x(x
2) = −2x and ∂x(|x|
2) = 2x,
we get
∂xF
∗(t, x) =
∞∑
ℓ=0
tℓ
ℓ!
(
∂xGℓ,m,α(x)ωα−ℓ(x) +Gℓ,m,α(x)∂xωα−ℓ(x)
)
.
Observing again that
∂xωα−ℓ(x) = 2(α− ℓ)x ωα−ℓ−1(x),
the monogenicity property (12) leads to the recurrence relation
Gℓ+1,m,α(x)ωα−ℓ−1(x) + ωα−ℓ(x)∂xGℓ,m,α(x)
+2(α− ℓ)ωα−ℓ−1(x)xGℓ,m,α(x) = 0,
or equivalently
Gℓ+1,m,α(x) = −2(α− ℓ)xGℓ,m,α(x)− (1 + |x|
2)∂xGℓ,m,α(x). (14)
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Starting from G0,m,α(x) = 1, we obtain as examples
G1,m,α(x) = −2αx,
G2,m,α(x) = 2α[(2(α− 1) +m)x
2 −m],
G3,m,α(x) = [−4α((2α− 1) +m)(α− 1)]x
3 + 4α(α− 1)(m+ 2)x.
The Clifford-Gegenbauer polynomials may be also introduced via the Ro-
drigues formula.
Proposition 3
Gℓ,m,α(x) = (−1)
ℓ ωℓ−α(x)∂
ℓ
x(ωα(x)). (15)
Proof. We proceed by recurrence on ℓ. For ℓ = 1, we have
∂x ωα(x) = 2αxωα−1(x) = (−1)(−2αx)ωα−1(x) = (−1)ωα−1(x)G
α
1,m(x).
Which means that
Gα1,m = (−1)ω1−α(x)∂x ωα(x).
For ℓ = 2, we get
∂(2)x ωα(x) = 2α[2(α− 1)x
2(1− x2)α−2 −m(1− x2)α−1]
= (−1)2ωα−2[2α[2(α− 1) +m]x
2 −m]
= (−1)2ωα−2(x)G2,m,α(x).
Hence,
Gα,β2,m = (−1)
2ω2−α(x)∂
(2)
x ωα(x).
So, assume that
Gα,βℓ,m(x) = (−1)
ℓωℓ−α(x)∂
(ℓ)
x ωα(x).
Denote
ℑ(x) = −2(α− ℓ)x(−1)ℓωℓ−α(x)∂
(ℓ)
x ωα(x),
and
ℜ(x) = (1 + |x|2)(−1)ℓ2(ℓ− α)xωℓ−α−1(x) ∂
ℓ
xωα(x).
From (14) and (15) we obtain
Gα,βℓ+1,m(x) = −2(α− ℓ)x(−1)
ℓωℓ−α(x)∂
(ℓ)
x ωα(x)
−(1 + |x|2)∂x[(−1)
ℓωℓ−α(x)∂
(ℓ)
x ωα(x)]
= ℑ(x)− ℜ(x)− (1 + |x|2)(−1)ℓωℓ−α(x)∂
(ℓ+1)
x ωα(x).
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Simple calculus yield that
ℜ(x) = (1 + |x|2)(−1)ℓ2(ℓ− α)xωℓ−α−1(x) ∂
ℓ
xωα(x)
= (−1)ℓ2(ℓ− α)xωℓ−α(x) ∂
ℓ
xωα(x)
= ℑ(x).
Hence,
Gα,βℓ+1,m(x) = −(1 + |x|
2)(−1)ℓωℓ−α(x)∂
(ℓ+1)
x ωα(x)
= (−1)ℓ+1ωℓ−α+1(x)∂
(ℓ+1)
x ωα(x).
4 A 2-parameters Clifford-Jacobi polynomials and associated wavelets
We propose in this section to introduce a 2-parameters class of polynomials
based on Clifford-Jacobi ones. We denote such polynomials along the whole
section by Zα,βℓ,m(x). These are generated by the weight function
ωα,β(x) = (1− |x|
2)α(1 + |x|2)β
and its CK-extension F ∗ expressed by
F ∗(t, x) =
∞∑
ℓ=0
tℓ
ℓ!
Zα,βℓ,m(x)ωα−ℓ,β−ℓ(x).
For more details about the definition of powers of the form (1±u)α in Clifford
analysis, we may refer to [4], [5], [6], [7], [8] or [9]. Next, we have in one hand
∂F ∗(t, x)
∂t
=
∞∑
ℓ=0
tℓ
ℓ!
Zα,βℓ+1,m(x)ωα−ℓ−1,β−ℓ−1(x),
and on the other hand,
∂F ∗(t, x)
∂x
=
∞∑
ℓ=0
tℓ
ℓ!
(
Zα,βℓ,m(x)∂x ωα−ℓ,β−ℓ(x)
+∂x(Z
α,β
ℓ,m(x))ωα−ℓ,β−ℓ(x)
)
,
where
∂xωα−ℓ,β−ℓ(x) = −2(α− ℓ)xωα−ℓ−1,β−ℓ(x)
+2(β − ℓ)xωα−ℓ,β−ℓ−1(x).
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Then
∂F ∗(t, x)
∂x
=
∞∑
ℓ=0
tℓ
ℓ!
Zα,βℓ,m(x)[−2(α− ℓ)xωα−ℓ−1,β−ℓ(x)
+2(β − ℓ)xωα−ℓ,β−ℓ−1(x)] + ∂x(Z
α,β
ℓ,m(x))ωα−ℓ,β−ℓ(x).
From the monogenicity relation, we obtain
(∂t + ∂x)F
∗(t, x)
= Zα,βℓ+1,m(x)ωα−ℓ−1,β−ℓ−1(x) + Z
α,β
ℓ,m(x)[−2(α − ℓ)xωα−ℓ−1,β−ℓx)
+2(β − ℓ)x ωα−ℓ,β−ℓ−1(x)] + ωα−ℓ,β−ℓ(x) ∂x(Z
α,β
ℓ,m(x))
= 0.
Finally, we get the following result.
Proposition 4 The 2-parameters Clifford-Jacobi Polynomials Zα,βℓ,m satisfy the
recurence relation
Zα,βℓ+1,m(x) = [2(α− ℓ)x(1− x
2)− 2(β − ℓ)x (1 + x2)]Zα,βℓ,m(x)
−ω1,1(x)∂x(Z
α,β
ℓ,m(x)).
(16)
For example, starting with Zα,β0,m(x) = 1, a simple calculation yields that
Zα,β1,m(x) = 2αx(1− x
2)− 2βx(1 + x2)
= 2(α− β)x− 2(α + β)x3
For ℓ = 1, we get
Zα,β2,m(x)
= [2(α− 1)x(1− x2)− 2(β − 1)x(1 + x2)][2(α− β)x− 2(α+ β)x3]
+(1− x4)[−2(α− β)m+ 2(α + β)(m+ 2)x2]
= 2(α− β)m+ [4α(α− 1) + 4β(β − 1)− 8αβ − 2(α + β)m]x2
+[8β(β − 1)− 8α(α− 1) + 2(β − α)m]x4
+[4α(α− 1) + 4β(β − 1) + 8αβ + 2(β + α)m]x6.
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For ℓ = 2, we obtain
Zα,β3,m(x)
= [[4(α− β)2 − 4(α + β)]m+ 8α(α− 1) + 8β(β − 1)− 8αβ]x
+ [−26α(α− 1) + 40β(β − 1)− 16αβ − 4(α+ β) + 4(β − α)[α+ β − 2]]x3
+ [16β(β − 1)(α− β)− 16α(α− 1)(α− β)− 4(α− β)2m]
− [4α(α− 1) + 4β(β − 1)− 8αβ − 2(α+ β)m][2(α + β − 2)]x5
+ [8α(α− 1) + 8β(β − 1) + 16αβ + 4(β + α)m](α− β)
− 2[8β(β − 1)− 8α(α− 1) + 2(β − α)m](α + β)x7
− [4α(α− 1) + 4β(β − 1) + 8αβ + 2(β + α)m[2α + 2β − 2]x9.
Remark that Zα,βℓ,m(x) is a polynomial of degree 3ℓ in x.
Proposition 5 The 2-parameters Clifford-Jacobi polynomials Zα,βℓ,m may be
obtained via the Rodrigues formula
Zα,βℓ,m(x) = (−1)
ℓ ωℓ−α,−ℓ−β(x) ∂
ℓ
x[(1 + x
2)α(1− x2)β]. (17)
Proof. For ℓ = 0, the situation is obvious. For ℓ = 1, we have
∂x(ωα,β(x)) = −2αxωα−1,β(x) + 2βxωα,β−1(x)
= (−1) ωα−1,β−1(x)[2αx(1− x
2)− 2βx(1 + x2)]
= (−1) ωα−1,β−1(x)Z
µ,α
1,m(x).
Thus,
Zα,β1,m(x) = (−1)ω1−α,1−β(x)∂x(ωα,β(x)).
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For ℓ = 2, we get
∂2x(ωα,β(x))
= −2α[∂x(x(1 + x
2)α−1)(1− x2)β + x(1 + x2)α−1 ∂x(1− x
2)β]
+2β[∂x(x(1 + x
2)α)(1− x2)β−1 + x(1 + x2)α∂x(1− x
2)β−1]
= 2mαωα−1,β(x) + 4α(α− 1)x
2ωα−2,β(x)
−4αβx2ωα−1,β−1(x)− 2mβ ωα,β−1(x)
−4αβx2ωα−1,β−1(x) + 4β(β − 1)x
2ωα,β−2(x)
= (−1)2ωα−2,β−2(x)[2mαω1,2(x)
+4α(α− 1)x2(1− x2)2 − 4αβx2ω1,1(x)
−2mβω2,1(x)− 4αβx
2ω1,1(x) + 4β(β − 1)x
2(1 + x2)2]
= (−1)2ωα−2,β−2(x)Z
α,β
2,m(x).
Then
Zα,β2,m(x) = (−1)
2ω2−α,2−β(x)∂x(ωα,β(x).
Now assume that
Zα,βℓ,m(x) = (−1)
ℓ ωℓ−α,ℓ−β(x) ∂
ℓ
x ωα,β(x).
Denote
℘ = [2(α− ℓ)x(1− x2)− 2(β − ℓ)x (1 + x2)]
[(−1)ℓ ωℓ−α,ℓ−β(x) ∂
ℓ
x ωα,β(x)]
and
ℵ = (−1)ℓ ω1,1(x) [2(α− ℓ)xωℓ−α−1,ℓ−β(x)
−2(β − ℓ)x ωℓ−α,ℓ−β−1(x)]∂
ℓ
x ωα,β(x).
Then we derive from (16) and (17) that
Zα,βℓ+1,m(x)
= [2(α− ℓ)x(1− x2)− 2(β − ℓ)x (1 + x2)]Zα,βℓ,m(x)
−ω1,1(x)∂xZ
α,β
ℓ,m(x)
= ℘− ℵ − (−1)ℓ ωℓ−α+1,ℓ−β+1(x) ∂
ℓ+1
x ωα,β(x).
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Otherwise, we have
ℵ = (−1)ℓ[2(α− ℓ)xωℓ−α,ℓ−β+1(x)
−2(β − ℓ)x ωℓ−α+1,ℓ−β−1(x)]∂
ℓ
xωα,β(x)
= (−1)ℓ[2(α− ℓ)x(1− x2)
−2(β − ℓ)x(1 + x2)]ωℓ−α,ℓ−β(x)∂
ℓ
xωα,β(x)
= ℘.
Hence,
Zα,βℓ+1,m(x) = (−1)
ℓ+1 ωℓ−α+1,ℓ−β+1(x) ∂
ℓ+1
x (ωα,β(x)).
The following orthogonality relation is proved.
Proposition 6 Let
Iα,βℓ,t,p =
∫
Rm
xℓZα+p,β+pt,m (x)ωα,β(x) dV (x).
For 4t < 1−m− 2(α+ β) we have
Iα,βℓ,t,t = 0. (18)
Proof. Denote
Iℓ,t =
∫
Rm
xℓ ∂tx(ωα+t,β+t(x) dV (x)).
Using Stokes’s theorem, we obtain∫
Rm
xℓZα+t,β+tt,m (x)ωα,β(x)dV (x)
=
∫
Rm
xℓ(−1)tωt−α−t,t−β−t(x)∂
t
x(ωα+t,β+t(x))ωα,β(x) dV (x)
= (−1)t
∫
Rm
xℓ ∂tx(ωα+t,β+t(x) dV (x))
= (−1)t
∫
Rm
xℓ ∂x∂
t−1
x (ωα+t,β+t(x)) dV (x))
= (−1)t
[∫
∂Rm
xℓ∂t−1x ωα+t,β+t(x) dV (x)
−
∫
Rm
∂x(x
ℓ)∂t−1x ωα+t,β+t(x)dV (x)
]
.
Denote already
I =
∫
∂Rm
xℓ∂t−1x ωα+t,β+t(x) dV (x)
and
II =
∫
Rm
∂x(x
ℓ)∂t−1x ωα+t,β+t(x)dV (x).
The integral I vanishes due to the assumption
0 < t <
1−m− 2(α + β)
4
.
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Due to Lemma 2, the second satisfies
II = γl,m
∫
Rm
xℓ−1∂t−1x ωα+t,β+t(x) dV (x) = γl,mIℓ−1,t−1.
Hence, we obtain
∫
Rm
xℓZα+t,β+tt,m (x)ωα,β(x)dV (x)
= (−1)t+1γl,mIℓ−1,t−1
= (−1)t+1γl,m[(−1)
tγl−1,mIℓ−2,t−2]
= (−1)2t+1γl,mγl−1,mIℓ−2,t−2
...
= C(m, ℓ, t)I0
= 0.
where C(m, ℓ, t) = (−1)ml+1
m∏
k=0
γk,m.
Definition 7 The generalized 2-parameters Clifford-Jacobi wavelet mother is
defined by
ψα,βℓ,m(x) = Z
α+ℓ,β+ℓ
ℓ,m (x)ωα,β(x) = (−1)
ℓ∂(ℓ)x ωα+ℓ,β+ℓ(x).
Furthermore, the wavelet ψα,βℓ,m(x) have vanishing moments as is shown in the next
proposition.
Proposition 8 The following assertions hold.
(1) For 0 < k < −m− ℓ− 2(α + β) and k < ℓ we have
∫
Rm
xkψα,βℓ,m(x)dV (x) = 0. (19)
(2) Its Clifford-Fourier transform is
̂ψα,βℓ,m(u) = (−i)
ℓ ξℓ(2π)
m
2 ρ1−
m
2
+ℓ
∫ ∞
0
ω˜lα,β(r) Jm2 −1(rρ)dr. (20)
where
ω˜lα,β(r) = ((1− r
2)εr)
α+ℓ(1 + r2)β+ℓr
m
2
with εr = sign(1− r).
15
Proof. The first assertion is a natural consequence of Proposition 6. We prove
the second. We have
ψ̂α,βℓ,m(u) =
∫
Rm
ψα,βℓ,m(x)e
−ix.u dV (x)
= (−1)ℓ
∫
Rm
∂ℓx (ωα+ℓ,β+ℓ(x)) e
−ix.u dV (x)
= (−1)ℓ
∫
Rm
ωα+ℓ,β+ℓ(x)e
−ix.u(iu)ℓ dV (x)
= (−1)ℓ (iu)ℓ
∫
Rm
ωα+ℓ,β+ℓ(x) e
−ix.u dV (x)
= (−1)ℓ (iu)ℓ
∫
Rm
(1− |x|2)α+ℓ(1 + |x|2)β+ℓ e−ix.u dV (x)
= (−1)ℓ(iu)ℓ ̂ωα+ℓ,β+ℓ(u).
This Fourier transform can be simplified by using the spherical co-ordinates.
By definition, we have
̂ωα+ℓ,β+ℓ(u) =
∫
Rm
(1− |x|2)α+ℓ(1 + |x|2)β+ℓ e−i<x,u>dV (x) (21)
Introducing spherical co-ordinates
x = rω, u = ρξ, r = |x|, ρ = |u|, ω ∈ Sm−1, ξ ∈ Sm−1
expression (21) becomes
̂ωα+ℓ,β+ℓ(u) =
∫ ∞
0
ω˜lα,β(r) r
m
2
−1 dr
∫
Sm−1
e−i<rω,ρξ>dσ(ω)
where dσ(ω) stands for the Lebesgue measure on Sm−1.
We now use the following technical result which is known in the theory of
Fourier analysis of radial functions and the theory of bessel functions.
Lemma 9 ∫
Sm−1
e−i<rω,ρξ>dσ(ω) =
(2π)
m
2 Jm
2
−1(rρ)
r
m
2
−1ρ
m
2
−1
where Jm
2
−1 is the bessel function of the first kind of order
m
2
− 1.
The proof of this result is a good exercice in Fourier analysis and orthogonal
transformations and may be found in [38].
Now, according to Lemma 9, we obtain
̂ωα+ℓ,β+ℓ(u) = (2π)
m
2 ρ1−
m
2
+ℓ
∫ ∞
0
ω˜lα,β(r)Jm2 −1(rρ)dr.
Consequently, we obtain the following expression for the Fourier transform of
the (α, β)-Clifford-Jacobi wavelets
̂ψα,βℓ,m(u) = (−i)
ℓ ξℓ(2π)
m
2 ρ1−
m
2
+ℓ
∫ ∞
0
ω˜lα,β(r)Jm2 −1(rρ)dr.
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Definition 10 The copy of the generalized 2-parameters Clifford-Jacobi wavelet
at the scale a > 0 and the position b is defined by
b
aψ
α,β
ℓ,m(x) = a
−m
2 ψα,βℓ,m(
x− b
a
).
Definition 11 The wavelet transform of a function f in L2 according to th
generalized 2-parameters Clifford-Jacobi wavelet at the scale a and the position
b is
Ca,b(f) =< f,
b
aψ
α,β
ℓ,m >=
∫
Rm
f(x) baψ
α,β
ℓ,m(x)dV (x).
The following Lemma guarantees that the candidate ψα,βℓ,m is indeed a mother
wavelet. Analogue result is already checked in [5]. The proof is based on the
asymptotic behaviour of Bessel functions and thus left to the reader.
Lemma 12 The quantity
Aα,βℓ,m =
1
ωm
∫
Rm
|ψ̂α,βℓ,m(x)|
2dV (x)
|x|m
is finite. (ωm is the volume of the unit sphere S
m−1 in Rm.
To state the final result dealing with the reconstruction formula relatively to
the constructed new wavelets, we introduce firstly the inner product
< Ca,b(f), Ca,b(g) >=
1
Aα,βℓ,m
∫
Rm
∫ +∞
0
Ca,b(f)Ca,b(g)
da
am+1
dV (b).
We obtain the following result.
Theorem 13 Then, the function f may be reconstructed by
f(x) =
1
Aα,βℓ,m
∫
a>0
∫
b∈Rm
Ca,b(f)ψ
(
x− b
a
)
da dV (b)
am+1
.
where the equality has to be understood in the L2-sense.
The proof reposes on the following result.
Lemma 14 It holds that
∫
a>0
∫
b∈Rm
Ca,b(f)Ca,b(g)
da dV (b)
am+1
= Aµ,αℓ,m
∫
Rm
f(x)g(x)dV (x).
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Proof. Using the Clifford Fourier transform we observe that
Ca,b(f)(b) =
˜
a
m
2
̂f̂(.)ψ̂(a.)(b),
where, h˜(u) = h(−u), ∀h. Thus,
Ca,b(f)Ca,b(g) =
̂(
f̂(.)a
m
2 ψ̂(a.)
)
(−b)
̂(
ĝ(.)a
m
2 ψ̂(a.)
)
(−b).
Consequently,
< Ca,b(f), Ca,b(g) > =
∫
a>0
∫
Rm
̂f̂(.)a
m
2 ψ̂(a.) ̂ĝ(.)a
m
2 ψ̂(a.)
da dV (b)
am+1
=
∫
a>0
∫
Rm
f̂(b)ĝ(b)
am|ψ̂(ab)|2
am+1
da dV (b)
= Aµ,αℓ,m
∫
ω∈Rm
f̂(b)ĝ(b)dV (b)
= Aµ,αℓ,m < f̂, ĝ >
= < f, g > .
Proof of Theorem 13. It follows immediately from lemma 14.
5 Back to Legendre and Chebyshev polynomials
This section is devoted to multi folds. One of the aims is to discuss the link
of the present work and the possibility to construct Clifford-Legender and
Clifford-Techebyshev wavelets. Such an aim is itself a motivation to show the
role of the parameters appearing in the present construction and the fact that
it consists of a large class of polynomials and consequently wavelets that may
englobe for instence a Legendre and a Techebyshev case. Befor doing that we
stress on the fact that in our knwledge there are no previous works that have
developed the special cases of Legendre and Techebyshev polynomials in the
context of Clifford analysis. On work found is dealing with general orthogonal
polynomials in the Clifford context reminiscent of some brief comming back
to the explicit expression of Legendre polynomials in the real case.
Recall firstly that when relaxing the parameter α for the weight function ap-
plied in the present work, we get the Gegenbauer existing case developed in [5]
and [11]. Recall also that classical real analysis affirm that Legendre, Techeby-
shev and Gegenbauer polynomials are issued from three-level recurence rela-
tions such as
Ln+1 =
2n+ 1
n + 1
XLn −
n
n+ 1
Ln−1, ∀n ∈ N
∗ (22)
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for Legendre polynomials,
Tn+1 = 2XTn − Tn−1, ∀n ∈ N
∗ (23)
for Tchebyshev polynomials and
mGpm(x) = 2x(m+ p− 1)G
p
m−1(x)− (m+ 2p− 2)G
p
m−2(x), (24)
for Gegenbauer ones. These three classes of polynomials are defined also by
means of the Rodrigues rule. Legendre polynomials are given by
Ln(x) =
dn
dxn
[
(x2 − 1)n
2nn!
] (25)
which with the Leibnitz rule yields an explicit form
Ln(x) =
1
2n
n∑
k=0
(Ckn)
2(x− 1)n−k(x+ 1)k. (26)
Tchebyshev polynomials are expressed via the Rodrigues rule as
Tn(x) =
2n(−1)nn!
(2n)!
(1− x2)
1
2
dn
dxn
((1− x2)n−
1
2 ), (27)
which also with the Leibnitz rule induces the explicit form
Tn(x) =
1
2n
n∑
k=0
C2k2n(x− 1)
n−k(x+ 1)k. (28)
Gegenbauer polynomials called also ultra-spheroidal polynomials may be in-
troduced via the Rodrigues rule as
Gpm(x) = (−1)
mωm,p(1− x
2)
1
2
−p d
m
dxm
(
(1− x2)p+m−
1
2
)
, (29)
where
ωm,p =
2mm!Γ(p+ 1
2
)Γ(m+ 2p)
Γ(2p)Γ(p+m+ 1
2
)
.
Applying already the Leibnitz derivation rule, we obtain
Gpm(x) =
ωm,p
22mm!
m∑
k=0
C2k2m(x− 1)
m−k(x+ 1)k. (30)
Relatively to weight functions, Legendre polynomials are related to the weight
ωL(x) = (1−x
2)n. Tchebyshev polynomials are issued from the weight function
ωT (x) = (1 − x
2)−1/2. Gegenbauer polynomials are deduced from the weight
function ωG(x) = (1−x
2)p−
1
2 . This means that both Legendre plynomials and
Tchebyshev ones may be deduced from Gegenbauer case by simple choices of
the parameter p in ωG, such that p = n +
1
2
for Legendre polynomials and
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p = 0 for Techebyshev ones. So, a motivated extension in the case of Clifford
analysis may be conducted by applying the same values for the parameter p
in Clifford-Gegenbauer polynomials explicit form to obtain explicit forms for
Clifford-Legendre and Clifford-Techebyshev extensions. Therefore, an eventual
form for Clifford-Legendre polynomials will be deduced from (26) as
Ln(x) =
1
2n
n∑
k=0
(Ckn)
2(−1)n−k(1− x)n−k(1 + x)k (31)
and similarly an explicit Clifford extension of Techebyshev polynomials may
be
Tn(x) =
1
2n
n∑
k=0
C2k2n(−1)
n−k(1− x)n−k(1 + x)k. (32)
A second idea may be developed by comparing the induction rules in the real
case and adopt similar changes on the Gegenbauer induction rule in Clifford
analysis to obtain induction rules for Legendre and Tchebyshev ones. The ex-
plicit forms (31) and (32) may be good starting points to explicit the induction
rules expected. We acheive our paper by proposing these facts as future works.
As a result of these facts, it is immediate that the present case englobe a large
set of Clifford polynomials and consequently of Clifford wavelets that may be
adopted to the cited cases above.
6 Conclusion
In this paper we have introduced new classes of orthogonal polynomials rel-
atively to new 2-parameters weight in the context of Clifford analysis. The
new class generalizes the well known Jacobi and Gegenbauer polynomials.
Such polynomial sets are next applied to introduce new wavelets in Clifford
analysis. Fourier-Plancherel type results are proved for the new classes.
References
[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with
Formulas, Graphs, and Mathematical Tables. National Bureau of Standards,
Applied Mathematics Series, 55, USA, 1964.
[2] J.-P. Antoine, R. Murenzi and P. Vandergheynst, Two-dimensional directional
wavelets in image processing. Int. J. of Imaging Systems and Technology, 7(3)
(1996), 152-165.
20
[3] A. Askari Hemmata and Z. Rahbani, Clifford Wavelets and Clifford-valued
MRAs. Iranian Journal of Mathematical Sciences and Informatics 5(1) (2010),
7-18
[4] F. Brackx, R. Delanghe and F. Sommen, Clifford analysis, Pitman Publication,
1982.
[5] F. Brackx, N. De Schepper and F. Sommen, The Clifford-Gegenbauer
polynomials and the associated continuous wavelet transform. Integral
Transforms and Special Functions, 15(5) (2004), 387-404.
[6] F. Brackx, N. De Schepper and F. Sommen, The Two-Dimensional Clifford-
Fourier Transform. J Math Imaging, 26 (2006), 5-18.
[7] F. Brackx, N. De Schepper and F. Sommen, The Fourier Transform in Clifford
analysis. Advances in Imaging and Electron Physics, 156 (2009), 55-201.
[8] F. Brackx, N. De Schepper and F. Sommen, Clifford-Jacobi polynomials and the
associated continuous wavelet transform in Eucllidean space. In: Qian T., Vai
M.I., Xu Y. (eds) Wavelet Analysis and Applications. Applied and Numerical
Harmonic Analysis. Birkhuser Basel Wavelet Analysis and Applications (2006),
185-198.
[9] F. Brackx, N. De Schepper and F. Sommen, The Clifford-Laguerre continuous
wavelet transform, (2003), 201-215.
[10] M. J. Craddock and J. A. Hogan, The fractional Clifford-Fourier kernel.
The Erwin Schro¨dinger International Institute for Mathematical Physics ESI,
Vienna, Preprint ESI 2411, 2013.
[11] N. De Schepper, The generalized Clifford-Gegenbauer polynomials revisited.
Adv. appl. Clifford alg. 19 (2009), 253-268.
[12] R. Delanghe, Clifford Analysis: History and Perspectives. Computational
Methods and Function Theory, 1(1) (2001), 107-153.
[13] E. Hitzer and S. J. Sangwine, Quaternion and Clifford Fourier Transforms and
Wavelets. Eckhard Hitzer Stephen J. Sangwine Editors, Trends in Mathematics,
Birkhauser, Springer Basel, 2013.
[14] M. Holschneider and Ph. Tchamitchan, Re´gularite´ locale de la fonction non-
differentiable de Riemann, Lecture. Notes. Math. 1438 (1990), 102-124.
[15] S. Jaffard, Exposants de Ho¨lder en des points donne´s et coefficients d’ondelettes,
C. R. Acad. Sci. Paris Se´r. I Math., 308 (1989), 79-81.
[16] S. Jaffard, Pointwise smoothness, two-microlocalization and wavelet coefficients,
Publ. Mat., 35 (1991), 155-168.
[17] B. Jefferies and A. Mcintosh, The Weyl Calculus and Clifford Analysis, Bull.
Austral. Math. Soc. 57 (1998), 329-341.
21
[18] A. A. Kilbas, H. A. Srivastava and J. I. Trujillo, Theory and applications
of fractional differential equations, North-Holland Mathematics Studies 204,
Editor: Jan van Mill, Faculteit der Exacte Wetenschappen, Amsterdam, The
Netherlands, 2006.
[19] D. Kumar, Prolate Spheroidal Wavelet Coefficients,Frames and Double Infinite
Matrices. European J. of Pure and Applied Mathematics, 3(4) (2010), 717-724.
[20] D. Kumar, Convergence of Prolate Spheroidal Wavelets in a Generalized
Sobolev Space and Frames. European J. of Mathematical Sciences, 2(1) (2013),
102-114
[21] S. Lehar, Clifford Algebra: A visual introduction. A topnotch WordPress.com
site, March 18, 2014.
[22] L.-W. Li, X.-K. Kang, M.-S. Leong, Spheroidal Wave Functions in
Electromagnetic Theory. Wiley-Interscience Publication, 2002.
[23] A. McIntosh, A. Axelsson, R. Grognard and J. Hogan, Harmonic analysis of
Dirac operators on Lipschitz domains. Proceedings of the Conference on Clifford
Analysis and its Applications, Prague 2000 (2001) Kluwer, 231-246.
[24] A. McIntosh, B. Jefferies and J. Picton-Warlow, The monogenic functional
calculus, Studia Math. 136(2) (1999), 99-119.
[25] A. McIntosh, B. Jefferies, The Weyl Calculus and Clifford Analysis, Bulletin of
the Australian Mathematical Society 57 (1998), 329-341.
[26] V. Michel, Lectures on constructive approximation, Birkha¨user, 2013.
[27] M. Mitrea, Clifford wavelets, singular integrals and Hardy spaces. Springer-
Verlag,1994.
[28] J. Morais, K.I. Kou and W. Spro¨βig, Generalized holomorphic Szego¨ kernel in
3D spheroids. Computers and Mathematics with Applications, 65(4) (2013),
576-588.
[29] M.-M. Moussa, Calcul efficace et direct des repre´sentations de maillages 3D
utilisant les harmoniques sphe´riques, The`se de Doctorat de l’universite´ Claude
Bernard, Lyon 1, France, 2007.
[30] M. D. Ortigueira, J. A. Tenreiro Machado, What is a fractional derivative,
Journal of Computational Physics 293 (2015), 4-13.
[31] A. Osipov, V. Rokhlin and H. Xiao, Prolate Spheroidal Wave Functions
of Order Zero. Mathematical Tools for Bandlimited Approximation, Applied
Mathematical Sciences Volume 187, Springer 2013.
[32] D. P. Pena, Cauchy-Kowalevski extensions, Fueters theorems and boundary
values of special systems in Clifford analysis, A PhD thesis in Mathematics,
Ghent University, 2008.
22
[33] J. Saillard and G. Bunel, Apport des fonctions sphe´roidales pour l’estimation
des parame`tres d’une cible radar. 12e`me Colloque Gretsi-Juan-Les-Pins, 12-
19Juin 1989, 4pages.
[34] S. G. Samko, A. A. Kilbas and O. I. Marichev, Fractional integrals and
derivatives Theory and applications, Gordon and Breach Science Publisher,
Amsterdam, The Netherlands, 1993.
[35] L. H. Son, Monogenic functions with parameters in Clifford analysis.
International Center for Theoretical Physics, 1990 Miramare, Trieste, Italy.
[36] J. A. Stratton, Spheroidal functions. Physics, 21 (1935), 51-56.
[37] J. A. Stratton, P. M. Morse, L. J. Chu, J. D. C. Little and F. J. Corbato,
Spheroidal wave functions, New York, Wiley, 1956.
[38] E. M. Stein and G. Weiss, Introduction to Fourier Analysis On Euclidien Spaces.
Princeton, New Jersey Princeton University Press, 1971.
[39] N. Vieira, Cauchy-Kovalevskaya extension theorem in fractional Clifford
analysis, Complex Analysis and Operator Theory, 9(5) (2015), 1089-1109.
[40] J. Winkler, A uniqueness theorem for monogenic functions, Annales Academi
Scientiarum Fennic, Series A. I. Mathematica, 18 (1993), 105-116.
23
