Abstract. It is shown that the Hilbert inequality for double series can be improved by introducing the positive real number 1 r(j + where s(x) = > I' (x = a, b). The coefficient ir of the classical Hilbert inequality is proved not to be the best possible if h a il or il bil is finite. A similar result for the Hubert integral inequality is also proved.
Introduction
Let (a 0 ) 0 > i and (b) 0 > 1 be arbitrary real sequences. Then the Hubert inequality for double series can be written as 
A f(s)g(i) + dsdt) 2( [ f2(t)dt)
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\ -'+ is called the Hubert integral inequality. The constant ir contained in these inequalities, especially in (1), was proved to be the best possible (see [ 3] ) . However, if 0 < E 00 a < : or 0 < b 2 < oo, then we can select a number r > 0 such that the right-hand side of (1) can be replaced by i.e. an improvement of (1) will be obtained. Similarly, an improvement of (3) will be established. Namely, the right-hand side of (3) can be written as
7r2(1 -R)(j f2(i)dt) (L+ 92(t)di)
with a number R > 0. The main purpose of the present paper is to prove the existence of such numbers r and R and to find expressions for them.
We first introduce some notations and functions. If a and 6 are elements of an inner product space E, then its inner product is denoted by (a,8) and the norm of a is given by 11all = Further, if a = ( an)n>i and b = (b0 )> i are two real sequences, then its inner product (a, b) and the norm h a il of a are defined by Analogously, for functions f, g € L 2 (a, b) its inner product (f, g) and the norm 11 f ii of f are defined by
We next introduce a binary quadratic form F( . ,.) defined by
where x = ( 0, -y) and y = ( a, -y) for E E. We further denote
G(a,/3,-y) = F((/3,7),(a,7)). (7)
The results involve G(a, /3, 7 ) with a and /3 specified beforehand, and 'y to be chosen for maximum felicity. It is obvious that if -y is orthogonal to both a and /3, then G(a,/3,) = 0. It will turn out that if (a, 7 ) 2 + (/3,7)2 > 0 (see Lemma 1) . Therefore, it is shrewd in every case to choose y not orthogonal to both a and 3.
For convenience, we introduce yet the notations
We shall frequently use these notations below.
On the Hubert Inequality 1119
Lemmas
To prove our theorems, we need the following results. (8) and equality holds in (8) if and only if a, /3, -y are linearly dependent.
The proofs of Lemmas 1 and 2 have been given in our previous paper [1] . Lemma 3 is actually a sharpening of the Cauchy-Schwarz inequality. This result has been given also in the paper [1] , and in (5] . Hence the proofs of all lemmas are omitted.
Using the inner product defined by (5) and Lemma 3, we have the following result.
where F(x,y) = 11f11 2x2 -2 (f, g ) xy +11 g 1 j2y2 with =(g,y) and = (f, -y), E L2(a,b) with IH = 1.
Main results
In this section we will combine the two forms (1) and (2) of the Hubert inequality into one similar form, and make inequalities (1) -(3) relaize significant improvements. The following theorems are the main results in this paper. It is easily to deduce that, with the notations of the space L2 (0, 27r),
According to (5) and (6) we have (f,g)2 < 11111 2 11 9 11 2 -F(x,y) where 111112 = 7r2llaI12, 11 9 11 2 = 2 II b Il 2 and
where x = (g, y) and y = (f,), -y E L 2 (0, 27r) with 11711 = 1. We can choose = Then z = 0 and
In virtue of (11) - (13) we obtain
Since the vectors f, g, are linearly independent, by Lemma 3, it is impossible to take equality in (14). Hence we have
Notice that u(b,a) = u(a,b) and v(b,a) = -v(a,b).
Interchanging a and b in (11), similarly we obtain
Adding (15) and (16), inequality (10) is yielded after some simplifications. Thus the proof of the theorem is completed
Remark. Since a = (an) and b = (ba ) are real sequences with non-negative terms, with 0 < liall < oo or 0 < II b II < c, it follows that r > 0. Hence inequality (10) is a significant refinement of the paper [4] .
Corollary 2. If a (an) is a real sequence with non-negative terms and 0
where F -2
32(a) -
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If v2 (a, b) in (10) 
W+ j).
We see from the above Remark that inequality (18) is a significant improvement of (1). According to Corollary 2 we obtain at once the following Corollary 4. If a = (a n ) is a real sequence with non-negative terms and 0 < h a il < , then u2(a,a) < -)ll a ll 4 
where R = -j)2 with x = (24 4 (g,e) and y = (2 7r)(f,e'), e being the exponential integral with parameter.
Proof. Define functions F and G by
Using inequality (9) we have in L2(R3)
11 F hl 2 1l G 1i 2 -(lI F hi x -llGhiy)2 where x = (G, -y) and y = (F, 7 ), 7 E L2 (1R) with 11711 = 1. We can choose 2 e3 s
7(s, t) = () (s + t)
Hence we get
and y = (27r)4(f,e). Obviously, this is an immediate consequence of Theorem 2.
Conclusions
Some classical reasults concerning the Hubert inequality show that the constant ir in (1) is the best possible (see, i.e., [1, 2, 5, 6] 
Introduction
By definition and geometric meanings of the definite integral, it is well-known that the area under the curve y = x over the closed interval (0, 1] equals
To complete the solution of this and many similar problems, it is then necessary to find the sums
For small integer k > 0, the sums always appear in many calculus courses.. For example, However, he only illustrated the method by finding S6 (n). According to [10] , if one wants to compute, in general, 
S7 (n) =2 + 1)2 (3n4
Sk (rl)=Ak+ I fl+...+AIfl+AO ,( 2)
(l x i <2ir). (3) _1
nrO Then A 1 obtained from the formula for Sk(n) is the k-th Bernoulli number Bk (for details see [11: p. 320)). It is noted that the concept of Bernoulli polynomial is generalized in [8] by the second author.
There are many inequalities related to the sum Sa(n) =ma, where a is an arbitrary real number. For instance,
for a > 0, a < -1 and -1 < a < 0, respectively. The proofs of these inequalities could be found in [7: pp. 84 -85].
In [5, 12, 13] the relationships between Bernoulli numbers and the sum (1) were also studied using the Euler-Maclaurin formula and other devices. It is worth noting that a fascinating account of the early history of the problem above and standard recursion formulas for Sk(n) as originally stated by Pascal are given in [3] .
In this article, we prove that Sk(n) is a (k + 1)-th degree polynomial for n with constant term 0 (that is, formula (2) 
Lemmas
To obtain our main results, the following lemmas are necessary. Moreover, these lemmas also give some recursion formulae for Sk(n).
Lemma 1.
For any integers k > 0 and n > 0, we have
Proof. Recalling the binomial expansion (1 + rn)
_S;(n).
1=0
This is equivalent to
The proof of Lemma 1 is completed I Lemma 1 shows that Sk( ri) could be deduced from So(n), S, (n),... , S_ 1 (n). Using Lemma 1 we can get Lemma 2. For arbitrary integer k > 0,
Proof. By mathematical induction on k, the result that Sk(n) is a (k+1)-th degree polynomial with constant term 0 follows straightforwardly. Equating the coefficients on the two sides of (5), it is deduced easily that the coefficients of fl' and flk in Sk(n) are and 1, respectively. This completes the proof of Lemma 21
Since Sk(1) = 1, formula (6) implies
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For any integer k > 0, let (k) stand for the largest odd number less than k. Then
for any even k -2 for any odd k.
For example, (2) = 1, (5) = 3, and so forth.
Let A( ') denote the coefficient of n P in Sq (n). Then Lemma 3. For any integer k > 1,
where A2t) is the coefficient of the term n in S2(n).
Proof. We will use mathematical induction on k. It is clear that formula (9) is true for k = 2. Suppose the result is true for 3,. . . , k -1. From Lemma 2, we have
Equating the coefficients of for j = 1, 3,. .. , (k) in (5) gives us -1
By the inductive assumption, we have
for 0 i Combining (11) and (12) yields
From (7) and the inductive assumption, it follows that
Substituting (15) into (14) produces
From (13) and (16),
is obtained. Similarly, by mathematical induction, we can prove that
The proof of Lemma 3 is completed U Note Lemma 3 shows that the coefficients of the term n in S2 (n),... , S2 _ 2 (n) can be used to calculate S2 . 1 (n) and S21(n). 
Main results
Proof. From (10) we know that the coefficients of and by equating coefficients of z we get 
So putting x = 0 we have 
