We give a corrected statement of [GM88, Theorem 2], which classifies smooth affine surfaces of Kodaira dimension zero, whose coordinate ring is factorial and has trivial units. Denote the class of such surfaces by S0. An infinite series of surfaces in S0, not listed in [GM88], was recently obtained by Freudenburg, Kojima and Nagamine [FKN19] as affine modifications of the plane. We complete their list to a series containing arbitrarily high-dimensional families of pairwise non-isomorphic surfaces in S0. Moreover, we classify them up to a diffeomorphism, showing that each occurs as an interior of a 4-manifold whose boundary is an exceptional surgery on a 2-bridge knot [BW01]. In particular, we show that S0 contains countably many pairwise non-homeomorphic surfaces.
(a) p 1 , p 2 = 1 (b) p 1 = 1, p 2 = 1 (c) p 1 = p 2 = 1 Figure 1 . Standard boundaries of the surfaces S p 1 ,p 2 from Theorem 1.1. and denote by A 1 , A 2 ⊆ X the exceptional curves of the last blowup over (0, 1) and (1, 0), respectively. Eventually, we put D = ϕ * (l 1,∞ + l 2,∞ + l 1,0 + l 2,0 ) red − A 1 − A 2 and S p 1 ,p 2 = X \ D. Figure 1(a) shows the graph of D + A 1 + A 2 , where we use the following notation: each line denotes a curve isomorphic to P 1 of specified self-intersection number; the solid ones are the components of D, the dashed ones are A 1 and A 2 ; and [(2) m ] is short for a chain of m (−2)-curves (see Section 2A).
If p 1 , p 2 = 1 or p 1 = p 2 = 1, then (X, D) is a standard completion of S p 1 ,p 2 in the sense of [FKZ07] , see Section 2D. To obtain a standard completion in the remaining case, blow up at the preimage of the point (∞, ∞) and contract L 1,∞ + L 2,0 : this gives a graph as in Figure 1 (b). In Corollary 2.6(b) we use [FKZ07, Corollary 3 .36] to prove that S p 1 ,p 2 ∼ = S p 1 ,p 2 for {p 1 , p 2 } = {p 1 , p 2 } just by comparing these graphs.
In Section 4 we describe the diffeomorphism types of surfaces in S 0 . The result is summarized in Theorem 1.4. We refer to [GS99, §4, 5] for a language of Kirby diagrams (see also Section 4A) and use the notation of [BW01] for 2-bridge knots.
Theorem 1.4. Let S p 1 ,p 2 be as is Theorem 1.1. Put d j = deg p j + 1 for j ∈ {1, 2}. Then S p 1 ,p 2 is diffeomorphic to the interior of a 2-handlebody on a 0-framed 2-bridge knot K [2d 1 ,2d 2 ] , where d j = deg p j +1, j ∈ {1, 2}. Moreover, S p 1 ,p 2 is not homeomorphic to S p 1 ,p 2 for {deg p 1 , deg p 2 } = {deg p 1 , deg p 2 }. In Corollary 2.9 we prove that S p 1 ,p 2 for different degrees of p j are not homeomorphic, because they have different homotopy types at infinity, see [Fuj82, 1.21] . Like in the proof of Theorem 1.1, we deduce it from the graph of D, this time applying the calculus of graph 3-manifolds [Neu81] to M = ∂Tub(D), see [Mum61] . That argument becomes more explicit once it is related to the fact that, by Theorem 1.4, M is the 0-surgery on K [2d 1 ,2d 2 ] . We exploit it in Section 4C, giving a thorough geometric description of M . The fundamental group, π 1 (M ) = π ∞ 1 (S p 1 ,p 2 ) is computed in Proposition 4.5. Remark 1.5. We do not know which of the S p 1 ,p 2 , for fixed degrees of p 1 , p 2 , are biholomorphic.
An interesting homogeneity property of S 1,1 was shown in [KK11, §8] : although S 1,1 has no algebraic automorphism except (x 1 , x 2 ) → (x 2 , x 1 ), it admits a lot of nice holomorphic ones, coming from the flows of algebraic vector fields. Theorem 1.6 shows that the same holds for all S p 1 ,p 2 . Denote by AAut hol (S p 1 ,p 2 ) the subgroup of Aut hol (S p 1 ,p 2 ) generated by elements of flows of complete algebraic vector fields on S p 1 ,p 2 . Theorem 1.6. We keep notation from Construction 1.3. (a) If p 1 = p 2 then Aut(S p 1 ,p 2 ) is trivial. Otherwise, Aut(S p,p ) = Z 2 is generated by (x 1 , x 2 ) → (x 2 , x 1 ). (b) The group AAut hol (S p 1 ,p 2 ) acts m-transitively, for any m, on its open orbit S p 1 ,p 2 \ Z, where:
Part (a) is obtained as Corollary 2.6(c) from the uniqueness of standard boundary. To prove (b) it suffices, by [KKL14, Theorem 1.5], to describe all C * -fibrations of S p 1 ,p 2 : this is done in Proposition 5.5.
We now explain what is missing in the proof of [GM88, Theorem 2], and how we are going to correct it. The aforementioned result is deduced from the (partial, but sufficient) classification of almost minimal pairs of Kodaira dimension zero given in [Fuj82, §8] . For the general statement see [Koj99] .
More precisely, let S ∈ S 0 and let (X 0 , D 0 ) be a smooth completion of S. Then by the Miyanishi's theory of peeling (see [Miy01, p. 107] or Section 2F below), there is a sequence of birational morphisms
such that (X n , D n ) is almost minimal, hence known, and each ψ i is an snc-minimalization of D i−1 + A, where A ⊆ X i−1 is a (−1)-curve not contained in D i−1 such that A · D i−1 = 1. The latter process is called a half-point attachment in [Fuj82, 8.15 ]. Therefore, to find S it suffices to identify an (X n , D n ) on the list in [Fuj82, 8.70 ] (cf. [Koj99, Proposition 1.5]), and perform suitable half-point attachments.
The proof in [GM88, Theorem 2] proceeds exactly along these lines. However, what is meant in loc. cit. by a half-point attachment is just one blowup, the contraction of A (cf. e.g. [FZ94, Definition 4.15] ). Nonetheless, if A meets a (−2)-curve C ⊆ D i−1 which is not branching in D i−1 , then after the contraction of A, the image of D i−1 is not snc-minimal, and ψ i should contract the image of C, too. This is why in [GM88] only S 1,1 is reconstructed. Indeed, it is shown (essentially) that n = 2, X 2 = P 1 × P 1 and D 2 is a union of two vertical and two horizontal lines. But (X, D) −→ (X 2 , D 2 ) is obtained just by single outer blowups at two points of D n , see Figure 1 (c). The smooth completions of S p 1 ,p 2 , which are obtained from (X 2 , D 2 ) by two sequences of outer blowups on D n , see Figure 1 (a), are missing.
In Section 3 we repeat the above proof, filling in the missing part. Our approach contains no essentially new ingredient. However, since the assumption S ∈ S 0 is substantially stronger than just κ(S) = 0, we do not need to rely on the structure theorem [Fuj82, 8.70 ], as it is done in [GM88] . So for the convenience of the reader, we make our proof more self-contained. The only general result we refer to is the theorem of Kawamata [Kaw79, 2.2] which asserts that if κ(S) = 0 then the positive part of the Zariski decomposition of K Xn + D n is numerically trivial, see [Miy01, II.6.2.1].
Preliminaries

2A. Log surfaces
We now briefly recall the language of log surfaces. For a complete introduction we refer to [Fuj82] . By a curve we mean an irreducible, reduced variety of dimension 1. Let X be a smooth projective surface. A curve C ⊆ X is called an n-curve if C ∼ = P 1 and C 2 = n. In particular, a (−1)-curve is an exceptional curve of a blowup, and a 0-curve is a fiber of a P 1 -fibration.
Let D be an effective Q-divisor on X. By a component of D we always mean an irreducible component. The number of components of D is denoted by #D. The branching number of a component C ⊆ D is
We say that C is a tip of D if β D red (C) = 1, and branching in D if β D red (C) 3.
Assume that D is simple normal crossing (snc), that is, D is reduced, all components of D are smooth and meet transversally, at most two at each point. A (−1)-curve C ⊆ D is called superfluous if 1 β D (C) 2 and C meets each component of D at most once: in other words, after contraction of C, the image of D remains snc. We say that D is snc-minimal if it contains no superfluous (−1)-curves. An snc-minimalization of D is the contraction of all superfluous (−1)-curves in D and its images.
Assume further that D has connected support and β D (C) 2 for all components C of D. We say that D is a chain if at least one inequality is strict, otherwise we say that D is circular. We order the components T 1 , . . . , T m of D in such a way that T i · T i+1 = 1 for i ∈ {1, . . . , m − 1}, and T 1 is a tip of D in case D is a chain. The sequence of integers (−T 2 1 , . . . , −T 2 m ) is then called a type of D. We often abuse notation and write D = [−T 2 1 , . . . , −T 2 m ] if D is a chain and D = ((−T 2 1 , . . . , −T 2 m )) if D is circular. A sequence consisting of an integer a repeated k times will be abbreviated as (a) k .
An effective divisor D is called a tree if D red is snc and has no circular subdivisor. A fork is a tree with exactly one branching component and three maximal twigs. A rational tree (chain, fork...) is a tree (chain, fork...) whose all components are rational.
We say that a reduced divisor
Let again D be an snc divisor. A chain T ⊆ D is a twig of D if it contains a tip of D and its components are non-branching in D. We order a twig in such a way that its first component is a tip of D. A twig is called admissible if all its components are rational and have self-intersection number at most −2. An (admissible) twig of D is maximal if it is maximal in the set of (admissible) twigs ordered by inclusion of supports. A (−2)-twig is a twig whose components are (−2)-curves.
Let T be an admissible twig of D. Then T is negative definite, so there is a unique Q-divisor Bk D (T ) T , called the bark of T , such that for every component
otherwise. An important result for the theory of peeling asserts that the coefficients of Bk D (T ) are strictly between 0 and 1 [Miy01, II.3.3].
Assume that D is a connected snc-minimal divisor which is not negative definite. Then Bk D is defined as the sum of barks of all maximal admissible twigs of D. We put
Let D be an snc divisor on X. We say that a blowup X −→ X at a point p ∈ D is outer with respect to D if p is a smooth point of D, otherwise it is called inner. We say that a birational map X Y touches a divisor if it is not an isomorphism in any of its neighborhoods.
A log smooth pair (X, D) consists of a smooth projective surface X and an snc divisor D on X. Any smooth surface S admits a log smooth completion, that is, a log smooth pair (X, D) such that S ∼ = X \ D.
We say that such a completion is minimal if it does not dominate birationally any other log smooth completion, or, equivalently, if D is snc-minimal.
2B. Affine surfaces whose coordinate rings are factorial and have trivial units
For a divisor D on a smooth surface X, we denote by Z[D] the free abelian group whose basis is the set of components of D. There is a natural group homomorphism Z[D] −→ Pic(X). The following lemma is well known, cf. [Fuj82, 1.17] or [GM88, Lemma 2.2]. Lemma 2.1 (Criterion for S ∈ S κ ). Let (X, D) be a smooth completion of a smooth affine surface S.
Assume that S ∈ S κ . Then Z[D] = Pic(X) = NS(X) and q(X) = 0. If κ < 2 then X is rational.
Proof. (a) By [Har77, II.6.2], C[S] is factorial if and only if the divisor class group Cl(S) of S is trivial. It follows from [Har77, II.6.5(c)] that Cl(S) is the cokernel of the natural map Z[D] −→ Cl(X). Eventually, Cl(X) = Pic(X) because X is smooth [Har77, II.6.16].
(b) A regular function on S is invertible if and only if it extends to f ∈ C(X) with all zeros and poles in D, that is, with div(f ) ∈ Z[D]. Two rational functions on X with the same divisor differ by an element of O X (X) * = C * , so f → div(f ) gives an isomorphism of C[S] * /C * with the kernel of Z[D] −→ Pic(X).
For the remaining part, we follow [GM88, Lemma 2.2]. Assume that S ∈ S κ . Then (a), (b) give Z[D] = Pic(X). The exponential sequence induces an exact sequence
Since H 1 (X, O X ) is a vector space over C, and by (a) Pic(X) is a finitely generated abelian group, we obtain q(X) = h 1 (X, O X ) = 0 and that Pic(X) −→ H 2 (X, Z) is injective, i.e. Pic(X) = NS(X). Now to prove that X is rational, it remains to show that p g (X) = 0 [Har77, IV.6.2]. Assume κ < 2. Because S is affine, D supports an effective ample divisor, so if |K X | = ∅ then for m 0 we have h 0 (m(K X +D)) ∼ m 2 , hence κ = 2; a contradiction.
Remark 2.2. Lemma 2.1(a) implies that an open affine subset of a smooth factorial surface is factorial, and that the converse holds if and only if its complement is a principal divisor. This is a special case of the Nagata lemma, see e.g. [Eis95, Lemma 19 .20] Corollary 2.3 (S p 1 ,p 2 ∈ S κ ). Let (X, D) be the log smooth completion of S p 1 ,p 2 as in Construction 1.3. Then Pic(X) = Z[D]. In particular, C[S p 1 ,p 2 ] is an UFD and C[S p 1 ,p 2 ] = C * .
Proof. We use the notation introduced in Construction 1.3. The group Pic(X) is generated by the components of ϕ * (l 1,
. The remaining assertion follows from Lemma 2.1.
2C. P 1 -fibrations
A fibration of a smooth surface S is a surjective morphism onto a curve whose general fiber is irreducible and reduced. A curve on S is called vertical (respectively, horizontal) if C · F = 0 (respectively, C · F > 0) for a fiber F ; it is called an n-section if C ·F = n. Any divisor D decomposes uniquely as D = D vert +D hor , where all components of D vert are vertical and all components of D hor are horizontal.
A P 1 -(respectively, C 1 -, C * -) fibration is a fibration whose general fiber is isomorphic to P 1 (resp. C 1 , C * := C 1 \ {0}). A fiber not isomorphic to a general one will be called degenerate.
The surfaces in S 0 do not admit C 1 -fibrations by the Iitaka Easy Addition Theorem [Iit82, Theorem 11.9], but they admit plenty of C * -fibrations (eg. produced by Remark 3.2), which we will use in Proposition 5.5(c) as first integrals for complete algebraic vector fields, see [KKL14, Theorem 1.5]. The structure of C * -fibrations is well described in [Fuj82, §7] , however, for our purposes it will be more convenient to study them directly, by completing them to P 1 -fibrations.
Let F be a degenerate fiber of a P 1 -fibration of a smooth projective surface. Then F is obtained from a 0-curve by a sequence of blowups, hence its geometry is easy to understand, see eg. [Fuj82, §4] . In particular, F is a rational tree with no branching (−1)-curves; moreover, if a (−1)-curve has multiplicity 1 in F then it is a tip of F , and F contains another (−1)-curve [Fuj82, 7.3].
The following observation, see [Fuj82, 7.14(1)], will be used several times.
Lemma 2.4 (our C * -fibrations are untwisted). Let (X, D) be a log smooth completion of a smooth affine surface S such that C[S] is an UFD. Let H 1 , . . . , H r be all components of D hor for some P 1 -fibration of X. Put h j = H j · F for a fiber F . Then gcd(h 1 , . . . , h r ) = 1.
Proof. By Tsen theorem, X contains a 1-section H. By Lemma 2.1(a), H ≡ V + r j=1 a j H j for some vertical V and a 1 , . . . , a r ∈ Z. Intersecting with F gives 1 = r j=1 a j h j , so gcd(h 1 , . . . , h r ) = 1.
2D. Standard completions and elementary transformations
A minimal log smooth completion of an open surface may not be unique. However, [FKZ07, Definition 2.13] distinguishes a class of standard completions, which gives a convenient tool to tell affine surfaces apart. We now recall this definition. A rational chain is standard if it is of type
. . , a l ] for some integers k, l 0 and a 1 , . . . , a l 2.
A rational circular divisor is standard if it is of type (((0) 2k , a 1 , . . . , a l )) or (((0) k , a)) or (((0) 2k , 1, 1)) for some k, l 0, a 0 and a, a 1 , . . . , a l 2.
Let now D be any snc divisor, and let B be the sum of all components of D which are either branching or non-rational; so every connected component of D − B is rational, chain or circular. We say that D is standard if every connected component of D − B is standard in the above sense. A log smooth completion (X, D) is standard if D is. Note that the log smooth completions of S p 1 ,p 2 in Figure 1 are standard.
Let D be an snc divisor on X, and let C ⊆ D be a non-branching 0-curve. If β D (C) = 2 choose p ∈ C ∩ (D − C), otherwise let p be any point of C. A flow (or elementary transformation) on C is the birational map (X, D) (X , D ), where D is the reduced total transform of D, defined as a blowup at p, followed by the contraction of the proper transform of C. We remark that in Section 5 we will use the word "flow" in its standard meaning, i.e. flow of a vector field: this will lead to no confusion.
Let ϕ : (X, D) (X , D ) be a flow on C ⊆ D. Then ϕ| X\D : X \ D −→ X \ D is an isomorphism. In particular, if the components of D generate Pic(X) (respectively, are Z-linearly independent in Pic(X)), then by Lemma 2.1 the same is true for the components of D in Pic(X ). Moreover, ϕ does not touch components of D other than C and the components of
We are ready to formulate the result used to distinguish the surfaces S p 1 ,p 2 for different {p 1 , p 2 }. Lemma 2.5 ([FKZ07, Corollary 3.36]). Any smooth affine surface admits a standard log smooth completion. Any two such completions differ by a sequence of flows on some 0-curves in the boundary.
Corollary 2.6 (S p 1 ,p 2 are non-isomorphic). Let S p 1 ,p 2 be as in Theorem 1.1. Then (a) The standard completion (X, D) of S p 1 ,p 2 is unique up to an isomorphism, with D as in Figure 1 . (b) The surfaces S p 1 ,p 2 and S p 1 ,p 2 are not isomorphic unless {p 1 , p 2 } = {p 1 , p 2 }. (c) If p 1 = p 2 then Aut(S p 1 ,p 2 ) is trivial. Otherwise, Aut(S p,p ) = Z 2 is generated by (x 1 , x 2 ) → (x 2 , x 1 ).
Proof. (a) By Lemma 2.5, D differs from the one in Figure 1 by a sequence of flows. Because all twigs of the one in Figure 1 are admissible, they are not touched by any flow. Since a flow preserves the non-weighted graph and the sum of self-intersection numbers; we only need to check that the latter agree.
Consider the case when p 1 , p 2 = 1 or p 1 = p 2 = 1. Then any such D contains a rational circular divisor L with components, say, L 1 , L 2 , L 3 , L 4 , such that L i · L i+1 = 1 for i ∈ {1, 2, 3}; if p j = 1 for j ∈ {1, 2} then L 2+j meets a twig of D of type [(2) deg p j ], and L 2 1 = 0, i.e. L 1 is the 0-curve on which the last flow is performed. If p 1 , p 2 = 1 then the chain L 1 + L 2 is standard, and if p 1 = p 2 = 1 then the whole L is standard. In any case, we infer that L 2 2 = 0. It follows that L 2 3 , L 2 4 < 0: indeed, for i ∈ {1, 2}, L i+2 is vertical for the P 1 -fibration of X induced by |L i |, and it is not a fiber because otherwise L i+2 = L i in Pic(X), contrary to Lemma 2.1(b). Because the sum L 2 1 + L 2 2 + L 2 3 + L 2 4 is not changed by a flow, we get L 2 3 + L 2 4 = −2, so L 2 3 = L 2 4 = −1, as claimed. In case p j = 1, p 3−j = 1 we similarly obtain that D has a rational circular divisor L 1 + L 2 + L 3 , where L 3 meets a twig [(2) deg p j ] and L 1 is a 0-curve. The chain L 1 + L 2 is standard, so L 2 2 = 0, and L 2 3 = L 2 1 + L 2 2 + L 2 3 = 1. (b), (c) Let S p 1 ,p 2 −→ S p 1 ,p 2 be an isomorphism. By Lemma 2.5, it extends to an isomorphism, say τ : (X 1 , D 1 ) −→ (X 2 , D 2 ), between their standard completions, which by (a) are both as in Construction 1.3. If they are as in Figure 1 (b), we reverse the last step of Construction 1.3 and lift τ accordingly, so that (X i , D i ) are as in Figure 1 (a) or 1(c) (but possibly no longer standard).
For i, j ∈ {1, 2} let A j,i ⊆ X i be as in Figure 1 . Because by Lemma 2.1 Pic(X i ) = Z[D i ], the curve τ (A j,1 ) is linearly equivalent to A j,2 . In fact, τ (A j,1 ) = A j,2 because τ (A j,1 ) · A j,2 = A 2 j,2 < 0. Therefore, τ descends to an automorphism τ 0 of P 1 × P 1 fixing l 1,0 + l 1,∞ + l 2,0 + l 2,∞ and the points (0, 1), (1, 0), so τ 0 (x 1 , x 2 ) = (x 1 , x 2 ) or (x 2 , x 1 ). Hence τ or τ • ε, where ε(x 1 , x 2 ) = (x 2 , x 1 ), is trivial on each exceptional curve of ϕ : X −→ P 1 × P 1 . This shows that {p 1 , p 2 } = {p 1 , p 2 } and τ = id or ε.
Remark 2.7 (S p 1 ,p 2 are stably non-isomorphic, cf. [FKN19, Corollary 4.3]). Because κ(S p 1 ,p 2 ) = 0 by Corollary 2.12 below, [IF77] implies that S p 1 ,p 2 × C n ∼ = S p 1 ,p 2 × C n for any n 0 and {p 1 , p 2 } = {p 1 , p 2 }.
2E. Graph 3-manifolds and their normal forms
An important topological invariant of an affine surface S is its fundamental group at infinity, π ∞ 1 (S) := lim ← − π 1 (S \ K), where lim ← − runs over all compact K ⊆ S. If (X, D) is a log smooth completion of S, then π ∞ 1 (S) = π 1 (M ), where M is the boundary of a nice tubular neighborhood of D, constructed in [Mum61] as a plumbed manifold whose graph is the dual graph of D, see [GS99, 4.6.2]. More precisely, Tub(D) is a union, taken over components C of D, of disk bundles ξ C with Euler numbers C 2 , where for any
For a general introduction to 3-manifolds we refer to [Hat07, AFW15] . We denote by S k , D k the (real) k-dimensional sphere and disk, respectively, and by T k = (S 1 ) k the k-dimensional torus. We say that a 3-manifold is prime if it cannot be written as a connected sum of two 3-manifolds other than S 3 , and irreducible if any embedded S 2 bounds a ball. A prime, oriented 3-manifold is either irreducible or S 1 × S 2 .
If M is prime, and not a lens space (which will be the case for S = S p 1 ,p 2 ), then π 1 (M ) determines M uniquely, up to a diffeomorphism [AFW15, Theorem 2.1.2]. Therefore, in this case to distinguish the homeomorphism type of S using π ∞ 1 (S), it suffices to describe π 1 (M ), which, in turn, is given by the graph of D, once put in a normal form [Neu81, Theorem 4.2]. The definition of normal form is similar to the one of standard boundary, but requires some more flexibility to allow more operations between 3-manifolds than just blowing up and down. We now recall the definition of graph 3-manifolds following [Neu81] . We refer to [EN85] for details and relation to the JSJ-decomposition (graph manifolds are exactly those for which the latter consists only of Seifert fibered spaces: we compute it for our M in Proposition 4.7).
A graph manifold is a 3-manifold which is a union of S 1 -bundles over compact surfaces, glued according to some graph in the following way. An S 1 -bundle over C with Euler number e is represented by a vertex of weight e and two additional numbers g, r, where g is the genus of C (g < 0 if C is non-orientable) and r = b 0 (∂C). They are skipped whenever both are zero, i.e. C ∼ = P 1 . An edge between two vertices v 1 , v 2 represents gluing of a fiber of v 1 to a small loop around a point in a base of v 2 , and vice versa. Multiple edges and loops are allowed. An edge is labeled by "+" if the gluing respects the chosen orientations, and "−" if it reverses both of them. Clearly, reversing the sign of all edges adjacent to a single vertex, or on any edge adjacent to a vertex with g < 0, does not change the manifold. Hence we will label only the edges contained in circular subgraphs with no vertices of g < 0, see [Neu81, p. 304] .
For example, the boundary M from [Mum61], described above, is a graph manifold associated to the dual graph of D, with all edges labeled with "+". For such graph, we use the notions of branching numbers, chains, twigs as in Section 2A, a vertex being "rational" if g = r = 0.
A connected, rational graph Γ is normal if the following three conditions hold. First, all non-branching vertices of Γ have weights at most −2. Second, if a vertex with β = 3 meets two twigs of type [2] then Γ is a fork. Third, if Γ = (((2) k )) for some k 0 then at least two edges are labeled with "−". To extend this definition to non-rational graphs, one needs to exclude some additional special cases, see [Neu81, §4] . We will not need this extension. In general, a graph is normal if all its connected components are.
For a graph 3-manifold N , [Neu81, Theorem 4.1] gives an algorithm to reduce its graph to a normal form, which we denote by Γ(N ). This algorithm uses certain operations R0-R8 defined in Proposition 2.1 loc. cit, which do not change the graph manifold. Among these, R1 is blowing down a vertex with weight ±1, and R3 is an "absorption" of a cylinder (D 1 × S 1 ) × S 1 corresponding to a rational vertex of weight 0 and β = 2. The graph Γ(−N ) can be directly computed from Γ(N ) using [Neu81, Theorem 7.1]. Now we can state the main result of [Neu81] used to distinguish π ∞ 1 (S p 1 ,p 2 ) for different degrees of p j . Corollary 2.9. The surfaces S p 1 ,p 2 and S p 1 ,p 2 are not homeomorphic for . It is in normal form if p 1 , p 2 = 1. If, say, p 1 = 1 then the normal form is obtained by blowing down (move R1) the vertex corresponding to L 1,0 . If p 2 = 1, then the resulting graph in Figure  4 (c) is normal, otherwise it needs to be replaced by a standard graph of a Seifert fiber space (move R7). In our case this graph is a graph E 9 , which after orientation reversing gives the one in Figure 4 
2F. Almost minimal models
We now recall the construction of an almost minimal model for a log smooth pair (X, D). We consider only the case when X \ D is affine, for a complete treatment we refer to [Miy01, §3], see p. 107 loc. cit. for a summary. The exposition here is based on [Pal19, §3].
The motivation for this construction to get an explicit description of a log MMP run for the pair (X, D), such that the log terminal singularities on the image of (X, D) are introduced as late as possible: in fact, an almost minimal model is a log resolution of the minimal model in the sense of Mori. Having understood the latter, one can use this theory to reconstruct the initial pair (X, D).
The almost minimal model will be created by iterating birational morphisms of the following type.
Definition 2.10 (half-point attachment, cf. [Fuj82] ). Let (X, D) be a log smooth pair. Assume that
The composition of the contraction of A and new superfluous (−1)-curves in the subsequent images of D:
Remark. In general, ϕ A is not uniquely determined by A. Indeed, it may happen that after some contraction within ϕ A , there appear two superfluous (−1)-curves. For example, if A meets the middle component T of a subchain T = [2, 2, 2] of D, whose components are non-branching in D, then after the contraction of A + T , both components of the image of T are superfluous (−1)-curves in the image of D, but only one of them can be contracted. However, such ambiguity never happens if C[X \ D] is an UFD. Indeed, Lemma 3.1 shows that in this case ϕ A contracts exactly A and a maximal (−2)-twig of D meeting A (if such occurs).
Corollary 2.12. The surfaces S p 1 ,p 2 from Theorem 1.1 are in S 0 .
Proof. By Corollary 2.3, S p 1 ,p 2 ∈ S κ for some κ. Construction 1.3 provides a log smooth completion of S p 1 ,p 2 obtained from a log smooth completion of C * × C * by two half-point attachments. Hence by Lemma 2.11, κ = κ(S p 1 ,p 2 ) = κ(C * × C * ) = 0.
We now state the main result of the theory of peeling. Recall that D # = D − Bk D, and Bk D is a Q-effective divisor with coefficients in (0, 1), supported on the twigs of D.
Proposition 2.13 (Construction of an almost minimal model). Let (X, D) be a minimal log smooth completion of a smooth affine surface. Then there is a birational morphism 
In particular, (Y, D Y ) is log terminal. The general theorems of Mori theory imply that either (Y, D Y ) is minimal, so (d) holds for n = 0, or there is a log extremal curve l ⊆ Y such that l 2 < 0 and
We claim that A satisfies (2.1). Therefore
II.3.7.1(2)], which is rather complicated, but uses nothing mare than negative definiteness of A + Bk D, shows that A meets each connected component of D at most once. Because X \ D is affine, it follows that A · D = 1, so A satisfies (2.1), as claimed.
We now put ψ 1 = ϕ A : (X, D) −→ (X 1 , D 1 ), for some choice of ϕ A such that D 1 is snc-minimal. Then for i = 1, (a),(b) hold by definition and (c) holds by Lemma 2.11. Next, we replace (X, D) by (X 1 , D 1 ) and repeat the procedure, which eventually ends since ρ(X) drops after each step.
Proof of Theorem 1.1
Recall that S p 1 ,p 2 ∈ S 0 by Corollary 2.12, and S p 1 ,p 2 ∼ = S p 1 ,p 2 for {p 1 , p 2 } = {p 1 , p 2 } by Corollary 2.6(b).
It remains to show that any S ∈ S 0 is isomorphic to some S p 1 ,p 2 . Let (X, D) be a minimal log smooth completion of S. The idea of the proof is to view ϕ from Construction 1.3 as some almost minimalization (2.2) of (X, D). By Proposition 2.13 each intermediate pair (
2) is a log smooth completion of an affine open subset of X \ D, of the same Kodaira dimension. Hence under the assumptions of Theorem
). This is done in Lemma 3.1, which is a version of [Miy01, Lemma III.4.4.3], with almost the same proof. 
Then after a sequence τ of (C ) 2 blowups over C ∩(D −C ), |τ −1 * C | induces a P 1 -fibration which restricts to a C * -fibration of S.
where the last inequality follows from the Iitaka Easy Addition theorem. Hence κ(F aff ) = 0, which implies that κ(F aff ) ∼ = C * because F aff is smooth and affine. Thus f is a C * -fibration of S, with A| S as one of its fibers.
Let τ : X −→ X be a minimal sequence of blowups over D such f extends to a P 1 -fibration of X. Put D = (τ * D) red and A = τ −1 * A. Then A has multiplicity 1 in some fiber F such that F − A ⊆ D vert . We have A 2 A 2 = −1, so F = A. It follows that F − A contains a (−1)-curve, say C. Because D is snc-minimal and τ is minimal, C is not superfluous in D. But a fiber F has no branching (−1)-curves, so C meets D hor . By Lemma 2.4, D hor consists of 1-sections, hence C has multiplicity 1 in F , so it is its tip, and therefore meets both components of D hor . Because by connectedness of D every connected component of D vert meets D hor , it follows that F − A is connected, with a unique (−1)-curve C which is its tip. Therefore, T := F − A − C is either zero or a (−2)-chain which meets A, C in its tips and does not meet D hor . In particular, β D+ A ( C) = 3.
Put C = τ ( C). If τ = id then the lemma follows. Assume τ = id. Because τ is minimal, the last exceptional curve of τ is horizontal, so it meets C. After its contraction, the image of C becomes a 0-curve, so C ⊆ Exc τ . It follows that τ does not touch A + T and that C 2 0. Moreover, since D remains snc, β D+A (C) β D+ A ( C) = 3. Suppose β D+A (C) 2. Let σ be a sequence of C 2 + 1 blowups over C ∩ (D − T ) (or some point of C \ (A + T ) if that intersection is empty) and its infinitely near points on the proper transforms of C. Then |σ −1 * (C + T + A)| induces a P 1 -fibration which restricts to a C 1 -fibration of S, so κ(S) = −∞ by the Iitaka Easy Addition theorem; a contradiction. Our next lemma is a standard result concerning curves of canonical type, see eg. [Miy01, I.3.3.1]. It will give a description of the almost minimal model of (X, D), or, more precisely, the pair obtained from (X, D) after all possible half point attachments, called a strongly minimal model in [Miy01, II.4.9] .
Recall that F m for an integer m 0 denotes the m-th Hirzebruch surface P(O P 1 ⊕ O P 1 (m)).
Lemma 3.3 (strongly minimal models). Let S be a smooth rational affine surface such that C[S] is an UFD and let (X, D) be a minimal log smooth completion of S. Assume that K X + D ≡ 0 and that X is minimal (i.e. there are no (−1)-curves on X). Then one of the following holds: (a) X = F m for some m = 1 and D = ((0, m, 0, −m)), (b) X = F m for some m = 1 and D = ((0, m, −m − 2)), (c) X = P 2 and D = ((−1, −1, −1)), i.e. D is a triangle, (d) X = P 2 and D = ((−1, −4)), i.e. D is a sum of a line and a conic.
Proof. Assume first that ρ(X) = 1, so X = P 2 . Then D ≡ −K P 2 ≡ 3 · [line]. Because the components of D generate Pic(P 2 ) by Lemma 2.1(a), D is reducible. Hence D is either a triangle as in (c) or a line and a conic as in (d).
Assume now that ρ(X) 2, so X = F m for some m = 1 and 2 = ρ(X) #D by Lemma 2.1(a).
Denote by F, T ∈ Pic(F m ) the classes of the fiber of F m and of the section with T 2 = −m, which is unique if m = 0. We have F · D = −F · K Fm = 2, so by Lemma 2.4 D hor consists of two 1-sections, say H i ≡ a i F + T for i ∈ {1, 2}. We can assume a 1 a 2 . Note that either a i = 0 or 0 H i · T = a i − m, so a i m. Hence a 1 m and either a 2 m or H 2 ≡ T . Let v be the number of fibers in D. Because all fibers are disjoint and meet H 1 and H 2 , from the fact that D is circular we infer that
Suppose be an almost minimalization as in (2.2). By Proposition 2.13(d) κ(X n \ D n ) = κ(X \ D) = 0, so [Miy01, II.6.2.1] implies that K Xn + D # n ≡ 0, that is, K Xn + D n ≡ Bk D n . By Proposition 2.13(a) ψ is a sequence of half-point attachments, so by Lemma 3.1 all base points of ψ −1 lie on the components of D n with nonnegative self-intersection numbers. In particular, ψ −1 does not touch Bk D n , so ψ −1 * Bk D n = ψ * Bk D n ≡ ψ * (K Xn + D n ), which by Lemma 2.1 writes uniquely as a sum of components of D, with integral coefficients. But ψ −1 * Bk D n is a sum of components of D with coefficients in [0, 1). Hence ψ −1 * Bk D n = 0, which implies that (3.2) K Xn + D n ≡ 0.
We claim that there is a sequence of half-point attachments
Indeed, let (X n , D n ) −→ (Z , D Z ) be any sequence of half-point attachments. Then by (3.2)
Hence A satisfies (2.1). Therefore, we can perform half-point attachments inductively, until we reach a minimal surface Z as required.
Let (Z, D Z ) be as in (3.3). Recall from Lemma 2.1 that Z is rational. By Remark 2.2 C[Z \ D Z ] is an UFD, so (Z, D Z ) is as in Lemma 3.3. We need to show that, for a suitable log smooth completion (X, D) of S, the morphism ϕ can be chosen as in Construction 1.3.
Denote by A 1 , . . . , A r the curves not contained in D which are contracted by ϕ (in particular, r n). 
Now we treat each of the cases (a)-(d) from Lemma 3.3 separately. We would like to reduce everything to case (a) with m = 0. So in each of the remaining cases, we construct σ : Z Z , which is an isomorphism on Z \ D Z and on some neighborhood of b 1 , . . . , b r ; and ϕ : (Z , σ * D Z ) −→ (Z , D Z ), which is an identity or a half-point attachment, such that (D Z , D Z ) is as in one of the cases not considered yet. Then we lift σ so that the following diagram is commutative:
where D , D Z , D Z are reduced total transforms of D, and (X , D ) is another log smooth completion of S. Eventually, we replace ϕ with ϕ • ϕ , which is another sequence of half-point attachments.
Consider case (d), i.e. r = 1 and D Z is a sum of a line L and a conic C. We have R 1 = C − 4L, so by (3.4) b 1 ∈ C. We define σ as a blow up at a point of C ∩ L followed by a flow (see Section 2D) on the proper transform of L. Then (Z , D Z ) is as in case (b), so we put ϕ = id.
Consider case (c) and let L ⊆ D Z be the line not containing b 1 , b 2 . As before, we define σ as a blowup at L ∩ (D Z − L), followed by a flow on the proper transform of L. Then (Z , D Z ) is as in case (a).
Consider case (b). Write D Z = F + T + H, where F 2 = 0, T 2 = −m and H 2 = m + 2. We can assume that b 1 ∈ T : indeed, otherwise T 2 0, so m = 0 and we can interchange T with F . In fact, we can assume that b 1 ∈ F : if not then b 1 ∈ H and after m + 2 flows on F we obtain a pair with that property. Now r = 1 and R 1 = (m + 1)F + T − H, so (3.4) gives m = 0. Let σ be a flow on T such that (σ * F ) 2 = 1, followed by a blowup at σ(F ∩ H). Let now ϕ be the contraction of a proper transform of a member of |T | passing through F ∩ H. The resulting pair is as in (a).
Eventually, consider case (a). Write D Z = F 1 + T + F 2 + H, where F 2 1 = F 2 2 = F 1 · F 2 = 0 and as before T 2 = −m, b 1 , b 2 ∈ T . We have r = 2 and R 1 = F 1 − F 2 , R 2 = mF 2 + T − H, so (3.4) implies (after renaming b i , F i if necessary) that b 1 ∈ F 1 , b 2 ∈ H. After m flows on F 2 we can assume that m = 0, so Z ∼ = P 1 × P 1 . We can choose coordinates on Z such that F 1 = l 1,0 , F 2 = l 1,∞ , H = l 2,0 , T = l 2,∞ , b 1 = (0, 1), b 2 = (1, 0). Now by Lemma 3.1, ϕ : (X, D) −→ (Z, D Z ) is exactly as in Construction 1.3.
Diffeomorphism type of S p 1 ,p 2
In this section we prove Theorem 1.4. To this end, we need to translate Construction 1.3 to the language of Kirby calculus, where blowing up corresponds to attaching handles. We give a quick overview of handlebodies and Kirby diagrams in Section 4A. In Proposition 4.3 we show that Construction 1.3 amounts to attaching two 2-handles to T 2 × D 2 , whose interior is identified with C * × C * , see Figure 3 . Theorem 1.4 follows by sliding its 2-handle over the attached ones. The boundary M of the obtained 4-manifold is a 0-surgery on the knot K from Figure 2 . It is interesting to note that this is one of the few exceptional surgeries on K, classified in [BW01] . More precisely, while all but finitely many surgeries on K are hyperbolic, M contains incompressible tori. The decomposition of M along these tori is described in Proposition 4.7. While interesting in its own right, it gives another way to distinguish S p 1 ,p 2 , for different {deg p 1 , deg p 2 }.
We begin with the following observation.
Proposition 4.1. For every p 1 , p 2 , S p 1 ,p 2 is homotopically equivalent to S 2 .
Proof. Viewing S = S p 1 ,p 2 as an iterated affine modification of C 2 , we infer from [Kal94, Lemma 3.4] that π 1 (S) = π 1 (C 2 ) = {1}. This modification replaces {x 1 x 2 = 0} ⊆ C 2 , which is contractible, by the affine part of A 1 + A 2 , which is a disjoint union of two copies of C 1 . Hence e top (S) = e top (C 2 ) − 1 + 2 = 2. Because S, being Stein, has a homotopy type of a CW-complex of (real) dimension two [GS99, 11.2.6], it follows that H i (S, Z) = Z for i = 2 and 0 for i > 2. Thus S has weak homotopy type of S 2 . Applying the Whitehead theorem to the continuous map S 2 −→ S given by a generator of π 2 (S) = H 2 (S; Z) = Z, we infer that S 2 htp S, as claimed.
4A. Overview of Kirby calculus
We now briefly recall the language of Kirby diagrams of 4-manifolds, for a complete treatment see Any 4-manifold V can be obtained from D 4 by attaching handles of increasing index. There are two ways of modifying such handle-decomposition without changing the diffeomorphism type of V . First, if the attaching sphere of a k-handle meets the belt sphere of a (k − 1)-handle transversally in a single point, these two handles can be canceled [GS99, 4.2.9]. Second, a 2-handle h can be slid over a 2-handle h 0 by pushing the attaching circle of h through the belt circle of h 0 [GS99, 4.2.10]. We use the same letter to denote a handle before and after the slide.
A handle-decomposition of V is encoded by a Kirby diagram, which is a (decorated) link in S 3 , i.e. in the boundary of the initial 0-handle. A 2-handle is represented by its attaching circle with a framing coefficient. Attaching a 1-handle to V is the same as drilling a tubular neighborhood of a properly embedded D 2 ⊆ V [GS99, p. 168], so it is represented by a circle ∂D 2 ⊆ ∂V , with a dot to distinguish it from a 2-handle. All dotted circles in a Kirby diagram form an unlink. Once 1-and 2-handles are attached, there is usually (e.g. if V is closed or ∂V is connected and V is simply connected, which is our case) a unique way to attach the remaining ones [GS99, p. 148], so they are not drawn. We use the same letters for handles and corresponding knots in the diagram.
For example, a diagram consisting of one unknot with coefficient e represents a D 2 -bundle over S 2 of Euler number e [GS99, Fig. 4 .20]. The diagram in Figure 3 without the leftmost and rightmost circle represents T 2 × D 2 , see [GS99, Fig. 4 .36]. Indeed, attaching the 1-handles gives (T 2 \ {disk}) × D 2 , whose fundamental group is freely generated by loops based in the initial 0-handle and going along the cores of the 1-handles. The 2-handle, attached along their commutator, caps off the puncture.
Handle cancellation and sliding is represented on the Kirby diagram as follows. First, if a dotted circle meets only one non-dotted circle, once, then the corresponding 1-and 2-handle cancel [GS99, Fig. 5 .38]. Second, sliding a 2-handle t over t 0 replaces t by its band-sum with a parallel copy t 0 of t 0 [GS99, Fig.  5 .4]. More precisely, choose an arc in t and t 0 and connect their endpoints such that the obtained "square" bounds a band which is disjoint from the rest of the diagram. Recall that k(t 0 , t 0 ) is the framing of t 0 . The new framing of t is the sum of framings of t and t 0 plus 2 k(t, t 0 ) [GS99, p. 142]. It is important to remember that the orientations of t and t 0 should match. We denote by −t the knot t taken with opposite orientation. The components of a standard Hopf link drawn as in the left of Figure 7 are always meant to have counterclockwise orientation and linking number +1.
4B. Handle decompositions and proof of Theorem 1.4
Notation 4.2. Let S = S p 1 ,p 2 be as in Construction 1.3. For j ∈ {1, 2} put d j = deg p j + 1, T j,d j = L j,0 , and denote by T j,i , i ∈ {1, . . . , d j − 1} the i-th component of the twig T j meeting A j , see Figure 1 (a). Let Tub(D) be the tubular neighborhood of D in X constructed in [Mum61] . Put M = ∂Tub(D) as in Section 2E and V = X \ int Tub(D). Clearly, S diffeo int V . We may and will assume d 1 d 2 .
Proposition 4.3. The 4-manifold V is obtained from T 2 × D 2 by attaching two 2-handles with framings −d 1 , −d 2 along the standard generators of π 1 (T 2 ). Its Kirby diagram is given by Figure 3 .
Proof. We identify C 2 with the interior of a 0-handle D 4 . Let ϕ 0 : X 0 −→ D 4 be the natural extension of ϕ| X\(L 1,∞ +L 2,∞ ) from Construction 1.3. Figure 6 shows ∂ϕ −1 0 (l 1,0 ∪ l 2,0 ), where the attaching circles of the 2-handles are drawn together with their framings. To construct V , we need to remove from X 0 a tubular neighborhood of ϕ −1 0 (l 1,0 ∪ l 2,0 ) \ (A 1 ∪ A 2 ). To do this, we first remove from the 0-handle all disks whose boundaries are drawn in Figure 6 in bold, and then we remove the cores of the corresponding 2-handles (everything suitably thickened).
By [GS99, p. 214 ], the first step gives a Kirby diagram obtained from Figure 6 as follows. Replace each circle corresponding to T j,i for j ∈ {1, 2}, i ∈ {1, . . . , d j } by a dotted circle t j,i , and each twist corresponding to T j,i+1 ∩ T j,i (respectively, L 0,1 ∩ L 0,2 ) by a 0-framed 2-handle h j,i (respectively, h), linked with the dotted circles as in Figure 7 . We denote by a j the 2-handle corresponding to A j . By [GS99, p. 224] , the next step amounts to attaching a 2-handle along a parallel copy of each removed circle, together with a certain 3-handle. In our case, for each
The resulting Kirby diagram is shown in Figure 8 (where we only draw the part corresponding to L 1,0 + L 2,0 + T 2 + A 2 and skip the subscript "2,": the other part is analogous). We will simplify this diagram by handle slides. First, we slide t j,1 over a j , see Figure 9 . After this slide, t j,1 unlinks from a, meets t j,1 once with k(t j,1 , t j,1 ) = −1 and changes framing to −1, while the rest of the diagram does not change. Applying Lemma 4.4(a) below inductively to pairs (t 0 , t) = (t j,i , t j,i+1 ) for i = 1, . . . , d j − 1, we obtain a diagram in Figure 10 . Now by Lemma 4.4(b) each h i,j can be slid to a 0-framed unknot disjoint from the rest of the diagram. Since π 1 (V ) = {1} by Proposition 4.1, [GS99, p. 148] shows that all h j,i 's cancel Lemma 4.4. Let l 1 , l 2 be links in the left and right of one of the Figures 11(a) -(c). Define l ⊆ l 1 as t 0 in (a), t + h in (b) and t + c 0 + a in (c). Let k be a Kirby diagram containing l 1 in such a way that l is disjoint from k − l 1 . Then k is equivalent to a diagram obtained from k by replacing l 1 with l 2 . Proof. (a) In order to have a clear picture, we draw t 0 rotated around a horizontal line, so that both t 0 and t go under the bottom part of c 0 , see Figure 12 . We draw a parallel copy of t 0 in such a way that it twists over t 0 near that crossing, and cut this twist to make a band-sum with t. Now the part of t on the right of the vertical diameter of c can be isotoped to the latter, which proves the claim. (b) As in (a), we draw t rotated so that both h and t go under the bottom part of c 2 , and do the band-sum there, see Figure 13 . Then the bottom part of h untangles from c 1 , c 2 , and becomes a parallel copy of t. Sliding it over −t unlinks it from the rest of the diagram.
(c) After sliding t over a, it becomes disjoint from c 0 and meets c as before, see Figure 14 , where the box stands for k twists. Moreover, c 0 now meets only a, once, so these handles cancel. Let h, a j be the 0-and (−d j )-framed 2-handles in Figure 3 , and let c j be the 1-handle meeting a j . We will add and subtract a 2 − a 1 from h so that the latter untangles from c 1 , c 2 . Then we cancel pairs (c j , a j ). This is done in Figures 15-16 , which we now explain.
∼ Figure 15 . Proof of Theorem 1.4: adding a 2 − a 1 to h.
We start with Figure 3 , but draw it with a 2 rotated along a horizontal axis. Next, we draw parallel copies of −a 1 and a 2 , where a box stands for d j twists. Then we band sum h with those copies near the points where h and a j go under c j , see Figure 15 . This move resolves nearby crossings of h and c j , leaving k(h, c j ) = −1. Now we rotate a 2 again (this changes the sign in the box) and repeat the above move, but with reversed orientation of a j , i.e. we add a 1 and subtract a 2 . As before, the crossings of h with c j get resolved, so these 1-handles cancel with a j , see Figure 16 . After the first slide, h twisted along a j in the boxes, so now it twists there over itself. A look at Figure 16 shows that we indeed obtained a knot as in Figure 2 . The framing of h remains 0 since we added and subtracted the same thing. ∼ Figure 16 . Proof of Theorem 1.4: subtracting a 2 − a 1 from h and canceling pairs (c j , a j ).
4C. Computation of π ∞
1 (S p 1 ,p 2 ) and a relation with knot surgeries Proposition 4.3 allows us to compute the fundamental group of V (which is trivial by Proposition 4.1), and, more interestingly, that of M , which equals π ∞ 1 (S), see [Mum61] . Proposition 4.5. The fundamental group at infinity of S has a presentation (4.1)
is the attaching circle of the (−d j )-framed 2-handle in Figure 3 , and λ is the belt sphere of the 0-framed one.
Proof. Let γ 1 , γ 2 , λ ∈ π 1 (∂(T 2 × D 2 )) = π 1 (T 3 ) be the standard generators. Proposition 4.3 shows that M is obtained from T 3 by a surgery along γ 1 , γ 2 with coefficients d 1 , d 2 . The meridians of deleted tori are µ 1 := [γ 2 , λ −1 ], µ 2 := [γ 1 , λ]. Now by van Kampen theorem, each surgery replaces the relation µ j = 1 in π 1 (T 3 ) by µ j = δ j , where δ j ∈ π 1 (M ) is the corresponding attaching circle, satisfying δ d j j = γ j . Remark 4.6. The presentation (4.1) can also be obtained from the plumbing construction in [Mum61] , see Section 2E. If D is a tree, [Mum61] shows how to calculate π 1 (M ) in terms of fibers of the plumbed S 1bundles, using van Kampen theorem. For our D, one needs to use the van Kampen theorem for groupoids [Bro67] , say, to glue ∂Tub(L 1,∞ + L 2,∞ ) to the rest of ∂Tub(D) along two disjoint plumbing tori, each containing a base point. This gives the additional generator λ, which is the sum of paths joining the two base points in each of the glued pieces. In this interpretation, γ j is the fiber over L j,0 . Indeed, in the proof of Proposition 4.3 it was drawn parallel to the boundary of a disk corresponding to T j,d j −1 , which goes once around L j,0 . In turn, δ j is a fiber over T j,1 , that is, a singular fiber of a lens space L(1, d j ) attached to ∂Tub(L j,0 ).
In the proof of Corollary 2.9, we have essentially seen the JSJ decomposition of M . We will now show how to see it from the above description of M , as a 0-surgery on K [2d 1 ,2d 2 ] . In order to settle the notation, we recall the basic definitions following [Hat07] .
Let N be a 3-manifold. A surface Σ in N is incompressible if every loop in Σ bounding a disk in N bounds a disk in Σ, too. We write N |Σ for a 3-manifold (with boundary) obtained from N by removing Σ together with some tubular neighborhood.
Assume that N is irreducible (see Section 2E). Then N has a collection Σ of incompressible tori such that each component of N |Σ is either a Seifert fiber space or has no incompressible tori. A minimal such Σ (in the sense of inclusion) is unique up to an isotopy [Hat07, Theorem 1.9], and N |Σ is called a JSJ-decomposition of N . We now recall the notation for Seifert fibered spaces following [Hat07, §2.1]. Let B be a compact surface of genus g with r boundary components, and let
is a torus: we attach to it a solid torus D 2 × S 1 in such a way that a meridian 0 × S 1 is attached to a loop in T i whose preimage in its universal cover is a line of slope p i q i . The resulting manifold is a Seifert fibered space M (g, r; p 1 q 1 , . . . , p k q k ). It is a graph manifold. Its graph has one vertex corresponding to M 0 and k maximal twigs, whose type is a continued fraction expansion of p i q i . This graph is normal whenever a Seifert fibration is unique, see Proposition 4.7 (JSJ decomposition of M ). Let Σ 1 , Σ 2 ⊆ M be the plumbing tori at L 1,0 ∩ L 2,0 and L 1,0 ∩ L 2,∞ , see Section 2E. Then the JSJ decomposition of M is (a) M |(Σ 1 Σ 2 ) = M (2, 0; 1
Let γ j , δ j be as in Proposition 4.5. Then δ j is the singular fiber of M (2, 0; 1 d j ) and γ j is a general one. Proof. By Theorem 1.4, M is a 0-surgery on S 3 along K = K [2d 1 ,2d 2 ] . Because K [2,2] is just a trefoil, (c) follows from [Mos71, Proposition 3.1] which completely describes surgeries on torus knots. Assume d 2 > 1. If d 1 > 1, too, then cutting along Σ 1 Σ 2 in case (a) corresponds to removing the edges of the circular subgraph in Figure 4(b) , and decorating the leftmost vertices with r = 2, i.e. puncturing the base spheres twice. If d 1 = 1 then cutting along Σ 1 corresponds to removing the loop in Figure 4 Proposition 1.5(a)] they are unknotted (see Definition 1.3 loc. cit), so by Theorem 1.4 loc. cit, Σ remains incompressible. Moreover, by [HT85, Theorem 1(e)] S 1 (0) is isotopic to S 1 (1) if and only if d 1 = 1. Thus our claim will follow once we show that Σ = Σ 1 , Σ 2 for Σ 0 = S 1 (0), S 1 (1).
To this end, we recall the description of S 1 (0), S 0 (1) from [HT85, p. 227, Fig. 1 ]. Consider Figure 2 as a knot in R 3 , and let p be a vertical plane between the "twists". It meets the knot in four points. Connect them to get a quadrilateral q ⊆ p: it is a 0-handle for S 1 (0). Now attach to it two 1-handles along the bands with d 1 and d 2 twists, respectively: this gives a punctured torus S 1 (0). The torus S 1 (1) is constructed the same way, with q replaced by its complement in the compactification p
The loops based at q and going around the 1-handles of S 1 (0) are isotopic to the non-dotted circles in Figure 3 , which by Remark 4.6 are fibers γ j over L j,0 . Hence S 1 (0) caps to Σ 1 . To see the 1-handles of S 1 (1), we need to change the base point from q to its complement. The gluing described in Remark 4.6 shows that this amounts to changing, say, L 2,0 to L 2,∞ . This way we get Σ 2 , as claimed.
Remark 4.8 (A direct argument for minimality of Σ). In the above proof, we have used the classification of graph manifolds to show that the collections Σ 1 Σ 2 in (a) and Σ 1 in (b) of incompressible tori decomposing M to Seifert fibered spaces is minimal. However, this can be also seen directly, as follows.
First, we note that since Γ(M |Σ i ) is a tree, one can use van Kampen theorem as in [Mum61] to compute (4.2) π 1 (M |Σ 1 ) = δ 1 , δ 2 |[γ 1 , γ 2 ] = 1 , where δ j and γ j = δ d j j are as in Remark 4.6. Suppose that d 1 , d 2 > 1, but M |Σ i is Seifert fibered for some i ∈ {1, 2}. Then by [Hat07, Proposition 1.11], the incompressible torus Σ 3−i ⊆ M |Σ i is either horizontal or vertical. In the first case, it covers the base orbifold, which has two boundary components, so comparing Euler characteristics as done in [Hat07, p. 22] shows that M |Σ i has no singular fibers, so M |Σ i ∼ = (D 1 × S 1 ) × S 1 , a contradiction with (4.2). In the second case, cutting M |Σ i further along Σ 3−i preserves the Seifert fibration: therefore by the equality in (a), it restricts to the unique one on M (2, 0; 1 d j ). Hence after gluing Σ 3−i back, the fiber of one fibration becomes a loop around the degenerate fiber of the other. This is a contradiction, because the former is central in π 1 , and the latter is not.
Suppose now that d 2 > 1, but M is Seifert fibered. Again, the incompressible torus Σ 1 is either horizontal or vertical. In the first case, since M |Σ 1 is connected, [Hat07, p. 22] implies that M |Σ 1 ∼ = Σ 1 × D 1 , a contradiction with (4.2). In the second case, we obtain that M |Σ 1 is a Seifert fiber space. We have shown that this is possible only if d 1 = 1, in which case the general fiber is represented by γ 1 ∈ π 1 (M ). In particular, γ 1 ⊆ π 1 (M ) is a (nontrivial) central subgroup. Hence by (4.1) δ 2 = [γ 1 , λ] = 1 and δ 1 = [δ d 2 2 , λ −1 ] = 1, so γ 1 = 1; a contradiction.
5. C * -fibrations and complete algebraic vector fields on S p 1 ,p 2
In this section we prove Theorem 1.6(b). It follows from [KKL14, Theorem 1.5] that a flow of any complete algebraic vector field on S p 1 ,p 2 preserves some C * -fibration of S p 1 ,p 2 (see Proposition 5.5(c) for details). Therefore, to understand AAut hol (S p 1 ,p 2 ) we need to classify all C * -fibrations of S p 1 ,p 2 .
Their degenerate fibers are affine curves with Euler characteristic at least e top (C * ), see [Miy01, III.1.8], i.e. unions of C * and C 1 . Therefore, we begin by classifying all curves in S p 1 ,p 2 which are isomorphic to C 1 . This is done in Lemma 5.2. In Lemma 5.3 we show that any C * -fibration of S p 1 ,p 2 comes from a C * -fibration of a complement of suitably chosen pair of disjoint C 1 's; which by Lemma 5.4 turns out to be a torus C * × C * . The union of such tori is exactly the complement of Z from Theorem 1.6(b).
Notation 5.1. As in Notation 4.2, we put d j = deg p j + 1 and write S := S p 1 ,p 2 . We use notation introduced in Construction 1.3 and denote by T j the maximal (−2)-twig of D meeting A j . Additionally, we denote by c = {x 1 + x 2 = 1} ⊆ P 1 × P 1 the curve of type (1, 1) passing through (∞, ∞) and both base points (1, 0), (0, 1) of ϕ −1 , and by C := ϕ −1 * c its proper transform on X. It would be sometimes convenient to work with explicit equations of S. To write them, denote by p j = t d j −1 p j (t −1 ), j ∈ {1, 2} the polynomial obtained from p j by writing its coefficients in the opposite order. Note that p j (0) = 1 because p j is monic. Now S ⊆ C 4 = Spec C[x 1 , x 2 , y 1 , y 2 ] is given by
. Note that S is in fact a surface in C 3 because, say, x 1 can be computed from the second equation. (a) Γ = A j for some j ∈ {1, 2}. Then Γ 2 = −1 and Γ · D = Γ · T j = 1. (b) Γ = L j,1 and p j = t d j −1 for some j ∈ {1, 2}. Then Γ 2 = −d j , Γ · D = Γ · L 3−j,∞ = 1 and Γ · A 3−j = 1. (c) Γ = C and p j = 1 or t d j −2 (t − 1) for both j ∈ {1, 2}. Then Γ 2 = 2 − d 1 − d 2 , Γ · D = 2, Γ meets D at L 1,∞ ∩ L 2,∞ and Γ · A j = 1 for j ∈ {1, 2}. Moreover, A 1 · A 2 = 0, L 1,1 · L 2,1 = 1 and A j · L j,1 = C · L j,1 = 0 for j ∈ {1, 2}.
Proof. Clearly, A j ∩ S ∼ = C 1 and A 2 j = −1 as in (a). We will now check when L j,1 ∩ S ∼ = C 1 . Because l j,1 meets ϕ * D transversally on l 3−j,0 and l 3−j,∞ , we have L j,1 · (D + A 3−j ) = 2 and L j,1 meets L 3−j,∞ , so L j,1 ∩ C 1 if and only if L j,1 meets A 3−j , that is, all d j blowups over l j,1 ∩ l 3−j,0 touch the image of L j,1 (hence L 2 j,1 = l 2 j,1 − d j = −d j ). The proper transform of l j,1 after the first blowup meets the exceptional curve at the point with coordinate (x 3−j − 1)/x j = 0 (see Construction 1.3), so the next blowup, if occurs, touches it if and only if the coefficient near t d j −2 in p j is zero. Because these two curves meet transversally, the infinitely near points on the next proper transforms will have coordinate zero, too. Following Construction 1.3 we conclude that L j,1 ∩ S ∼ = C 1 if and only if p j = t d j −1 , as in (b).
To check when C ∩ S ∼ = C 1 , we argue in a similar way. We have C · (D + A 1 + A 2 ) = 4 and C meets D at L 1,∞ ∩ L 2,∞ , so C ∩ S ∼ = C 1 if and only if all the blowups in the decomposition of ϕ touch the image of C. After the first blowup over l j,1 ∩ l 3−j,0 the proper transform of c meets the exceptional curve at a point of coordinate (x 3−j − 1)/x j = 1, so all the remaining blowups touch it if and only if p j = 1 (i.e. there are no more blowups) or p j = t d j −1 − t d j −2 , since as before the next infinitely near points will have coordinate zero on the exceptional curves. In this case,
It remains to show that if Γ ∩ S ∼ = C 1 for some curve Γ ⊆ X then Γ equals A j , L 1,j or C. Consider first the case when Γ is vertical for the P 1 -fibration induced by |L j,∞ |, so Γ ⊆ ϕ * l j,t for some
Consider now the case when Γ is horizontal for both P 1 -fibrations induced by |L j,∞ |, j ∈ {1, 2}. Then Γ meets both L j,∞ , so the point Γ ∩ D equals L 1,∞ ∩ L 2,∞ . Since Γ is disjoint from L 1,0 + L 2,0 = [1, 1], the linear system of the latter induces a P 1 -fibration for which Γ is vertical. The curves L j,∞ are 1-sections for this P 1 -fibration, so Γ · L j,∞ = 1. It follows that ϕ(Γ) ⊆ P 1 × P 1 is of type (1, 1), passes through (∞, ∞), and because Γ · L j,0 = 0, ϕ(Γ) passes through the base point of ϕ −1 on l j,0 , that is, through (0, 1) for j = 1 and (1, 0) for j = 2. Thus ϕ(Γ) = c, as claimed.
Lemma 5.3. For any C * -fibration of S one can find on S two disjoint, vertical curves isomorphic to C 1 , whose closures Γ 1 , Γ 2 ⊆ X satisfy Γ 2 i −1, with strict inequality if Γ i · D 2.
Proof. Fix a C * -fibration f of S. Let α 1 : X −→ X be the minimal resolution of the base points of f on X, and let α 2 : X −→ X be the contraction of all vertical (−1)-curves which are superfluous in the subsequent images of (α * 1 D) red . Put α = α 2 • α −1 1 and D = ((α −1 ) * D) red . Denote the circular subdivisor of D by R. Then α * 1 R contains a unique circular subdivisor R . Because all fibers are trees, R contains a horizontal component, say H. Suppose R − H is vertical. Then it is connected and meets H twice, so H is a 2-section, in fact H = D hor ; a contradiction with Lemma 2.4. Therefore, R contains two 1-sections. In particular, R hor = D hor , so α 1 is a composition of inner blowups with respect to the images of R , hence it does not touch α * 1 (D − R). Because the latter contains no (−1)-curves and meets R in branching components of D , α 2 does not touch it, either. In other words, α is a composition of inner blowups on the images of R and does not touch the twigs of D .
In particular, D hor consists of two 1-sections, both contained in R = (α 2 ) * R . Consider the case when D vert has a (−1)-curve, say Γ, and let F be the fiber containing it. Because D has no superfluous vertical (−1)-curves, β D (Γ) 3, so Γ ⊆ R meets a maximal twig T of D . Because α −1 does not touch T , we get α −1 * (T + Γ) = T j + L j,0 = [(2) d j , 1] for some j ∈ {1, 2}. Since β F red (Γ) 2, Γ meets R hor . The latter consists of 1-sections, so Γ has multiplicity 1 in F , and thus Γ is a tip of F . Because F contracts to a 0-curve, it follows that F = [1, (2) d j , 1]. The (−1)-curve Γ = F − T − Γ satisfies Γ · D = 1 + (F − T − Γ) · D hor = 1, so A = α −1 * Γ satisfies A · D = A · T j = 1, thus A = A 3−j by Lemma 5.2. It follows that F = α * (A j + T j + L 3−j,0 ), so our P 1 -fibration is in fact induced by a pullback of |L 3−j,∞ |. Therefore, α = id and the curves A j ∩ S and A 3−j ∩ S are as required.
Consider the case when D vert contains no (−1)-curves. Because R is circular, R hor has 2 − b 0 (R vert ) ∈ {0, 1, 2} nodes. Let F be a fiber passing through a node r ∈ R hor . Then (F r · D hor ) r = 2, so because each connected component of D vert meets D hor , F r ∩D = {r}. Because X \D ∼ = S is affine, F r ∩(X \D ) ∼ = C 1 . The curve F r meets each 1-section in D hor once, so the above description of α shows that α 2 touches (α −1 2 ) * F r at most once. Therefore, (α −1 * F r ) 2 F 2 r − 1 = −1, and the equality holds if and only if the proper transform of F r is touched by α 2 and not by α 1 , in which case α −1 * F r · D = 1. Hence F r ∩ S is as in the statement of the lemma.
Similarly, if A ⊆ X is a vertical (−1)-curve such that A · D = 1, then A ⊆ D by assumption, and α 2 does not touch (α −1 2 ) * A, hence A ∩ S is as in the statement, and clearly A is disjoint from any F r . Therefore, it remains to find b 0 (R vert ) disjoint vertical (−1)-curves A ⊆ X such that A · D = 1.
Assume that every connected component V of R vert is contained in a fiber
Thus we can assume that R vert contains a fiber. We have 3 #R #D = ρ(X ) by Lemma 2.1. Hence X contains a degenerate fiber F . Let A be a (−1)-curve in F , so A ⊆ D .
Suppose that F ⊆ D vert + A. Then A is a unique (−1)-curve in F , so it has multiplicity µ 2 in F . Denote our C * -fibration of S by f . Because D contains a fiber, f (S) ⊆ C 1 , and we can assume that f (A ∩ S) = {0}. Because C[S] is an UFD, A| S is a divisor of a regular function, say g. Then f /g µ ∈ C[S] * = C * , so f = λg µ for some λ ∈ C * . A general fiber of such f is reducible, a contradiction.
Suppose L · D 2 for every (−1)-curve L ⊆ F . Then 2 L · D b 0 (F ∩ D ) because F is a tree, and b 0 (F ∩ D ) F · D hor = 2 because D is connected. It follows that A is a unique (−1)-curve in F , and meets two connected components of F ∩ D . Because F meets D hor in components of multiplicity 1, it follows that F is a chain meeting D in tips contained in D vert . Hence F ⊆ D vert + A; a contradiction.
Thus we can assume A·D = 1. If b 0 (R vert ) < 2 then the lemma follows, so we can assume b 0 (R vert ) = 2. Lemma 2.1(b) implies that D contains exactly one fiber, so some connected component V of R vert is contained in a degenerate fiber F as above. Recall that A ⊆ F is a (−1)-curve such that A ⊆ D , A · D = 1 and F ⊆ D vert + A.
For every component L of F − D vert we have L · D hor (F − V ) · D hor = 0, so since F is a tree, L · D = 1 and all such L's are disjoint. If two of them are (−1)-curves then the lemma follows. Hence we can assume that A is a unique (−1)-curve in F . Put T = 0 if A meets V , otherwise denote by T the maximal twig of D meeting A. If T = 0 then α −1 does not touch A + T , hence by Lemma 5.2,
In any case, let τ be the contraction of A + T . Then τ does not touch F red − V , and the fiber τ * F has a unique (−1)-curve, contained in τ * V . We can further perform inner contractions with respect to the images of the chain τ * V until one of the components of the image of F meeting a 1-section in the image of D hor becomes a (−1)-curve. Then the latter has multiplicity 1 in the image of F , so it is not its unique (−1)-curve. It follows that the image of F is of type [1, 1] and both its components are in the image of V . In particular, F ⊆ D vert + A; a contradiction.
In the following, we fix coordinates on S = S p 1 ,p 2 , treating it as a closed subset of C 4 given by (5.1).
Lemma 5.4 (Open tori in S)
. Fix an open subset U ⊆ S and a ring homomorphism σ : C[x 1 , x 2 , y 1 , y 2 ] −→ C[v ±1 1 , v ±1 2 ] as in (a)-(c) below. Then σ induces an isomorphism U ∼ = C * × C * . (a) U = S \ (A 1 + A 2 ) and σ(x j ) = v j , σ(y j ) = (v 3−j − p j (v j ))v −d j j for j ∈ {1, 2}; (b) In case p 3−j = 1 for some j ∈ {1, 2}: U = S \ (A j + L j,1 ) and
j v 3−j ) −1 , σ(y 3−j ) = v 3−j ; (c) In case p 1 = p 2 = 1: U = S \ (C + L j,1 ) for some j ∈ {1, 2} and σ(x j ) = −(v 2 + 1)v −1 1 , σ(x 3−j ) = −(v 1 + v 2 + 1) · (v 1 v 2 ) −1 , σ(y j ) = (v 1 + 1)v −1 2 , σ(y 3−j ) = v 2 . The volume form dv 1 v 1 ∧ dv 2 v 2 on U extends, up to a sign, to a volume form dx 1 x 1 ∧ dx 2 x 2 . Proof. We check that by a direct computation that σ is zero on the ideal of S, so it gives a morphism C * × C * −→ S. It has a rational inverse, given by
This inverse is regular on the complement of:
(a) {x 1 x 2 = 0} = (A 1 +A 2 )| S ; (b) {x j y 3−j = 0} = (A j +L j,1 )| S ; (c) {y 3−j (1−y 1 y 2 ) = 0} = (L j,1 +C)| S ; and sends dv 1 v 1 ∧ dv 2 v 2 to ± dx 1 x 1 ∧ dx 2 x 2 . This proves the lemma. Remark. The formulas {y 3−j = 0} = L j,1 | S , {y 1 y 2 = 1} = C| S used in the above proof do not hold for general p 1 , p 2 , but they do hold under the assumptions of (b) and (c), respectively.
Proposition 5.5 (Complete algebraic vector fields on S p 1 ,p 2 , cf. [KK11, Theorem 19]).
(a) Every C * -fibration of S restricts to a C * -fibration of one of the open tori U ⊆ S from Lemma 5.4 (b) For any U ⊆ S from Lemma 5.4 and any a j d j , j ∈ {1, 2}, the complete vector field ν a 1 ,a 2 = v a 1 1 v a 2 2 (a 2 v 1 ∂ ∂v 1 − a 1 v 2 ∂ ∂v 2 ) on U extends to a complete vector field on S. (c) Every compete algebraic vector field on S restricts to a complete vector field on some torus U ⊆ S from Lemma 5.4. In particular, it has divergence zero with respect to the volume form dx 1 x 1 ∧ dx 2 x 2 . (d) For each open torus U ⊆ S from Lemma 5.4, the group AAut hol (S) ∩ AAut hol (U ) acts on U mtransitively for every m.
Proof. (a) Fix a C * -fibration p of S and let Γ 1 , Γ 2 ⊆ X be as in Lemma 5.3. Then p restricts to a C * -fibration of U = S \ (Γ 1 + Γ 2 ). We claim that U is as in Lemma 5.4. Because for i ∈ {1, 2} Γ i ∩ S ∼ = C 1 , Γ i is one of the curves from Lemma 5.2. If {Γ 1 , Γ 2 } = {A 1 , A 2 } then U is as in Lemma 5.4(a). Assume that Γ 1 = C. Because C · D = 2, by Lemma 5.3 0 Γ 2 1 = 2 − d 1 − d 2 , so d 1 = d 2 = 1, i.e. p 1 = p 2 = 1. In this case, C ∩ S meets A j ∩ S for both j ∈ {1, 2}, so Γ 2 = L 1,j for some j ∈ {1, 2} and therefore U is as in Lemma 5.4(c). We are left with the case when Γ 1 = L 1,j for some j ∈ {1, 2} and Γ 2 = C. As before, the condition Γ 2 1 −1 from Lemma 5.3 implies by Lemma 5.2(b) that d j = 1, i. e. p j = 1. In this case, L 1,j ∩ S meets A 3−j ∩ S and L 3−j,1 ∩ S, so Γ 2 = A j or C. The second case is excluded by assumption, so the first case holds and U is as in Lemma 5.4(b).
(b) follows from a direct computation, see [And00, Corollary 2]. (c) Part (b) implies that complete algebraic vector fields on S do not share a rational first integral. Hence by [KKL14, Theorem 1.5], for any complete algebraic vector field ξ on S there is a C 1 -or C * -fibration of S preserved by the flow of ξ. Because κ(S) = 0, S admits no C 1 -fibrations, hence ξ preserves one of the C * -fibrations from (a). In each case, the complement of U is a union of vertical curves isomorphic to C 1 , so the flow of ξ cannot send them to non-degenerate fibers in U . It follows that ξ restricts to a complete vector field on U . In particular, by [And00, Corollary 1] it preserves the volume form dv 1 v 1 ∧ dv 2 v 2 , where v 1 , v 2 are coordinates on U ∼ = C * × C * . Lemma 5.4 implies that ξ preserves dx 1
x 1 ∧ dx 2 x 2 , too. (d) Choose integers a ij , i, j ∈ {1, 2} such that a ij d j and det[a ij ] = 1, and put σ i = ν a i1 ,a i2 ,
1 v a i2 2 ∈ ker σ i \ ker σ 3−i . Now the result follows from [KK11, Propostion 8.9]. Indeed, although that result is formulated in loc. cit. for G = AAut hol (U ), the proof actually shows m-transitivity for the group generated by the elements of the flows of q(f i ) · σ i for q ∈ C[t].
Proof of Theorem 1.6. Part (a) was shown in Corollary 2.6(c). For (b), note that the open subset S \ Z of S is precisely the union of all U ⊆ S from Lemma 5.4. By Proposition 5.5(c), S \ Z is fixed by AAut hol (S). On the other hand, by Proposition 5.5(d) each U ⊆ S from Lemma 5.4 is contained in a single orbit of AAut hol (S). Because every two such U , being open and dense in S, have nonempty intersection, they are all contained in the same orbit of AAut hol (S), which therefore equals S \ Z. Proposition 5.5(d) implies that AAut hol (S) acts on this orbit m-transitively for every m, as claimed.
Remark 5.6 (Density property for S p 1 ,p 2 ). In view of Theorem 1.6(b), it is natural to ask for an even stronger property than m-transitivity of AAut hol (S), namely for the algebraic density property (ADP), see [KK11] . Recall that a smooth affine variety X has ADP if the Lie algebra VF alg (X) of algebraic vector fields on X coincides with the Lie algebra Lie alg (X) generated by complete ones. Since in our case all vector fields preserve Z, one should rather ask if the relative ADP holds, see [KLL15] , namely, if there exist l 0 such that I l VF alg (S) ⊆ Lie alg (S), where I is the ideal of Z. This, however, is not true since by Lemma 5.4(c) all elements of Lie alg (S) preserve the volume form ω = dx 1 x 1 ∧ dx 2 x 2 . Nonetheless, one could ask for the relative volume density property, defined as follows (see [KK16] ). Let X be a normal variety with a volume form ω, and let Y ⊆ X be a closed subset containing Sing X. Denote by VF ω alg (X, Y ) the Lie algebra of those algebraic vector fields on X which vanish on Y and preserve the volume form ω; and by Lie ω alg (X, Y ) the Lie algebra generated by complete vector fields in VF ω alg (X, Y ). We say that X has an algebraic volume density property (AVDP) relative to Y if there exist l 0 such that I l VF ω alg (X, Y ) ⊆ Lie ω alg (X, Y ), where I is the ideal of Y . In this setting, one could ask the following:
Question. Let Z ⊆ S p 1 ,p 2 be as in Theorem 1.6(b). Does S p 1 ,p 2 have AVDP relative to Z?
In case p 1 = p 2 = 1, this question was answered positively in [KK16, Theorem 6]. Note that in this case Z = ∅, i.e. S 1,1 has AVDP.
