Abstract
Introduction
This paper explores the use of statistical learning methods and probabilistic inference techniques for modeling the relationship between the motion of a monkey's arm and neural activity in motor cortex. Our goals are threefold: (i) to investigate the nature of encoding in motor cortex, (ii) to characterize the probabilistic relationship between arm kinematics (hand position or velocity) and activity of a simultaneously recorded neural population, and (iii) to optimally reconstruct (decode) hand trajectory from population activity to smoothly control a prosthetic robot arm (cf [14] ).
A multi-electrode array ( Figure 1 ) is used to simultaneously record the activity of 24 neurons in the arm area of primary motor cortex (MI) in awake, behaving, macaque monkeys. This activity is recorded while the monkeys manually track a smoothly and randomly mov- ing visual target on a computer monitor [12] . Statistical learning methods are used to derive Bayesian estimates of the conditional probability of firing for each cell given the kinematic variables (we consider only hand velocity here). Specifically, we use non-parametric models of the conditional firing, learned using regularization (smoothing) techniques with cross-validation. Our results suggest that the cells encode information about the position and velocity of the hand in space. Moreover, the non-parametric models provide a better explanation of the data than previous parametric models [6, 10] and provide new insight into neural coding in MI.
Decoding involves the inference of the hand motion from the firing rate of the cells. In particular, we represent the posterior probability of the entire hand trajectory conditioned on the observed sequence of neural activity (spike trains). The nature of this activity results in ambiguities and a non-Gaussian posterior probability distribution. Consequently, we represent the posterior non-parametrically using a discrete set of samples [8] . This distribution is predicted and updated in non-overlapping 50 ms time intervals using a Bayesian estimation method called particle filtering [8] . Experiments with real and synthetic data suggest that this approach provides probabilistically sound estimates of kinematics and allows the probabilistic combination of information from multiple neurons, the use of priors, and the rigorous evaluation of models and results.
Methods: Neural Recording
The design of the experiment and data collection is described in detail in [12] . Summarizing, a ten-by-ten array of electrodes is implanted in the primary motor cortex (MI) of a Macaque monkey (Figure 1 ) [7, 9, 12] . Neural activity in motor cortex has been shown to be related to the movement kinematics of the animal's arm and, in particular, to the direction of hand motion [3, 6] . Previous behavioral tasks have involved reaching in one of a fixed number of directions [3, 6, 14] . To model the relationship between continuous, smooth, hand motion and neural activity, we use a more complex scenario where the monkey performs a continuous tracking task in which the hand is moved on a 2D tablet while holding a low-friction manipulandum that controls the motion of a feedback dot viewed on a computer monitor (Figure 2a ) [12] . The monkey receives a reward upon completion of a successful trial in which the manipulandum is moved to keep the feedback dot within a pre-specified distance of the target. The path of the target is chosen to be a smooth random walk that effectively samples the space of hand positions and velocities: measured hand positions and velocities have a roughly Gaussian distribution (Figure 2b and c) [12] . Neural activity is amplified, waveforms are thresholded, and spike sorting is performed off-line to isolate the activity of individual cells [9] . Recordings from 24 motor cortical cells are measured simultaneously with hand kinematics. Figure 3 shows the measured mean firing rate within 50 ms time intervals for three cells conditioned on the subject's hand velocity. We view the neural firing activity in Figure 3 as a stochastic and sparse realization of some underlying model that relates neural firing to hand motion. Similar plots are obtained as a function of hand position. Each plot can be thought of as a type of "tuning function" [12] that characterizes the response of the cell conditioned on hand velocity. In previous work, authors have considered a variety of models of this data including a cosine tuning function [6] and a modified cosine function [10] . Here we explore a non-parametric model of the underling activity and, adopting a Bayesian formulation, seek a maximum a posterior (MAP) estimate of a cell's conditional firing.
Modeling Neural Activity
Adopting a Markov Random Field (MRF) assumption [4] , let the velocity space,
, be discretized on a
grid. Let g be the array of true (unobserved) conditional neural firing and D be the corresponding observed mean firing. We seek the posterior probability 
E
, and a Gaussian model,
The second term is a spatial prior probability that encodes our expectations about a , the variation of neural activity in velocity space. The MRF prior states that the firing, a c T , at velocity ( depends only on the firing at neighboring velocities. We consider two possible prior models for the distribution of a : Gaussian and "robust". A Gaussian prior corresponds to an assumption that the firing rate varies smoothly. A robust prior assumes a heavy-tailed distribution of the spatial variation (see Figure 4) , a , (derivatives of the firing rate in the and § directions) and implies piecewise smooth data. The two spatial priors are
The various models (cosine, a modified cosine (Moran and Schwartz [10] ), Gaussian+Gaussian, and Poisson+Robust) are fit to the training data as shown in Figure 5 .
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In the case of the Gaussian+Gaussian and Poisson+Robust models, the optimal value of the ¡ parameter is computed for each cell using cross validation. During cross-validation, each time 10 trials out of 180 are left out for testing and the models are fit with the remaining training data. We then compute the log likelihood of the test data given the model. This provides a measure of how well the model captures the statistical variation in the training set and is used for quantitative comparison. The whole procedure is repeated 18 times for different test data sets.
The solution to the Gaussian+Gaussian model can be computed in closed form but for the Poisson+Robust model no closed form solution for g exists and an optimal Bayesian estimate could be achieved with simulated annealing [4] . Instead, we derive an approximate B By "Gaussian+Gaussian" we mean both the likelihood and prior terms are Gaussian whereas "Poisson+Robust" implies a Poisson likelihood and robust spatial prior. I P which has been used extensively in machine vision and image processing for smoothing data with discontinuities [1, 5] . Figure 5 shows the various estimates of the receptive fields. Observe that the pattern of firing is not Gaussian. Moreover, some cells appear to be tuned to motion direction, § , and not to speed, , resulting in vertically elongated patterns of firing. Other cells (e.g. cell 19) appear to be tuned to particular directions and speeds; this type of activity is not well fit by the parametric models. Table 1 Table 1 indicate that the non-parametric models do a better job of explaining new data than the parametric models with the Poisson+Robust fit providing the best description of the data. This P+R model implies that the conditional firing rate is well described by regions of smooth activity with relatively sharp discontinuities between them. The non-parametric models reduce the strong bias of the parametric models with a slight increase in variance and hence achieve a lower total error.
Given neural measurements our goal is to infer the motion of the hand over time. Related approaches have exploited simple linear filtering methods which do not provide a probabilistic interpretation of the data that can facilitate analysis and support the principled combination of multiple sources of information. Related probabilistic approaches have exploited Kalman filtering [2] . We note here however, that the learned models of neural activity are not-Gaussian and the dynamics of the hand motion may be non-linear. Furthermore with a small number of cells, our interpretation of the neural data may be ambiguous and the posterior probability of the kinematic variables, given the neural activity, may be best modeled by a non-Gaussian, multi-modal, distribution. To cope with these issues in a sound probabilistic framework we exploit a non-parametric approach that uses factored sampling to discretely approximate the posterior distribution, and particle filtering to propagate and update this distribution over time [8] .
Let the state of the system be s We assume that the temporal dynamics of the states, s , form a Markov chain for which the state at time ¡ depends only on the state at the previous time instant:
denotes the state history. We also assume that given s , the current observation c and the previous observations C q are independent.
Using Bayes rule and the above assumptions, the probability of observing the state at time ¡ given the history of firing can be written as
where V 1 is a normalizing term that insures that the distribution integrates to one. The likelihood term
assumes conditional independence of the individual cells where the likelihood for the firing rate of an individual cell is taken to be a Poisson distribution with the mean firing rate for the speed and velocity given by s determined by the conditional firing models learned in the previous section. Plotting this likelihood term for a range of states reveals that its structure is highly non-Gaussian with multiple peaks.
The temporal prior term, random samples which are propagated in time using a standard particle filter (see [8] for details). Unlike previous applications of particle filtering, the likelihood of firing for an individual cell in From the set of synthetic cells we then generate a synthetic spike train by taking a known sequence of hand velocities and stochastically generating spikes using the learned conditional firing models with a Poisson generative model. Particle filtering is used to estimate the posterior distribution over hand velocities given the synthetic neural data. The expected value of the horizontal and vertical velocity is displayed in Figure 6a . For comparison, a standard linear filtering method [6, 14] was trained on the synthetic data from 50 ms intervals. The resulting prediction is shown in Figure 6b . Linear filtering works well over longer time windows which introduce lag. The Bayesian analysis provides a probabilistic framework for sound causal estimates over short time intervals.
We are currently experimenting with modified particle filtering schemes in which linear filtering methods provide a proposal distribution and importance sampling is used to construct a valid posterior distribution. We are also comparing these results with those of various Kalman filters.
Conclusions
We have described a Bayesian model for neural activity in MI that relates this activity to actions in the world. Quantitative comparison with previous models of MI activity indicate that the non-parametric models computed using regularization more accurately describe the neural activity. In particular, the robust spatial prior term suggests that neural firing in MI is not a smooth function of velocity but rather exhibits discontinuities between regions of high and low activity.
We have also described the Bayesian decoding of hand motion from firing activity using a particle filter. Initial results suggest that measurements from several hundred cells may be required for accurate estimates of hand velocity. The application of particle filtering to this problem has many advantages as it allows complex, non-Gaussian, likelihood models that may incorporate non-linear temporal properties of neural firing (e.g. refractory period). Unlike previous linear filtering methods this Bayesian approach provides probabilistically sound, causal, estimates in short time windows of 50ms. Current work is exploring correlations between cells [7] and the relationship between the neural activity and other kinematic variables [12] .
