Abstract. In financial markets high levels of risk are associated with large returns as well as large losses, whereas with lower levels of risk, the potential for either return or loss is small. Therefore, risk management is fundamentally concerned with finding an optimal tradeoff between risk and return matching an investor's risk tolerance. Managing risk is studied mostly in a financial context; nevertheless, it is relevant in any area with a significant source of uncertainty.
If i has an unknown distribution with partial information, then a robust and Nemirovski [4, 7] ).
27
We mention a few earlier uses of model (1) in a discrete optimization warehouse locations and corresponding retailer assignments. Vielma et al.
37
[21] solve discrete portfolio optimization problems with a risk constraint with a general branch-and-bound algorithm based on the linear approximation of 1 the conic quadratic cone due to Ben-Tal and Nemirovski [6] . objective of (1) . Let N := {1, . . . , n} be a finite set. For π ∈ R N , we use
28
We are interested in minimizing a submodular function, i.e.,
Without loss of generality, we assume that f (∅) = 0, since otherwise we can 31 solve the equivalent minimization problem for submodular
i.e., the shifted function f with 
is called the extended polymatroid associated with f .
Throughout the paper, by abusing notation, we will refer to a set function 1 also as f (x), where x ∈ {0, 1} n is the indicator vector for subsets of N . We 2 use x(S) to denote the indicator vector of S ⊆ N and S(x) to denote the 3 support of x. Now using this notation, we write the submodular function 4 minimization problem (3) as
Q f is the convex lower envelope of f . Because it is the convex hull of 9 disjunction of 2 n polyhedra (for each assignment of x), Q f is a polyhedron 10 as well. For submodular f , we refer to Q f simply as the submodular function 11 polyhedron. Also we will refer to inequalities 0 ≤ x ≤ 1 as the trivial
12
inequalities of Q f .
13
Proposition 1. Any non-trivial facet-defining inequality πx ≤ αz + π o of
14
Q f satisfies π o ≥ 0 and α = 1 (up to scaling).
15
Proof. Because (0, 1) is a ray of Q f , inequality is invalid unless α ≥ 0. 
20
The next two propositions relate Q f to the extended polymatroid of f .
21
Proposition 2. Inequality πx ≤ z is valid for Q f if and only if π ∈ EP f .
22
Proof. For π ∈ EP f , we have πx = π(S(x)) ≤ f (S(x)) ≤ z. Conversely,
23
if π ∈ EP f , then π(S) > f (S) for some S ⊆ N ; but then for z = f (S), 24 π(S) = πx(S) > z, contradicting the validity of πx ≤ z.
25
We will refer to inequalities πx ≤ z with π ∈ EP f as the extended poly-26 matroid inequalities of Q f .
27
Proposition 3. Inequality πx ≤ z defines a facet of Q f if and only if π is 28 an extreme point of EP f .
and distinct π 1 , π 2 ∈ EP f and inequality is implied by π 1 x ≤ z and π 2 x ≤ z.
32
Conversely, if π is an extreme point of EP f , it is the unique solution to a set 33 of n linearly independent equations π(S i ) = f (S i ) for i = 1, . . . , n. Then,
34
the corresponding linearly independent points (x(S i ), f (S i )), i = 1, . . . , n of
35
Q f and (0, 0) are on the face {x ∈ Q f : πx = z}. Finally, as (0, 1) ∈ Q f but 36 not on the face, the face is proper.
37
Recall that π is an extreme point of EP f if and only if
( (1), (2), . . . , (n)) of N (Schrijver [19] ). We will refer to inequalities πx ≤ z 40 defined by the extreme points of EP f as the extremal extended polymatroid 1 inequalities.
2
The separation problem for extended polymatroid inequalities is then 3 optimization of a linear objective over EP f , which can be solved by the 4 greedy algorithm. Givenx ∈ R n + andz ∈ R, checking whether it is violated 5 by an extended polymatroid inequality is equivalent to solving the problem
For a nonincreasing orderx (1) 
by an extended polymatroid inequality if and only if ζ =πx >z.
10
Observe that all extremal extended polymatroid facets of Q f are bounded 11 and contain the origin (0, 0).
12
Remark 1. Note that if f (∅) = 0, in order to define the inequalities for
13
Q f , we may use the extended polymatroid EP f , where
general, extended polymatroid inequalities for Q f take the form In this section we consider minimizing the mean-risk objective of (1) with 19 only binary variables:
21
where Ω, σ, c ≥ 0. Notice that we replaced x 2 i in (1) with x i in (7) as they 22 are equivalent for x i ∈ {0, 1}. Note, however, whereas the objective of (1) 23 is a convex function, the objective of (7) is concave over R n + .
24
The purpose of the constant term σ 2 will become clear in the next section.
25
If Ω = 0, the problem is trivial; otherwise, by scaling the objective, we for i = 1, 2, . . . , n.
31
Proposition 4. The set of all optimal solutions to (7) is some collection S 32 of nested sets
Proof. This proposition is a slight strengthening of Theorem 4.2 in [20] and 34 concerns all optimal solutions to a given problem rather than some. For 35 completeness, we repeat the argument here, by also observing the strict 36 concavity of the square root function. For every optimal solution S and 37 i < j (according to the aforementioned indexing), j ∈ S implies i ∈ S.
To see this, suppose i ∈ S and consider the objective values z * , z , and z 1 corresponding to S, S ∪ i and S \ j, respectively. Then, for some δ ≥ 0
where the strict inequality holds by strict the concavity of the square root 4 function. Thus, z < z * , contradicting optimality of S.
5
Remark 2. We use Proposition 4 to prove Theorem 1. This proposition 6 implies that for any choice of data (i) there is at most one optimal solution of 7 a given cardinality; (ii) hence, there are at most n distinct optimal solutions, 8 which are nested.
9
For instance, there are no two optimal solutions {1, 2} and {1, 3} (both 10 having cardinality 2) to (7) even if solution S we must have either {i, j} ⊆ S or {i, j} ∩ S = ∅.
13
Proposition 5. The mean-risk function g is submodular; and so is g − σ. solutions. Then, we may assume, if necessary by scaling, that β = 1.
26
Observe that the optimization problem min {αx + z : (x, z) ∈ Q g } is equiv- that Ω = 1. Now let us state problem (9) as quadratic optimization problem in polynomial time.
22
In the following, we derive conic quadratic valid inequalities of the form 
28
Proposition 6. Inequality (11) is valid for R h if and only if π ∈ EP f S −σ .
where the last line follows from
for any δ ≥ 0 by the concavity of the square root function and d ≥ 0.
Conversely, if π ∈ EP f S −σ , then for somex ∈ {0, 1} n we have πx >
inequality (11) is violated.
12
We refer to inequalities (11) with π ∈ EP f S −σ as the conic extended 
Computational experience

18
In this section we present our computational experiments on using the 19 inequalities developed for solving a "risk-aware" capital budgeting problem
In this model, investment i requires a capital outlay a i x i proportional to the level of investment x i (maximum at 1), and available budget for the 23 portfolio of investments is b. If a fractional investment is not allowed, then 24 we require that x i ∈ {0, 1}. As usual, µ i and σ 2 i denote the mean and 25 variance of uncertain return r i on investment i. We assume that the returns 26 are independent. Then with Ω( ) = (1 − )/ for small > 0, the return 27 of the portfolio is at least ζ with a high probability; that is,
for an optimal solution to (13) [9, 14] .
For the computational experiments we used the MIP solver of CPLEX 1 11.0 that solves SOCP relaxations at the nodes of the branch-and-bound 2 tree. CPLEX heuristics were turned off as some instances took very long 3 time to solve when the heuristics were turned on. In Table 1 are generated only at the root node with the greedy algorithm as explained 11 in Section 3. We observe that, in general, as the probabilistic guarantee in-12 creases, so does the integrality gap of the original SOCP formulation. This 
17
We note that for n = 100 without cuts, none of the five instances for 18 = 0.2, 0.1 could be solved to optimality within the time limit of 30 mins.
19
The average optimality gap at termination for these unsolved instances are 20 3.30% and 10.79%, respectively. On the other hand, when cuts are added, the integrality gap at the root 22 node of the tree reduces to less than one percent for almost all instances, which translates to a significant reduction in the number of nodes as well in 1 the CPU time. Recall that by Theorem 1 the remaining small gap at the 2 root node and branching are due to the budget constraint.
21
3
In Table 2 we report the results for mixed 0-1 problems with 100 binary 4 variables and varying number (m) of continuous variables. In these experi-5 ments we have used the nonlinear cuts introduced in Section 4. As before, 6 the cuts were generated only at the root node of the branch-and-bound tree.
7
We used a simple heuristic that picks S for the nonlinear cut (11) to add.
8
For a given (x,ȳ), an index i is included S with probability 0 ifȳ i ≤ 0.33, 9 with probability 0.5 if 0.33 <ȳ i < 0.66, and with probability 1 ifȳ i ≥ 0.66.
10
Once S is fixed, the coefficients π for the binary variables are computed 11 using the greedy separation algorithm of Section 3. In the 
with Ω > 0, σ > 0 and p > 1.
13
The inequalities may be useful computationally even in cases where they 14 give a partial characterization. Our computational study for testing the 
