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     Samenvatting 
 
 
Aan de Universiteit van Gent is het, in tegenstelling tot de Angelsaksische wereld, 
ongewoon om een doctoraat binnen het onderzoeksveld van de Cliometrie af te 
werken aan de faculteit Economie. Dat dit ook aan de andere Belgische faculteiten 
het geval is, valt voornamelijk te verklaren door het ontbreken van een 
cliometrische subcultuur. Er zijn enkele onderzoekers die een rol spelen in het 
internationale debat (voorbeelden zijn Erik Buyst, Guy Dejongh, Jean-Luc 
Demeulemeester, Pierre Lebrun, Luca Pensieroso, Jean Gadisseur en Kim 
Oosterlinck), maar van een traditie is helemaal geen sprake. België heeft wel een 
sterke overlevering op vlak van kwantitatieve geschiedenis, maar het gebruik van 
econometrie ter analyse van historische processen sloeg nooit echt aan. Met deze 
verhandeling wil ik demonstreren dat het cliometrisch onderzoek een meerwaarde 
kan betekenen voor economen en historici en dat het een plaats verdient in 
economische departementen, zoals internationaal meer het geval is. Over de hele 
verhandeling worden vijf argumenten aangereikt waarom Cliometrie een 
meerwaarde kan betekenen voor de Belgische onderzoekswereld. Vanuit het 
standpunt van economisten laat deze methodologie toe om economische modellen 
empirisch te testen, om bestaand onderzoek vanuit een breder historisch 
perspectief te analyseren en wordt een laboratorium geboden om economische 
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interacties te bestuderen. Vanuit het standpunt van historici wordt de mogelijkheid 
geboden om onvolledige datasets te controleren/aan te vullen en om deze, of 
bestaande reeksen, te gebruiken om bijkomende antwoorden op bestaande 
onderzoeksvragen te formuleren.  
Ter bewijsvoering onderzoek ik vier casussen die elk een demonstratie van de 
mogelijkheden van Cliometrie vormen en die op hun beurt bijdragen tot de 
internationale literatuur. In het eerste hoofdstuk onderzoek ik, samen met 
coauteurs Samuel Standaert en Benjamin Vandemarliere, de zogenaamde 
“distance puzzle”. Intuïtief kan men veronderstellen dat naarmate de wereld in 
toenemende mate richting één groot dorp evolueerde, de handelspatronen tussen 
alle landen wereldwijd in afnemende mate bepaald werd door afstand. De laatste 
drie decennia zijn er echter verschillende studies die net het tegenovergestelde 
effect concludeerden voor de tweede helft van de 20ste eeuw. Gebruik makend van 
een nieuwe benadering (state-space model zoals beschreven in hoofdstuk 2) 
slaagden wij er in om de analyse uit te breiden tot de periode 1880-2014, daar 
waar voordien enkel onderzoek vanaf de jaren ‘50 mogelijk was. Zoals te zien is 
in figuur 0.1 vinden wij ook een stagnerend of dalend belang van afstand op de 
wereldwijde handelsstromen in de tweede helft van de 20ste eeuw (de coëfficiënt is 
voor de hele periode ongeveer gelijk aan -0.4). Tijdens de eerste globalisatiegolf 
daarentegen is een sterk dalend effect van afstand vast te stellen (hoe dichter bij 0, 
hoe minder belang afstand heeft in het verklaren van handelsstromen). Dit 
onderzoek bevestigt dus een hypothese die reeds enige tijd terug werd 
opgeworpen, maar die tot nog toe niet getest werd. Onder economisch historici 
leefde het idee al langer dat de eerste globalisatiegolf voornamelijk het gevolg was 
van technologische vooruitgang, met als gevolg dalende transportkosten, wat dus 
logischerwijs tot een verminderend belang van afstand leidde. De tweede 
globalisatiegolf was eerder het gevolg van geopolitieke factoren en had 
voornamelijk betrekking tot West-Europa en Noord-Amerika. Het hoeft dus 
helemaal niet te verwonderen dat er een stagnatie van het afstandseffect optrad in 
de tweede helft van de 20ste eeuw.   
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Figuur 0.1. Effect van afstand op handelsintegratie voor alle landen in de dataset. 
De figuur  toont het effect van afstand op handel voor alle landen in de dataset. Hoe dichter bij 0, hoe 
minder belang afstand heeft in het verklaren van handelsstromen.  
In het tweede hoofdstuk onderzoek ik één van de oorzaken van een situatie die tot 
op heden een belangrijk discussiepunt vormt in het Belgische politieke en 
publieke discours: de tweedeling tussen het rijkere Vlaanderen en het armere 
Wallonië. Figuur 0.2, die het Bruto Binnenlands Product van België in 1896 en 
1970 toont, duidt aan waarom de historische context belangrijk is: eind 19e eeuw 
was het Franstalige landsdeel duidelijk welvarender dan het Nederlandstalige. De 
bestaande literatuur wijst aan dat de ommekeer in de 20ste eeuw te verklaren valt 
door de verschuivende industriële concentratie van het zuidelijke naar het 
noordelijke deel van het land, maar gaat niet in op de oorzaken hiervan. Vanuit dit 
oogpunt onderzoek ik de determinanten van de industriële locatie in België tussen 
1896 en 1961.  
1880               1900               1920              1940               1960              1980            2000 
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Figuur 0.2. BBP van België in 1896 (a) en 1970 (b); 
Buyst (2010). 
De figuur toont aan de hand van de Belgische BBP-cijfers het 
verschuivende welvaartspatroon van de zuidelijke naar de 
noordelijke provincies.  
Dit gebeurt aan de hand van het Midelfart-Knarvik model, dat voor het eerst 
gebruikt werd om de locatie van Europese industrieën te bestuderen. Met dit 
model kan de mogelijke verklaringswaarde van de neoklassieke locatietheorie 
tegenover de theorie van de New Economic Geography (NEG) getest worden. Het 
laat dus toe om te onderzoeken of industrieën aangetrokken werden door 
natuurlijke voorzieningen, zoals mijnen, of net door agglomeraties en interessante 
markten. Onafhankelijk van de gebruikte schattingstechnieken concludeerden we 
dat het de aantrekkingskracht van marktpotentieel of van agglomeraties (NEG) 
was die zorgde voor de veranderende industriële locaties. De redenering is dat de 
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transportkosten in de loop van de 19e eeuw voldoende daalden, onder meer door 
de aanleg van spoorwegen en kanalen. Bijgevolg was het voor bedrijven niet meer 
noodzakelijk om nabij natuurlijke bronnen te produceren, maar konden ze zich 
dichter bij agglomeraties lokaliseren en de nodige input transporteren.    
In het derde hoofdstuk bestudeer ik de impact van internationale scheepstrafiek op 
het toenemend aantal advertenties (wat een indicator is voor lokale 
marktontwikkeling) in de 18e-eeuwse Gentse advertentiepers. Tot nog toe werd de 
ontwikkeling van dit commercieel medium verklaard door aanbod-, vraag- en 
culturele determinanten. Voorbeelden hiervan zijn respectievelijk industriële 
ontwikkeling, toenemende koopkracht of productievere drukpersen. In dit 
onderzoek wordt aangetoond dat internationaliserende maritieme handelspatronen, 
bovenop de reeds vermelde factoren, impact hebben op het groeiend aantal 
advertenties. Zoals te zien is in figuur 0.3 vertonen beide curven een opwaartse 
tendens (de piek in de scheepstrafiek wordt verklaard door de Amerikaanse 
onafhankelijkheidsoorlog). 
 
Figuur 0.3. Invarende schepen in Oostende  (volle lijn) en advertenties 
(gestreepte lijn). 
Beide curven vertonen een opwaartse tendens. De piek in de scheepstrafiek wordt verklaard 
door de Amerikaanse onafhankelijkheidsoorlog.  
Aan de hand van GMM-schattingen en een Granger-test wordt deze causale 
relatie in dit hoofdstuk aangetoond. Het mechanisme waardoor beide evoluties aan 
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elkaar gerelateerd zijn, is eenvoudig te duiden. Vanaf de tweede helft van de 18e 
eeuw wil het Oostenrijks bewind vanuit geopolitieke overwegingen de Zuidelijke 
Lage Landen uitbouwen tot een economisch voortvarende regio. Vanuit dit 
oogpunt werd geïnvesteerd in wegenbouw, uniformering van de administratie en 
het uitbouwen van Oostende tot een internationale haven. Dit resulteerde in een 
grotere en meer gevarieerde import van goederen die bovendien sneller en 
eenvoudiger de binnenlandse markten bereikten. Lokale handelaars speelden 
hierop in door deze nieuwe producten te verkopen en gebruikten de 
advertentiepers in toenemende mate om potentiële consumenten aan te trekken. 
Aldus kan de exogene  internationaliserende scheepstrafiek aangeduid worden als 
een determinant van het toenemend aantal advertenties.  
Het vijfde hoofdstuk behandelt de vraag of de wet van Gibrat, die een 
onafhankelijke relatie tussen bevolkingsgroei en stadsgrootte veronderstelt, optrad 
in België in de 20ste eeuw. Een positief antwoord zou dus betekenen dat de 
grootste stad statistisch evenveel groeit als de kleinste gemeente. Hoewel dit 
contra-intuïtief lijkt, werd deze relatie sinds de jaren ’90 voor een veelheid van 
landen vastgesteld. Het beantwoorden van deze onderzoeksvraag is een eerste 
noodzakelijke stap voor toekomstige analyses: het accepteren van de stelling 
impliceert dat bevolkingsgroei te verklaren valt in een stochastisch groeimodel 
terwijl het weerleggen duidt op een deterministische variant (zie hoofdstuk 5). 
Met dit hoofdstuk dragen wij bij tot de internationale literatuur door de tot op 
heden meest vergaande analyse van deze wet uit te voeren. Dit is mogelijk dankzij 
een gedetailleerde dataset die jaarlijkse observaties voor alle geografische 
entiteiten van België tussen 1880 en 1970 omvat, het gebruik van drie 
verschillende definities voor stadsgrenzen en een veelheid aan robuustheidstesten. 
Figuur 0.4 toont duidelijk dat de wet van Gibrat voor geen enkel jaar aanvaard 
wordt. Indien dit wel het geval was, zou een horizontaal vlak ter hoogte van 0 te 
zien zijn (gemiddelde groei is dan overal 0). Hier echter blijkt de relatie tussen 
bevolkingsgroei en stadsgrootte positief in 1880 en concaaf in 1970.  
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Figuur 0.4. Relatie tussen bevolkingsgroei (y-as) en initiële populatie uitgedrukt 
in een natuurlijk logaritme (x-as) over de tijd (z-as). 
Figuur 0.4 toont een evolutie van een positieve relatie in 1880 tot een concave relatie in 1970.   
In hoofdstuk 5 wordt nog verduidelijkt dat de afwijking varieert voor de 
verschillende definities, robuustheidstesten en geselecteerde tijdsvakken. De 
eindconclusie blijft echter ongewijzigd, namelijk dat de wet van Gibrat niet opgaat 
voor de Belgische bevolkingsgroei tussen 1880 en 1970.   
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 ǀ Introduction 
   
 
 
 
 
 
 
In a recent article on the evolution of the journal Cliometrica, Claude Diebolt 
defined Cliometrics (the name is a combination of Clio –the muse of historians– 
and metrics –the art of measurement) as … the quantitative projection of social 
sciences in the past. Cliometrics is, more precisely, the combination of causal 
explanations embedded in (economic) models, with or without counterfactual 
speculation, in order to screen the relative importance of various factors, i.e., 
forces (in natural sciences) believed to have been operative in a given historical 
The New Economic History (a term proposed by J. Hughes) 
or Cliometrics (coined by S. Reiter), meaning literally the 
“measurement of history”, is of very recent origin … It has 
re-established a role for history in economics, by expressing 
it in the language of the discipline. Today one can say that it 
is an expanding domain in economics, contributing to new 
debates or challenging old conventional wisdom. The use of 
econometric techniques and economic theory has not solely 
contributed to rejuvenating economic history debates and 
made quantitative arguments unavoidable; it also has 
contributed to the slow emergence of a new historical 
awareness among economists.   
                  Claude Diebolt (2012) 
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situation (Diebolt, 2015). At Ghent University, in contrast to universities in the 
Anglo-Saxon world, it is uncommon to work on a thesis in this field at an 
economics department. Although the KU Leuven has a team that quantitatively 
studies historical data, this is the case in most Belgian universities. There are 
researchers that play a role in the international debate –such as Erik Buyst, Guy 
Dejongh, Jean-Luc Demeulemeester, Pierre Lebrun, Luca Pensieroso, Jean 
Gadisseur and Kim Oosterlinck– but this type of research remained centred on the 
individual and cannot really be defined as a tradition. Nevertheless, these earlier 
studies helped pave the way for this dissertation. Although the research questions 
seem to be eclectic, they share a focus on industrialisation, GDP-estimations, 
population growth, market/trade integration and are mostly macro-economic 
studies (see for example Buyst et. al., 2006, 2011, 2013; Abraham et. al., 1997; 
Dejongh et. al., 2000).  
The lack of a strong cliometric tradition is surprising given that Belgium not only 
has a strong heritage in econometrics, but also in what Touwen (2013) defined as 
non-cliometric quantitative economic history (see Herman Van Der wee, Chris 
Vandenbroeke and Charles Verlinden). Examples include the highly qualitative 
data series on national accounting, prices, wages and industrial occupation. In 
other words, while two of the main preconditions for a successful cliometric 
research agenda were fulfilled (Greasley and Oxley, 2013), the field never really 
took off (Touwen, 2013). This introduction to my thesis explains why this is the 
case and why I believe this is a missed opportunity. In order to do this, I will first 
provide a historical overview of the international growth of New Economic 
History (in short NEH and a synonym of Cliometrics), in which the 
underrepresented position in Belgium is discussed. Second, I will introduce four 
case studies that will show the added value of Cliometrics to both economists and 
historians and hence demonstrate why it deserves a more prominent place at 
Belgian Universities.  
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From the end of the Second World War onwards, economists, especially in the 
Anglo-Saxon world, became increasingly interested in economic growth and its 
determinants. This led researchers to create long-term datasets and use 
econometrics to study historical case studies (Godden, 2013). Although it is hard 
to point out the start of the field of Cliometrics, there is a general agreement that 
the “joint meeting of the Economic History Association and the National Bureau 
of Economic Research conference on Income and Wealth in 1957” was an 
important milestone.1 At this meeting, the possibilities of using quantification and 
economic theories to explain historical events were highlighted.2 It was the 
…coming together of a systemic economic methodology with more and better data 
that determined the way that questions would be addressed by economic 
historians trained within economic departments. The asking of a well specified 
question, answered formally, would be the hallmark of the ‘new economic history’ 
(Carlos, 2009).3 
From this meeting onwards Cliometrics became increasingly popular. However, 
the early 1970s were marked by a slowdown in the productivity of these 
cliometricians (see appendix 1.1 and 1.2). The neo-classical trade theory showed 
its limitations and it became clear that only a limited number of historical case 
                                               
1
 This meeting was held at Williams College under the chairmanship of Harold F. Williamson 
2
 Quantification was being used by Robert Gallman and the NBER Income and Wealth Group in  a 
study on historical US commodity output and the national accounts for the US/Canada, respectively 
Carlos, 2009). John R. Meyer and Alfred H. Conrad, on the other hand presented their famous paper 
“The Economics of Slavery in the Ante-bellum South” in which slavery was studied as a capital 
investment. Together with Fogels’ counterfactual “Railroad and American Economic Growth” (1964), 
the article of Meyer and Conrad (1958), established the outlines of the field. 
3
 In this manner, the historical agent was believed to be rational and his allocation of scarce resources 
was thought to be determined by the institution of the market. The use of this methodology was 
reinforced by a yearly cliometric meeting at Purdue University from 1960 onwards, first known as 
“The Conference on the Application of Economic Theory and Quantitative Methods to the Study of 
Problems of Economic History” and subsequently as “Cliometric Conference”. 
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studies could be analysed within this framework. New Economic History came to 
be criticized from both economists and more traditional historians.  
Although economists were intrigued initially by the potential of Cliometrics, they 
lost interest in the subfield from the mid-70s onwards. Economics became more 
theoretically and mathematically oriented causing applied work to lose in 
importance. As remarked by Lamoreaux (1998), economic historians had to 
devote a large part of their time to acquiring historical knowledge and research 
skills and hence found it hard to remain at the cutting edge of quantitative work. 
Simultaneously, the economic crisis and the increase in military expenditures of 
the United States government in the mid-1970s came at the cost of investments in 
research. Economic historians were among the first victims of these financial 
constraints, as the field was increasingly seen as an unnecessary luxury. In the 
words of McCloskey (1976) …at one time the very question [does the past have 
useful economics?] would have seemed impertinent. Smith, Marx, Mill, Marshall, 
Keynes, Heckscher, Schumpeter, and Viner, to name a few, were nourished by 
historical study and nourished it in turn. Gazing down from the Valhalla, it would 
seem to them bizarre that their heirs would study economics with the history left 
out. However, this is exactly what happened from the 1940s onwards, as historical 
readings started to lose importance in favour of macroeconomics, mathematics 
and statistics. This trend only became more pronounced in the following decades 
and was further accelerated in the 1970s.   
Historians, the second group that criticized New Economic History, argued that 
the cliometricians made too many abstractions, blindly followed neo-classical 
theories, used an ahistorical counterfactual methodology and paid insufficient 
attention to the historical context. As stated by Fogel, the relation between both 
parties could be characterised as a cultural warfare, strengthened by cliometricians 
often aggressive stance and exaggerated claims (Fogel, 2011). Their failure to 
fulfil their high expectations only served as ammunition for their opponents.   
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Since then, relations between economically trained and more traditional historians 
became troubled. In the countries were Cliometrics caught on (i.e., in the US, 
Britain, Canada, Scandinavia and Australia), cliometricians became marginalized. 
In other countries where the initial success was rather shallow (i.e., most Western 
European countries such as France, Germany, Spain and Belgium) the potential of 
New Economic History was largely dismissed in favour of a more narrative 
approach of social history writing (Greasley and Oxley, 2013). The 
disappointment with early Cliometrics led historians …to throw the baby out with 
the bathwater (Erik Buyst, op.cit. 2015). 
In response to this heated discussion, two different groups of cliometricians 
emerged. One group continued to operate within the limits of neo-classical theory 
and focussed on applying more sophisticated techniques. This way, it remained 
closely connected to applied economics. The other group relaxed the theoretical 
link and paid more attention to context and path dependence (one example is the 
study of economic performance under different institutions). Hence, Cliometrics 
came to cover a wide range of researchers united by their application of 
quantitative methods and behavioural models to study historical topics (Fogel, 
2011). Nevertheless, economists increasingly neglected economic history 
altogether. Even when Robert Fogel and Douglas North, two leading 
cliometricians, won the Nobel price of economics in 1993 the status quo remained 
intact. This was also the case in Belgium; historical insights remained neglected 
by mainstream economists and historians looked down on the use of 
econometrics. The latter viewing quantitative analysis as poor qualitative.  
Today, more than 20 years later, Cliometrics has revived internationally and the 
timing is perfect to bring together economic and historical departments and invest 
in what Glenn Rayp humorously entitled Cliometrics 2.0. Specifically, there are 
three arguments that plead in favour of this.  
Firstly, a new generation of researchers seems to have, on average, a more open-
minded attitude towards quantification. As stated by Claude Diebolt (2015) it 
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cannot be ignored that …the most vigorous new trend in the social sciences is 
without doubt the preoccupation with quantitative and theoretical aspects. It is the 
feature that best distinguishes the concepts of the current generation of scholars 
from its forbears. Hence, this helps overcome prejudices and enables the 
discussion between non-cliometric and cliometric economic historians.  
Secondly, the aftermath of the recent economic crisis has instigated a 
rehabilitation of the debate on the nature of economics. Some leading voices 
increasingly questioned whether mainstream economic science has not became 
too dogmatic and whether a closer relation with (historical) facts should not be 
pursued.4 Paul Krugman, for example argued that when the financial crisis struck, 
there were widespread calls for new economic thinking; surely, many believed, 
the drastic events showed that there was something terribly flawed about 
economic analysis. In fact, however, the crisis itself, and even more the 
developments that followed, have been anything but puzzling. Again and again, 
things have played out pretty much the way you would have expected if you (a) 
understood and took seriously basic Hicks/Keynes macroeconomics and (b) paid 
attention to the relevant economic history.5 Hence, a thorough knowledge of 
economic theory should be combined with an insight in relevant historical case 
studies. This way, economic history is one of the possibilities to compensate for a 
too dogmatic economic science. In recent years, arguments that were already 
emphasized by leading scholars before the crisis are increasingly influencing the 
debate on the nature of economics (see for example opinions of Paul Krugman, 
Barry Eichengreen and Daron Acemoglu).6 Brad Delong for example stated: every 
                                               
4
 The best known example of the reviving awareness of the usefulness of historical knowledge is 
Thomas Piketty’s (2014) studiy of the evolution of wealth and income inequality since 1800. 
5
 http://krugman.blogs.nytimes.com/2015/07/15/history-lessons-for-euro-debtors/ 
6
 Jan de Vries for example emphasized already in 1999 that the past can be used not only as a forum in 
which to explore some of the exciting new theoretical background, it is also playing a prominent role 
in challenging the basic framework of historical periodization. The citation was part of a speech for a 
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piece of economic theory is ultimately a piece of crystalized history and you have 
a much deeper and more sophisticated knowledge if you know the history that led 
people to think that elaborating these particular theories was worth doing. If you 
just do the crystalized stuff, there is a sense in which your thought processes are 
on crack, unable to properly process and reflect on the systems of analysis you 
are using.7  
Thirdly, we believe that Cliometrics has an important role to play in the growing 
awareness of the importance of economic history in general. A first argument is 
that, for the study of historical events to be relevant for policymaking and 
economic theory, a clear comparison between case studies needs to be enabled. 
One of the possible ways to do so is by quantifying arguments, or as emphasized 
by Guillaume Daudin …quantitative arguments allow easy comparison and hence 
easy conversation. It facilitates division of labour between researchers. These 
arguments are easier to make and to falsify than arguments based on qualitative 
knowledge of the sources. They allow to pass judgement based on explicit facts, 
that require less erudition than alternative methods (Daudin, 2011). I share this 
vision and believe that historical economists and economic historians should 
complement each other. A second argument holds that …the value of economic 
history to economics will only be realized if economic historians are fluent in 
economics (Crafts, 2011). This way, econometrics can play a role in bridging the 
gap between historians and economists.  
This argumentation does not imply that more traditional (economic) history is less 
important than Cliometrics. Firstly, as a trained historian and economist, I believe 
that the most suitable methodology depends on the question that needs to be 
addressed. The different approaches (with a place for both inductive and deductive 
                                                                                                                                      
panel session on the Graduate school of economics reunion at Yale, entitled: The World Economy in the 21st 
Century:  http://aida.wss.yale.edu/alumni/reunion99/devries.htm 
7
 The citation can be found on: http://delong.typepad.com/sdj/2008/01/why-should-econ.html. 
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schemes of reasoning) should not be seen as competitors. Often, it is a 
combination of all three that lead to the most interesting insights. Secondly, 
Cliometrics needs more traditional research to protect itself. Recent decades have 
revealed the hazards of the urge to mathematize for the sake of mathematization.  
Hence, Cliometrics 2.0. needs to be aware of its historical evolution to avoid the 
same pitfalls, i.e., blindly believing in the possibilities of quantification. Claude 
Diebolt (2015) pointed out that a good cliometric practice should be neither too 
historic nor too economic. On the one hand, it cannot be performed without a 
thorough knowledge of the studied epoch. The skills of a historian are needed to 
interpret the output of the model in relation to its historical context (as is the case 
for all historians, synthesis is crucial). On the other hand, Diebolt agrees with 
Nicolas Crafts that cliometricians need to speak the econometrics language to 
appeal to the economics profession. The combination of both, or a close 
collaboration between historians and economists, delivers thoroughly studied 
insights on which economic theorists can build (Diebolt, 2015). To do this, the 
debate on the true nature of qualitative historical research needs to be buried and 
replaced by an open discussion that highlights the potential of a close 
collaboration between non-cliometric and cliometric scholars. Fogel (2011) 
emphasized that …the genuine differences between “scientific” and traditional 
historians over subject matter, methods and style should not obscure their more 
numerous and more fundamental affinities and complementarities. This way, as 
was stated by Lyons, Caine and Williams (2008) in “Reflections on the Cliometric 
Revolution”: …economic history will continue to address essential questions of 
origins and consequences, and it seems likely that cliometricians will complement 
and sometimes lead their colleagues in providing the answers. To do this, it is 
important that Cliometrics is not solely focussed on a quantitative methodology, 
but that enough attention is paid to the narrative framework.  
The next four chapters in this dissertation demonstrate the added value of 
Cliometrics. The emphasis lies on the combination of econometrics, an economic 
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thinking scheme, awareness of the context and historical datasets to solve relevant 
economic and historical questions. As such, the answers provided here are the 
result of an interdisciplinary approach. Firstly, it is the collaboration with so-
called non-cliometric economic historians that enabled us to work with datasets of 
high quality. Also, discussing these led to a more correct use of these datasets. 
Secondly, the review process of the journals Cliometrica, the Journal of 
Interdisciplinary History and Business History and a close collaboration with the 
local history department ensured that historical contextualization became an 
essential aspect of this thesis. This resulted in a methodological combination that 
is appealing for both economists and historians.  
From an economist’s point of view, studying economic history can result in 
deeper and novel insights (Diebolt, 2012). Historical case studies can be used to 
empirically test economic models and provide a complementary way to study 
economic interactions. In this dissertation, this is illustrated by our research on the 
location of Belgian industry in the 20th century. Currently, Belgian political and 
public discourse is dominated by the differences between the richer Dutch-
speaking Flemish and the poorer French-speaking Walloon regions, located, 
respectively, in the northern and the southern part of the country. However, GDP 
estimations show that only a century ago Wallonia was richer than Flanders. As 
this evolution was driven by industrialisation, we examine the determinants of this 
shift in the industrial pattern. More specifically, we test the theoretical predictions 
of the Heckscher-Ohlin model, which emphasizes the importance of proximity to 
factors of productivity, relative to those of New Economic Geography, which 
stresses proximity to industrial agglomerations and consumer markets. Hence, this 
chapter offers a perfect illustration of how historical case studies can contribute to 
economics. Furthermore, in combination with other studies it can lead theoretical 
economists to new insights on the industrialisation process.  
A second potential benefit of cliometric research for economists is that it allows 
existing research to be placed in a broader historical perspective. This ability is 
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illustrated in the chapter on the distance puzzle. Geographic neutrality expects the 
impact of distance on trade to become increasingly irrelevant during times of 
globalization. Thus, in a perfectly globalized world, distance should not matter 
when selecting potential trading partners. However, over the last three decades, a 
wide range of studies has found a puzzling increase in the importance of distance 
during the second half of the twentieth century. In this chapter, we have reframed 
this discussion by characterizing the effect of distance over a broader historical 
period. As is explained in chapter 2, the methodology used allows us to expand 
the period of analysis to 1880-2011. This implies that the importance of distance 
as a determinant of the changing trade pattern can be analysed for both the 
globalization waves between 1880-1914 and the one following World War II.  
A third benefit of cliometric research for economists, closely related to the 
argument above, is that it acknowledges the value of historical data for economic 
research. Although this is illustrated throughout the thesis, our research on 
Gibrat’s law serves perhaps as the best demonstration of this potential. In this 
chapter, we study the expected independence of population growth rates and city 
size for Belgium between 1880 and 1970. This is the most exhaustive exploration 
on this subject at a national level to date. Based on the dataset provided by 
LOKSTAT, we found that there exists clear positive relation that needs to be 
acknowledged.  
Historians can also benefit from cliometric research. This is  demonstrated in the 
research on the distance puzzle, which is an illustration of how econometrics can 
be used to provide answers when an incomplete dataset otherwise limits the 
potential methodology. A similar approach can also be found in the chapter on 
Gibrat’s law. In chapter 5, we illustrate that econometrics can help in controlling 
and improving datasets when different sources are at hand. More specifically, we 
combine the information of ten-yearly population censuses with yearly migration 
observations to compose a dataset of yearly population growth. To do this, a close 
partnership with historians is advised, as our methodology depends on 
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assumptions that that need to be rigorously checked. Although work remains to be 
done, we believe that our close collaboration with LOKSTAT resulted in the 
suggestion of a methodology that is beneficial for traditional historical research 
while also allowing quantitative tests using a more consistent and continuous 
dataset.   
Second, although all chapters of this dissertation can be seen as an illustration of 
how cliometricians can find new answers to existing historical questions, the 
chapter on International shipping traffic as a determinant of the growing use of 
advertisements is the clearest illustration. During the second half of the 18th 
century, the socio-economic life in the Low Countries changed drastically. Under 
the Austrian government, the region flourished, there was industrial and economic 
growth and people were able to improve their consumption capabilities. This latter 
aspect can be seen in local newspapers that incorporated commercial 
advertisements that serve as an indicator of the local market. Increasingly, local 
shopkeepers advertised fashionable goods that were new to the people in the Low 
Countries. We look at what prompted this change in advertising pattern as this 
offers insights in the changing economic conditions at the time. Traditional 
historical research has argued that the use of advertisements in the 18th century 
was determined by either a demand-side shock, a supply-side shock or a 
combination of both. Although we believe that all of these factors were relevant, 
in chapter 4, we argue that the changing shipping traffic also had an impact. This 
way, it was demonstrated that the use of econometric techniques could be a 
valuable addition to the existing historical research. 
To conclude this introduction, I want to stress once more that cliometric research 
has an indisputable value for both the economic and history profession. Hence, the 
underrepresentation of skilled cliometricians at Belgian universities is a missed 
opportunity. We believe that three possible routes could lead to the development 
of a more active research agenda in Belgium. First, economists in training should 
be encouraged to get more insight in economic history, which would help them to 
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develop a more critical attitude towards historical and contemporary theories. 
Second, future economic historians should be encouraged to join economic 
methodological classes, as these will help to expand their skillset. Third, as is 
hopefully shown in this thesis, interdisciplinary projects lead to valuable insights 
for both fields, so they should be more promoted. Fortunately, in recent years, 
awareness of this appears to have increased. More economists are examining 
historical case studies, and there is a growing awareness in the post-crisis years 
that a thorough knowledge of economic history is useful when analysing the 
current economic system. At the same time, there is an increasing number of 
cross-barrier contacts between economically and traditionally trained historians. 
As such, it seems that a modern cliometric approach, defined by the use of 
econometric methods combined with a thorough exploration of the historical 
context, is on the rise. We hope that this continues, as the conditions to contribute 
to this field remain intact: a strong culture of econometric research combined with 
a tradition of quantitative (non-econometric) economic history and a richness of 
data that remains unexplored.  
The outline of this dissertation is as follows. In Chapter 2, our research on the 
distance puzzle is presented. The third chapter deals with the determinants of 
industrialisation of Belgium, the fourth chapter with the impact of 
internationalising shipping traffic on the Ghent market in the 18th century. The last 
chapter discusses the occurrence of Gibrat’s law for Belgium.  
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 Appendices 
Appendix  1.1. Bibliometrics in JSTOR. 
 
Appendix  1.2. Bibliometrics in NGram. 
 
Appendix 1.1 and 1.2 show the bibliometrics of the words “Cliometrics” and the synonym “New 
Economic history” from NGram and JStor. The first graph summarizes the number of Google books on 
Cliometrics (as a percentage of the total), and the second gives the same information on the numbers of 
articles in the JSTOR database. Although neither source provides a complete overview of all papers 
and books written within this tradition –not all journals are listed in the database and only articles 
written in English are included– the graphs clearly indicate the initial rise and the following stagnation 
of the discipline.   
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 ǀ Historical trade integration: 
Globalization and the distance puzzle 
in the long twentieth century
8
 
   
   
Abstract 
In times of on-going globalization, the notion of geographic neutrality expects the 
impact of distance on trade to become ever more irrelevant. However, over the 
last three decades a wide range of studies has found an increase in the importance 
of distance during the second half of the twentieth century. This chapter tries to 
reframe this discussion by characterizing the effect of distance over a broader 
historical point of view. To make maximal use of the available data, we use a 
state-space model to construct a bilateral index of historical trade integration. Our 
index doubles to quadruples yearly data availability before 1950, allowing us to 
expand the period of analysis to 1880-2011. This implies that the importance of 
distance as a determinant of the changing trade pattern can be analysed for both 
                                               
8
 This research is the result of joint work with Samuel Standaert and Benjamin Vandemarliere.  
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globalization waves. In line with O’Rourke (2009) and Jacks et al. (2011), we find 
that the first wave was marked by a strong, continuing decrease in the effect of 
distance. Initially, the second globalization wave started out similarly, but from 
the 1960s onwards the importance of distance starts increasing. Nevertheless this 
change is dwarfed by the strong decrease preceding it. 
2.1 Introduction 
Over the past two centuries, globalization and the increase in international trade in 
goods and services has dramatically altered living conditions around the world for 
billions of people. Understanding the intricacies of the changes in the worldwide 
trade pattern is therefore of key importance. From as early as the 1980s, authors 
have visualized international trade using the instruments of network science. By 
representing countries as nodes and capturing their trade relations by drawing a 
link (or edge) between a pair of countries (or dyads), disaggregated trade data can 
be amalgamated into a complete overview of the worldwide trade network. 
During the last three decades, gravity models have been used to study the impact 
of distance on the worldwide trade network. The theory of geographic neutrality 
predicts that as the world becomes more globalized, the effect of distance on the 
choice of trading partners would become less important. However, for the second 
half of the twentieth century, a period marked by ever increasing worldwide trade, 
the opposite pattern emerges: distance is becoming more important (e.g. Leamer 
and Levinson, 1995; Schiff and Carrere, 2003). The research question 
subsequently shifted towards the causes of this distance puzzle. Proffered 
explanations range from sample selection issues (Brun et al., 2005), the choice of 
estimation model (Bosquet and Boulhol, 2013) to the overall methodology used 
(Disdier and Head, 2008). This would imply that the distance puzzle would also 
emerge when the same approach is used when studying globalization in the first 
half of the twentieth century. 
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An alternative explanation coming from the field of economic history is that the 
increasing importance of distance is not caused by some aspect of the analysis 
framework, but is effectively a feature of the worldwide trade pattern. 
Globalization in the late 19th to early 20th century (the first wave) was driven by 
decreasing trade costs. Whereas the second wave in the latter half of the 20th 
century was induced by changes in the productive capabilities of countries (Jacks 
et al., 2011) or geopolitical changes centred on Western Europe and North 
America (O’Rourke, 2009). This means that while geographic neutrality would 
increase during the first globalization wave, such a pattern would not necessarily 
be present during the second wave. 
This chapter contributes to this literature by expanding the analysis of the 
worldwide trade network to the period 1880-2011, enabling a direct comparison of 
the distance effect during both globalization waves. In order to do this, we have to 
overcome the problem that data availability worsens significantly before the 
1950s. Both network and gravity models impose high demands in terms of data 
availability. Constructing a proportionally weighted network requires data on 
imports and exports for each dyad as well as the GDPs of each country. 
Incomplete data makes it impossible to tell whether a change in the network is 
structural or a result of a change in data availability. The gravity models run into 
similar problems, especially when the Head-Ries index (HRI) of trade integration 
is used, since it requires either a measure of internal trade, the GDPs of both 
countries or extensive tariff data (Head and Mayer, 2013). Because this data is 
more readily available from the 1950s onwards, most studies are limited to this 
period leaving out the first globalization wave. 
To deal with the availability problem, we propose an alternative indicator of trade 
integration. A state-space model is used to combine several indicators of the level 
of trade integration into one overall index: the historical trade integration (hti) 
index. Because of the way it handles missing observations, the state-space model 
uses differences in availability in an offsetting rather than a reductive way. In 
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other words, differences in availability can compensate for each other instead of 
reducing the dataset to instances when only all data is available. Gaps in one 
measure can be imputed automatically using information in the others without 
imposing strict assumptions on or ad hoc manipulations to the data. This allows us 
to more than double data availability in the period 1880-1914 and extend the 
analysis to the period 1880 to 2011, covering both globalization waves. Moreover, 
by combining the correlates of war bilateral trade data with data from the RICardo 
project and the IMF’s direction of trade statistics, the hti-index also covers a large 
fraction of colonial trade. 
The hti-index is subsequently used as the dependent variable in a gravity model to 
study how the importance of distance evolves over time. In line with O’Rourke 
(2009) and Jacks et al. (2011), we find a small increase in the importance of 
distance from the 1960s onwards, but show that this is dwarfed by the sharp 
decrease during the first globalization wave. In other words the behaviour of 
distance during the second globalization wave is not puzzling when considered in 
its historical context. The remainder of this article is organized as follows. The 
next section provides a short overview of the literature on globalization and the 
distance puzzle. This is followed by a detailed discussion of the construction of 
the historical trade index and how it compares to other measures of trade 
integration. The index is then used in a benchmark gravity model after which we 
look at the effect of distance during both globalization waves. 
2.2 Historical framework  
2.2.1 Globalization 
Since the 1980s the term globalization has been used in a myriad of scientific 
disciplines, each using its own definition(s). A common denominator to most 
definitions is the shift of economic transactions from the local towards the global 
market. From this point of view, our dataset can be divided into three distinct 
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phases: 1880-1914 and 1945-1995 were marked by increasing globalization, while 
the Interbellum (1919-1939) was a period of de-globalization. 
There has been much discussion on the timing of the first phase of globalization. 
Some authors believe it started at the end of the 19th century (e.g. Estevadeordal 
et al., 2002; Dilip, 2003). Others believe that it started from as early as the 1840s 
(e.g. O’Rourke and Williamson, 2004; Jacks et al., 2010). Nevertheless, both 
recognize that the end of the 19th century was part of the first globalization wave 
and that the decreasing importance of trade costs, brought on by political and 
technological improvements, were an important factor at the time (O’Rourke, 
2009). With Great Britain in the lead, the mercantilist era was replaced by the idea 
of a more free trade regime. The European colonizers also imposed this new 
trading regime on their colonies and even forced independent countries to open up 
their trade. Technological progress, such as the use of steam engines and the 
construction of an extensive railway network significantly reduced trading costs. 
At the same time, the gold standard offered a stable international trading climate 
(Crafts, 2004). 
This liberalizing trend was undone by the first World War and the subsequent 
conference of Versailles which did little to stabilize international relations. The 
situation was exacerbated by the Great Depression and the protectionist policies it 
induced. At the time, the United States took over the leading role in the world 
economy but failed to further the free trade agenda and could not pull the world 
economy out of the recession. World War II strengthened the anti-imperialist 
nationalist and communist states, the disintegrating effect of which lasted till the 
1990s. On top of that, globalization was countered by the use of higher tariffs in 
support of import substitution policies, mostly by newly decolonized countries 
(Findlay and O’Rourke, 2007). Inspired by Prebisch-Singer motives, the increased 
tariffs’ magnitude was such that it even raised the average world tariff (Lampe 
and Sharp, 2013). As a result, the post-war efforts to improve international 
relations, with for example the GATTs and WTO, had a more regional character 
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limited to Western Europe and North America. Intensification of trade relations 
took place in these regions, but did not extend to the rest of the world (O’Rourke, 
2009; Irwin and O’Rourke, 2011).9 Because of this, O’Rourke concluded that the 
second wave of globalization, in contrast to the first one, was not driven by a 
reduction in trade costs, but by geopolitical factors.  
2.2.2  Geographic neutrality and the distance puzzle 
Geographic neutrality states that the effect of distance on the trade patterns fades 
as the world becomes more globalized. The pinnacle of this process is the 
theoretical ideal of a trade pattern that is completely unaffected by distance, in the 
words of Frances (1997): the death of distance. However, as Leamer and Levinson 
(1995) discovered, analyses of the second globalization wave found that distance 
is becoming more important. This distance puzzle was confirmed in many 
subsequent studies, as illustrated by Disdier and Head (2008) whose paper offered 
an overview of 1467 distance estimates from over a hundred papers. The 
robustness of this finding was surprising given that distance serves as a proxy for 
(iceberg type) trade costs in gravity models (cf. Head and Mayer, 2013) and those 
were assumed to decrease over time. 
The economic research into the explanations of this apparent contradiction can 
broadly be categorized into three groups. The first group attributed the distance 
puzzle to sample selection and the level of aggregation. For example, it was 
suggested that the distance puzzle only manifested itself in the trade flows of 
developed countries but not in the case of developing countries (Brun et al., 2005; 
Boulhol and De Serres, 2010). Alternatively, Larch et al. (2013) and Bosquet and 
Boulhol (2013) suggested that the heterogeneity of exporters or of trade flows in 
                                               
9
 This is not to say that other countries did not develop more openness, for example under the influence 
of the ongoing liberalization in Latin America from the 1980s onwards, but the globalizing effects 
were mainly centered around these two regions (O’Rourke, 2001).  
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general was to blame. Arribas et al. (2011) proposed the construction of a specific 
integration indicator that takes this country-level heterogeneity into account. 
Similarly, Bleaney and Neaves (2013) posited that access to the sea, remoteness 
and land area caused a divergence in the effect of distance. Others claimed that the 
distance effect could be explained by the use of aggregated trade data and suggest 
the use of data on the sectoral level (e.g. Siliverstovs and Schumacher, 2009; 
Berthelon and Freund, 2008). 
Besides problems with sample selections, the second group assumed that the used 
estimation technique has distorted the coefficient on distance. Silva and Tenreyro 
(2006) and Bosquet and Boulhol (2013) questioned the appropriateness of OLS-
estimators, arguing that the Poisson pseudo-maximum likelihood (PPML) 
estimator should be used. Additionally, by log-transforming the dependent 
variable, dyads with zero trade were removed from the dataset (Coe et al., 2007). 
While the coefficients changed little or even increased slightly when PPML was 
used, correcting for zero-trade flows caused the coefficient on distance to decrease 
during the second half of the 20th century. 
The third group of arguments blamed the distance puzzle on wider methodological 
issues. For example, Disdier and Head (2008) argued that the standard gravity 
model can only measure relative transport costs. Assuming that the effect of 
globalization is evenly spread among the different trading partners, it is likely that 
the coefficients on distance and trade costs remain stable over time. Other 
arguments were offered by Buch et al. (2004), who posited that the effect of 
globalization was channelled through the constant gravity term. Schiff and Carrere 
(2003) suggested that instead of overall trade costs the focus should be on the 
relative evolution of its components. Finally, Lin and Sims (2012) suggested that 
the distance puzzle could be explained by the difference between the extensive 
and intensive margins of trade. They reasoned that many of the new long distance 
trade links were small in volume, while the opposite held for short trade links. 
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An alternative to these three groups of explanations comes from the field of 
economic history. Jacks et al. (2011) reasoned that the behaviour of distance 
during the second globalization wave makes sense when looked at from a wider 
historical perspective. They argue that globalization in the pre-World War period 
was driven by decreasing trade costs, leading to a decrease in the importance of 
distance during this period. On the other hand, during the second globalization 
wave technological progress and economies of scale increased the productive 
capabilities of countries, causing the increase in worldwide trade. Decreasing 
trade costs played a much smaller role, explaining the lack of an increase in 
geographic neutrality. Using wheat prices of several cities in the United States and 
Europe, Jacks (2009) went on to show the distinct effect both globalization waves 
had on transport costs. Subsequent research by Jacks et al. (2010) looked at the 
endogenous nature of trade and trade costs. They found that the reduction of 
freight rates in the last quarter of the 19th century was caused by the on-going 
globalization wave and not the other way around. Nevertheless, when Jacks et al. 
(2011) used a broader definition of trade costs, they found that trade costs were a 
determining factor of the first globalization wave.10 For a comprehensive 
overview of the empirical analyses of the determinants of trade costs, we refer to 
the chapter of Lampe and Sharp (2015) in the Handbook of Cliometrics. 
In summary, if the explanation of O’Rourke (2009) holds true, an expansion of the 
gravity model analysis to include both the globalization waves should reveal the 
different nature of both waves. On the other hand, if the distance puzzle is caused 
by sample selection, the estimation technique or the overall methodology, it 
should also be present during the first globalization wave. 
                                               
10
 In addition to freight rates and distances, Jacks et. al. (2011) also controls for tariffs, the gold 
standard, empire membership, railroad infrastructure, exchange rates, common language and shared 
borders.  
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2.3 Measuring historical trade integration  
The definition of historical trade integration used in this chapter is based on that of 
Actual Economic Integration by Mongelli et al. (2005, p.6): “the degree of 
interpenetration of economic activity among two or more countries [...] as 
measured at a given point in time.” The main difference is that because of data 
limitations, the historical trade integration index only focuses on traded goods. 
Throughout this section, the new index will be compared with other measures 
used in the literature. In decreasing order of availability, these are exports over 
total exports; exports over GDP of the sender country (e.g. Fagiolo et al., 2008); 
the sum of exports and imports over GDP of the sender country (e.g. Arribas et 
al., 2011); and the Head and Ries Index (HRI) of integration (Head and Ries, 
2001), which compares the bilateral trade flows with the level of internal trade of 
both countries.11 
2.3.1 Indicators of trade integration 
To measure the level of trade integration we collected four indicators that reveal 
the importance of the bilateral trade flows for the sender country. The trade flows 
are normalized to correct for differences in scale, since for example the 
importance of a million dollars-worth of imports will be starkly different in the 
case of Latvia as opposed to the United States. Defining Xij,t as the total exports 
from the sender i to target country j in year t, these measures are: 
𝑦𝑖𝑗,𝑡 = {
𝑋𝑖𝑗,𝑡
∑ 𝑋𝑖𝑗,𝑡𝑗
,
𝑋𝑗𝑖,𝑡
∑ 𝑋𝑗𝑖,𝑡𝑗
,
𝑋𝑖𝑗,𝑡
𝐺𝐷𝑃𝑖,𝑡
 ,
𝑋𝑗𝑖,𝑡
𝐺𝐷𝑃𝑖,𝑡
} 
                                               
11
 √𝑋𝑖𝑗𝑋𝑗𝑖/(𝑋𝑖𝑖𝑋𝑗𝑗), with 𝑋𝑖𝑗 as the exports from i to j and 𝑋𝑖𝑖 as the internal trade in country i. Internal 
trade is usually approximated by subtracting exports from GDP, even though this can cause negative 
values for small open economies. Alternative solutions include using tariff data (Head and Mayer, 
2013).  
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Firstly, the level of trade integration is considered high when a significant fraction 
of total exports go to, or imports come from, a single partner country. This 
normalization has the advantage that it can be computed using only trade data, but 
has the weakness that it does not take the overall openness to trade into account. 
For this reason, the last two indicators normalize import and export flows using 
the GDP of the sender country. However, because of the additional need for GDP 
data, the availability of the latter indicators is significantly lower. 
To the extent that all four indicators give a similar signal the resulting index will 
have small confidence intervals.12 However, when these indicators start to diverge 
the standard deviation will enlarge, reflecting the underlying uncertainty of the 
indicators. For example, in the early sixties Russia imported between one and two 
million dollars from Pakistan, but exported nothing. Using only exports or imports 
would give a very skewed view of trade relations and using the sum of both 
misrepresents the ambiguity of the data. In line with the critique of Morgenstern 
(1962), the data on trade flows and GDP is not treated as an ‘observed fact,’ but 
rather as an estimate with a certain (and sometimes severe) measurement error. If 
different indicators give an opposing signal, the indexation method will treat this 
information as unreliable. The added uncertainty of both the underlying data as 
well as the indexation method itself is then taken into account in subsequent 
analyses. 
The historical import and export data came from three sources: the Correlates of 
War (COW) bilateral trade database version 3.0 (Barbieri et al., 2009; Barbieri 
and Keshk, 2012), the Research on International Commerce (RICardo) database13 
                                               
12
 Since we will estimate this model using Bayesian techniques it would be more correct to use the 
term highest posterior density intervals, but for readability’s sake, we will use confidence interval 
throughout this chapter.  
13
 We are grateful to Beatrice Dedinger (Beatrice.Dedinger@sciencespo.fr) for providing access to the 
unpublished RICardo data. It was converted from pounds to US dollars using the historical exchange 
rate from Williamson (2015). 
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and the IMF’s Direction of Trade Statistics (DoTS). Historical GDPs were 
provided by the Maddison project (Bolt and van Zanden, 2013) and supplemented 
with data from the Penn World Tables 8.0 (Feenstra et al., 2013). 
In accordance with the Real Openness measure of Alcalá and Ciccone (2004), 
trade flows were measured in exchange rate converted US dollars while GDP was 
measured in PPP converted US dollars. As Alcalá and Ciccone (2004, p.4) show, 
using exchange rate converted GDPs (like Klasing and Milionis, 2014) makes the 
measure of openness depend on the level of the non-tradable good prices. 
Especially in the case of developing countries, exchange rates conversion will 
underestimate the GDP (the Balassa-Samuelson effect) and trade shares will be 
overestimated. 
Following De La Escosura (2000, p.4), the trade flows and GDPs were measured 
in current dollars instead of the constant 1990 US dollars (or Geary Khamis 
dollars), because only the former can correctly compare any pair of years in the 
time span. In order to get GDPs in current PPP, we used Klasing and Milionis 
(2014) method of multiplying the GDPs in Geary Khamis dollars with a GDP 
deflator.14 The deflator was provided by Williamson (2015) and population data 
came from COW’s National Material Capabilities database version 4.0 (Singer et 
al., 1972) and the Penn World Tables. More information on each of the sources 
and how they were converted can be found in the appendix 2.1. This data was 
collected for 225 countries and territories from 1870 up to 2011, giving us a total 
of more than 1.8 million observations. Because most trade data was missing 
during the World Wars, these periods were left out. It should be noted that as a lot 
of countries (politically speaking) did not exist at the beginning of the dataset, the 
                                               
14
 De la Escosura (2000) starts with current exchange rate converted, GDPs and uses the shortcut 
method to compute the current, PPP converted, GDPs. Klasing and Milionis (2014) on the other hand 
start with Maddison’s GDPs in constant, PPP converted, 1990 US dollars and transform it using a GDP 
deflator in current US dollars. They subsequently transform this series into current, exchange rate 
converted, US dollars using a similar (but inverted) shortcut method.  
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total possible number of observations for this period is much lower than the more 
than 6.6 million suggested by the total number of countries.15  
By including the DOTS and RICardo trade data, many colonial countries are 
covered before their independence. Panel a of figure 2.1 plots the number of 
observations over time for the entire dataset as well as for the subset of non-
colonial countries (the colonial powers and independent states). It shows that the 
dataset covers colonial trade flows from as early as 1880. Almost half a million of 
the 1.8 million observations involve a colony and three percent covers trade flows 
between two colonial countries. While the majority of these trade flows concern 
the period after World War II, panel b shows that a large number of colonies are 
covered early on.16 The large spike in the number of observations in the 1950s is 
caused by the addition of the DoTS trade data. Finally, it should be mentioned that 
the trade data only captures the official trade flows between countries. If all trade 
between two countries passes through a third country (re-exportation) or is 
smuggled, this will not be captured using this dataset. 
                                               
15
 n° of countries x (n° of countries -1) x n° of years (excl. World Wars) = 225 x 224 x (2011 – 1870 + 
1 – 5 -6) 
16
 The Overseas countries and territories account for the remaining colonies after the year 2000.  
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(a) Number of observations (logarithmically scaled) per year. 
 
 
(b) Number of countries covered per year. 
Figure 2.1. Number of observations in the dataset. 
Notes. Plot of the number of observations and countries in each year for the entire dataset (bold line) 
and when limited to non-colonial countries (dash-dotted line). 
2.3.2 The state-space model 
Following the methodology outlined in (Rayp and Standaert, forthcoming), the 
four indicators were combined into the historical trade integration (hti) index 
using the following state-space model:  
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𝑦𝑖𝑔,𝑡 = 𝐶 + 𝑍 ∗ ℎ𝑡𝑖𝑖𝑗,𝑡 + 𝜀𝑖𝑗,𝑡 (2.1) 
ℎ𝑡𝑖𝑖𝑗,𝑡 = 𝑇𝑡 ∗  ℎ𝑡𝑖𝑖𝑗,𝑡−1+ 𝜈𝑖𝑗,𝑡 (2.2) 
𝜀𝑖𝑗,𝑡~𝑁(0,𝐻) (2.3) 
𝜈𝑖𝑗,𝑡~𝑁(0, 𝑄) (2.4) 
The measurement equation (1) states that the four indicators try to measure the 
level of trade integration between sender i and target country j at time t. Unlike for 
example a simple average the slope Z and intersect C vary over the different 
indicators of trade integration. Similarly, the variance of the error term ɛ can differ 
over all indicators, in contrast to a principal component analysis where this is kept 
constant. On the other hand, cross-correlation between the error terms of different 
indicators is ruled out: 𝐸[𝜀(𝑘), 𝜀(𝑚) ] = 0, ∀ 𝑘 ≠ 𝑚. 
The state equation (2) allows for the trade index to depend on its previous values 
in the manner of an AR(1) model (an autoregressive model with one lag). This 
level of dependence (Tt ) is assumed to be the same for all dyads. Allowing it to 
be different for each country couple adds more than a hundred thousand 
parameters to the model and slows the regression algorithm down to an infeasible 
degree.17 By defining the state equation as an AR(1) process, we implicitly restrict 
Tt to the [-1,1] interval, including the boundary values. In other words, both 
stationary and non-stationary values of the hti-index are allowed, but explosive 
series are not. 
Because of their magnitude and duration, the World Wars were likely to have 
altered trade relations considerably. This, in combination with the lack of 
information during the wars, is why they are modelled as a structural break. The 
                                               
17
 Initial tests found that the time-dependency is the same for the vast majority of country couples: 
94.4% of the time 𝑇𝑖𝑗  is not significantly different at 1% level from 𝑇𝑗𝑙  with ij ≠ jl.  
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level of trade integration before and after each World War was assumed to be 
uncorrelated and the parameter of time dependence can differ over the three 
periods (equation 5). In this way, the estimation of trade integration before World 
War I is unaffected by whatever changes happened during the Interbellum or after 
World War II, and vice versa.  
𝑇𝑡 = {
𝑇1 if 1914 > 𝑡                
𝑇2 if 1918 < 𝑡 < 1940
𝑇3 if 1945 < 𝑡               
 (2.5) 
The issue of incomplete and missing observations is solved by replacing them 
with information that is entirely uncertain and does not influence the resulting 
index: y = 0, var(e) = ∞. Hence, the intuition is that –as the routine selects values 
based on their variance– by setting the variance on infinite, the missing 
observations are not included to adjust the hti. This allows the model to run 
uninterruptedly without fundamentally changing the nature of missing data. This, 
in combination with the time dependency, enables us to increase the number of 
countries and years for which the index can be calculated without having to 
impute or otherwise manipulate the data (Kim and Nelson, 1999; Durbin and 
Koopman, 2012). This matters especially for those observations where there is 
only partial information, for example when GDP data is missing. Without this 
solution for missing observations, either the index cannot be computed for those 
years (reducing the dataset by more than 20%), or the resulting indicator runs the 
risk of being distorted. The state-space model on the other hand can still produce 
an estimate but will adjust the confidence intervals of this estimate to reflect the 
lack of a complete dataset (cf. infra, figure 2.2). 
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To put it differently, the hti-values can be considered as a weighted average of the 
preceding and following hti-values and the four indicators.18 The weights of each 
component are determined by the strength of the time dependency relative to the 
reliability of the indicators. When an indicator is missing, whatever value we gave 
it will be ignored as its reliability (and hence its weight) is set to zero. When all 
information is available and fall in line with the predictions using the predictions 
using past and future values, the confidence intervals of the hti will be narrow. 
However, confidence intervals start to increase when indicators are missing or 
when they give contrasting signals. Hence, the uncertainty of all data series is 
incorporated.  
This model is estimated using a Bayesian Gibbs sampler algorithm, mainly 
because of the convenience it provides. This algorithm allows us to split up the 
computation of a complex (posterior) probability into several much simpler 
conditional probabilities. For example, if the hti-index values were known, the 
state and measurement equations become simple linear regressions. Appendix 2.2 
provides more information on the estimation procedure and an excellent and 
detailed introduction to Bayesian Gibbs sampling and state-space model can be 
found in chapters 7 and 8 of Kim and Nelson (1999). 
The Gibbs sampler ran for 6000 iterations of which the first 4000 were discarded 
as burn-in.19 The remaining iterations were used to reconstruct the posterior 
distribution of the level of trade integration of each dyad in each year. The index 
was rescaled to ensure that it has an expected value of zero if there is no trade 
between the country couple. This was done by generating the expected value of 
the index when all indicators are zero in each iteration and subtracting it from the 
                                               
18
 {
𝑋𝑖𝑗,𝑡
∑ 𝑋𝑖𝑗,𝑡𝑗
,
𝑋𝑗𝑖,𝑡
∑ 𝑋𝑗𝑖,𝑡𝑗
,
𝑋𝑖𝑗,𝑡
𝐺𝐷𝑃𝑖,𝑡
 ,
𝑋𝑗𝑖,𝑡
𝐺𝐷𝑃𝑖,𝑡
} 
19
 The size of the dataset required the use of the resources of the Flemish Supercomputer Center, which 
was kindly provided by Ghent University, the Flemish Supercomputer Center (VSC), the Hercules 
Foundation and the Flemish Government – department EWI. 
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hti-estimate. The resulting index is a continuous variable with values between -0.8 
and 189.20 Following the taxonomy of the levels of measurement, the hti-index is 
a ratio variable. While the actual values of the index are meaningless, it can be 
compared over time and countries without any restrictions. Barring any 
measurement errors, the index is zero when the underlying indicators are zero. As 
a result, a doubling of the underlying indicators would result in a doubling of the 
index value.  
2.3.3  The historical trade integration index 
By way of illustration, figure 2.2 shows the index values for USA-Mexican 
bilateral trade from the perspective Mexico (panel a) and the USA (panel b). The 
figure shows both the expected value of the index as well as its 95% confidence 
interval. It should be clear from this graph that the level and evolution of trade 
integration can differ significantly depending on the point of reference. The 
Mexican-US trade is highly important to the former as its index values lie entirely 
within the top 1 percentile. From the perspective of the US on the other hand, 
trade with Mexico only really becomes important from the mid-twentieth century 
onwards. The divergence in the evolution of the hti-index values of both countries 
in the 21st century exemplifies the fact that hti measures relative trade integration. 
Trade between the US and Mexico did not decrease after 2000, but trade between 
China (and to a lesser extent Canada) and Mexico did increase significantly. This 
led to a drop in the Mexico-US index, but had no effect on the US-Mexico hti-
index values. Furthermore, the widening of the confidence interval immediately 
after the World Wars illustrates the effect of a decrease in data availability in this 
period.  
                                               
20
 While the underlying indicators are never smaller than zero, the index can still be negative due to the 
nature of the state-space model, i.e. the fact that indicators are viewed as imprecise measures of the 
actual level of integration. For example, a positive measurement error on an indicator that is zero 
would result in a negative hti estimate.  
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(a) Mexico-USA 
 
(b) USA-Mexico 
Figure 2.2. The normalized historical trade index and 95% confidence interval 
(dotted lines). 
Notes. Plot of the normalized historical trade index. The wider the confidence interval, the more 
uncertainty on the HTI. 
The most notable difference between the hti-index and the other indicators of 
trade integration is the increase in data availability, especially when compared to 
the Head-Ries index. When using one of the alternative indicators, overall data 
availability decreases with 13% in the case of exports over total exports and even 
38% (≈ 700,000 observations) when using the HRI. To illustrate, figure 2.3 plots 
the number of dyads covered by each index over time, expressed as a percentage 
of the number of dyads covered by the hti-index. Overall, the increase in data 
availability when using hti grows the further we go back in time. For example, 
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more than half the dyads covered by hti are missing when using trade flows over 
GDP and this rises to 80% when using the HRI. 
 
Figure 2.3. Yearly availability of the alternative indicators of integration as a 
percentage of the availability of the hti-index. 
Notes. Plot of the number of dyads covered by the Head-Ries index (HRI), bilateral openness ((𝑋𝑖𝑗,𝑡 +
 𝑋𝑗𝑖,𝑡)/𝐺𝐷𝑃𝑖,𝑡) and the exports over the total imports (𝑋𝑖𝑗,𝑡/𝑋𝑖,𝑡) in each year, relative to the numbe of 
dyads covered by the historical trade integration index.  
In order to provide a comprehensive overview of the historical trade integration 
index we used it to construct a weighted, directed network. Two countries were 
linked by an edge if their index values were statistically significant, with the index 
values serving as edge weights. Figure 2.4 shows the evolution of this network 
over time. The higher the indegree of a country (the sum of all incoming edges), 
the more central its position. The larger the pagerank (similar to the indegree, but 
it gives a higher weight to edges coming from countries that are themselves 
important (Newman, 2010)), the bigger the size of the country’s node. With only a 
few exceptions, the indegree and pagerank reach the same conclusion on country’s 
centrality. Initially, France and Great Britain were the most central players, but 
over time the USA superseded both. After World War II, Germany started to 
overtake both France and Great Britain, rising to the second most central position. 
The last two decades of the dataset are marked by the rapid ascent of China as one 
of the most prominent countries in the network.21 Lastly, as is shown in the 
                                               
21
 These and other yearly graphs are made available together with the indicator at http://www.sherppa-
.ugent.behtihti.html 
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appendix 2.4, both globalization waves considerably increased the overall 
connectivity of the trade network. Finally, table 2.1 compares the hti-index with 
the indicators of integration it summarizes. The first column shows the R2 of the 
measurement equations of each variable, ordered according to their goodness of 
fit. The second and third column then split this up into the between and within R2. 
In addition to this equation-by-equation comparison, the last column compares the 
contribution of all indicators simultaneously using a dominance analysis based on 
the R2 test statistic (Grömpig, 2007). Comparable to the normalized eigenvalues in 
a principal components analysis, the dominance score shows the relative 
contribution of each variable to the hti-index. It comes to the same conclusion as 
the equation-by-equation R2. The imports and exports flows divided by total flows 
are the two most important variables and their between and within R2 are both 
high. While the overall match between the flows divided by GDP is much lower, 
their between match is still acceptable. 
Table 2.1. Goodness of fit and variance decomposition of the hti-index. 
 𝑅𝑜𝑣𝑒𝑟𝑎𝑙𝑙
2  𝑅𝑏𝑒𝑡𝑤𝑒𝑒𝑛
2  𝑅𝑤𝑖𝑡ℎ𝑖𝑛
2  Dominance 
Imports/total imp. 0.916 0.974 0.799 0.512 
Exports/total exp. 0.782 0.880 0.602 0.357 
Exports/GDP 0.305 0.479 0.131 0.120 
Imports/GDP 0.004 0.193 0.002 0.014 
Notes. List of the 𝑅2 of the measurement equation for each indicator of 
integration, in descending order of their goodness of fit. The third and 
fourth columns decompose the overall 𝑅2 into its between and within 
components (Verbeek, 2010). The last column shows the dominance 
statistic of each indicator based on the 𝑅2 statistic (Grömpig, 2007).  
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1880 1910 
  
1930 1950 
  
1980 2010 
Figure 2.4. The historical trade network over time. 
Notes. The higher the indegree of the node, the closer the node lies to 
the center. The size of the nodes is determined by their pagerank. The 
higher the edgeweight, the darker the edge.  
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2.4 Benchmark regressions 
To ensure that the hti-index values conform to expectations and to provide a 
benchmark for the later analyses, we regressed the log of the hti-index on a 
number of economic and political variables using a structural gravity model: 
log(ℎ𝑡𝑖)𝑖𝑗;𝑡 = 𝛼𝑙𝑜𝑔 (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) + 𝛽1 log(𝐺𝐷𝑃𝑖,𝑡) + 𝛽2 log(𝐺𝐷𝑃𝑗,𝑡) + 
𝛽3𝑋𝑖𝑗,𝑡 + 𝜇𝑖𝑗,𝑡 + 𝜀𝑖𝑗,𝑡 
(2.6) 
where µi j;t is a vector of fixed effects. In accordance with Baldwin and Taglioni 
(2006) the GDPs are measured in current USD. Xi j;t contains additional control 
variables, including membership of the European Union (EU) and the North 
American Free Trade Agreement (Nafta)22. f10 EU and l10 EU are the 10 year 
leading and lagged variable of the EU membership dummy. This allows a 
differentiation between the anticipatory/selection, short term and long term effects 
of signing the trade agreement. The remaining control variables include a dummy 
capturing the Interbellum and a measure of the completeness of the dataset in each 
year (hiiAv). The latter is defined as the number of dyads covered in each year, 
divided by the total possible number of dyads given the number of countries in the 
dataset in that year. Finally, we included two dummy variables to control for the 
influence of wars on trade integration: War is one when the dyads are engaged in 
a military conflict, while Allied checks whether the countries were on the same 
side during a conflict. Both variables were constructed using the COW’s Inter-
State War dataset version 4.0 (Sarkees and Wayman, 2010). 
The results are shown in table 2.2. Following Baldwin and Taglioni (2006) and 
Head and Mayer (2013), the baseline estimates in column 4 and 5 include sender-
year and target-year fixed effects to cancel out any time-varying multilateral 
                                               
22
  Nafta also includes the preceding 1987 Canada-US Free Trade agreement 
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resistance terms.23 For completeness sake, column one shows the results using no 
fixed effect (µij,t = 0); column two using sender-target fixed effects (µij,t = µij); and 
column three using sender and target fixed effects (µij,t = µi +µj). 
A distinct advantage of using the hti-index as the dependent variable in the gravity 
model is that its values are not truncated at zero. When using trade flows, almost 
half of the observations are zero and would be removed when trade is 
logarithmically transformed. While the estimation procedure can be adjusted to 
cope with the selection problem, the truncation of the data is harder to solve (Head 
and Mayer, 2013). In contrast, because it has an interval scale the hti-index can 
simply be rescaled to be strictly greater than zero before being log transformed. 
Furthermore, because the Gibbs sampler returns the entire distribution of the hti-
index for each dyad and year, the gravity model can be adjusted to take into 
account the uncertainty of the hti-index estimate (Standaert, 2014). 
                                               
23
 Multilateral resistance terms are country-specific barriers to trade that in this case are allowed to 
vary over time. We follow the strategy as in Portugal (2009). 
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Table 2.2. Benchmark gravity regression using the hti-index. 
 Historical Trade Index 
 (1) (2) (3) (4) (5) 
Distance -0.026 - -0.035 -0.035 -0.035 
 0.000𝑎  0.000𝑎 0.000𝑎 0.000𝑎 
Contiguity 0.124 - 0.120 0.119 0.117 
 0.001𝑎  0.001𝑎 0.001𝑎 0.001𝑎 
𝐺𝐷𝑃𝑠 -0.002 -0.010 -0.011 - - 
 0.000𝑎 0.000𝑎 0.000𝑎   
𝐺𝐷𝑃𝑡  0.026 0.015 0.017 - - 
 0.000𝑎 0.000𝑎 0.000𝑎   
Interbellum -0.059 -0.006 -0.010 - - 
 0.002𝑎 0.002𝑎 0.002𝑎   
War -0.020 -0.011 -0.056 -0.038 -0.038 
 0.008𝑎 0.005𝑏  0.025𝑎 0.026𝑎 0.026𝑎 
Allied 0.094 0.008 0.025 0.026 0.026 
 0.005𝑎 0.003𝑎 0.004𝑎 0.005𝑎 0.005𝑎 
EU 0.103 0.044 0.064 0.081 0.033 
 0.002𝑎 0.002𝑎 0.002𝑎 0.002𝑎 0.003𝑎 
𝑓10EU - - - - 0.012 
     0.002𝑎 
𝑙10EU - - - - 0.083 
     0.004𝑎 
Nafta 0.763 0.135 0.606 0.645 0.052 
 0.012𝑎 0.010𝑎 0.011𝑎 0.011𝑎 0.024𝑐 
𝑓10 Nafta - - - - 0.507 
     0.017𝑎 
𝑙10Nafta - - - - 0.155 
     0.025𝑎 
hiiAV -0.382 -0.112 -0.136 - - 
 0.002𝑎 0.002𝑎 0.003𝑎   
Constant 3.486 - - - - 
 0.002𝑎     
Fixed effects none sender-target sender 
target 
sender-year 
target-year 
sender-year 
target-year 
nObs 1282178 1282221 1282178 1847771 1847771 
Notes. Linear (columns 1) and fixed effects regression (columns 2-5). 
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The results are very similar over the different estimation procedures. While the 
coefficients on the traditional gravity parameters have the expected sign, they are 
much smaller than when trade flows are used. This is most likely due to a (non-
linear) difference in scaling seeing that the relative differences of the parameters 
remains more or less the same. A decrease in the distance of 1% raises the level of 
trade integration with 0.04%. Neighbouring your trading partner (contiguity) 
further increases this with 100 × (e0:119 -1)% ≈ 13%. Larger partner countries 
attract more trade, but a rise in the GDP of the home country lowers trade 
integration. This could be because larger countries tend to be more focused on 
their internal markets.24 
Interestingly, both the EU (8%) and Nafta (90%) raised the level of trade between 
their partner countries. In the case of the EU, the agreement was closed between 
countries that were slightly more likely to be integrated (1%). The agreement 
subsequently raised the level of trade integration both in the short term (3.3%) and 
most importantly long term (8.6%). Nafta on the other hand was closed between 
countries that were already highly integrated (66%), but it still succeeded in 
further raising the level of trade integration most of which happened in the long 
term (17%). 
The Interbellum had a negative effect on trade integration, but the effect is rather 
small (1%). As was expected, being at war significantly lowered integration (-
4%), while the opposite held true if the countries were allies in the same war 
(3%). Finally, we find evidence of selection bias issues in the early values of the 
hti-index. The negative parameter on hiiAv means that the average index value 
goes down as the availability of the data increases. The initial values of the hti- 
indices (before 1948) are marked by many missing observations, most likely 
                                               
24
 Since the index is already normalized for the size of the sender country, the GDP of the sender 
country should actually be left out of the gravity model regressions. However, its inclusion did not 
significantly affect the results.  
Chapter 2: Historical Trade Integration 
42 
 
between countries that did not or barely trade with each other. If left uncorrected, 
this makes the world seem more integrated in the earliest years of our dataset. 
2.5 Results 
To capture how the distance affects the level of trade we re-estimate the gravity 
model (7) with the distance variable split into 5 year blocks:  
log(ℎ𝑡𝑖𝑖𝑗,𝑡) =  ∑[𝛼𝜏 
𝑛
5
𝜏=0
log(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) 1[5𝜏<𝑡<5(𝜏+1)]]  +  𝛽𝑋𝑖𝑗,𝑡 
+ 𝜇𝑖,𝑡 + 𝜇𝑗,𝑡 + 𝜖𝑖𝑗,𝑡 
(2.7) 
at is the distance elasticity of the hti-values and 𝕝{5t<t ≤5(t+1)} is an indicator variable 
separating the (log of the) distance variable into five year blocks. Similar to the 
regressions in columns four and five of table 2.2, the regression includes fixed 
effects to control for the time-varying multilateral resistance terms (µi;t and µ j;t ). 
Because of the inclusion of sender-year and target-year fixed effects, many of the 
control variables drop out of the model, most notably the GDP of sender and 
target. 
Estimating the distance effect in each year (as opposed to five-year blocks) 
increased the confidence intervals, but did not change the conclusion. Similarly, 
the strong increase in data availability during the 1870’s significantly distorts the 
analysis for the first 10 years but leaves the rest unaffected.25 For the sake of 
brevity these results are not shown but are available upon request. 
Panel a of figure 2.5 plots the distance elasticity (at) over time for the entire 
                                               
25
 The number of dyads covered increases more than six fold between 1870 and 1880.  
Chapter 2: Historical Trade Integration 
 
43 
 
dataset. At any time, an increase in the distance will lower the level of trade, 
explaining the negative coefficients. Overall, the effect of distance on the trade 
has become smaller over time as the elasticity parameter moves closer to zero. 
Starting in the 1880s, the importance of distance decreases rapidly, but this 
process is stopped short by the first World War. While the initial years of the 
Interbellum still show signs of an increase in geographic neutrality, this trend is 
reversed in the 1930s. The second globalization wave starts with a very gradual 
decrease in the importance of distance, but this tapers off by 1960, after which 
distance slowly becomes more important again. 
To ensure that the pattern of the distance elasticity is not caused by the increase in 
the number of countries covered by the dataset, the analysis is repeated while 
keeping the number of countries constant. To that end, two subsets were defined 
in which the dataset was limited to countries that persist throughout the entire 
considered period. One subset starts in 1880 and the other in 1950. Figure 2.6 
provides an overview of the countries included. In addition, it also plots the 
significant trade links in the starting year of the subsets, showing the extent of the 
dataset in the period with the lowest data availability. The list of countries in each 
subset is included in appendix 2.5. 
The biggest change of keeping the set of countries fixed is that the distance puzzle 
becomes more pronounced: in both subsets distance becomes more important 
from the 1960s onwards. This increase in the distance elasticity in the 1880 subset 
is relative large and effectively restores the distance elasticity to its pre-World 
War I levels. However, in the more replete 1950 subset (panel c), the increase is 
much smaller, mimicking what happens in the overall regression. 
Chapter 2: Historical Trade Integration 
44 
 
 
(a) Overall 
 
 
(b) 1880 subset 
 
 
(c) 1950 subset 
Figure 2.5. The distance elasticity of the historical trade integration index (𝜶𝒕) 
over time. 
Notes. The first panel shows the decreasing impact of distance before the second World War and a 
stabilization afterwards. When the 1880 subset is used, the post WWII period even shows an increase, 
that can also be seen in the analysis of the 1950 subset. 
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These results fall in line with the mechanisms described in O’Rourke (2009) and 
Jacks et al. (2011), confirming the idea that the behaviour of distance should be 
looked at from a broader historical perspective. The increase in geographic 
neutrality during the first globalization wave can be explained by the political and 
technological developments Europe and North America and counteracted by 
import-substitution policies in the developing world.  
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(a) 1880 
 
 
(b) 1950 
 
Figure 2.6. The coverage of the 1880 and 1950 subsets. 
Notes. Countries included in the subsets are marked by a dot and significant trade links in the starting 
year by an arrow. The higher the hti-index the darker the arrow. 
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2.6 Conclusion 
The theory of geographic neutrality predicts that as the world becomes more 
globalized, the effect of distance on the choice of trading partners would become 
less important. However, for the second half of the twentieth century, a period 
marked by ever increasing worldwide trade, the opposite pattern emerges: 
distance is becoming more important. In this chapter, we contribute to the 
discussion on the distance puzzle by looking at the behaviour of distance from a 
broader historical perspective. 
Using an alternative index of trade integration, we expanded the gravity model 
analysis of the worldwide trade network to the period 1880-2011, enabling a 
direct comparison of the distance effect during both globalization waves. A 
number of indicators measuring the importance of bilateral trade were combined 
into the historical trade index using a Bayesian state-space model. Because of the 
way it handles missing observations, the state-space model uses differences in 
availability in an offsetting rather than a reductive way. Gaps in one measure can 
be imputed automatically using information in the others without imposing strict 
assumptions on or ad hoc manipulations to the data. This allowed us to more than 
double data availability in the period before World War I. 
Armed with this index, we analysed the effect of distance on the trade pattern. 
While we do find that the effect of distance on trade tends to increase from the 
sixties onwards, this is overshadowed by the strong decrease that precedes it 
during the first globalization wave. These results support the mechanisms 
described in O’Rourke (2009) and Jacks (2009) that attribute the distance puzzle 
to differences in the driving factors of globalization of both waves. During the 
first globalization wave technological advancements severely reduced the cost of 
trade, helped along by political developments that broke down many barriers to 
international trade. The net result of which was a substantial decrease in the 
importance of distance in choosing trading partners. On the other hand, the second 
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globalization wave was driven by production factors, economies of scale and 
geopolitical determinants centred on Western Europe and North America. This 
explains why the decrease in the effect of distance tapers off after 1960. However, 
we would like to point out that the corroboration of the economic history 
arguments does not entail that the other hypotheses are without merit. 
Methodological aspects undoubtedly play a role in the explaining part of the 
distance puzzle. 
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Appendices 
Appendix 2.1. Data sources and transformations. 
Trade flows – current USD, exchange rate 
Source Original Units Transformations 
DoTS Current USD, exchange rate  
COW v3.0 Current USD, exchange rate  
RICardo Current British pounds, exchange rate x pound-dollar rate (𝑎) 
GDP-current USD, PPP 
Source Original Units Transformations 
Maddison Per capita, constant 1990 USD, PPP x population (𝑏,𝑐) 
  x 1990 US GDP deflator (𝑎) 
PWT8.0 (𝑏): rGDP Constant 2009 USD, PPP x 1990 US GDP deflator (𝑏) 
(𝑎) Williamson (2015) 
(𝑏) Penn World Tables 8.0 
(𝑐) COW National Material Capabilities v4.0 
 
Appendix 2.2. Estimating the state-space model. 
To estimate the state-space model we need to solve for the structural parameters 
of the state-space model (C, Z, Tt , H and Q) as well as the level of trade 
integration (hti). While it is possible to maximize the combined distribution 
numerically for small datasets, using a Gibbs sampler simplifies the estimation 
procedure considerably by splitting up the process into conditional probabilities. 
For example, say we have to draw from the joint probability of two variables p(A; 
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B), when only the conditional probability of p(ASB) and p(BSA) are known. 
Starting from a (random) value B(0), the Gibbs sampler will draw a first value of A 
conditional on B(0): A(1) ∼ p(ASB(0) ). Conditional on this last draw, a value of B is 
drawn (B(1) ∼ p(BSA(1) )) which is in turn used to draw a new value for A (A(2) ∼ 
p(ASB(1)). This process is repeated thousands of times, until the draws from the 
conditional distributions have converged to those of the combined distribution 
p(A; B). After discarding the unconverged draws (the burn-in), the remaining 
draws of A and B can be used to reconstitute their respective (unconditional) 
distributions. Because we are using a Bayesian analysis framework, we have to be 
explicit about the prior distribution of the parameters. In other words, we have to 
state what we know about their distribution before looking at the data. Because 
there is no prior information, we imposed flat priors on Z, C and log(H), meaning 
that all values in the real space (or real positive space for the variance H) are 
equally probable. 
In the case of the state-space model, the Gibbs sampler consists of two main 
blocks (Kim and Nelson, 1999): 
1. If the level of trade integration (hti) were known, the parameters of the 
measurement and state equations (equation 1 and 2) could be obtained 
using simple linear regressions. To ensure the model is identified, the 
variance of the error term of the state equation (Q) is typically set to 1. 
Taking for example the situation where there is only one dyad to simplify 
notation: ℎ𝑡𝑖 = (ℎ𝑡𝑖1, … , ℎ𝑡𝑖𝑛)
′ 
p(T ǀ hti)    ∝   .5 ∗  𝕝ǀ𝑇ǀ≤1 ∗ N(𝑏𝑇, 𝑣𝑇) (8) 
p(𝑍𝑘, 𝐶𝑘 ǀ hti, y, H)    ∝   N(𝑏𝑍,𝐶
𝑘 , 𝑣𝑍,𝐶
𝑘 ) (9) 
p(𝐻(𝑘,𝑘) ǀ hti, y)   ∝   .iWish[𝑒
𝑘′𝑒𝑘; 𝑛] (10) 
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where iWish is the inverse Wishart distribution and: 
 
𝑣𝑇 = (𝑇𝑡−1
′  𝑇𝑡−1)
−1 (11) 
𝑏𝑇 = 𝑣𝑇  ∗ 𝑇𝑡−1
′  𝑇𝑡−1 (12) 
𝑣𝑍,𝐶
𝑘 = (ℎ𝑡𝑖′ℎ𝑡𝑖)−1 ∗  𝐻(𝑘,𝑘) (13) 
𝑏𝑍,𝐶
𝑘 = (ℎ𝑡𝑖′ℎ𝑡𝑖)−1 ∗  ℎ𝑡𝑖′𝑦𝑘 (14) 
𝑒𝑘 = 𝑦𝑘 − 𝐶𝑘 − 𝑍𝑘 ∗ ℎ𝑡𝑖 (15) 
 
2. Conditional on the parameters of the state and measurements equations, the 
distribution of hti can be computed and drawn using the Carter and Kohn 
(1994) simulation smoother.  
 The Kalman filter: computes the distribution of hti conditional 
on the information in all previous years.  
 Simulation smoother: Draws from the distribution of hti 
conditional on all information in the data and the previous 
draws. Starting from the last iteration of the Kalman filter.  
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Appendix 2.3. The historical trade network. 
In order to combine the historical trade integration indices into a network, the 
index values corresponding to countries that are integrated need to be separated 
from those corresponding to countries that are not. A natural way of making this 
distinction is to contrast countries that trade with each other (Xi j;t > 0) to those 
that do not (Xi j;t = 0). The problem is that this approach is skewed by a large 
number of very small non-zero trade flows. Rather than choosing an arbitrary cut-
off value, the hti allows us to use significant differences to determine which 
countries are linked. To start, we used the estimates of the structural parameters of 
the state-space model to generate index values for a fictional dyad where trade 
was zero for the entire period. Labelling these observations as hti0;t , we defined 
significant levels of trade in the following way: An edge e from country i to 
country j exists if, and only if, its level of trade in year t is significantly higher 
than that of ℎ𝑡𝑖0,𝑡: 𝑒𝑖𝑗,𝑡 in at least 99% of all iterations of the (converged) Gibbs 
sampler. Using the ℎ𝑡𝑖0,𝑡 definition, 115911 edges were identified (6.3% of 
observations).  
Panel a of appendix 2.3 shows the overall network density (the fraction of dyads 
that are connected) gradually decreasing throughout the first globalization wave. 
In contrast, the trade network becomes increasingly connected during the second 
globalization wave. As can be seen in panel b, the number of trade links (edges) 
more or less continuously grows over the entire time-period and is initially offset 
by the rapid rise in the number of countries. This is especially noticeable when the 
Soviet Block breaks up in the 1990s, causing a rapid downward shift in the 
network density. 
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Appendix 2.4. Network density (panel a) and the number of nodes and edges 
(panel b) over time. 
 
(a) 1880 
 
(b) Number of nodes and edges 
Similar to the distance regressions, the density was also computed when the 
number of countries was kept constant using the 1880 and 1950 subsets. This 
reveals that the decrease in density during the first globalization wave was driven 
by the addition of new countries. When this is kept constant, the network density 
almost doubles during the first wave. In addition, it reinforces the effects of the 
1930 and 2008 economic crises, both causing a substantial drop in the density. To 
ensure that these results were not driven by the inclusion of the colonial trade 
data, the density was also computed using only the official countries according to 
the COW state system dataset. However, this did not significantly alter the 
conclusion (available upon request). In other words, once the density is corrected 
for the increasing number of countries, it conforms to the globalization pattern 
found in the literature. 
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Appendix 2.5. Country subsets. 
Group 1: included in 1880< and 1950< 
Algeria Cuba Guatemala Malta Singapore 
Argentina Denmark Guyana Mauritius South Africa 
Ascension Dominican Rep. Haiti Mexico Spain 
Australia Dutch Antilles Honduras Morocco Sri Lanka 
Austria Ecuador Hong Kong Mozambique St. Pierre 
Barbados Egypt Iceland Netherlands Suriname 
Belgium El Salvador India New Zealand Sweden 
Belize Falkland Isl. Indonesia Nicaragua Switzerland 
Bermuda Fiji Iran Norway Thailand 
Bolivia Finland Italy Paraguay Trinidad and Tobago 
Brazil France Jamaica Peru Tunisia 
Bulgaria French Guiana Japan Philippines Turkey 
Canada Germany Liberia Portugal United Kingdom 
Chile Ghana Luxembourg Romania United States 
China Gibraltar Macau Russia Uruguay 
Colombia Greece Madagascar Senegal Venezuela 
Costa Rica Guadeloupe Maldives Sierra Leone Yugoslavia 
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Group 2: included in 1950< 
Afghanistan Congo, Rep. Hungary Namibia Seychelles 
Albania Rep. Congo Iraq Nauru Solomon Islands 
Samoa Cote d’Ivoire Ireland Nepal Somalia 
Angola Cyprus Israel New Caledonia South Korea 
Antigua Czechoslovakia Jordan Niger St. Kitts and Nevis 
Bahamas Djibouti Kenya Nigeria Sudan 
Bahrain Dominica Kiribati North Korea Swaziland 
Bangladesh Eq. Guinea Kuwait Oman Syria 
Benin Eritrea Laos Pakistan Tanzania 
Bosnia Estonia Latvia Palestine Togo 
Botswana Ethiopia Lebanon Panama Tonga 
Brunei Faroe Islands Lesotho Papua New Guinea Tuvalu 
Burkina Faso Polynesia Libya Poland UAE 
Burma Gabon Lithuania Qatar Uganda 
Burundi Gambia Malawi Rwanda Vanuatu 
Cambodia Greenland Malaysia Saint Lucia Vietnam 
Cameroon Grenada Mali Saint Vincent Wallis and Futuna 
Cape Verde Guam Mauritania Samoa Yemen 
Cen. Afr. Rep. Guinea Mongolia Sao Tome Zambia 
Chad Guinea-Bissau N. Mariana Isl.  Saudi Arabia Zimbabwe 
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 ǀ Determinants of the location of 
industry in Belgium, 1896-1961 
 
   
   
Abstract 
Belgium was one of the first continental countries to undergo the industrialization 
process during the 19th century. Along with the growing manufacturing base came 
the development of an extensive transportation infrastructure. As a result, the 
Belgian internal market became fully integrated towards the middle of the 19th 
century, making the country a perfect case study to examine the driving forces 
behind the shifting industrial pattern and location decisions of industries. More 
specifically, it allows us to test the theoretical predictions of the Heckscher-Ohlin 
model, which emphasizes the importance of proximity to factors of productivity, 
relative to those of the New Economic Geography, which stresses closeness to 
industrial agglomerations and consumer markets. In this article, we use a model 
that nests factors of both theories. The empirical analysis of the nuts-3 data 
indicates that the main determinant of the shifting industrial pattern between 1896 
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and 1961 – with the south being superseded by the north as the economic 
powerhouse – was the closeness to regions with a high market potential.  
3.1 Introduction 
The Belgian political and public discourse today is dominated by the differences 
between the richer Dutch-speaking Flemish and the poorer French-speaking 
Walloon regions, located, respectively, in the northern and the southern part of the 
country.26 This linguistic division has been a defining characteristic of Belgium 
throughout the last quarter of the 19th and the 20th century. It was enforced by the 
ideological differences between the mostly rural, catholic northern part and the 
more liberal-social southern part of the country (Wils, 1978). In this manner, 
Belgium evolved from a unitary state into a more regionalised federal 
conglomeration. However, for the purpose of this case study it must be noted that 
the legal regionalisation only started from the 1960’s onwards. As stated by Ulrike 
Vogl and Matthias Hüning, in addition to the linguistic and cultural differences, 
attention should be paid to the economic origin. Erik Buyst recently examined the 
historical background of this situation and based on GDP estimations, concluded 
that a century ago, Wallonia was richer than Flanders. This turnaround can be 
explained by industrial location, as can be concluded from the works of Olyslager 
(1947), Vanderrmotten (1985) and De Brabander (1981). At the end of the 19th 
century, an industrial belt spanned the southern region from Mons to Liège. 
During the 20th century, this belt lost in importance in favour of a northern 
counterpart, ranging from Brussels (in the centre of the country) to Antwerp (in 
the north-west). Lefebvre and Buyst (2007) concluded that this could be explained 
by an agglomeration mechanism such as that conceptualized in the NEG. The 
authors stated that the Brussels-Charleroi canal was a main determinant and 
                                               
26
 A third linguistic zone, the much smaller German-speaking part, was appended to Belgium 
following the first world war and is not as prominent in the political debate (the region, located at the 
eastern borders of the province Liège, is much smaller than its counterparts). 
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although they focused on Brussels, the port of Antwerp was also underscored as 
an important factor. At the time of publication, it was stated that the main 
disadvantages of the NEG-model are that it is not very usable for empirical 
research because of its abstract and mathematical nature and that it is poorly 
suited to studying long-term evolutions. This has made it difficult to precisely 
calculate the important factors of the shifting industrial pattern in the 20th century 
Belgium and, as such, to gain an insight in the underlying dynamics. 
At the same time, in the field of economic geography, the Midelfart-Knarvik 
model (Midelfart-Knarvik, 2002) has gained in popularity. Although it was first 
published in 2001, some years passed before economic historians used it to 
examine long-term evolutions. The model nests both Hecksher-Ohlin (1991) or 
trade theory and NEG factors and quantifies the determinants of industrial 
locations. In recent years, the robustness of the model has increased in terms of 
endogeneity and heterogeneity problems, and, as such, it is usable to study the 
shifting industrial pattern of 20th century Belgium in a quantitative way. 
The trade theory holds that under the assumptions of the absence of transportation 
costs and constant returns to scale, choices for industrial locations are based on 
factor availability and natural endowments. The latter, first theorized by Krugman 
(1991) in the 1990s, holds that the synergy between transportation costs, returns to 
scale and market potential are the main determinants of industrial locational 
decisions. In this model, industries respond to a decrease in transportation costs by 
migrating to economic centres. Given their high market potential, these 
agglomerations profit from productivity benefits and greater returns to scale 
(Aoyama et. al., 2003) 
We believe that for 20th century Belgium, market potential became more 
important in the 20th century as a result of the reduction of transportation costs in 
the course of 19th century. The country benefitted from the industrial waves that 
swept over the continent that not only resulted in the development of 
manufacturing processes but also brought about the installation of an extensive 
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railway and canal network and as such, better connections between the ports and 
the hinterland. Following the industrialization process, the country also benefitted 
from the first wave of globalization, starting in the second half of the 19th century. 
Both evolutions led to a decrease in transportation costs. As a result, commodities 
could be imported from overseas through the Belgian ports, so it was no longer 
necessary for industries to locate near natural endowments. As transport by road 
only developed in the second half of the 20th century, highways only became 
common from the 1960s onwards, we end our research after the census of 1961. 
The transportation methods that were in use at the time, railroads and water, did 
not undergo major transformations in the first half of the 20th century. Although 
the railway network grew from close to 3000 kilometres in 1870 to up to 5000 
kilometres in 1912 (followed by a phase of stagnation) the main economic centres 
were already connected by rail before 1880. It was mainly in the course of the 19th 
century that transport by railroad democratized, as the government wanted to 
increase the productive capacity of the country.27 At the end of the 19th century, 
the average distance from a village to the nearest station was not more than 6.43 
kilometres. Transport not only improved through the installation of a railway 
network, the important cities were also connected by canals or by rivers that also 
became interconnected. At the end of the 19th century, Belgium’s waterway 
infrastructure was completed. As stated by Van der Herten, the investments in 
both networks by the government resulted in the possibilities to transport people 
and goods on a much larger scale than ever before (Van der Herten, 2004) 
In addition to the natural experiment that is offered because of a rather stable 
transport network, we also opt to end our research in 1961 because of the 
reformation of the internal boundaries in the 1960s and because of the impact of 
                                               
27
 Between 1840 and 1905, the revenue per traveller dropped from 1.84 to 0.55 Belgian francs and the 
amount of travellers rose from 4.046.950 to 77.394.090. The transportation of goods witnessed a 
similar evolution as the prices decreased from 19 to 2.9 Belgian francs per ton in the second half of the 
19
th
 century. 
Chapter 3: Determinants of the location of industry in Belgium 
 
67 
 
the Expansion laws from the 1960s onwards. As a result of those laws, FDI flows 
increased mainly in the northern part of the country and thus brought an artificial 
growth of the market potential in that region. Due to data availability, our research 
is based on three data points (1896, 1937 and 1961) as all three industrial, 
agricultural and population censuses were needed. The study of these years 
enables us to analyse the general evolution of the shifting industrial pattern (Van 
der Herten, 2004).  
We aim to contribute to the literature by examining a region that has heretofore 
been neglected. The research until now was mainly focused on Spain and the 
Anglo-Saxon world (Martinez-Galarraga, 2010; Roses, 2003 and Baldwin, 2005). 
There is no research on a small and open country to test whether the same effects 
occur. As mentioned in the above paragraph, Belgium’s history offers an 
interesting natural experiment because of the constant and highly developed 
transportation network at the time. In addition, it allows us to study the settlement 
of a new manufacturing belt. Because of this, we can test the prediction that holds 
that the interaction between market potential and plant size is crucial for the 
settlement of industrial concentrations, as it was the largest and most productive 
firms that first moved to the new markets. Another benefit of the Belgian case 
study is that the historical statistical data are very detailed, allowing us to examine 
the location decision on a nuts 3-level disaggregation from the late 19th century 
onwards. Lastly, we add a methodological issue to those described so far, 
proposing an extra robustness test to check for unobserved heterogeneity. It is 
common in the literature to use the oldest available industrial input-output tables 
and extrapolate from these for earlier years. This can lead to estimation problems 
due to endogeneity, however, as it is possible that industries adapted to the 
abundance or scarcity of natural resources. In the methodological section, we 
explain how we account for this. 
The remainder of the article is organized as follows. The next section briefly 
discusses the literature. This is followed by the presentation of the model, the 
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econometric issues and a data section, followed by the economic and historic 
interpretation of the results. 
3.2 Literature 
Two theories are important for our research, the traditional trade theory and New 
Economic Geography. In the former, geographic entities will specialize in 
particular goods following a comparative advantage. Heckscher and Ohlin 
assumed that in a two-region, two industry sector and two-production factor setup, 
efficiency is similar in both regions. That implies that the differences are 
determined by natural endowments. The industries in one country will specialize 
in the production that requires the inputs of the abundant available natural 
endowment. NEG-models hold that the interaction between transport costs, 
increasing returns to scale and market size can lead to agglomerative effects. In a 
first step, provided that transportation costs are sufficiently low, firms locate near 
their largest markets, as these offer forward and backward linkages. This implies 
that final products are cheaper to purchase and that there is more demand for 
intermediate goods, respectively. Transport costs must be sufficiently low, 
however, as relocating is only possible when it is not too costly to transport the 
needed endowments. These centripetal forces are strengthened by the incentives 
of industries that sell large volumes of goods to other industries or that use many 
intermediate goods to locate to these economic centres (Martinez-Galarraga, 
2010).  
As is common in the literature, we opt to use a variant of the Midelfart-Knarvik 
model (2000, 2002). These authors further developed the Kim model to test 
whether industrial locations are determined by the proximity to natural 
endowments or market potential. The main improvements of the Midelfart-
Knarvik model compared to the Kim model (1995, 1999) are that the former used 
interactions between the explanatory variables that allow the analysis at the 
industrial level rather than the aggregated level. We follow the suggestions of 
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Wolf (2007) and Klein and Crafts (2012), who dealt with the econometric 
problems of unobserved heterogeneity and endogeneity, respectively. More 
specifications for the model can be found in the methodology section. 
The conclusions of earlier research examining the United States, the United 
Kingdom, Spain, Poland and the European Union are mixed. Kim concluded that 
natural resources were the most important determinants of the long-term evolution 
of industrial locations in the United States between 1860 and 1987 (Kim, 1995, 
1999). The first study that used a model with interaction variables to study 
industrial locations is that by Midelfart-Knarvik et al. (2000, 2002). These authors 
examined industrial locations in the European Union for the period from 1980 to 
1997 and concluded that both theories could be used to partly explain the 
industrial locations. In contrast, Klein and Crafts (2012) highlighted the 
importance of forward and backward linkages. They state that Kim’s results can 
be explained by the exclusion of these linkages, which lead to an overestimation 
of the Heckscher-Ohlin-variables. The Spanish authors concluded that NEG-
forces became more important throughout the study period (Tirado, 2001; Bertran, 
1995). Crafts and Mulatu (2012) performed a similar study on the United 
Kingdom and concluded that neoclassical and NEG determinants were important 
between 1856 and 1929. This was also concluded by Wolf for 20th century Poland. 
In Belgian economic history, the ideas of the NEG were first explored by 
Lefebvre and Buyst (2007). Before that publication, most research on industrial 
locations lacked an empirical framework. Olyslager (1947) was the first to 
systematically study the geographical locations of industries. He was followed by 
Vandermotten (1985) and De Brabander (1981). Although these works are still 
valuable sources for economic historians, the authors failed to quantify and 
explain the mechanism behind the shift that they described. As mentioned, more 
recently, Lefebvre and Buyst (2007)studied the industrial pattern of Flemish 
Brabant and explored the potential of the New Economic Geography in explaining 
it. The authors conclude that it is a useful theory to explain the industrialization of 
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the province and highlight that the Krugman-model was too abstract and 
mathematical to test empirically. In 2010, Buyst used the Geary-Stark method to 
estimate historical Belgian GDP figures. Although this article did not discuss the 
shifting industrial pattern, it provides insight into the outcomes of this process. 
Currently, the literature provides a solution to test the shifting industrial pattern 
more statistically. The insights of such an approach could contribute to the 
literature, as the dynamics could be unravelled in greater detail.  
3.3 Model 
To estimate the relative importance of NEG versus neo-classical determinants in 
the location decisions of industries, Midelfart-Knarvik et al. (2002) used the 
following model: 
𝐿𝑛(𝑠𝑖
𝑘)𝑡 = 𝛼 ln(𝑝𝑜𝑝𝑖)𝑡 +  𝛽 ln(𝑚𝑎𝑛𝑖)𝑡 + ∑ 𝛽[𝑗](𝑦[𝑗]𝑖  
𝑗
 
−  𝛾[𝑗])(𝑧[𝑗]𝑘 − 𝐾[𝑗])  + 𝜀𝑡 
(3.1) 
where 𝑠𝑖
𝑘 is the share of industry k in region i at a certain time t. popi and mani 
stand for the size of the population and the size of manufacturing employment in 
region i and are included to control for size effects. In this way, they control for 
the possibility that larger regions have stronger industries. 𝑦[𝑗]𝑖 is the strength of a 
regional characteristic j in region i, for example, the amount of available mines in 
a certain region. 𝑧[𝑗]𝑘 is then the value of an industrial characteristic. This could 
be, for example, the intensity of mine inputs in a certain industry j. 𝛼, 𝛽 and K are 
the coefficients to be estimated. To estimate this model, Midelfart-Knarvik et al. 
(2002) suggested the following regression: 
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𝐿𝑛(𝑠𝑖
𝑘) =  𝛼 ln(𝑝𝑜𝑝𝑖) + 𝛽 ln(𝑚𝑎𝑛𝑖) + ∑ (𝛽[𝑗]𝑦[𝑗]𝑖𝑧[𝑗]
𝑘
𝑗
 
− 𝛽[𝑗]𝛾[𝑗]𝑧[𝑗]𝑘 −  𝛽[𝑗]K[𝑗]𝑦[𝑗]𝑖) + 𝜀𝑡 
(3.2) 
𝛽[𝑗]𝑦[𝑗]𝑖𝑧[𝑗]
𝑘 captures the interaction between industrial and regional 
characteristics. 𝛽[𝑗]𝛾[𝑗]𝑧[𝑗]𝑘 controls for the impact of industrial and 
𝛽[𝑗]𝐾[𝑗]𝑦[𝑗]𝑖 regional characteristics. For example, if 𝛽[𝑗]𝛾[𝑗]𝑧[𝑗]
𝑘 measures the 
demand for agricultural land by a certain industry and 𝛽[𝑗]𝐾[𝑗]𝑦[𝑗]𝑖 is a region’s 
endowment of agricultural land, 𝛽[𝑗]𝑦[𝑗]𝑖𝑧[𝑗]
𝑘 represents the interaction between 
the demand for and endowment of land. 
As in Klein and Crafts (2012), our dependent variable is measured in terms of 
employment. This implies that we must control for changes in productivity across 
regions. As a solution, we estimate the equation using regional and industrial 
dummies, as suggested by Wolf (2007). This allows us to control for productivity 
changes at the regional and industrial levels and is acceptable, as we are only 
interested in the coefficients of the interaction terms. More specifically, the 
following model is estimated using:  
ln(𝑠𝑖,𝑡
𝑘 ) = 𝑐 + ∑𝑖𝑘,𝑡𝛽𝑖
𝑘([𝑗]𝑖,𝑡 [𝑗]𝑡
𝑘) + ∑𝑖𝛾𝑖𝐷𝑖,𝑡 + ∑𝑘𝜃𝑘𝐷𝑘,𝑡  +  𝜀𝑡 (3.3) 
with [𝑗]𝑖,𝑡 [𝑗]𝑡
𝑘 as the interaction between industrial and regional characteristics, 
𝐷𝑖,𝑡 and 𝐷𝑘,𝑡 as regional and industrial dummies and c as a constant. 𝛽𝑖
𝑘 measures 
the impact of the interaction terms that are of interest in this paper. The model was 
also estimated with the inclusion of level effects next to the interaction effects. As 
the interpretation of the results does not change, these are available upon request.  
Table 3.1 gives an overview of the industrial and regional characteristics. A 
detailed description of these variables can be found in Appendix 3.1. Most 
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regional characteristics were also used in the papers discussed above. The 
presence of mines is added, however, as we want to check whether the 
disappearance of this industry played an important role in the shift in economic 
power from the south to the north. Similarly, the use of intermediate goods from 
the mining industry is added to the list of industrial characteristics. One of the 
benefits of the Belgian case study is that its 18th century statistical tradition results 
in high quality data.  
Table 3.1. Industrial and regional characteristics. 
Regional characteristics Industrial characteristics 
Agricultural surface 
Mines 
Active population 
Educated population 
Market potential 
Agricultural input 
Input of mines 
Labour intensity  
White collar intensity 
Use of intermediate goods in % of output 
Sales to industry in % of output 
Size  
Notes. Source: Economic and population censuses of 1896, 1910, 1937 and 1961; the in-and output 
table of 1959; the annuaire statistique/statistische jaarboeken (statistical yearbooks) of the 
corresponding years.  
Table 3.2 provides an overview of the interactions between regional and industrial 
characteristics. These are separated into neoclassical (column one) and NEG 
interaction terms (column two).  
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Table 3.2. Interactions between industrial and regional characteristics. 
Neoclassical  NEG 
Agricultural surface x Agricultural input  
(AS x AI) 
 
Mines x Input of mines 
(M x IM) 
 
Active population x Labour intensity 
(AP x LI) 
 
Educated population x White collar intensity  
(EP xWI) 
Market potential x Intermediate goods (MP x 
IG) 
 
Market potential x Sales to industry (MP x SI) 
 
 
Market potential x Size 
(MP x S) 
3.4 Estimation issues 
As discussed by Klein and Crafts (2012), a correct estimation of the model brings 
up three important estimation issues: heteroskedasticity, endogeneity and the use 
of panel data. Finally, we must pay attention to data availability.  
First of all, working in three dimensions (time, industry and region) raises the risk 
of unincorporated cluster effects in the standard errors, invalidating the 
assumption of homoscedasticity. By using Miller, Gelbach and Miller’s (2008) 
multi-way non-nested clustering, however, it is possible to correct the standard 
errors for clustering on both the regional and industrial levels.  
Secondly, there are possible endogeneity issues with market potential, active 
craftsmen and an educated population. First, we will discuss the problem with 
market potential. In the basic estimation, we attempt to measure whether an 
increase in market potential will influence the location decision of firms. In other 
words, do firms locate near regions that offer forward and backward linkages? On 
the other hand, including Market Potential as an explanatory variable could raise a 
problem because as the number and size of firms in a region increase, the regional 
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GDP and the market potential will also grow. Thus, the dependent variable could 
also exert an influence on the explanatory variables. To correct for this, an 
instrumental variable approach was used. In the literature, distance to a main 
economic centre is used, but as explained by Mayer and Head (2006), this could 
raise an endogeneity issue, as the cities are chosen because of their economic 
potential. We follow the approach of these authors and use centrality, measured as 
∑ 𝑑𝑖𝑗
−1
𝑗 , as an instrumental variable. The same endogeneity problem arises for the 
educated and active population, as firms can locate near a market that offers these 
endowments but also cause an inflow of these population groups. Therefore, we 
use the lagged values of the educated and active population as instrumental 
variables (1890 for 1896, 1910 for 1937 and 1947 for 1961)28. 
The third estimation issue that must be considered concerns the use of panel data. 
The panel dataset is not continuous but covers only the years 1896, 1937 and 
1961. This could cause problems if the characteristics of the Belgian economy 
changed drastically in the intervening years. A Chow test confirms that there is a 
structural break in the parameters: the null hypothesis of constant parameters was 
rejected at 1% for the years 1896 and 1937 and at 5% for 1937 and 1961. As a 
result, the panel aspect of the dataset cannot be exploited in the estimations. This 
is not a problem, however, as we are interested in the changed coefficients in the 
three studied years. For this reason, our cross-sectional dataset allows us to 
provide an answer to the questions raised.  
In addition to certain methodological issues related to the specific model, we must 
also comment on the data availability. First, the Midelfart-Knarvik model 
demands input-and output tables to estimate the industrial characteristics. As these 
were not composed in Belgium before 1959, we followed Martinez-Galarraga 
(2010) and used the mentioned procentual inputs and outputs for the earlier years. 
                                               
28
 As the within correlation between the population censuses of 1910 and 1930 is 0.99, both could be 
used as a variable for 1937.  
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Although this is common in literature, it is a major disadvantage of the model 
when it is used to analyse historical data. Extrapolating the input-output tables 
means that the industrial characteristics are not absolutely exogenous, as it is 
likely that industries adapted to the abundance or scarcity of natural resources. To 
be sure that the results remain similar, we run single-year regressions without 
interaction terms, as in Kim (1995, 1999), as a robustness test. The model for this 
test then becomes:  
𝑙𝑛(𝑠𝑖,𝑡
𝑘 ) =  𝛽1𝐴𝑔𝑟𝑖𝑐𝑢𝑙𝑡𝑢𝑟𝑎𝑙 𝐴𝑟𝑒𝑎𝑙 + 𝛽2 𝑀𝑖𝑛𝑒𝑠 + 𝛽3 𝐴𝑐𝑡𝑖𝑣𝑒 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
+  𝛽4 𝐸𝑑𝑢𝑐𝑎𝑡𝑒𝑑 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 + 𝛽5 𝑀𝑎𝑟𝑘𝑒𝑡 𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙  
+∑𝑖𝛾𝑖𝐷𝑖,𝑡 + ∑𝑘𝜃𝑘𝐷𝑘,𝑡 + 𝜀𝑡 
(3.4) 
It must be noted, however, that this approach is missing one of the main 
advantages of the Midelfart-Knarvik model. In the MK model, all of the different 
industries enter the model individually because interaction terms are used. The 
Kim model simply offers a view of the determinants on an aggregated level. That 
is why we use it only as a robustness test. 
Another issue with the availability of data concerns the industrial branches. In the 
censuses, the category Other industries contains a collection of production units 
that could not be assigned to one of the following industries: Extractive, Food, 
Textiles, Clothing, Metal and Building. As such, we were not able to find input-
output figures for these industries. As a solution, we took the averages of all other 
industries. This implies an important presupposition that must be checked. To do 
this, we have estimated all regressions twice, once with Other industries included 
and once with it excluded. As the results remain the same, we have only 
incorporated the estimations with all data included in this article. The other 
regressions are available upon request. 
Chapter 3: Determinants of the location of industry in Belgium 
 
76 
 
3.5 Data 
This study discerns three benchmark years (1896, 1937 and 1961) for 41 nuts-3 
level districts (arrondissements) and seven industrial sectors: extractive, food, 
textiles, clothing, metal, building and other (this final category contains all 
productive units that are not captured by the former categories). The data were 
taken from the statistical yearbooks and agricultural, social and economic 
censuses conducted by the National Institute of Statistics from the end of the 19th 
century onwards. As we needed data from all of these sources to estimate the 
outcomes for one year in the suggested model, we were able to compose the 
dataset for three years: 1896, 1937 and 1961.29 As such, this work was based on 
the industrial censuses of 1896,30 193731 and 1961;32 on the agricultural censuses 
of 1895,33 192934 and 1959;35 on the population censuses of 190036 and 1961;37 
and on a dataset that contains yearly population figures from 1880 to 197638.  
A first variable that can be calculated based on employment figures in the 
industrial censuses is the size of an industry k in the total manufacturing activity 
of region i: 𝑠𝑖
𝑘. This endogenous variable is defined as: 
                                               
29
 Agricultural censuses of 1895/1959; industrial censuses of 1896/1910/1937/1961; population 
censuses of 1900/1910/1961. Annuaire statistique/ statistisch jaarboek (statistical yearbook) of 
1896/1937 and 1961.  
30
 Recensement général des industries et des métiers (31 octobre 1896). Dénombrement A. Répartition 
par commune des industries et des métiers. Bruxelles, Ministère de l'Industrie et du Travail. Office du 
travail. Section de la statistique, 1900, volumes I - II, 151+280+239+276+339+208+88+106+166 p. 
31
 Economic and industrial censusses of 1937. Brussel,, s.d., vol. 9 
32
 Industrial and trade census of 1961. Brussel, , 1965-1967, vol. 4 
33
 Agricultural census 1895. Bruxelles,, vol., 4 
34
 Agricultural census 1895. Bruxelles,, vol., 4 
35
 Agricultural census 1959. Brussel, vol. 7 
36
 Popolation census 1900. Bruxelles, vol. 2 
37
 Popolation census 1963. Bruxelles, vol. 2 
38
 ‘Mouvement de la Population et de l’Etat Civil’ [Population Mouvements and marital status 
changes], the registers of population, death and the population and the socio-economic censuses. 
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𝑠𝑖,𝑡
𝑘 = 
𝑥𝑖,𝑡
𝑘
∑𝑘𝑥𝑖,𝑡
𝑘  
(4.5) 
with 𝑥𝑖,𝑡
𝑘  as the level of industrial activity, measured as employment per sector per 
region, of industry k in region i at time t. It is important to note that these figured 
pertain to the districts where people were working, not where they were living. 
Figure 3.1 plots the industrial centres of gravity measured as the employment in a 
region versus total employment, clearly showing the shift in industrial location 
from the south to the north. In 1896, economic activity was concentrated in the 
centre and in the south of the country, with Brussels, Charleroi and Liège as the 
main industrial centres. In the northern provinces, proto-industry was still most 
influential. 
This first manufacturing belt was important mainly in the nineteenth century. In 
1937, there was a shift towards the north. While Brussels stayed important, 
Antwerp started to gain influence at its expense and Liège fell back. In the north-
east of the country, there is also an increase in industrial concentration. This can 
be explained by the presence of mines in Limburg that were quarried from the 
beginning of the 20th century onwards. Although this attracted some industry, it is 
interesting to note that the attraction of Antwerp and Brussels was much stronger. 
The second manufacturing belt continued to increase in importance up to 1961. 
Similar concentration patterns can be found in the work of De Brabander (1981) 
and Olyslager (1947). Appendix 3.2 provides an overview of the absolute number 
of employees in each industrial sector. The metal, food and building industries 
show a strong increase throughout the 20th century. Employment in the extractive 
industry decreased rather strongly, but employment in the textile and other 
industries remained stable. 
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Figure 3.1. Industrial concentration in 1896, 1937 and 1961. 
Notes. The concentration indices are measured as a ratio of industrial employment in one region to toal 
employment. Source: own calculations based on the economic censuses of 1896, 1937 and 1961.  
As Crafts (2005) stated, there are many options for calculating market potential 
(MP), but deciding on the right choice depends on how it will be used. In this 
paper, the market potential is used to capture the physical proximity to consumer 
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markets and industrial centres.39 As such, we follow Crafts’s suggestion and use 
the definition of economic potential proposed by Harris (1954). 
𝑀𝑃𝑖 = ∑𝑗(Mj /Dij) (1) 
with Mj as a measure of the size of region j and Dij as the distance between regions 
i and j. To measure the size of a region, the relative regional GDP is used. The 
GDP data for 1896, 1937 and 1970 come from Buyst (2010), who studied the 
changing GDP figures in 20th century Belgium. The author compared all industrial 
GDP with the Belgian average. As such, we find the relative market potential for 
each benchmark year, as was proposed by Martinez-Galaragga (2010). For 1961, 
we extrapolate the 1970 data. Based on these figures, the MP per district was 
measured based on population figures; thus, we used the provincial data to 
estimate the MP of the district. These data come from the censuses and statistical 
yearbooks. The internal distance of the region itself is measured in the literature as 
0.333√(surface/pi).40 As we work on a nuts-3 level for a small country, the 
variance of the surfaces after using the Keeble formulae has no impact on the 
estimation results. In this paper, the estimations without the Keeble-formulae are 
incorporated, and the other results can be obtained upon request.41 As a robustness 
                                               
39
 As alternatives, we have estimated the model with market potential as weighted distance to the main 
centers and distance to Antwerp. The results remain similar and are available upon request.  
40
 This approach was suggested by Keeble et al., who proposed the formulae: 0.333√(surfacei/pi) 
(Keeble et al., 1982).  
41
 One problem with defining market potential this way is that it does not take foreign trading partners 
into account, whether neighbouring countries or overseas. One possible way to correct for the presence 
of the international harbour in Antwerp is to estimate the impact of incoming and outgoing flows on 
market potential (as in Klein and Crafts, 2012); however, we lack the data to make this estimation for 
each year. Moreover, this effect is already partly captured because the proximity to the harbour is 
incorporated by the local GDP. Secondly, the impact of neighbouring countries is accounted for 
through the use of the external market potential. This is calculated by replacing the Belgian districts in 
equation 4 with the following neighbouring districts outside Belgium: North Rhine, Rhineland, 
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test, we used the lagged industrial presence for Mj, as we have these figures on a 
municipal and thus district level.42  
As internal distances remain constant, the evolution of Market Potential can be 
explained by the changes in GDP.  As can be seen in figure 3.2, GDP of the 
northern and central provinces consistently increased over time, whereas that of 
the southern regions deteriorated (the first four from the left are the northern 
provinces, Brabant is in the middle, and the last four are the southern provinces). 
 
Figure 3.2. Development of the relative GDP in Belgian provinces in 1896, 
1937 and 1970. 
Notes. Source: Erik Buyst (2010). The figure indicates the increasing market potential of the 
northern and the decreasing market potential of the southern provinces, as distance remains 
constant.  
                                                                                                                                      
Lorraine, Champagne, Nord-Pas-de-Calais, Northern-Brabant, Limburg and Sealand. The data come 
from Brian R. Mitchell and Angus Maddison (Mitchell, 2003; Bolt & Van Zanden, 2013). 
Unfortunately, historical GDP data for Luxembourg was unavailable, so this region is left out. The 
smallest correlation between internal and external MP over time is 0.75. It is our intuition that this can 
be explained by the geographical nature of Belgium. Because it is only a small country, the centrality 
of a district is more important than its GDP. We perform our regressions with the internal MP, as these 
data are more reliable. As a control, we included the total MP. These results can be obtained upon 
request.  
42
 The results are similar and are available upon request.  
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As mentioned in the methodological section, the regional characteristics that are 
used are the active and educated population, agricultural area and the number of 
mines. These were constructed using the industrial, agricultural and population 
censuses. The selected variables were the number of mines, agricultural area, the 
total active population and the educated population. All data are in the logarithmic 
form. The data concerning the agricultural surface and number of mines were 
registered in the censuses. The active population is defined as men and women 
between the ages of 15 and 55 (this was a category in the censuses). The educated 
population is measured differently due to data availability in 1890, 1896 and 
1937/1961. For the years 1890 and 1896, when data are used as an instrument, we 
selected the number of literates. As the censuses of 1937 and 1961 no longer 
included literacy as a category, education is redefined as whether or people 
enjoyed education until their 14th year. Using these definitions, the number of 
active people and educated people remained relatively constant throughout the 
studied time period. The same can be stated for the agricultural surface, although 
the centre of Belgium shows an increased concentration from 1937 onwards. The 
number of mines was concentrated in the southern manufacturing belt in 1896 and 
1937. In 1961, a higher concentration for Limburg can also be seen.  
The industrial characteristics that are used are demand for an active and educated 
population, demand for coal and agricultural inputs, use of intermediate goods, the 
number of sales to other industries and the size of the production units (averages 
per industry). These were constructed based on the earliest input-output table that 
was made in Belgium (1959) and the annual statistical yearbooks (statistique 
annuaires/statistisch jaarboek [yearly statistics]) of 1896, 1931 and 1961. As 
there were no input-output tables in Belgium before 1959, we followed the 
approach of Martinez-Galarraga (2010): we selected the oldest one (1959) and 
used the mentioned procentual input and output for the earlier years. As a proxy 
for demand for educated people, we selected the demand for white collar workers, 
as is done by Martinez-Galarraga (2010). The resulting dataset contains 
information on the use of agricultural input (% of total inputs), the use of mines 
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(% of total inputs), the demand for workers (total number of craftsmen), the 
demand for white-collar workers (total number of white collar workers), the 
demand for intermediate goods (% of total inputs), sales to other industries (% of 
total sales) and the size of industries (number of employees). The extractive 
industries demanded the most craftsmen, the food/textiles/clothing industries 
demanded the most white collar workers, the food industry alone required 
agricultural inputs and the metal industry depended most heavily on mines. Four 
of the seven industries were depended on sales to other industries: the extractive, 
metal, food and building industries, plus the other industries category. These same 
industries were also heavily dependent on input from other industries. A more 
detailed overview of all of these industrial and regional characteristics is available 
upon request.  
3.6 Empirical results 
In this section, we present the estimations and the robustness tests, followed by 
the interpretation of the results. Table 3.3 shows the results of the Ordinary Least 
Square regression of the employment shares on the neoclassical and NEG 
explanatory variables, using fixed effects on a regional and industrial level. This is 
justified by the intuition that there are some geographical and industrial 
characteristics that are otherwise not captured by the regression. For 1896, there 
are two coefficients that are significant and have the expected sign: mines x input 
of mines and market potential x size. For 1937, the interaction between industrial 
size and market potential remains significant, but the interaction between mine-
endowment and intensity of usage loses its significance. This does not change for 
1961: market potential x size is the only coefficient that is significant, at the 1% 
level. The OLS estimates indicate that market potential determined the shift in 
industrial locations in the course of the 20th century. In a next step, we test 
whether this holds after the suggested robustness tests. 
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Table 3.3. OLS using regional and industrial dummies. 
 1896  1937 1961 
Neoclassical variables 
AP x LI -0.0131 2.33e-07 1.16e-09 
 (0.0125) (1.34e-06) (2.60e-08) 
EP x WI 1.71e-09 1.02e-06 4.29e-07 
x  (8.82e-08) (3.60e-06) (6.57e-07) 
AS x AI -4.10e-07 -4.76e-07 -5.70e-08 
 (3.11e-07) (5.82e-07) (6.17e-07) 
M x IM 6.75e-06** 4.37e-06 0.00230 
 (3.29e-06) (4.52e-06) (0.00173) 
New Economic Geography variables 
MP x IG 0.000333 -0.000271 -0.000718 
 (0.00101) (0.000954) (0.000632) 
MP x SI 0.000138 -0.000316 -2.07e-05 
 (0.000469) (0.000493) (0.000323) 
MP x S 0.000628*** 0.000495*** 0.000127*** 
 (0.000156) (-0.000271) (2.23e-05) 
Constant 7.096 -4.669 -7.454*** 
 (9.808) (9.518) (0.904) 
Regional dummy      
Industry dummy 
Observations 
Yes 
Yes 
287 
Yes 
Yes 
287 
Yes 
Yes 
287 
R-squared 0.535 0.606 0.649 
Notes. Standard errors in parentheses. ***, ** and * indicate significance at 1, 5 and 10%. 
 
As a first robustness test, we control for heteroskedasticity using clusters on the 
regional and industrial levels (table 3.4). The use of multi-way clustering changes 
the results from table 3.3. While the market potential x size interaction remains 
significant at the 1% level, for two out of the three years, certain Heckscher-Ohlin 
variables also become significant. The interaction term agricultural areal x 
agricultural input becomes negative and significant in 1961. As the use of 
agricultural inputs is less than 1% for almost all industrial branches, we run the 
same multi-way clustering regression but exclude the food industry, as this is the 
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only industrial sector that was highly dependent on agricultural inputs (23.74%). 
As expected, only market potential x size and mines x input of mines remain 
significant (appendix 3.3). 
Table 3.4. OLS regressions with multi-way clustering. 
 1896 1937 1961 
Neoclassical variables 
AP x LI -0.0131 2.33e-07 1.16e-09 
 (0.0116) (9.48e-07) (2.31e-08) 
EP x WI 1.71e-09 1.02e-06 4.29e-07 
x  (8.33e-08) (2.40e-06) (4.92e-07) 
AS x AI -4.10e-07** -4.76e-07 -5.70e-08 
 (1.67e-07) (3.05e-07) (3.61e-07) 
M x IM 6.75e-06*** 4.37e-06** 0.00230** 
 (2.07e-06) (1.97e-06) (0.00107) 
New Economic Geography variables 
MP x IG 0.000333 -0.000271 -0.000718 
 (0.00105) (0.000659) (0.000554) 
MP x SI 0.000138 -0.000316 -2.07e-05 
 (0.000346) (0.000305) (0.000253) 
MP x S 0.000628* 0.000495*** 0.000127*** 
 (0.000336) (0.000170) (4.54e-05) 
Constant 7.096 -4.669 -0.000718 
 (9.082) (6.665) (0.000554) 
Observations 280 287 287 
R-squared 0.535 0.606 0.649 
Notes. Standard errors in parentheses. ***, ** and * indicate significance at 1, 5 and 10%. 
 
Finally, we check for the potential endogeneity. According to NEG, locations with 
a high market potential attract new firms, which in turn results in a higher market 
potential. In addition to that, the amount of educated and active people in an area 
can also be affected by a higher market potential. To see whether this influences 
the results, the Durbin-Wu-Hausman test is applied using the concentration 
indices proposed by Head and Mayer (2006) and the lagged values of the educated 
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and active population as instrumental variables (1890 for 1896, 1896 for 1937 and 
1937 for 1961). The test rejects the null-hypothesis that there is no selection bias 
in the results, undermining the estimations presented above. The instrumental 
variable estimations (table 3.5) show that active population x craft intensity 
becomes significant instead of agricultural areal x agricultural inputs. The 
general conclusion remains the same, however: in 1896, the neoclassical 
determinants were important, whereas from 1937 onwards, market potential 
became the most important determinant.  
Table 3.5. Instrumental variables  (distance) regressions. 
 1896 1937 1961 
Neoclassical variables 
AP x LI 0.0165*** -2.93e-06 -4.83e-07 
 (0.00453) (1.78e-06) (2.04e-06) 
EP x WI 1.20e-07 -6.58e-06 -8.66e-07 
x  (7.33e-08) (4.81e-06) (5.25e-06) 
AS x AI 9.80e-08 6.18e-07 -7.93e-06 
 (1.92e-07) (5.14e-07) (2.03e-05) 
M x IM 1.02e-05*** 3.61e-06 -4.74e-06 
 (3.79e-06) (6.28e-06) (5.48e-06) 
New Economic variables 
MP x IG -0.000162 -0.000685 8.41e-05 
 (0.00108) (0.000604) (0.00163) 
MP x SI 0.000165 0.000449 -0.000536 
 (0.000844) (0.000362) (0.000730) 
MP x S 0.000454 0.000117*** 0.00462*** 
 (6.51e-05) (2.00e-05) (0.000988) 
Constant -5.225*** -4.452*** -6.484*** 
 (0.473) (1.576) (0.376) 
Observations 287 287 287 
Notes. Standard errors in parentheses. ***, ** and * indicate significance at 1, 5 and 10%. 
 
As mentioned in the methodological section, we check our results using Kim’s 
methodology to ensure that the coefficients are not biased due to the extrapolation 
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of an input-output-table from 1959 (1995, 1999). The results in Appendix 3.4 
show the regressions with the inclusion of regional and industrial dummies. In 
1896, only the active population is significant at the 10% level. In 1937 and 1961, 
the positive coefficient of market potential becomes significant at the 1% level, 
but no other coefficients are significant. It must be noted, however, that this 
approach is missing one of the main advantages of the Midelfart-Knarvik model, 
namely, that all different industries enter the model individually because of the 
interaction terms. The Kim model only offers a view of the determinants of all 
industries combined. For this reason, we use it solely as a robustness test. In that 
manner, it can be stated that all robustness tests indicate that market potential 
indeed became a more important determinant of industrial location in the course 
of the 20th century. 
Thus far, we have only examined at the significance of the variables. As we are 
interested in which of the two theories best explains Belgium’s industrial location 
patterns, it is important to examine the relative size coefficients. Table 3.6 shows 
the beta-coefficients of the interaction terms for the fixed effects regression. These 
allow a direct comparison of the size of the coefficients: the higher the beta-
coefficient, the bigger the impact on the dependent variable. It shows that the 
interaction between market potential and size is not only the most significant, it is 
also the most important explanation in terms of the size of the effects. The 
relationship of the coefficients remains stable with the robustness checks. 
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Table 3.6. Beta coefficients for the interaction variables. 
 1896 1937 1961 
AP x LI -1.54 0.87 0.01 
EP x WI 0.01 0.15 0.07 
AS x AI -0.14 -0.09 -0.01 
M x IM 0.11 0.05 0.07 
MP x IG 0.08 -0.05 -0.19 
MP x SI 0.04 -0.07 -0.01 
MP x S 0.24 0.34 0.26 
Notes. Beta coefficients of the different interaction variables. Significant variables are in bold. 
No matter what estimation techniques are used, the coefficients all indicate that in 
1896, the variable mines x input of mines was most important in explaining 
industrial locations. In 1937 and 1961, market potential x size was the only 
significant variable. Although the other market potential variables are not 
significant, it does hold that bigger firms tended to locate near regions with a high 
market potential. As we have seen in figure 3.2, the provinces with the highest 
market potential were those of Brabant and Antwerp. At the same time, it was 
these regions that attracted most large industries, and as such, formed the northern 
manufacturing belt. The question thus remains as to why the market potential of 
these regions became increasingly important compared to the southern regions. 
The answer can be found in the research of Buyst (2010), who highlighted the 
importance of the coastal regions in the 20th century.  
At the end of the 19th century, industry was still concentrated in the southern 
industrial belt. The region was rich in coal mines that attracted many industries. 
As such, it was one of the economic powerhouses of the time, which explains the 
significance of the interaction mines x input of mines. From the beginning of the 
20th century onwards, however, the northern regions became the industrial 
heavyweights of Belgium. The reduction of transportation costs, as anticipated by 
the New Economic Geography, led to an alternate industrial pattern. The Belgian 
harbours profited optimally from the first wave of globalization in the second half 
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of the 19th century, and road and canal networks with the hinterland were 
developed. This created an attractive region where industries could settle. The 
zone around the Brussels-Antwerp canal also began to industrialize because of its 
proximity to sea access. From the 1900s onwards, infrastructural works were 
undertaken to allow ocean ships to sail to Brussels. This made it possible for the 
Antwerp-Brussels region to benefit from the drawing forces of market potential, 
with the result that it eventually formed the industrial belt of the north (Buyst, 
2007, 2010).43  
We can conclude that the reductions in transportation costs led industries to locate 
away from regions with natural endowments and proximate to regions with high 
market potential. In the mid-50s, this evolution was strengthened by the 
breakthrough of importing cheap oil and the opportunity to massively transport 
bulk cargo because of the continuous reduction in the transportation costs of 
overseas trade. More industries were attracted by the proximity to the sea, the low 
wages and the populated hinterland. Conversely, both the import of coal and oil 
from overseas had a negative impact on the Walloon industrial regions. The coal 
industry could not cope with the international competition. As such, industries had 
an alternative location from which to import their commodities and were no 
longer obliged to locate in the southern part of Belgium. It became more 
opportune to locate in the north, near regions with a high market potential, and to 
import the needed commodities. The regressions indicate that, indeed, the largest 
firms located near regions with a high market potential for all three benchmark 
years. This is not surprising, as the southern provinces had the highest market 
potential in 1896. When the biggest firms were located near the regions rich in 
mines, they automatically located themselves proximate to high market potential. 
In the next two benchmark years, the interaction mines x input of mines loses its 
                                               
43
 For Charleroi, the problem rose that the canal was not sufficiently deep from Brussels onwards to 
allow large ocean ships. It is only from the 1960s onwards, with the installation of the Ronquières ship 
lift, that heavier ships could sail to Charleroi (Lefebvre et. al., 2007).  
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significance, whereas market potential x size remained significant. That makes it 
plausible that the shifting industrial pattern can be explained by the changing 
pattern of market potential. This indicates that the locational decisions of the big 
firms, attracted by access to big markets, were an important determinant in the 
establishment of a new manufacturing belt. It is possible that we cannot find 
evidence for the other MP-variables to occur, as these were expected to have an 
impact later in the 20th century, but checking this assumption against an 
alternative for the extrapolated input-output tables could be a useful topic for 
future research.  
It is interesting to note that our results fall in line with the studies on Spanish and 
American location patterns. In both countries, NEG-type mechanisms were 
identified as the driving forces behind the industrial pattern. It is striking that of 
all these mechanisms, the interaction between market potential and size has been 
proven to be the most relevant one every time. We cannot state that the same 
mechanism holds for all examined countries, however, as other researchers have 
emphasised the importance of traditional factor endowments. Examples include 
the studies on Britain by Crafts and Mulatu (2005) and Poland by Wolf (2007). 
3.7 Conclusion 
The geographic pattern of Belgium with its three linguistic zones remains a hot 
topic in contemporary political and public discourse. Rich Flanders is frequently 
contrasted with the poorer Wallonia in these debates. The historical origins of this 
situation are interesting, as the situation was reversed at the end of the 19th 
century: the French-speaking southern region was much wealthier than its Dutch-
speaking northern counterpart. Buyst illustrated the shifting wealth patterns by 
constructing provincial GDP figures. Before that, Olyslager and De Brabander 
documented a changing industrial belt from the south to the north, but both 
authors failed to provide an explanation of this shift. Today’s econometric models 
are much more advanced and have allowed us to test this shift empirically. From 
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this point of view, we study the determinants of the changing industrial pattern in 
Belgium. The central question of this article is as follows: what determined the 
location of industry in Belgium between 1896 and 1961? To answer this question, 
we gathered data on a nuts-3 level and used a variation of the Midelfart-Knarvik 
model. As such, it was possible to analyse the importance of the neoclassical and 
NEG forces. In other words, we examined whether industries located near natural 
endowments or near economic agglomerations.     
Estimating this model raised a number of econometric issues. First of all, we were 
forced to use industrial and regional dummies to account for differences in 
productivity. In addition to that, the results were potentially affected by 
heteroskedasticity and endogeneity. This is why we also used a nested multi-way 
clustering method, instrumental variable-regressions and the Kim model.   
No matter what estimation techniques were used, we found that both NEG and 
neoclassical factors had an impact; however, the former played a significantly 
more important role from the 20th century onwards. At the end of the 19th century, 
industries located near endowments. Coal was particularly important in that 
regard, and the Walloon region was rich in mines. At the beginning of the 20th 
century, however, it became cheaper to import coal from overseas. Heavy 
industries began to locate near harbours and coastal areas, and production units 
positioned themselves close to other industries, highly populated markets, export 
possibilities and coal imports. In the 1950s, the ability to import of cheap oil and 
transport bulk cargo enforced this evolution. The northern regions became the 
economic powerhouse of Belgium, whereas the Walloon region could not emerge 
from its downward spiral. As such, Belgium’s industrial pattern is a perfect case 
study to illustrate the intuition proposed by the New Economic Geography. As 
expected, the interaction between market potential and plant size was essential in 
establishing the northern manufacturing belt.   
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Sources 
Data were obtained from LOKSTAT (Historical Database of local statistics – 
LOKSTAT, University of Ghent, History department, Eric Vanhaute and Sven 
Vrielinck)44. 
- The industrial census of 1896 
- The industrial and commercial census of 1910 
- The economic and social census of 1937 
- The industrial and commercial census of 1961 
- The population census of 1961 
- The agrarian census of 1895 
- The agrarian census of 1921 
- The agrarian census of 1959 
- The population census of 1900 
- The population census of 1961 
- Yearly population figures for the period between 1880 and 1976 coming 
from the Mouvement de la Population et de l’Etat Civil’ [Population 
Mouvements and marital status changes], the registers of population, death 
and the population and the socio-economic censuses 
- Annuaire statistique de la Belgique (et du Congo belge) (1987; 1937; 
1961). Brussels: Ministère de l’Intérieur. 
 
  
                                               
44
 “Historische Databank van Lokale Statistieken – LOKSTAT, Universiteit Gent, Vakgroep 
Geschiedenis o.l.v. Eric Vanhaute en Sven Vrielinck 
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Appendices 
Appendix 3.1. Overview of the regional and industrial characteristics 
Regional characteristics 
Agricultural surface Agricultural land per district in square kilometres 
Mines Absolute number of mines per region 
Active population Absolute number of population between 15 and 55 
years old 
Educated population For 1896: literates; for 1937/1961: absolute number of 
persons who went to school until the age of 14  
Market potential Physical proximity to regions with a high GDP 
Industrial characteristics 
Agricultural input The amount of inputs from agriculture needed by a 
certain industry as a % of total inputs 
Input of mines The amount of inputs out of the mines needed by a 
certain industry as a % of total inputs 
Labour intensity The amount of workers needed by a certain industry 
White collar intensity The amount of white collar workers needed by a certain 
industry 
Use of intermediate 
goods, % of output 
The amount of intermediate goods needed by a certain 
industry as a % of total inputs 
Sales to industry, % of 
output 
The amount of goods sold to other industries by a 
certain industry as a percentage of total sales 
Size The number of employees by industry 
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Appendix 3.2. Number of employees 
per industry 
 1896 1937 1961 
Extractive 167319 174964 104115 
Food 90436 85394 132158 
Textile 168491 162138 142591 
Clothing 137963 53915 99949 
Metal 132163 217713 456938 
Building 93576 97036 249071 
Other 308512 351864 351562 
Total 1098460 1143024 1536384 
 
Appendix 3.3. Regression to check of the importance of mines and land 
VARIABLES/𝑠𝑖
𝑘 LNski 
(food excluded) 
LNski 
(metal excluded) 
Neoclassical forces 
AP x LI 6.22e-05 8.66e-05** 
 (4.42e-05) (3.44e-05) 
EP x WI -1.15e-07 -1.53e-07 
 (1.64e-07) (1.15e-07) 
AS x AI 1.88e-05 -1.32e-06** 
 (1.96e-05) (6.46e-07) 
M x IM 0.00497*** -0.0321 
 (0.00186) (0.0420) 
New Economic variables 
MP x IG 0.000502 -0.000208 
 (0.000658) (0.000693) 
MP x SI 2.66e-05 0.000461 
 (0.000860) (0.000662) 
MP x S 8.06e-05*** 8.16e-05*** 
 (2.04e-05) (2.03e-05) 
Constant -6.146*** -5.964*** 
 (0.310) (0.401) 
Observations 232 232 
Standard errors in parentheses. ***, ** and * indicate significance at 1, 5 and 10%, respectively. 
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Appendix 3.4. Estimations following the Kim 
methodology (1999) 
 1896 1937 1961 
 Neoclassical variables 
Active pop. 6.730* -0.0717 1.000 
 (4.039) (0.599) (0.657) 
Educated pop. -4.729 1.744 -0.856 
 (4.486) (1.166) (1.273) 
Agricultural areal 0.131 0.759 -0.0990 
 (0.719) (0.630) (0.694) 
Mines 0.0552 0.0238 -0.0315 
 (0.0654) (0.0724) (0.0778) 
Market potential 0.00227 0.760*** 1.185*** 
 (0.0118) (0.223) (0.248) 
Constant -14.00*** -16.47*** -15.81*** 
 (2.564) (4.343) (4.841) 
Observations 287 287 273 
R-squared 0.267 0.284 0.225 
Standard errors in parentheses. ***, ** and * indicate 
significance at 1, 5 and 10%, respectively. 
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 ǀ The impact of internationalizing 
shipping traffic on advertising: a case 
study of 18
th
 century Ghent  
   
   
Abstract 
In this article we examine the quantitative growth of growing number of ads 
placed by local shopkeepers in the three-daily chronicle of Ghent between 1706 
and 1800.  Specifically, we test whether this evolution can be explained by 
international (shipping) commerce, a determinant to which the literature seems to 
have paid less attention. It is established that the number of ads placed by local 
shopkeepers increased strongly. The nature of the offered goods, OLS/GMM 
regressions and Granger-causality tests give convergent indications that it was 
determined by increasing international trade (on top of other factors). The 
intuition is that, as a result of the policy of the Austrian government to facilitate 
accessibility and hence reducing transportation costs, there was an inflow of new 
goods into the Southern Low Countries. Local shopkeepers in Ghent were 
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supplied with more and new imported goods and increased their vending efforts 
by making use of commercial advertisements. 
4.1 Introduction 
Consumption and retailing became popular research topics among economic 
historians during the last three decades. An important milestone for the interest in 
these areas was the publication of The Birth of a consumer society in 1982, in 
which McKendrick, Plumb and Brewer stated: “there was a consumer revolution 
in eighteenth century England. More men and women than ever before in human 
history enjoyed the experience of acquiring material possessions” (McKendrick, 
1982). To study these changes, the authors used the advertising sections in 18th 
century English newspapers. They concluded not only that consumptive patterns 
changed, but also stated that the methods of advertising evolved from informative 
into commercial. Based on this, the authors believed that shopkeepers developed 
their skills and became commercial specialists throughout the 18th century. Since 
this publication, the interest in advertising has increased steadily. The topic was 
first picked up by British authors. Examples besides McKendrick et. al. (1982) 
were, e.g. Raven (1993), Ferdinand (1993), Fowless (1996), Gieszinger (2000), 
Walsh (2000), Wischerman and Shore (2000), Gotti (2005) and Morgan (2006). 
They concluded that the advertising section changed not only in terms of the 
contents of the ads, but also in terms of the structure, the quantity, the discourse 
and the used commercial skills. Although from fewer studies, the same results 
were obtained for France and Germany. Examples are Coquery (2004), Görlach 
(2002) and Retat (2001). On advertising in the Southern Low Countries, most 
research is rather dated (examples are De Potter 1879, Van Aerde 1932 and Gaus 
1966 ). For Antwerp, there is a more recent study on the role of advertisements in 
the retailing business by Lyna and Van Damme (2009). 
While there is discussion on the precise timing, all these studies have in common 
that they confirm the changing nature of the advertising section in the course of 
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the 18th century. The same evolution can be seen from the advertisements placed 
by local shopkeepers, in the Gazette van Ghent (the only newspaper of the city in 
the 18th century) that we study in this research. At the end of this newspaper, there 
was a section with these advertisements. During the course of the 18th century, 
these changed from a mere informative enumeration into a medium where form 
and structure became increasingly important.  
However, the evolution of the advertising section is shown not only by qualitative, 
but also by quantitative changes. For example, in 1706 there were 3 local 
shopkeepers that advertised in the paper of Ghent. In 1800, this number had 
grown up to 124. Still open for discussion is what the determinants of this 
quantitative evolution were. This is relevant as these advertisements can be seen 
as a proxy for the local market. Most mentioned factors are a demand-side, a 
supply-side shock or a combination of both. The first entails that advertising was a 
reaction to the changing consumption pattern in the second half of the 18th 
century. In this view, shopkeepers reacted to the observed changes in fashion and 
materialism by using promotional media to inform the customers. The intuition 
behind the supply shock is that the changing advertising habits were a 
consequence of the economic and industrial development. Besides these economic 
determinants, cultural and institutional changes are also mentioned as important 
factors, in particular the democratization of the printing press due to dropping 
prices of paper (Lyna and Van Damme, 2009). As prices dropped, it is very well 
plausible that the prices of placing advertisements also dropped what made it more 
interesting to use as a commercial medium for local shopkeepers. Although this 
mechanism was expected by the literature, available sources indicate that the 
prices remained at a similar level for the Southern Low Countries. 
Notwithstanding the relevance of these determinants, the case study of Ghent 
indicates that still another element was also relevant for the quantitative growth of 
the use of advertisements, i.e. the maritime situation and international trade, to 
which the literature seems to have paid less attention. In this article, we only study 
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the ads placed by local shopkeepers. Thus, when the term commercial 
advertisements is used, we refer to this category.  
Two events in the studied period had a substantial impact on the maritime 
situation of the Southern Low Countries. Firstly, the economic policy of the 
Austrian government from the Treaty of Aix-la-Chapelle (1748) onwards, which 
resulted in a better customs system, a renewed attention for road- and water 
transport and in a developing international trading pattern (Hasquin, 1979). A 
second event was the American war of independence (1778-1783). As the 
Southern Low Countries remained neutral, the port of Ostend attracted lots of 
traders in those years. Because of this, the shipping traffic shifted from France and 
England to the Southern Low Countries (Hasquin, 1979). In our research, we 
focus on the general evolution of the shipping traffic in the second half of the 18th 
century. Increased international trade following lower trade barriers and easier 
transport by water and road, implied an increased local availability of products. 
This in its turn induced local shopkeepers, in search of a market for these goods, 
to more active vending strategies and hence an increased use of advertising. This 
intuition is discussed in the theoretical framework of this article. Next, we 
examine quantitatively the link between international trade and the advertisements 
of local shopkeepers, using the available data for this region and period on 
advertising press and shipping traffic. 
As a case study, we chose 18th century Ghent. First of all, the city was an 
economically and commercially important centre. As such, our results are a 
complement to the research on Antwerp. Secondly, the availability of the 
newspapers makes it possible to construct a continuous dataset that spans the 
whole century (in particular for the second half of the century). 
Our article is structured as follows. In the second section, we develop in more 
detail the arguments for the link between the use of advertisement and 
international trade (international shipping traffic). This is followed by a 
presentation of the data, the methodology, the results and the conclusion.  
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4.2 Theoretical framework 
As we will show in the data section, local shopkeepers increasingly started to use 
advertisements to inform potential customers in the period 1750-1800. In this 
article, we want to argue that this is explained, on top of the  determinants 
mentioned by the literature, by increased international trade (shipping traffic in 
particular). The latter was a consequence of the economic policy of the Austrian 
government of the Southern Low Countries in the second half of the 18th century 
which improved the accessibility of the region (and hence lowered transportation 
costs).  
Starting from the contrasting views on the use of advertisements in the 18th 
century, we precise the aspects of advertisement that are the subject in our 
analysis. Next, we briefly review the determinants of advertisements, mentioned 
in the literature, and discuss to what extent these are relevant in explaining the use 
of ads in the case examined here. We proceed by arguing why international trade 
(shipping traffic in particular), following the improved openness of the Southern 
Low Countries, should be considered a relevant determinant as well. Finally, in 
this section, we describe how the link between international shipping traffic and 
the use of advertisement by local shopkeepers in Ghent can be made. 
4.2.1  The use of advertisements in the 18th century 
On the use of the commercial advertising press, two theories should be mentioned. 
As stated in the introduction, it is a still standing view among economic historians 
that the material culture of the 18th century changed drastically as people became 
more aware of fashion trends and began to form attitudes of materialism. Earlier 
research, for example by McKendrick, Brewer and Porter, argued this was partly 
due to the commercialisation of the advertising press. In this view, the persuasive 
ads shaped the changing consumptive pattern as buyers responded to the selling 
arguments used by the shopkeepers. Later onwards, the dialectical relation 
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between 18th century consumption and advertising was highlighted (Lyna and Van 
Damme, 2009). In this manner, it was often questioned whether advertisements 
rose as the number of goods/retailer/consumers increased or other possible 
advertising methods became less favourable.  
More recently, Lyna and Van Damme proposed a new theory based on an analysis 
of the Antwerp advertising press. As stated by the authors …The prime function of 
such announcements, however, was not commercial indoctrination but reducing 
transaction costs via stressing elementary facts (such as the seller’s name, the sort 
of handled goods and the place and time of transactions) (Lyna and Van Damme, 
2009). In their perspective, there is no causality between the advertising sections 
and the consumptive behaviour. Although it is not the main interest of our 
research, it is worthwhile noting that the information included in the 
advertisements in Ghent resembles that of Antwerp and as such points towards the 
explanation offered by Lyna and Van Damme. But whatever the characteristics of 
advertisements (persuasive or lowering transaction costs), we may assume that in 
both cases the retailers wanted to inform potential buyers about the availability of 
the stock, with the intention to sell45. Although there is no data on the readers of 
the newspapers, research of Gaus, Vander Haeghen and De Potter indicate that 
these newspapers were well spread among the population and were hence an 
adequate medium to inform potential buyers (De Potter, 1879) 
4.2.2  Determinants of the growing use of advertisements 
Lyna and Van Damme gave a comprehensive overview of the determinants of the 
growing advertising section for the second half of the 18th century (Lyna and Van 
Damme, 2009). They mentioned a combination of demand-, supply-, and cultural 
driven factors (such as democratization of the printing press and literacy). Most of 
                                               
45
 This is confirmed by the content of the advertisements. These were announced as: Men laat eenieder 
weten [“Let everyone know that [name of shopkeeper]…”.] 
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these determinants come into consideration to explain the evolution found in the 
newspapers of Ghent. There might be two exceptions, as the number of literates 
did not rose in the second half of the 18th century and as paper prices remained 
stable until the 1880s (Houston, 1988; Allen, 2005).46 We should keep in mind 
though that these paper prices are only a proxy for the cost of printing 
advertisements. Hence, it is still possible that these last prices still decreased in the 
Southern Low Countries in a more general way, independently from paper prices 
and as such influenced the number of advertisements.47  
At the demand-side, e.g. Blondé (2005)  showed that the material culture 
underwent drastic changes in the 18th century Southern Low Countries. 
Consumptive patterns changed, which created an incentive to import new colonial 
goods to meet the demands of the local buyers. Local shopkeepers reacted to this 
new consumptive pattern by using ads to inform potential buyers, which therefore 
hints at an impact of local demand on international trade and on advertisement. A 
similar line of reasoning can be found in the argument on increasing income 
inequality, holding that the cities became richer in contrast to the countryside. The 
mechanism is similar, as this would imply that there would be more demand on 
the local markets.  
As it is a still standing view among historians that economic and industrial life 
flourished under the Austrian government in the Southern Low Countries in the 
second half of the 18th century, one can also argue from a supply-side 
perspective, that economic development and new industrial production resulted in 
                                               
46
 To test whether the evolution of paper prices had an impact on the advertising section, we use the 
data of Jan Luiten van Zanden. He composed a dataset that contains paper prices in ‘per riem guilders’ 
for the Western part of the Netherlands.
46
 A priori, we don’t expect that these prices had a high impact 
though, as they remained stable until the 1780s. As can be seen in appendix 4.5, they only fluctuated in 
the last quarter of the 18
th
 century.  
47
 This possibility is dealt with by controlling for omitted variables though, as is explained in the 
methodological section. 
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the availability of new products on the market (Coenen, 2013). Under the 
governance of Maria Theresa, a political stable climate and a prosperous 
economic life was obtained. Population growth led to a higher demand for goods 
(Hasquin, 1979).  All industrial branches expanded in the second half of the 18th 
century and the urban production centres developed into an important backbone of 
economic life in the Southern Low Countries (Coenen, 2013).  
The mechanism is then as follows: as there were new goods to be sold as a result 
of economic and industrial growth, shopkeepers started to place advertisements. 
As such, they wanted to inform potential buyers, implying that the shopkeepers 
helped shaping the consumptive pattern (Lyna and Van Damme, 2009). 
4.2.3  Improved openness to international trade  
An essential component of the Austrian economic policy was its efforts to 
improve the accessibility of the Southern Low Countries to international trade. As 
can be seen in Figure 4.1, this resulted in an increasing shipping traffic in the 
course of the second half of the 18th century. As it is our goal to illustrate that this 
evolution had an impact on the number of ads placed by local merchants, these are 
also shown in the graph.  
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Figure 4.1. Incoming ships (full, left axis) and advertised commercial ads 
by local merchants (dashed, right axis). 
Plot of Shipping Traffic and Ads, with exception of the peak during the American War of 
Independency, both show a similar upward evolution. 
From the Treaty of Aix-la-Chapelle (1748) onwards, the central government 
introduced a more stable and transparent customs system and invested in better 
transport infrastructure, in particular in the port of Ostend and its connection with 
the hinterland.  E.g. Serruys indicated that the Austrian government wanted to 
reduce the impact of the Dutch Republic on the international trade of the Southern 
Low Countries (Serruys, 2007). As the trade through Antwerp was controlled by 
the Dutch Republic due to the geographical location of the city, Ostend was 
destined to become the new connection with the sea. From 1748 onwards (when 
the dynastic interests were secured), Austria invested heavily in this process of 
state consolidation. Some drastic changes were undertaken. An extensive road and 
canal building policy was ordered to link Ostend with the hinterland and with the 
urban centres. Roads increased in length from 753 km in 1748 to 2850 km in 
1794, by that time the network with the highest density in Europe (AGN, 1977). 
Fiscal measures enhanced the trade through the new east-west axis, such that the 
Dutch influence diminished. In this manner, internal tolls and customs duties were 
lowered. Lastly, the government invested in the infrastructure of the harbour, such 
that more and bigger ships could sail into Ostend. Some of the main infrastructural 
improvements were the construction of new docks, a new lift-lock and new 
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mooring places (Farasyn, 1998). These infrastructural improvements drastically 
enhanced Ostend’s maritime opportunities and led to an increasing shipping traffic 
in the second half of the 18th century (Serruys, 2007). This evolution was 
strengthened by the role of the Southern Low Countries during the American war 
of independence, starting in 1778. As the Southern Low Countries remained 
neutral in the war between Great Britain and France, lots of international traders 
were attracted to the port of Ostend (Coenen, 2013). As such, the conflict created 
an opening in international trade for the Southern Low Countries due to their 
neutral status (Coenen, 2013). English ships were blocking the French harbours, 
so international trade had to go through the neutral ports. When at the end of 1780 
the Dutch Republic also entered the war, the port of Ostend became the best 
alternative. This evolution was strengthened by the accession of the Austrians to 
the League of Armed Neutrality, founded in 1780. The potential to sail under a 
neutral flag lured many traders to the port of Ostend (Farasyn, 1998). As can be 
seen in figure 4.1, shipping traffic increased slowly but steadily between 1750 and 
1775, peaked during the American war of independence and fell back afterwards, 
though remaining at a substantially higher level than before 1775 (between the 
double or the threefold). The period of economic development stopped in the 
1790s. The region was confronted with the revolutions of Brabant and Liège and 
the first and the second French occupation. The conflicts stopped this period of 
growth and led to the dislocation of factories, a major economic downfall and a 
stagnating shipping traffic. 
During the second half of the 18th century though, as stated by Farasyn, Ostend 
evolved from merely a transit harbour into an international port (Farasyn, 1998). 
From a geopolitical point of view, the port was no longer an isolated harbour and 
the trade through the Southern Low Countries was not under influence of the 
Dutch Republic anymore (Serruys, 2007). This change in the openness of the 
Southern Low Countries for reasons of geopolitical consolidation can be 
considered as an exogenous shock on international shipping and trade. Therefore, 
we can argue that the latter had an impact on local markets, the number of ads 
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placed by local shopkeepers in particular, independent from the evolution of 
domestic demand or supply. 
4.2.4  The link between international shipping traffic, the local market of 
Ghent and the local shopkeepers. 
Improved accessibility, in particular of the Ostend harbour, resulted in more and a 
more varied inflow of ships, which in its turn had an impact on the imported 
goods. Before 1750, mainly ships coming from France, Spain, England and the 
Low Countries entered the harbour.  After 1750, ships also came from Sweden, 
Hungary, Italy, Ireland, Scotland, USA, Argentina, Central-America and the Far 
East (Farasyn, 1998). The nature of the shipped products also changed, as it were 
no longer mainly basic goods but more and more luxurious and colonial goods 
that were imported (Farasyn, 1998). This is shown in appendix 4.1 and 4.2, based 
on our data and those of Farasyn48. We used the research of Ann Coenen (who 
studied the import and export pattern of the Southern Low Countries between 
1759 and 1791) to check whether the imported goods were also sold on the 
markets of the Southern Low Countries 49. We selected the typical colonial goods, 
given in Brabantine guilders (such as tea, coffee, tobacco and cacao), which are 
the most likely to be imported by the harbour.50 Based on these data, we can 
calculate that the goods that were advertised in the advertising section had a 
transit on import ratio of 10%, which indicates that they were predominantly 
destined for the local market (Coenen, 2013). 
                                               
48
 the imported goods in the harbour of Ostend were advertised in the newspapers of Ghent to inform 
the local and international tradesmen 
49
 She composed these data based on the Relevés Généraux Des Marchandises, Manufactures et 
Denrées Entrées, Sorties et Transitées.
49
 These statistics were collected by the customs administration 
from 1759 until 1791 and give a valuable insight into the trading pattern of the Southern Low 
Countries. 
50
 We use these data also as a robustness test: The correlation between incoming ships in Ostend and 
imported colonial goods is 0.743. A graphical overview of these data can be found in appendix 4.4. 
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However, the goods that were shipped into the Southern Low Countries also had 
to reach the market of Ghent. Due to the infrastructural changes under the 
Austrian government, the road and water connection between Ghent and Ostend 
improved in the second half of the 18th century, which made transport between the 
two cities easier (and cheaper).  The canal Ghent-Bruges-Ostend (Slijkens) was 
deepened, “coupures” (canals) were dug and the road network became the highest 
in density of Europe (AGN, 1977). The existence of the link between Ostend and 
Ghent is confirmed by Serruys, who found a high correlation between the number 
of incoming ships and the toll revenues at the passage through Ghent, which 
implies that the goods found their way into the last city (Serruys, 2007). In 
addition, we have found numerous shopkeepers in the newspapers of Ghent that 
explicitly mentioned that their sold goods were imported through Ostend, just as 
plenty of advertisements referred to the transport of goods from Ostend to Ghent.  
Finally, given that more and new goods were imported and could be easier 
transported to Ghent, local shopkeepers, who were able to increase their supply, 
wanted to inform potential buyers what (new) goods could be bought (in order to 
allow sales to follow accordingly). In this manner, they started to use the local 
newspapers to this purpose (see also Coenen, 2013). As we will demonstrate in 
the data section, a more varied and larger stock that reflects the newly imported 
goods, was advertised in the second half of the eighteenth century. These goods 
are the same ones that were mentioned by Farasyn as newly imported (Farasyn, 
1998). Moreover, the first goods often to be advertised by the local shopkeepers 
were the colonial and newly imported goods. Examples are textiles, groceries, 
wine and coffee. 
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4.3 Data 
4.3.1  Commercial advertisements 
To study the link between advertising and international shipping traffic, we 
require data on the advertising sections and the imports by the harbour. For our 
case study, 18th century Ghent, there was no specific commercial newspaper.  
Therefore, we use the ads that were included in the regular newspapers (the first 
official form of an advertising section in Ghent). These newspapers were founded 
all over the European continent in the course of the 17th century. In Ghent, it was 
Maximiliaan Graet who received at 17 November 1666 the privilege to print the 
Ghendtsche Post-Tijdinghen. Although the name changed a couple of times, the 
paper would be printed until 1940. In the 18th century, it included the only printed 
commercial chronicle in Ghent. At the end of each newspaper, a section with 
advertisements and other announcements were included. For this research, we 
selected the ads placed by local merchants and wrote down the goods they offered.  
By studying these advertising sections, we composed a dataset that contains 6149 
ads and covers the period between 1706 and 1800 (no data could be found before 
1706). Only the advertisements of local shopkeepers were selected. It is clear from 
the contents of these that they were used to inform potential buyers. We only 
withheld this specific category of ads and did not include ads of other retailers (a 
shop needs to be mentioned), the auctions, selling of houses, services and job 
openings (that were also mentioned in the advertising sections). For a view of the 
general evolution, we selected ten yearly samples, one for each decade. Because 
of missing newspapers, we had to adjust our sample. The years 1706, 1719 and 
1737 were selected instead of 1700, 1720 and 1730. In order to study the link with 
the shipping traffic, for which we don’t have data before 1750, we constructed 
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yearly data on advertisement for the second half of the 18th century.51 As such, we 
composed a dataset containing all newspapers of the following years: 1706, 1710, 
1719, 1737, 1740, 1750-1800. The regressions that follow only use the data for 
the period 1750-1794, a period for which we have data on both advertisements as 
shipping traffic. As can be seen in appendix 4.1 and table 4.1, the importance of 
advertisements placed by local shopkeepers rose sharply during the 18th century. 
The number of other ads also increased, however not as rapidly. 
Table 4.1 shows that the rise in advertisements was mainly the result of the 
amount of shopkeepers that started to use the medium, as the average of ads per 
shopkeeper remained rather stable. In general, advertising started slow in the 
beginning of the 18th century. It is only from 1750 onwards that the number of ads 
rose sharply. There were not only more advertisements, local shopkeepers also 
started to advertise more goods and more variations within these categories, as can 
be seen in appendix 4.5, 4.6 and 4.7.  
                                               
51
 The following years were missing: 1751, 1752 and 1757. For these years, we extrapolated the 
numbers of the previous year. 
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Table 4.1. Data overview of the number of ads, the number of shopkeepers and 
the relation between both.  
Year 
Ads per 
shopkeeper Shops 
Ads placed by 
Shopkeepers  Total Ads Editions 
1706 11 3 33 452 101 
1710 10 3 46 597 101 
1719 15 3 54 600 101 
1737 7 8 96 873 101 
1740 4 18 82 911 102 
1750 5 16 75 938 101 
1760 9 17 114 629 102 
1770 7 29 202 721 102 
1780 6 57 424 1570 103 
1790 6 106 643 1568 103 
1800 5 122 669 1469 103 
Source: own research  
Overview of the year, the number of Ads per shopkeeper, the number of shops, the ads placed by local 
shopkeepers, the total number of ads and the number of newspapers each year.  
4.3.2  Explaining variables 
To establish the link with the maritime situation, we needed data on the shipping 
traffic, from the harbour of Ostend in particular. The port of Antwerp was not 
important in the 18th century (the Scheldt was closed until 1795) and the other 
harbours only started to grow in the beginning of the nineteenth century. The data 
of the incoming ships mainly come from the research of Daniel Farasyn who 
studied the harbour of Ostend between 1769 and 1794.  For this research, he also 
used the newspapers of Ghent to count the yearly number of incoming ships 
(Farasyn, 1998). For the earlier years, we could only reconstruct the shipping 
traffic from 1750 onwards based on the information in the newspapers of Ghent, 
where the ships that arrived in Ostend were announced. This also shows that most 
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incoming ships were transporting commercial loads 52. It is not possible to obtain 
figures on the maritime situation before 1750. This is not problematic for our 
research, as it is widely accepted among economic historians that the Ostend 
harbour only flourished after 1750 (Hasquin, 1979). The evolution of the Shipping 
Traffic can be found in figure 4.1, in the theoretical framework. As Shipping 
capacity remained relatively stable during the 18th century, traffic is a good 
indication of the increasing imports for the period 1750-1800 (North, 1968).   
As both the advertising and the shipping data come from the same source, we used 
the data gratefully provided by Ann Coenen (the imported colonial goods) as a 
robustness test. We tried to include other controlling variables in the model, but 
due to data availability this was only possible for paper prices. Data for other 
economic indicators (such as consumptive behaviour, the number of readers, 
literacy, prices of printing, length of roads) would have allowed a more detailed 
multivariate analysis. Yet, to our knowledge, no other data are available that could 
be used as proxies for one of these determinants. We therefore control for other 
determinants of commercial advertising in an indirect way, which is further 
explained in Section 4. 
4.4 Methodology 
In order to verify statistically the relationship we described, we proceed as 
follows. We were able to construct a consistent dataset of high quality for the 
number of ads for the second half of the 18th century on an annual basis. Yearly 
data on advertisements are available until 1800 (and even beyond), but our 
shipping traffic series stop in 1794 (this is also the case for colonial imports, for 
which we have a dataset for the period: 1759-1791).  Therefore, the time period in 
                                               
52
 We found confirmation for these figures in the unpublished thesis of Margareta Devos, who also 
studied the shipping traffic for Ostend in the second half of the 18
th
 century based on newspapers in the 
Southern Netherlands (1970).  
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the analysis cover the years 1750 to 1794. The years before 1750 are excluded 
from the analysis as well, as figures on shipping traffic and imports are missing. 
For our analysis, all data are transformed into logs.  
The basic ordinary least square regressions (OLS), that identify the significance of 
lagged shipping traffic (measured as the number of incoming ships in Ostend) for 
the number of advertisements placed by local shopkeepers, are vulnerable to 
econometric problems. To correctly estimate the model, we should deal with 
potential omitted variables, endogeneity and autocorrelation. Lastly, we should 
check whether the model contains a structural break as a result of the two 
exogenous shocks, that is the political governance from Aix-en –Chapelle 
onwards and the American war of independence. A Chow test was used to find 
different results before and after this war and both shocks were incorporated into 
the model.53 
As we do not have data for all the possible determinants, the OLS-regressions 
potentially suffer from omitted variable bias. This would imply that the 
coefficients of the lagged shipping traffic may be biased. Given that only proxies 
for economic growth and prices of paper are available, we use the lagged 
dependent variable to control for potential missing variables as a concise way to 
capture the impact of all the determinants of advertisements in the past54. The 
lagged dependent variable will be a good proxy for omitted determinants, 
provided that the time variation of the latter (the innovation in their series) 
                                               
53
 The model then becomes: 𝐴𝑑𝑠𝑡 = 𝛼 + 𝛽1𝐴𝑑𝑠𝑡−1 + 𝛽2𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝑡 + 𝜙 𝑇 + 𝛽2𝐷 + 𝑌 + 𝜀𝑡, 
with 𝛽2𝐷 as a dummy for the American war of independence and Y as the number of years since Aix-
en-Chapelle (1748). This last term was included as there were no data before 1750 and as the impact of 
the treaty on economic life should be lagged.  
54 The basic specification would be:  𝐴𝑑𝑠𝑡 = 𝛽1𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝑡 + 𝜀𝑡 + 𝑍𝑡 ; with  𝑍𝑡  as the 
potential omitted variables.  
 𝐴𝑑𝑠𝑡−1  would then be: 𝐴𝑑𝑠𝑡−1 = 𝛽1𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝑡−1 + 𝜀𝑡−1 + 𝑍𝑡−1. As such, by including 
𝐴𝑑𝑠𝑡−1 , we have also included the omitted variables in year t-1. 
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remains low. Given that both the supply-, demand- and cultural determinants are 
understood as long term evolutions, these can be considered as slowly changing 
over time.  
In addition to the lagged dependent variable, we extended the specification with a 
time trend to capture the effect of the contemporary general economic evolution 
both on shipping traffic and advertisements. In this way we can control for the 
occurrence of spurious correlation between shipping traffic and advertisements 
caused by the correlation of both with economic development. Converting all the 
variables in natural logs, the empirical specification takes the following form (the 
variables are explained in appendix 4.6):  
𝐴𝑑𝑠𝑡 = 𝛼 + 𝛽1𝐴𝑑𝑠𝑡−1 + 𝛽2𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝑡−1 + 𝜙 𝑇 + 𝜀𝑡 (4.1) 
As robustness tests, first, we estimate equitation (1) including the paper prices as 
additional controlling variables (the results are available upon request). Secondly, 
we repeat this separately for the amount of advertised consumables and durables 
instead of the total number of advertisements, as both categories can have 
different standard errors.55 Thirdly, we replace the shipping traffic with colonial 
imports (measured as the value of colonial imports in Brabantine guilders) to test 
whether the found relation remains significant (the results remain similar and are 
available upon request). For a last robustness test, we have estimated the model 
using the number of local merchants that used ads as the dependant variable. As 
the results were similar and for the sake of brevity, these results were not 
incorporated in the paper but are available upon request.  
                                               
55
 One of the problems with the basic model is that we cannot capture demand. Although we try to 
overcome this by including a lagged dependent variable, the regressions with consumables and 
durables as dependent variables give more certainty. The intuition is that durables were typically those 
products that were already on the local market, compared to the colonial consumables. Hence, if we 
still find the same results for the subsample of durables, then we have starker evidence that indeed the 
shipping traffic, i.e. a supply shock, is the driver behind the whole dynamics.  
Chapter 4: The impact of international shipping traffic on advertising 
 
119 
 
We estimate the empirical model in two ways: OLS as well as GMM. The GMM-
instrumental variable estimation is used to correct for a potential endogeneity 
problem that could imply inconsistent parameter estimations using OLS. If the 
number of ads is an indicator of market growth, which influences import demand, 
then the causality between advertisements and shipping traffic would be reversed. 
We can correct for this problem by instrumenting shipping traffic with its lagged 
values.  As instrument, we use the two-year lagged variables of shipping traffic, 
hence, exactly identifying the model56.  Yet, by including the lagged dependent 
variable as control variable in (1), another source of potential endogeneity may 
affect our results, i.e. autocorrelation of the residual error term t.  Therefore, we 
verified the serial independence of the error term, using  the Cumby-Huizinga test 
(Baum and Schaffer, 2014). The tests indicated that serial correlation was found 
when the lagged dependent variable was excluded from the estimated equation 
(hence indicating an omitted variable problem). The null-hypothesis of zero 
autocorrelation was rejected at a level of 1% for both the OLS and the GMM 
estimations. However, for the specifications with inclusion of the lagged 
dependent variable, the null hypothesis of serially independence of the error term 
is not rejected57. Therefore, we can conclude that our estimations are not affected 
by correlation between the error term and the lagged dependent variable 
As a next step, we test for the direction of causality, which is taken for granted in 
the OLS-framework, using a Granger causality approach. The test verifies whether 
the lagged values of one variable help in explaining the other one. There is a 
methodological issue though. As this test checks precedency rather than causality, 
it is possible that a causal relation is indicated, while the changes in shipping 
                                               
56
 Another option would be to include more instruments and as such over identify the instrumental 
variable, but the correlation between the lagged Shipping traffics are too high and these are the only 
instruments we have (the correlation between the two yearly and the three yearly lag is for example 
0.9). The same argument holds for the correlation between shipping traffic and imports: 0.7) 
57
 P-value OLS: 0.88; P-value GMM: 0.82; P-value OLS with trend: 0.18; P-value GMM with trend: 
0.14 
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traffic and ads could both be the result of an omitted determinant.  For example, 
economic development (as a result of the –slowly- increasing survival rate of the 
population and hence its higher rate of growth), may have had, with the growth of 
markets, a simultaneous impact on the import of goods and the number of 
advertisements.  To capture other, potentially omitted determinants, we proceed 
similarly as in the OLS/GMM analysis and include a time trend in the estimated 
equation, which can capture the general economic evolution. When the shipping 
traffic remains significant after including a time trend, we can be more confident 
that it effectively had an impact and that the significance of the coefficient is not 
the result of spurious correlation.  
The test statistic is calculated from the sum of squared residuals (RSS) of the 
unrestricted and the restricted equation (Hamilton, 1994). The null hypothesis is 
that the one variable (shipping traffic) does not Granger-cause the other variable 
(ads). Shipping traffic Granger-causes advertising if this last variable can be better 
predicted when we include the past values of shipping traffic. As we want to 
establish a causal relation between the two, we have to check if the null 
hypothesis can be rejected. To rule out bidirectional causality and establish 
unidirectional causality, i.e. that shipping traffic causes shopkeepers’ advertising 
but not vice versa, we inverted the dependent and independent variable and verify 
the impact of the past values of shopkeepers’ advertising on the prediction of the 
shipping traffic. The restricted model can be written as: 
𝐴𝑑𝑠𝑡 = 𝛼0 + ∑𝛼𝑗𝐴𝑑𝑠𝑡−𝑗
𝑚
𝑗=1
+ 𝜙𝑟𝑡 + 𝑢𝑡 
(4.2) 
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The unrestricted model in turn is formulated as:  
𝐴𝑑𝑠𝑡 = 𝛽0 + ∑𝛽𝑗𝐴𝑑𝑠𝑡−𝑗  + 
𝑚
𝑗=1
∑𝛾𝑖
𝑛
𝑖=1
𝑆ℎ𝑖𝑝𝑝𝑖𝑛𝑔 𝑇𝑟𝑎𝑓𝑓𝑖𝑐𝑡−1  
+  𝜙𝑢𝑡 + 𝑣𝑡 
(4.3) 
As the Granger-causality test is sensitive to the number of lags that are included in 
the model, we use the Hannan-Quinn information criteria (HQIC) to determine the 
optimal number of included lags.58 We then calculate the F values, using the 
following formula (Gujarati, 2003).  
𝐹 =  
(𝑅𝑆𝑆𝑅 − 𝑅𝑆𝑆𝑈𝑅)/𝑚
𝑅𝑆𝑆𝑈𝑅/(𝑛 − 𝑘)
 
(4.4) 
Where m is equal to the number of lagged years and k is the number of parameters 
that is estimated. R and UR stand for the restricted and the unrestricted 
formulation.  
4.5 Results 
To analyse the coefficients, it must be reminded that all variables are log-
transformed. Table 4.2 shows that in the specified model, so even with the 
inclusion of a time trend and the lagged number of advertisements, the coefficient 
of shipping traffic is positive and significant at a level of 1%59. As can be seen in 
appendix 4.9, the robustness checks with consumables and durables as dependent 
variables (appendix 4.9), the inclusion of extra control variables and the data on 
                                               
58
 The HQC for model selection is measured as: 𝐻𝐶𝑄 = 𝑛 log (
𝑅𝑆𝑆
𝑛
) + 2 𝑘 log log 𝑛. 
59
 The basic OLS-estimations are not included in this article as the coefficients were clearly 
inconsistent due to omitted variables (before the inclusion of the lagged dependent variable and a time 
trend, the coefficients were close to 0.8-0.9. The results are available upon request though.  
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the imported colonials as an alternative indicator to shipping traffic give very 
similar results and can be received upon request. The coefficient of shipping 
traffic (or imports) remains positive and significant in all regressions. As such, we 
can be confident that shipping traffic had an impact on the number of ads placed 
by local shopkeepers, controlled for other determinants (captured by the lagged 
dependent variable and the time trend). The Chow test rejected the null-
hypothesis, that is that there was a structural break in the dataset, with a p-value of 
0.19. As can be seen in appendix 4.10, the inclusion of both exogenous shocks 
(both statistically insignificant) give similar results.   
Table 4.2. Estimated Effect of Shipping Traffic on Advertisements. 
 (1) 
OLS 
(2) 
GMM 
VARIABLES Ads Ads 
Lagged ads 0.74*** 0.67*** 
 (0.04) (0.05) 
Shipping traffic𝑡−1 0.13*** 0.19*** 
 (0.02) (0.04) 
Trend 0.12*** 0.13*** 
 (0.03) (0.03) 
Constant 0.26** 0.20* 
 (0.10) (0.11) 
Observations 44 43 
R-squared 0.99 0.99 
Notes. Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1. 
Table 4.2 and the appendix make clear that the coefficient estimates remain stable 
between the different specifications and estimation methods as well. The major 
change occurs with the inclusion of the time trend (to capture general economic 
development), which induces a drop in the of lagged advertisements from 0.88 to 
0.7460.  The coefficients of Shipping Traffic remain stable. As such, we can state 
                                               
60
 The results of the estimation without the trend are available upon request.  
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that even controlled for the determinants mentioned in the literature, an increase in 
shipping traffic of 1% increased advertisements (in Ghent) with about 0.13 to 0.19 
%. However, as the lagged variable is included in the specification, the long term 
effects is 0.52 to 0.76 %. To further check the relation between the two variables, 
we use a Granger-causality test. As explained in the methodology section, we 
analyse with this test whether the lagged values of one variable help in explaining 
the other one. The null hypothesis is that the shipping traffic does not Granger-
cause the number of commercial ads. The Hannan-Quinn information criteria 
indicates that a lag of one year is the best fitted. A time trend was included to rule 
out spurious outcomes.  
Table 4.3. Granger Causality Test of the Direction of Causality between Shipping 
Traffic and Advertisement. 
Causal direction
61
 S → A  A → S  
F-value 4.21 1.32 
Prob > F 0.01 0.28 
S → A: the shipping traffic Granger-causes the number of ads 
A → S: the number of ads Granger-causes the shipping traffic 
Table 4.3 shows the results of the tests. The figures in the first column (S → A) 
show if the shipping traffic Granger-causes the number of advertisements. As the 
null hypothesis is rejected at a level of 1%, it is rejected that the shipping traffic 
had no impact on the number of ads. The second column (A → S) shows that the 
null hypothesis for the opposite direction is not rejected. This means that the 
lagged values of shipping traffic help in explaining the contemporary values of the 
number of ads but not vice versa62. This indicates that shipping traffic indeed had 
an impact on the quantitative growth of the advertising section.  
                                               
61
 Notation according to Gujarati (2003). 
62
 Which confirms also the correspondence of the OLS and GMM estimation results (i.e. the absence 
of significant endogeneity) 
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To summarize, either in an OLS/GMM or Granger-causality framework, we find 
that shipping traffic had a significant impact on commercial advertisement. As 
such, the quantitative results give support for our theoretical hypothesis that the 
quantitative growth of the advertising section was influenced by the maritime 
situation of the second half of the 18th century.  
4.6 Conclusion 
Since Neill McKendrick, Brewer and Plumb published their article three decades 
ago, the evolution of advertising and early modern consumptive patterns became 
popular research topics. This resulted in a large number of papers and articles that 
attested the changes of the promotional use of written media, mainly based on 
studies for the United Kingdom, France and the Dutch Republic, but less about the 
Southern Low Countries for which there is only one recent study, focussing on 
Antwerp.   
All these researchers concluded that 18th century advertising changed in form of 
quality and quantity. In this article, we contribute to this literature by 
quantitatively analysing commercial advertising in 18th century Ghent using data 
from the three-daily chronicle, in particular as regards to two questions.  First, 
whether the advertising section in the Ghent newspaper developed quantitatively 
in line with the findings of previous research. Second, whether the development of 
this commercial advertisement section from 1750 onwards, was determined by 
international maritime trade? 
Regarding the first question, we found that local shopkeepers increasingly started 
to use the advertising section to inform potential customers about the goods that 
could be bought in the shop. While there were only 16 local shopkeepers that used 
the advertising press in 1750, there were 122 in 1800. This resulted in an increase 
of commercial advertisements placed by the local shopkeepers, from 75 to 669.  
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Regarding the second question, we found evidence of a significant impact of 
international maritime trade on commercial advertisement (of course, on top of 
other determinants), which in the same period, substantially increased in the 
Southern Low Countries as well. This can be linked to the Austrian policy since 
1748, that was implemented to stimulate the economy of the Southern Low 
Countries and to strengthen the region politically. The infrastructure of the port of 
Ostend was heavily expanded, just like the road and water connections with the 
hinterland. This resulted in an inflow of new goods, coming from new locations, 
into the Southern Low Countries. This evolution was strengthened by the 
American war of independence, as the Southern Low Countries attracted lots of 
new traders as a neutral port. Hence, the Ghent market was supplied with more 
and cheaper imported goods, which then induced shopkeepers to increase their 
vending efforts. In this manner, they started to use the advertising section of the 
local newspaper. We tested this hypothesis quantitatively in a regression analysis 
and a Granger-causality framework, in which we take potential endogeneity into 
account and where we control for other determinants of commercial 
advertisement. We do this by including lagged commercial ads as well as a time 
trend to capture the general economic development. In either framework, we 
found a significant effect of international shipping trade on commercial 
advertisement, in support of the hypothesis we formulated.   
Although the Southern Low Countries are a particular case study, because of the 
two exogenous shocks, it could be interesting for researchers to test whether the 
proposed mechanism also holds for other case studies. Up to date, this is the only 
study that explored whether the advertising section could be influenced by the 
developing international shipping traffic. We believe that for the Southern Low 
Countries, this determinant is an important factor on top of those suggested in the 
literature. Future Research could test whether this is also the case for other cases.  
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Appendices 
Appendix 4.1. Imported goods in Ostend 1700-1750. 
England Spain France The Netherlands 
Wood 
Coal  
Salt 
Wool 
Fruits 
Rice 
Tobacco 
Whine 
Whine 
Spirits 
Cheese 
Gin 
Source: Farasyn (1998). 
 
Appendix 4.2. Imported goods in Ostend 1750-1800. 
England Spain Far East Sweden  
Salt 
Coal 
Sugar 
Flour 
Salted meat 
Kitchenware  
Thee tables 
Silver tableware 
Pottery 
Scissors  
Irons 
Textiles 
Sugar 
Salt 
Raisins 
Almonds 
Lemons 
Tobacco 
Cotton tissues 
Textiles 
Whine 
Figs 
Pipes 
Olives  
Thee 
Pepper  
Textiles 
Porcelain 
Silk 
Iron  
Wool 
 
The Netherlands Central-America France Italy 
Gin  
Cheese 
Tropical products 
Sugar 
Coffee 
Cacao 
Rum 
Ginger 
Whine 
Soap 
 
Vinegar 
Syrup 
Rice 
Wax 
Hats 
Ireland Scotland USA Argentina 
Salted meat 
Skins 
Salmon 
Socks 
Cotton 
Wool 
Tobacco 
Skins 
Source: Farasyn (1998)
 
, own research 
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Appendix 4.3. Importance of ads placed by local merchants (dark grey) 
compared to other ads (light grey) (auctions, services, sales of houses, other 
commercial ads and vacancies). 
 
 
Appendix 4.4. Value of the imported colonial goods in the Southern Low 
Countries (Brabantine guilders). 
 
Source: Coenen
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Appendix 4.5. Advertised durables. 
 
Source: own research 
Appendix 4.6. Advertised consumables. 
 
Source: own research 
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Appendix 4.7. Advertised product variations. 
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1
7
5
0
 
1
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0
 
1
7
7
0
 
1
7
8
0
 
1
7
9
0
 
1
8
0
0
 
Durables 
Textiles 0 1 2 2 1 0 5 37 64 62 63 
Deco. 0 0 0 0 0 0 1 4 8 7 6 
Mirrors 0 1 0 1 1 0 1 3 9 8 8 
Porcelain 0 0 0 6 4 5 0 3 0 17 15 
Kitchenw. 0 0 0 5 7 0 10 9 9 15 14 
Furniture 0 0 0 5 6 0 10 12 11 18 17 
Wallpaper 0 0 0 2 0 0 0 12 14 11 12 
Consumables 
Tabaco 1 0 0 2 0 4 7 7 11 9 9 
Thee 0 0 0 8 6 7 6 7 15 14 17 
Coffee 0 0 0 2 0 0 0 7 7 5 7 
Cacao 0 0 1 0 0 1 0 0 3 3 2 
Whine 1 1 2 0 2 2 15 34 44 39 36 
Spirits 0 0 2 2 0 0 3 7 9 8 9 
Groceries 0 0 8 9 4 5 9 26 38 45 43 
Sugar 1 2 2 1 0 0 1 3 2 2 3 
Source: own research 
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Appendix 4.8. Variables. 
Ads The number of advertisements placed by local shopkeepers 
Shipping traffic The number of incoming ships into the port of Ostend 
Imports The value of colonial imports expressed in Brabantine guilders 
PP Paper prices expressed in per riem guilders 
Trend A variable that captures the linear evolution over time 
Consumables The number of consumable goods that were advertised (an 
overview can be found in figure 3), it is possible that different 
consumables were mentioned in one ad. 
Durables The number of Durable goods that were advertised (an 
overview can be found in figure 2), it is possible that different 
durables were mentioned in one ad. 
 
Appendix 4.9. OLS-regressions with Consumables 
and Durables. 
Regression 1 2 
VARIABLES Consumables Durables 
Lagged consumables 0.68*** / 
 (0.06) / 
Shipping traffic𝑡−1 0.39*** 0.46*** 
 (0.09) (0.07) 
Trend 0.23*** 0.74*** 
 (0.07) (0.12) 
Lagged durables / 0.67*** 
 / (0.13) 
Constant -1.79*** -2.34*** 
 (0.40) (0.33) 
Observations 44 44 
R-squared 0.98 0.98 
Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1 
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Appendix 4.10. Model estimates with 
both exogenous shocks. 
Regression OLS  
VARIABLES Ads 
Shipping traffic𝑡−1 0.13*** 
 (0.04) 
Lagged ads 0.79*** 
 (0.07) 
trend 0.12*** 
 (0.03) 
Y -0.01 
 (0.00) 
Dummy 0.02 
 (0.06) 
Constant 0.11 
 (0.31) 
Observations 44 
R-squared 0.99 
Standard errors in parentheses  
*** p<0.01, ** p<0.05, * p<0.1 
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 5    
  
 ǀ Testing Gibrat’s law using 
longitudinal data for Belgium 
 
   
   
Abstract 
Since the 1990s, a plethora of urban economists have tested the proclaimed 
independency between city growth rates and their initial size, known as Gibrat’s 
law. By not only exploiting a yearly data set for all Belgian municipalities and 
cities between 1880 and 1970, but also by performing our analysis both on the 
level of total and economically determined population (i.e., the population cleared 
of the demographic changes) and by using different definitions of cities (i.e., 
defined by administrative borders and as statistical metropolitan areas), this is the 
most exhaustive exploration of Gibrat’s law on a national level to date. No matter 
the used sample or definition, non-parametric Nadaraya-Watson estimations 
indicate a rejection of the independency between population growth and initial 
city size.  
Chapter 5: Testing Gibrat’s law using longitudinal data for Belgium 
 
140 
 
5.1 Introduction 
Research on population growth always held a central position in economics, 
resulting in a variety of articles that attest, and agree on, the mechanisms of this 
evolution. Although a large part of this literature covers the main determinants, no 
consensus is reached to date (Duranton, 2005; 2013). Urban economists still 
discuss whether random or deterministic growth models best fit as analysing 
schemes. According to Duranton (2007) …the main difference between random 
growth models and the ‘classical’ urban growth models regards the role of 
shocks. In the latter approaches, urban growth is driven by city characteristics 
and what is left unexplained is treated as a residual. In random growth models, 
the ‘residual’  is everything. In deterministic models, the main drivers are 
amenities, human capital, roads and transportation, agglomeration. Secondary 
forces are local policies and local government, innovation, ict revolution and 
possibly other supply shocks. Nonetheless these deterministic models are 
intuitively more appealing, the random variants attract more attention.  
This is a logical result of the pertinacity of an empirical regularity, entitled 
Gibrat’s law or the law of proportionate growth (first concluded in 1931) that 
pleads for using random growth models. Initially, a plethora of researchers 
followed Robert Gibrat and retested the proclaimed independency between growth 
rates and initial size for firms. From the 1990s onwards, urban economists 
contributed to this thriving research agenda by testing the validity of a similar 
relation for city size distributions. Hence, they analysed whether population 
growth was independent from initial city size. Although no consensus was reached 
–the results depended on the case study and the methodology– a majority of the 
findings confirmed the existence of Gibrat’s law, and thus are arguments for the 
acceptance of random growth models.63  
                                               
63
 Examples of these random growth models are:  Gabaix (1999),  Eeckhout ( 2004), Duranton (2007) 
and Córdoba, (2008). Although each of these researchers cite different mechanisms (see appendix 5.1), 
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Recently, however, there has been a shift in the research field that partly rejects 
the law of proportionate growth (Gibrat’s law) based on historical un-truncated 
datasets (i.e., observations on all geographic entities), instead of truncated ones 
(these typically only include observations for the largest cities). Studies on Spain, 
Italy and the United Kingdom not only reject the independent relation for small 
entities, which is not that uncommon in the literature (Klein, 2013), but also 
indicate a clear positive relation between growth and size (Klein, 2014; Gonzalez-
Val, 2014). Therefore, it could be questioned whether population growth is best 
explained by deterministic models when all geographic entities are considered. 
Yet, three case studies –one for the 19th and two for the 20th century (Klein, 2014; 
Gonzalez-Val, 2014) – do not carry enough weight to conclude the universality of 
this new evidence. From this point of view, more studies on the topic are needed. 
Two questions need to be addressed. First, is Gibrat’s law accepted? Second, if 
not, is there a structural deviation in the growth rates? The answer to this last 
question is important for future research, as it gives insight into the properties of 
potential deterministic models.  
In this chapter, we test what further indications for Gibrat’s law can be found 
based on a case study of Belgian population growth between 1880 and 1970. We 
contribute by performing the most exhaustive exploration on Gibrat’s law up to 
date. Four arguments support this claim. First, we use an un-truncated dataset that 
covers all geographic entities on a LAU2-level (municipalities), while most 
studies must limit themselves to the upper tail of the city size distribution 
(truncated). Secondly, our dataset contains yearly data for a period of 90 years, 
covering a rather stable geographic system. The administrative structure of cities 
remained to a large extent unchanged during this period. When changes did occur, 
we were able to correct or at least to identify them (for example, the total or 
partial merging of municipalities). Third, in contrast to other datasets, our dataset 
                                                                                                                                      
they all state that random shocks drive population growth and that the agglomerative effect of cities is 
cancelled out by negative external effects, such as congestion costs and housing prices. 
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contains yearly information on the components of population growth: in- and 
outward migration, births and deaths. As a result, we can also examine the relation 
between purely economic population growth and city size (i.e. neutralizing the 
demographic component), allowing an analysis on a theoretically more relevant 
level.64 Other datasets apparently do not allow for a breakdown of population 
growth into its demographic and economic components. Last, because of the 
highly detailed dataset, we can work with three definitions of cities that are both 
used in the literature: geographic entities defined by administrative boundaries, as 
morphological agglomerations and as statistical metropolitan areas. The former is 
used for the basic estimations, while the latter two serve several robustness tests. 
The outline of the remaining article is as follows. In the next section, the literature 
will be discussed. We proceed in section three with a detailed discussion on the 
dataset, followed in section four by a discussion of the methodology and in section 
5 by an overview of the results. Section 6 concludes the paper.  
5.2 Literature 
An extensive overview of the literature on Gibrat’s law for population growth is 
given by González-Val (2014), who summarized 18 studies published in the last 
three decennia, ranging from Eaton and Eckstein (1997) to Michaels et al. (2012). 
Since the Gonzalez-Val publication (2014), only three studies on Gibrat’s law for 
populations have been published. Firstly, Klaus Desmet (2013), who investigated 
the long-term convergence towards Gibrat’s law for the United States between 
1880 and 2000. The second is the research by Glaeser et al. (2014), who examined 
the determinants of regional change for the 19th and 20th century US and 
                                               
64
 … in the current day and age, the evolution of the population across geographic locations is an 
extremely complex amalgam of incentives and actions taken by millions of individuals, businesses, 
and organizations. Most people will agree that economic factors are the principal determinant of the 
dynamics of city populations.” Eeckhout (2004)  
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concluded that Gibrat’s law was valid in some periods but not in all. The last is 
the article of Luckstead and Devaddos (2014) on the relation between growth and 
size for the biggest cities. González-Val (2014) himself used non-truncated 
decennial data to study the same topic for the United States, Italy and Spain in the 
20th century. For the former, it was found that Gibrat’s law holds, while for the 
latter two, a positive relation between initial size and growth was found.  
For the United States, Ioannides and Overman (2003), Eeckhout (2004), Gabaix 
and Ioannides (2004) and González-Val (2010) found indications in line with 
Gibrat’s law; Black and Henderson (2003), however, rejected it and Michaels et 
al. (2012) found mixed results. Of these studies, only Eeckhout (2004) and 
González-Val (2010) used non-truncated data on all cities, respectively for the 
period 1990-2000 and 1900-2000. The other studies on the United States, except 
for Michaels et al. (2012), who used a dataset for minor geographical divisions for 
the period 1880-2000, relied on metropolitan statistical areas for 1900-1990.  
The other studies reported by González-Val (2014) can be split into those that use 
long-term (minimal approximately four decennia) and those that use short-term 
truncated datasets. In this first category, mixed results on France are reported, as 
Eaton and Eckstein (1997) corroborate the empirical law while Guérin-Pace 
(1995) rejects it. For Japan, the studies of Eaton and Eckstein and Davis and 
Weinstein find evidence for Gibrat’s law (Eaton and Eckstein, 1997; Davis and 
Weinstein, 2002), which is also the case for Malaysia (Soo, 2007), while it was 
rejected for the whole world (Henderson and Wang, 2007).  
In the second category, using short-term datasets, it was shown that for Germany 
and West Germany, the empirical regularity was concluded (Bosker et al., 2008; 
Brakman et al., 2004 and Giesen and Südekum, 2011). Other research using short 
datasets that contained only one or two decennia are on Greece (Petrakos et al., 
2000), Canada (Clark and Stabler, 1991) and Brazil (Resende, 2004). These last 
two accepted the independent relation between initial populations and growth 
rates, while it was rejected by Petrakos et al. (2000).  
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Concluding this section, of all studies, 11 find evidence in line with the 
occurrence of Gibrat’s law, five reject it and six show mixed results. Although no 
regularity can be induced based on the studied sample or the used methodology, 
most researchers accept Gibrat’s law when a long period is considered. There are 
two exceptions though, as Klein (2014) and Gonzalez-Val (2014) concluded a 
positive relation between size and growth when all geographic entities were 
analysed.  
5.3 Methodology 
To uncover the indications given by the data on Belgium regarding Gibrat’s law, 
we proceed to three series of tests. First, we check whether the distribution of city 
size can be approximated by a lognormal distribution, which Robert Gibrat 
required necessary for an independent relation to occur. As explained by Fazio 
(2012), the intuition is that a lognormal distribution points towards city-wide 
rather than industry specific shocks (see Gabaix for a discussion on the 
appropriate distribution, 1999).  Like Eeckhout (2004) for the United States, we 
test the log normality of the yearly distribution of city population size using the 
Kolmogorov-Smirnov and the Shapiro-Wilks test on the annual data of the log of 
city size. The null hypothesis is that both distributions are equal and, as such, that 
the sample can be approximated by a lognormal distribution. Although these tests 
give a good indication on the log-normality of the whole distribution, they are 
limited in how a fit is accepted or rejected. To obtain more detailed insight into 
the fit of the different segments of the dataset, a maximum likelihood fit of the 
lognormal distribution is used. 
In a next step, we test the extent to which population growth is independent of 
initial city size. Two methods are often used for this: the parametric unit-root test 
and the non-parametric Nadaraya-Watson estimator. We follow this latter 
approach, as it allows for observation specific estimations and hence better fits an 
analysis of an un-truncated dataset (a large panel) (Gonzalez-Val, 2014). A unit 
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root test only allows us to check whether Gibrat’s law holds overall and thus may 
impose an unjustified restriction (i.e., a homogeneous relation between population 
growth and city size for all municipalities). This would bias the estimations and 
thus does not provide insight into potential deviation.  The non-parametric 
approach was first used by Ioannides and Overman (2003) and afterwards 
followed by Gabaix and Ioannides (2004), Eeckhout (2004),  Bosker et al. (2008), 
González-Val (2010), Giesen and Südekum (2011), González-Val et al. (2012), 
Michaels et al. (2012) and Klein et al. (2013). The estimated specification is:  
𝑔𝑖,𝑡 =  m(𝑆𝑖,𝑡) + 𝜀𝑖,𝑡 (5.1) 
Where 𝑔𝑖,𝑡 stands for the normalized yearly growth rate (calculated by subtracting 
the yearly mean of the growth rate and divided by the yearly standard deviation of 
the whole distribution). 𝑆𝑖,𝑡 is the logarithm of the ith city’s initial relative size. 
m(𝑆𝑖,𝑡) is estimated as a local mean around the point s that is smoothed using a 
kernel weighting function (González-Val, 2012). For the analysis of the intervals, 
the averages of these yearly growth rates were used. To estimate this coefficient, 
we follow the Nadaraya-Watson estimator as suggested by Härdle (1990):  
𝑚(𝑠) =  
𝑛−1 ∑ 𝐾ℎ(𝑠 − 𝑠𝑖)𝑔𝑖
𝑛
𝑖=1
𝑛−1 ∑ 𝐾ℎ(𝑠 − 𝑠𝑖)
𝑛
𝑖=1
 
(5.2) 
with 𝐾ℎ indicating the dependency of kernel K on bandwidth h (calculated 
according to Silverman’s rule of thumb, 1986). To plot a 95% confidence interval, 
1000 random samples were bootstrapped and used to estimate the relation 
between growth and size for all of them (each sample contains randomly picked 
and replaced observations from the initial dataset and equals the same number of 
observations).65 As the growth rates are normalized, we expect that the zero values 
                                               
65
 See Eeckhout (2004) and González-Val (2014) for more information on this methodology. 
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fall within the confidence intervals if Gibrat’s law holds. This would imply that 
population growth is independent of initial population. Model (1) is estimated on 
an annual basis as well as for longer intervals (the pre-World War I period, the 
Interbellum and the post-World War II period) and for the total time period (1880-
1970)66. For the latter tests, the average of the yearly normalized growth rates per 
period are used. We perform these estimations for total population growth and for 
in- and outward migration, as the latter is the theoretical most relevant level.67 We 
do this for the administratively defined municipalities as well for a more 
functional grouping in agglomerations and metropolitan areas, as is explained in 
section 5.4.  
5.4 Data 
5.4.1 Geographic definitions 
The dataset used contains information on all municipalities and cities in Belgium 
for the period 1880-1970. The number of observations evolved from 2583 in 
1880, to 2633 in 1913, 2581 in 1919, 2670 in 1939 and 2601 in 1970. After the 
administrative reformations of 1970 and 1976, only 589 entities remained. This 
administrative definition is used as a first step for our estimations but can be 
problematic, as cities are not limited to administrative borders. From this point of 
view, in the literature, cities are often redefined as standard statistical metropolitan 
areas, which contain municipalities that cluster around the main centre. For 
Belgium, however, this is problematic, as there was no tradition of including 
                                               
66
 When estimating population growth–city size relation for a longer period, the average growth rate 
was calculated as the average of the annual growth rates, rather than taking the difference between city 
population at the end and beginning of the period, divided by the length of the period (T).  This results 
in T times as many observations to compute the average growth rate and, hence, to improved 
reliability.  
67
 Gibrat’s law is mostly explained in random growth models relying on inward- and outward 
migration figures.  
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metropolitan areas (MA) into censuses. As a solution, we use the research of Van 
Der Haegen (1979), who tried to reconstruct these based on censuses of 1970. He 
followed similar criteria as those used at the American Bureau of National 
Statistics and determined the existence of 15 Belgian city agglomerations; figure 
5.1 provides an overview of these. The author stated that although city growth in 
the 19th century was mainly concentrated in the city centres, morphological 
agglomerations started to develop from the 1860s onwards (the grey 
municipalities in of figure 5.1). These remained relevant up to the 1950s, although 
the entire conurbation, or the metropolitan area, slowly started to play a role from 
the 1930s onwards (the grey plus black municipalities in panel of figure 5.1). 
Hence, this last definition only becomes relevant in the last interval.  
 
Figure 5.1. Definition of morphological agglomerations and 
statistical metropolitan areas. 
Panel (A) shows the city agglomerations defined as defined by Vanderhaegen 
(1979). Panel (B) shows the growth rates for the first interval (in percentage). 
The coloured entities have a rate >1%. 
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5.4.2 Dataset 
In this research, we used yearly data for Belgium on a LAU2 level (cities and 
villages) for the period 1880-1970. Although data are available until 2003, we 
restricted the final year of the analysis to 1970 because in the consecutive decade, 
a major administrative reorganization led to a reduction from 3067 to 589 
municipalities and cities from that point onwards. The dataset was obtained from 
LOKSTAT68 and is based on censuses every 10 years and on the yearly 
questionnaires in which each municipality reported on changes in the population 
register (collected by the central government).  At present, they are kept at the 
state archives of Belgium and were disclosed for the period 1841-1976 by the 
national statistical office (Statistics Belgium).  
The dataset consists of population figures for the start of each decade and yearly 
information by municipality on inward migration, outward migration, deaths and 
births. Hence, yearly population figures could be calculated. For the census years 
though, we notice a small deviation between the calculated population figures and 
those registered in the census. The distribution of this deviation can be found in 
table 5.1.  
                                               
68
 See http://www.lokstat.ugent.be/lokstat_start.php  
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Table 5.1. Distribution of the deviations from growth rates in census years. 
Year Obs. Mean Std. Dev. Min Max 
1890 2484 -1.36 4.54 -32.08 28.01 
1900 2525 -1.18 4.25 -23.52 36.25 
1910 2503 -0.62 3.70 -23.50 39.16 
1920 2516 -0.93 4.50 -38.44 26.82 
1930 2568 -0.01 4.31 -38.03 37.96 
1960 2 -0.69 0.12 -38.02 -37.96 
1970 2050 -0.35 2.86 -17.42 35.18 
Notes. The mean deviations indicate that the average deviation in the census years is small. The 
percentages are close to 1 % of the total population. For more information on how we deal with this, 
we refer to section 4.2.1 and 4.2.2. 
The deviation may be caused by errors and omissions in the transmitted 
population register data or by delays in the registration due to administrative 
procedures. The main administrative errors can be found in the data on outward 
migration, as citizens leaving a town were not always immediately removed from 
the local population register. The data on inward migration, deaths and births (in 
which stillbirths were not included) is much more accurate.69 We address this 
problem in a threefold way. Firstly, because of the difference in the population 
figures from the two sources and to estimate without assumptions on the data, the 
census years are not incorporated into the analysis of population growth. In 
addition, the World War years (1914-1918 and 1940-1945) were omitted from the 
analysis because of the many inconsistencies we found in all four categories, 
which were moreover subject to substantial idiosyncratic shocks. Secondly, as a 
robustness test, we have only used the census data. Hence, the estimations were 
carried out for ten-yearly population growth.70 Thirdly, as another robustness test, 
we we have estimated a single series for population size combining the 
                                               
69
 For a more adequate description on the quality of the data, we refer to the article of Sven Vrielinck 
(2013). 
70
 The results do not change and are available upon result.  
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information in the census data and the population register using a state-space 
model, as is explained in section 5.4.4.  
5.4.3 Adjustments to the dataset 
For reasons of data quality and administrative stability in the geographical 
structure of towns and villages, we restricted the period of analysis to 1880-1970.  
Notwithstanding, a number of administrative changes and geographic 
reorganizations affecting the boundaries of the municipalities occurred as well. 
We create an exhaustive list of changes in the municipal borders that enables us to 
identify all of the adjustments that took place by year and type. Four types of 
changes occurred: a full merging of geographic entities, a partial merging of 
geographic entities, reciprocal border changes between two municipalities and 
changes in the name of municipalities. The last category is, of course, 
straightforward to adjust. However, corrections for the first three categories are 
conditional upon a number of unverifiable assumptions and are therefore more 
disputable.  For the entire period in our analysis, we found 896 border changes 
(each administrative change affected two or more villages), which are shown in 
Figure 5.2 broken down by year.   
 
Figure 5.2. Administrative changes in the dataset. 
Notes. The main changes can be found in 1925 and in the 1960s. The former is explained by the 
annexation of the Eupen-Malmédy region, while the latter is the result of the reformations of 
administrative borders.  
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No administrative changes of the first three types occurred in the years 1888, 
1889, 1908, 1910, 1933, 1935, 1946, 1947, 1948, 1950, 1951, 1966, 1967 and 
1968. In the other years, these changes concern fewer than 1% of the total number 
of municipalities except for 1965  and 1970 (approximately 5%). In 1965, a wave 
of fusions combined 110 small municipalities into 37 bigger ones. In 1970, there 
were important administrative changes. As mentioned earlier, however, the 
readjustments in 1970 did not affect our analysis, as the growth figures of that 
census years were excluded from the dataset (1880, 1890, 1900, 1910, 1920, 1930, 
1940, 1950 and 1960). The third highest peak, in 1925, can be explained by the 
annexation of the Eupen-Malmedy region.  
Given the assumptions that must be made to correct for administrative local 
border changes and in view of their small number, we preferred to exclude the 
affected observations from the analysis.  When using annual data, we excluded all 
of the municipalities involved for the year in which the administrative 
readjustment occurred.  In this way, 724 out of 236,430 observations were 
excluded.  When using time series for a longer time span (in particular, the period 
ante World War I, the Interbellum and the post-World War II period), we restrict 
the time series for each municipality to the year in which the first administrative 
change occurred and compute the relevant variables using the annual data of this 
restricted time series. For example, because of administrative adjustments for 
“Aalst” in 1902, the average growth rate for this town in the period before World 
War I was calculated for the years 1880-1902.  In this way, we lose 4064 out of 
86,093 (town-year) observations in the period before World War I (involving 243 
municipalities); 3801 of 55,832 observations in the Interbellum and 2019 of 
66,180 observations in the post-World War II period (involving 346 
municipalities).  However, all municipalities are kept in the analysis in each 
period; 90% have full information (i.e., annual data for the entire period under 
consideration) and approximately 10% have partial information.  
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Keeping these changes in mind, our dataset contains data for 71 years on a LAU2-
level. Table 5.2 shows only the descriptive statistics for the years at the beginning 
and at the end of each large interval71, as this information summarizes the 
evolution in the dataset. The descriptive statistics for the other years are available 
upon request.  
Table 5.2. Distribution of initial population at the beginning and end of each 
interval. 
Year Pop. Mean Median St. dev. Max Min 
1880 5467783 2163 1060 6790 175636 25 
1913 7515510 2901 1178 10005 313833 28 
1919 7186699 2878 1149 10125 322857 30 
1939 7935866 3145 1154 9924 271386 39 
1946 7820658 3142 1154 9722 259622 36 
1970 8364488 3820 1291 10187 224545 31 
Notes. Overview of total population, mean, median, standard deviation, maximum and minimum 
population for six representative years. The yearly summary is available upon request.  
In addition to the total population, the economically determined population was 
calculated (i.e., the population cleared of the demographic changes). To do this, 
we used the initial population of the first census year for the three intervals (1880, 
1920 and 1950) and calculated the figures for the other years using the net-
economic migration data (inward minus outward migration).   
5.4.4 State-space population 
As is indicated in the above section, we do not have a direct source on yearly 
population on the level of the municipalities and cities. To calculate these figures, 
census data available every ten years is combined with demographic population 
growth and in- and outward migration. However, the annual city population thus 
                                               
71
 I.e., the first and last year of the period before World War I, the Interbellum and the post World War 
II period 
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obtained show a small deviation from the values registered in the census in the 
next decade, leading to ten-yearly jumps in the time series. As a result, the 
population series using this method have a break in each decade as the cumulative 
error is removed, which is why the growth rates in census years are excluded from 
the analysis. To test the robustness of our results for this measurement error, an 
alternative method is suggested. In this approach, the information from both 
sources is combined using a state-space model. In simple terms, state-space 
models allow us to get the distribution of an unknown state using information 
from a number of imprecise measurements. In this case, the unknown state is the 
annual growth of population, and the measurements are the census data and the 
natural growth rate. 
The underlying assumptions of this model are very straightforward. Let 𝑃𝑖,𝑡 be the 
population of municipality i at time t according to the census data. We assume that 
the census data is the correct estimate of population. Seeing that this series is 
available every decade, its growth rate is nothing more than the sum of the yearly 
growth 𝜌𝑖,𝑡 rate over the past ten years: 
𝑝𝑖,𝑡 = 𝑃𝑖,𝑡 − 𝑃𝑖,𝑡−10 = ∑ 𝜌𝑖,𝑡−𝑘
9
𝑘=0
  
(5.3) 
The natural growth rate of the population (?̂?𝑖,𝑡 = births – deaths + inward 
migration – outward migration) is equal to the yearly population growth, always 
in number of people. However, unlike the census data, this information can be 
wrong, leading to the addition of the error term 𝜖𝑖,𝑡:  
?̂?𝑖,𝑡 = 𝐶𝑖  +  𝜌𝑖,𝑡 + 𝜖𝑖,𝑡  (5.4) 
Chapter 5: Testing Gibrat’s law using longitudinal data for Belgium 
 
154 
 
This error term epsilon is normally distributed with mean zero and a variance 𝐻𝑖 
which is specific to the municipality i: 𝜖𝑡~ 𝑁(0, 𝐻𝑖).  We add a composite error 
term, which is made up of a systematic component 𝐶𝑖 and a random component 
𝑒𝑖,𝑡. We expect it to be positive as outflows were not registered as thoroughly. 
Finally, to complete the state-space model, we have to say something about the 
distribution of the state variable 𝜌𝑖,𝑡 over time. We allow the population growth to 
show some persistence, but the level of persistence 𝑇𝑖 can differ over 
municipalities (and also be equal to zero). 
𝜌𝑖,𝑡 = 𝑇𝑖 𝜌𝑖,𝑡−1 + 𝛿𝑖 + 𝜇𝑖,𝑡  (5.5) 
𝛿𝑖 is the average growth rate in population. The yearly change in the growth rate is 
also normally distributed with a municipality-specific variance 𝑄𝑖: 𝜇𝑖,𝑡~ 𝑁(0, 𝑄𝑖). 
These assumptions can be combined into the state equation (7) and measurement 
equation (6) that can be seen in appendix 5.3. The model can be estimated using 
Bayesian Gibbs sampling as explained in chapter 7 of Kim and Nelson (1999).72 
For more information on state-space models and how to estimate them, we refer to 
this chapter. 
Using the growth rates from the natural model, we can reconstitute the population 
figures in each year. As it was explicitly imposed on the model, the state-space 
estimate of population will be exactly equal to the census data every decade. As a 
result, figure 5.3 shows that the state-space estimate of population (black line) 
does not exhibit the 10-yearly shocks present in the natural growth rate estimate 
(blue line). That being said, the overall correlation between both estimates is in 
excess of 0.9 indicating the quality of the whole dataset. 
                                               
72
 As we know nothing about the distribution of the parameters ex ante, flat/uninformative priors were 
imposed.  
Chapter 5: Testing Gibrat’s law using longitudinal data for Belgium 
 
155 
 
(A) Antwerp 
 
(B) Ghent 
 
Figure 5.3. Population (x 1000) according to the state-space model and 
natural growth method. 
Plot of the population figures according to the natural growth rate (the blue line) and the state-
space model (black line). The 90% confidence bounds of the latter are indicated by the dashed 
lines. 
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5.5 Results 
As mentioned in the methodology section, we perform our test on an annual basis, 
as well as for three intervals (1880-1914, 1919-1940 and 1946-1970) and for the 
total time period (1880-1970)73. We perform these tests for the total and the 
economic population growth and for all municipalities/villages and the standard 
statistical metropolitan areas. For the sake of brevity, we only report the 
estimations on Gibrat’s law using the total population for all municipalities in 
detail. For the other estimations, which are used as robustness tests, we report the 
results for the intervals, as these are the most indicative and allow easy 
comparison to the results based on the total population. The results and figures for 
the other tests are available upon request. In this section, we first test the 
lognormal distribution, as Gibrat stated that this was crucial for establishing a 
random relation between size and growth. Hence, a rejection of a lognormal 
distribution is a good indication for the expected validity of Gibrat’s law. 
Like Eeckhout (2004) for the United States, we test the log-normality of the yearly 
distribution of city population size using the Kolmogorov-Smirnov and the 
Shapiro-Wilks test, which has the highest power in examining log-normality 
(Nornadiah, 2011). The null-hypothesis is that there are no significant differences 
between the empirical and the normal distribution. For all of the years, as seen in 
figure 5.4 that shows the p-values on the vertical axis, we reject that the data can 
be approximated by a lognormal distribution at a significance level of 0.01.  
 
                                               
73
 When estimating the population growth–city size relation for a longer period, the average growth 
rate was calculated as the average of the annual growth rates rather than taking the difference between 
city population at the end and beginning of the period divided by the length of the period (T).  This 
results in T times as many observations to compute the average growth rate and hence improved 
reliability.  
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(a) Kolmogorov-Smirnov 
 
(b) Shapiro-Wilks 
 
Figure 5.4. Tests on the lognormal distribution of the population size. 
Notes. P-values are on the vertical axis, year on the horizontal one. Both the Kolmogorov-Smirnov 
and the Shapiro-Wilks tests clearly reject the lognormal distribution for all municipalities and cities. 
To explore this rejection of log-normality, we use the maximum likelihood fit of 
the lognormal distribution, for which the mean and the standard deviation are 
estimated. Hence, we can analyse whether the distribution is rejected for the entire 
sample or just for some segments.  
Panel A of figure 5.5 shows the output of the test by truncation point for 1880. We 
see the complementary cumulative distribution function of the population (i.e., 1-
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CDF) as a function of the population on a double log decimal scale. The blue line 
represents the maximum likelihood fit of the lognormal distribution to the entire 
data range. We see a clear deviation of the empirical distribution starting at a 
population of 5000 (halfway between 103 and 104 on the horizontal scale) 
including approximately 5% of the cities. Exclusion of the three outliers in the 
distribution, i.e., the biggest cities, does not change the results.  
 
(a) 1880 
(b) 1913 
  
(c) 1939 
(d) 1970 
  
Figure 5.5. Log likelihood ratio test of the lognormal distribution. 
Notes. The plots of the distribution of these representive years indicate that the 
rejection of lognormality for the whole dataset can be explained by the upper tail, as 
the black dots diverge from the blue lognormal line.  
For the sake of brevity, we only include analysis of the years 1880, 1913, 1939 
and 1970 in this article. More results are available upon request, but these four 
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figures are representative of the general evolution. Figure 5.5 provides an 
overview of these results. For the bigger cities, the distance between the empirical 
and the lognormal distribution tends to fall, though without changing the finding 
that for high truncation points, a lognormal distribution is rejected. This 
conclusion remains intact using population distributions calculated from in- and 
outward migration rather than total population growth and agglomerations or 
standard statistical metropolitan areas instead of administrative defined 
municipalities as statistical units. As the figure shows, the deflection can, each 
time, be found in the upper tail and resembles a power law, raising the question 
whether another empirical regularity, Zipf’s law, holds. As this is a future research 
idea, an exploration of this law –that within a country, the population of a city 
relative to that of the largest city is inversely proportionate to its rank with respect 
to the largest city in terms of population– can be found in the concluding remarks 
of this thesis.  
5.6  Gibrat’s law 
In this section, the relation between the lognormal sizes (ln of lagged population) 
and the annual normalized growth rates (calculated by subtracting the mean of the 
average growth rate of the time period considered and dividing by the standard 
deviation) is analysed.  As is common in the literature, the smallest 5% of the 
municipalities were left out, and the results of the non-parametric estimations are 
based on 95% of the observations,. This is justified by the fact that the estimator is 
very sensitive to atypical values (González-Val, 2012; Eeckhout, 2004). The 
deleted municipalities have a size of at most 100 inhabitants each and therefore 
could affect the distribution of the growth rate substantially even with small 
changes. As a robustness test, we repeated the tests using the entire dataset, 
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showing that, aside from the fluctuations for the smallest villages, the conclusions 
remain unaltered.74   
1881 1913 
  
1939 1970 
  
Figure 5.6. Results of the Nadaraya-Watson estimations of growth (vertical 
axis) on initial population (ln, horizontal axis). 
Notes. The graphs of the representative years show that the zero-line never lies between the 
confidence bands for the whole studied period. An evolution of a positive relation between size and 
growth into a concave one is concluded.  
Figure 5.6 shows the results of the estimations of the (normalized) growth rates on 
initial population for a number of representative years from the three periods into 
which we subdivide the analysis (i.e., the period before WWI; the Interbellum and 
                                               
74
 Results are not reported but are available upon request. 
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the period after WWII).  Proportional growth corresponds with 𝑚 = 0.  However, 
for the years considered, we notice significant deviations. The smallest 
municipalities tend to grow slower than average and, in particular, medium size 
cities tend to grow faster than average as well as faster than the largest cities from 
the Interbellum onwards.   
To represent the results for all of the annual estimations synthetically, we apply a 
bivariate kernel analysis, smoothing the yearly results over time as well with 
bandwidths again determined using Silverman’s rule of thumb. Figure 5.7 
summarizes the yearly estimations, showing by year the growth rate–size 
relationship. 
 
Figure 5.7. Non-parametric estimation of growth on initial population: annual 
estimations. 
Notes. The yearly analysis shows the same evolution of a positive relation between size and growth 
into a concave one as figure 5.6 does.  
The shape of the yearly estimations appears to deviate quite substantially from the 
flat surface at zero on the vertical axis that is consistent with Gibrat’s law, as is 
shown by the grey scale.  This pattern seems to vary over time, with two main 
shocks around both world wars as the main deviations. The tendency of smaller 
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municipalities to grow less than average is fairly constant over time.  Yet, whereas 
before WWI, the largest cities grew faster than the average, in the Interbellum, the 
highest growth rates are observed for the medium-sized cities.  Hence, the annual 
estimations of the city growth rate–size relation indicate a dependency of the 
population growth rate on city size. This is, however, time varying, i.e., starting 
with a pattern of agglomeration in the largest cities before the First World War 
and followed by a pattern of dispersion to medium sized cities. 
While Figure 5.7 clearly shows positive and negative deviations of Gibrat’s law, 
we still need to test the extent to which these differ significantly from zero. With 
this aim, we plotted 95% confidence intervals based on a bootstrap of 1000 
random samples (see the methodological section) and verify for each municipality 
by year whether the zero line falls within the 95% confidence bounds around the 
growth rates. We summarize the results in Figure 5.8, which represents a heat-
map that is coloured if a deviation occurs. The intensity of the colour shows the 
size of the deviation. For municipalities with an initial lognormal population 
smaller than seven, negative deviations occur. For the larger municipalities, these 
are positive (as is indicated on the bottom of the figure).   
The heat map confirms a (significantly) lower population growth rate for the 
smallest towns (approximately 150 to 1050 inhabitants) for the entire time period 
considered as well as the initially (significant) higher than average population 
growth rate for the largest cities.  The gradual shift of population growth from the 
largest to the medium-sized cities after the First World War is confirmed as well. 
After World War II, municipalities between (approximately) 3,000 and 22,000 
inhabitants grew significantly above average, in contrast with the largest cities.  
Both Figure 5.7 and figure 5.8 show persistent, yet not constant, deviations from 
Gibrat’s law over time.  
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Figure 5.8. Annual population growth by city size estimations: 
significant differences from average growth by size and year. 
Notes. The heat map shows that the negative and positive deviations for 
respectively the smaller and bigger geographic entities are significant.  
As Gibrat’s law is mainly expected to hold in the long run and not necessarily on 
an annual basis, we also estimate the relation between initial city size and growth 
rates for a longer term, i.e., the intervals 1880-1913, 1919-1939 and 1946-1970. 
The results are presented in Figure 5.9 and show the same pattern as the above 
figures. First, we find a clear positive correlation between city size and initial 
population before the First World War. Second, from the Interbellum onwards and 
clearly after the Second World War, we observe significantly higher than average 
growth for medium-sized cities, and the population growth-size relation becomes 
inverse U-shaped. In appendix 5.2, we report the results of the estimation of the 
city population-size relation for the entire period between 1880 and 1970. Again, 
this is inversely U-shaped, with a significantly lower (higher) than average growth 
Initial population (log) 
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rate for the smallest (medium-sized) towns. The growth rate of the largest cities is 
not significantly different from the  average.75  
 
(a) 1880-1913 
 
(b) 1919-1939 
 
(c) 1946-1970 
 
Figure 5.9. Non-parametric estimations of normalized procentual growth rates on 
initial population (LN) for three intervals. 
Notes. The evolving relation that was found in the yearly estimations can also be seen in the longer 
period.  
 
                                               
75
 As robustness tests, we have verified these findings on a ten-year base, with inclusion of the 5% 
smallest cities and exclusion of 2.5% of the smallest and 2.5% of the largest cities. The results, which 
are available upon request, remain similar. 
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5.7 Robustness tests 
The above analysis indicates that Gibrat’s law can be rejected for the Belgium 
case study when the complete distribution of municipalities and cities is 
considered, with a positive relation between growth and size for the pre-World 
War I period and a concave relation afterwards. These results have some 
limitations, however, that will be addressed in this section by performing some 
robustness tests. All of these are compared, in the plots of figure 5.10 with earlier 
results (the relation between size and population for the entire distribution). The 
robustness lines are plotted with fat lines, while earlier results are indicated by 
thinner dashed lines). For the sake of brevity, only the representative results of the 
three intervals are discussed in this chapter. The yearly estimation, that show the 
same evolution, are available upon request.   
First, we determine what the impact of the imputations in our dataset is (because 
of errors as described in section 4) by comparing the above results with those 
obtained by analysing the state-space population (see section 4.2.2). As seen in 
panel (A) of figure 5.10, the observed pattern is the same.76  
Second, we retest the relation between growth and population excluding natural 
population growth (births-deaths), given that Gibrat’s law is theoretically expected 
to apply for economically induced population movements but not for the 
demographic determinants (see appendix 5.1). As seen in panel (B), the exclusion 
of the natural growth factors does not alter our conclusions for city size growth in 
Belgium. An evolution from a convex into a concave curve, although less 
pronounced, is still present. As it was for above estimations, the intermediate 
sized cities grew significantly faster than the average throughout the entire studied 
period.  
                                               
76
 The converging of both lines (and the confidence bands) throughout the studied period is probably 
the result of better administration of population figures throughout the 20
th
 century. 
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Last, we check whether Gibrat’s law occurs when other geographic definitions for 
cities are used. For this, cities are, respectively defined as morphological 
agglomerations and metropolitan areas (see section 5.4). These first are relevant 
for the entire dataset, as these started to grow from 1860 onwards, while the latter 
only played a role in the last interval (Van Der Haegen, 1979). We have included 
all estimations though to illustrate that both show the same evolution, with a 
positive relation between growth and initial population for all intervals.  
The above tests imply that the occurrence of Gibrat’s law for Belgium is rejected, 
robust for breaks in the time series due to measurement error, the definition of 
population growth (i.e. total growth or economic determined growth) and the 
definition of cities. Independent from the methodology used, the smallest entities 
show a negative deviation while the deviation is always positive for intermediate-
sized cities. The biggest cities show mixed results depending on the definition of 
cities. When morphological agglomerations and metropolitan areas are used, a 
positive relation is maintained, while it becomes concave for entities defined by 
administrative borders. These results can be seen in figure 5.10. All estimations 
are plotted on one page to allow easy comparing. As it is in all previous figures, 
the vertical axis goes from -1 to 1, 0 lies in the middle. The horizontal axis goes 
from ln(5) to ln(12). 
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(a) State-space versus total population 
Interval 1 Interval 2 Interval 3 
   
(b) Economic versus total population growth 
Interval 1 Interval 2 Interval 3 
   
(c) Agglomerative versus administrative  borders 
Interval 1 Interval 2 Interval 3 
   
(d) Metropolitan versus administrative borders 
Interval 1 Interval 2 Interval 3 
   
Figure 5.10. Robustness tests using the Nadaraya-Watson estimator. 
Notes. The plots show the relation between growth and initial population.  
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5.8 Conclusion 
Since the 1990’s, urban economists started to analyze whether Gibrat’s law could 
be found for city size distributions. The acceptance or rejection of this empirical 
finding is important theoretically, as it constitutes the argument to support random 
versus deterministic growth models to explain the growth of population. However, 
no consensus was reached. Depending on the framework, sample sizes and 
methodology of the different explorations, a dependent or independent relation 
between growth and initial size was found. Recently, some authors pointed to the 
strictly positive relation when all municipalities and cities –defined by 
administrative borders– were considered, leading to a rejection of Gibrat’s law. 
Due to data availability, this finding could only be checked for the United 
Kingdom in the 19th and Spain and Italy in the 20st century. Hence, additional 
research on this topic is still relevant.  
In this article, we have tested the relation between population growth and initial 
size of the geographic entity for Belgium between 1880 and 1970. Our dataset 
covers 90 years and contains yearly data on population, inward/outward 
migration, births and deaths on a yearly base for all cities and municipalities. 
Hence, we have performed the most exhaustive research on Gibrat’s law to date. 
The dataset is not only of high quality and very detailed, it also enables four 
robustness tests using different samples and definitions of geographic entities. In 
this manner, we check whether our results stay intact if: a reconstructed data series 
–using a state-space model– is used, the analysis is performed on the level of the 
theoretical more relevant economic population and the administrative borders are 
replaced by other definitions, respectively morphological agglomerations and 
statistic metropolitan areas.  
Independently of the samples and used definitions, non-parametric estimations of 
city size on population growth indicates a rejection of Gibrat’s law for Belgium. 
The tests using the total, the state-space constructed and economic population 
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show an evolution from a convex relation between size and growth into a concave 
curve, from 1919 onwards. Gibrat’s law remains rejected with the use of other 
geographical definitions, but the results for the upper tail of the distribution 
change. The tests using morphological agglomerations and statistic metropolitan 
areas as a definition show a positive relation, while this was negative or neutral 
for the definition by administrative borders.  
Hence, For the first interval and independently of the tests, our study falls in line 
with the research on the United Kingdom in the 19th and Spain and Italy in the 20th 
century. For the other intervals studied, the positive relation is not found any 
longer for the biggest cities when geographic entities are defined by 
administrative borders. When the more realistic interpretation of a growing city in 
the 20th century, that is a morphological agglomeration, is used though, our results 
fall in line with the mentioned articles. Hence, it can be questioned whether the 
random growth models (see appendix 5.1) should not be accompanied by 
deterministic growth models when the whole distribution of city population is 
considered. A crucial first step though, as is shown by our results, is to establish a 
more dynamic evolution of the definition of cities.  
The chapter in this dissertation is only the first step in our research agenda. As we 
conclude a structural rejection of Gibrat’s law, a future project is planned 
(together with Glenn Rayp and Hubert Jayet) in which we will analyse what 
deterministic growth model could explain Belgian population growth in the late 
19th and the 20th century. As a result of an intensive collaboration with LOKSTAT 
and the history department, we are enabled to use datasets that are internationally 
unequalled in terms of the number of observations and the level of detail and 
quality. This allows not only an exhaustive exploration of population modelling, 
but also enables to deal with the historical dimension of the study and to 
incorporate specific historical shocks (for example the increasing importance of 
the port of Antwerp and the resulting changes in Market Potential).  
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Appendices 
Appendix 5.1. Random urban growth frameworks 
As indicated by Duranton and Puga (2013), the fact that city population size 
seems to follow such remarkable empirical regularities is explained in a random 
urban growth framework.  Eeckhout (2004) sees city size determined by positive 
(production) and negative (housing rent and commuting cost) externalities.  Given 
free mobility of workers, individual utility has to be identical across all locations 
and city size is a function (determined by the net city size effect) of city labour 
productivity. Assuming that the latter is subject to random shocks, then it follows 
that city population growth is purely proportional, i.e. independent from city size 
and satisfies Gibrat’s law.  
 
Gabaix(1999) follows a similar line of reasoning, assuming that city size 
converges to a steady state distribution (requiring the imposition of a lower bound 
on city size). He rationalizes random city size growth and Gibrat’s law in an 
overlapping generations framework where workers choose their location when 
they are young (and remain immobile during the rest of their lives).  Cities are 
characterised by positive and negative externalities and, given perfect mobility, 
the utility of young workers has to be identical across cities.  If externalities decay 
asymptotically in population size, then location choice and hence city size growth, 
will merely be a function of random shocks in amenities or city productivity, 
which are independent from city size.   
 
Similar to Gabaix (1999), Rossi-Hansberg and Wright (2007) assume a steady-
state distribution of city size. Cities are characterized by an industry specific 
agglomeration effect, induced by an externality in human capital (knowledge).  
On the other hand, agglomeration implies congestion in the form of increasing 
commuting costs.  The marginal resident, who determines city size, is determined 
by the equality between the change in commuting cost and the change in earnings.   
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Appendix 5.2. Gibrat’s law for the whole interval. 
 
Appendix 5.3. Formulas state-space modeling 
[
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 ǀ Conclusion 
 
   
   
6.1 Concluding remarks 
Starting in the 1950s, economic historians became more interested in the use of 
quantitative methodologies to study historical events. Some of them picked up the 
possibilities of econometrics and started to use these techniques in their own 
research. In the 1960s, this type of research became known as New Economic 
History or Cliometrics. Its initial prolificacy attracted the attention of both 
economists and historians. However, from the 1970s onwards, the increasingly 
mathematical economic field lost interest in New Economic History. Although 
cliometricians Fogel and North were awarded the Nobel prize in 1993, indicating 
that it was finally accepted as a valuable economic approach, the output remained 
at a low level and was mainly produced by Anglo-Saxon researchers. In other 
countries, among them Belgium, the methodology remained underexplored. 
Chapter 6: Conclusion 
 
178 
 
Individual researchers and research groups discovered the potential of this 
quantitative approach, but unfortunately a cliometric tradition never took off.  
In this dissertation, the potential of Cliometrics 2.0 -defined as the combination of 
a strong narrative/theoretical framework with an econometric methodology- is 
demonstrated in four case studies. We opted to work on a broad range of topics 
that cover different time frames, ranging from the 18th to the 20th century. 
Although the themes of the chapters seem rather eclectic, there is a number of 
parallels with earlier Belgian cliometric research. Examples include the focus on 
market integration (as in the second and third chapter), the impact of 
internationalizing trade patterns (as in the second and the fourth chapter) and the 
macro-economic focus (such as the evolving concentration pattern in terms of 
industrialization and population). 
However, this research is more than an illustration of what Cliometrics 2.0 can be. 
The individual chapters also contribute to the international literature related to the 
studied topics. Take for example the research on the distance puzzle. During the 
last three decades, a wide range of studies has found an increase in the importance 
of distance on trade during the second half of the twentieth century. This is 
counterintuitive, as in times of globalization it is expected that this factor would 
become increasingly irrelevant. Using a state-space methodology, we were able to 
broaden the analysis to the period 1880-2014 (most other studies were limited to 
the post-WWII period) and found a decreasing importance of distance during the 
first and the beginning of the second globalization wave. By showing that the 
increase from the 1960s is dwarfed by the strong decline preceding it, we 
demonstrated that the historical dimension of trade network helps contextualize 
the distance puzzle. 
The third chapter analyses the geographic pattern of industrialization in Belgium, 
with a richer Flanders and a poorer Wallonia, in a broader historical perspective. It 
illustrates that the research not only contributes to the international literature but 
also to the framing of contemporary problems. As a century ago, the French-
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speaking southern region was much wealthier than its Dutch-speaking northern 
counterpart, it was questioned what determined the shifting industrial and hence 
wealth pattern. To analyse this, we used a model that enables to test the theoretical 
predictions of the Heckscher-Ohlin model, which emphasizes the importance of 
proximity to factors of productivity, relative to those of the New Economic 
Geography, which stresses closeness to industrial agglomerations and consumer 
markets. We found that both NEG and neoclassical factors had an impact; 
however, the former played a significantly more important role from the 20th 
century onwards and hence determined the industrial pattern of Belgium.  
The fourth chapter is another illustration of the potential of the combination of a 
quantitative and narrative approach. Other studies concluded that the growing 
number of advertisements in the 18th century, a proxy of local market evolution, 
was determined by a combination of supply, demand and cultural factors such as 
industrial development and changes in purchasing power. However, we found that 
the increasing international maritime trade also played a role. As a result of the 
economic policy of the Austrian government in the second half of the 18th century 
the accessibility of the region through the port of Ostend was improved. Together 
with the investments in the road network, this resulted in a drastic decrease in 
transaction costs. This led to an increase in the quantity and variety of goods 
imported to the local market of Ghent, inducing merchants to use a new strategy 
of advertising to inform potential customers.   
The last chapter is part of a thriving research field on empirical regularities of 
population growth and its consequences. We performed the most exhaustive 
exploration of Gibrat’s law (the lack of a relation between population growth and 
initial city size) on a national level to date. A yearly data set for all Belgian 
municipalities and cities between 1880 and 1970 was used, both the total and 
economically determined population were analysed (i.e., the population cleared of 
the demographic changes) and different definitions of cities were included (i.e., 
defined by administrative borders and as statistical metropolitan areas). This 
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allowed us to reject Gibrat’s law on a detailed level. Dependent on the definition 
of city borders, a positive or concave relation between city growth and size was 
found. In turn, chapter 5 raised three more questions. Firstly, more research on the 
context and circumstances of the rejection or acceptance of the empirical 
regularity is needed. Secondly, the intuition is that a rejection of Gibrat’s law 
suggests that population growth can be explained in a deterministic framework. 
Hence, the question is what deterministic model can explain population growth?  
Lastly, chapter 5 explored the use of state-space models when working with 
historical datasets. Although the composed database seems promising, more work 
needs to be done to discover its full potential.  
Altogether, this dissertation is an argument to take Cliometrics more seriously and 
to allocate the field a more prominent place at both economic and historic 
departments. This is essential, as a close relation with both scientific branches is 
advised to achieve qualitative cliometric research. An economic point of view 
enables spill-over effects that result in a better working knowledge of quantitative 
methodologies. Collaboration with more traditional historians in its turn is 
essential, as the same holds from a qualitative/narrative point of view. In Belgium, 
the preconditions are perfect to invest in what we have called Cliometrics 2.0, as 
there is a strong culture of econometric research combined with a tradition of 
quantitative (non-cliometric) economic history and a richness of data that remains 
still unexplored. Some researchers working at national institutes are already 
contributing to this thriving research field, but a broader interest would help in 
fulfilling the potential of the agenda.  
We hope to contribute to this goal with future studies and have planned two 
research projects, in addition to the continuation of the studies presented in this 
dissertation, that can help in highlighting the potential of New Economic History. 
In the remainder of this section, we will shortly present this research agenda, as 
these further explorations are also illustrations of the potential of Cliometrics.  
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6.2 Future research 
6.2.1  Gibrat’s and Zipf’s law 
The first project is closely related to the study of Gibrat’s law:  how can we 
correctly define the evolution of cities over the course of the 20th century? 
Research on this question is needed, as this knowledge is a necessary precondition 
to propose a deterministic model that explains population growth. To do this 
Glenn Rayp, Hubert Jayet and I are composing a dataset that contains both 
population and density (of the population) figures. As such, we aim to determine 
how cities can be defined. 
In addition to the research on Gibrat’s law, another empirical regularity is often 
thought to occur for city size populations, namely Zipf’s law. This finding holds 
that, within a country, the population of a city relative to that of the largest one is 
inversely proportionate to its rank with respect to the largest city (in terms of 
population). In other words, the largest city is twice as large as the second one and 
thrice as large as the third one. According to Gabaix (1999) this empirical 
regularity “should be a prerequisite for taking a model of local growth seriously”. 
Many studies have confirmed its existence using a simple OLS regression of (log) 
city rank on (log) city size Levy (2009). Following the debate between Eeckhout 
(2004 and 2009) and Levy (2009), the discussion is extended to the question 
which distribution is the most optimal: the power law or the log-normal 
alternative.  
The log-normality of the total distribution of city size has been rejected in the 
Kolmogorov-Smirnov and Shapiro-Wilks tests in chapter 5. Moreover from the 
deflections in the upper tail in the maximum most likelihood fits, one might 
expect that a power-law fits the upper tail distribution better (where typically the 
deviations from log-normality can be seen). However, in our data we found that 
the acceptance or rejection of Zipf’s law depends on the selected sample.  
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We used the uniformly most powerful unbiased (UMPU) test proposed by 
Malevergne et al. (2011). Panel (A) of figure 6.1 shows an example of these 
estimations. The left panel shows the deviations from a log-normal distribution 
(blue line) for different truncation points. The middle panel indicates the results of 
the maximum likelihood tests.77 Regarding Zipf’s law, the right panel shows the 
value of ?̂?together with its 95% confidence intervals.78 We see that the value of 1 
never lies within the confidence bands. Only for a very high truncation point and 
hence a very small upper-tail sample (below 50 observations) is the confidence 
interval tangent to ?̂? = 1. All the other years show similar results, for the sake of 
brevity, we have only included the representative plots of 1880 and 1970 though. 
Panels (a) and (b) give an overview of these results.79  
                                               
77
 The middle panel shows for each feasible truncation point, the results of the log likelihood-ratio test 
if a log-normal (LN) can be preferred over a power-law distribution (PL). The blue segment of the bar 
indicates the range of truncation points for which a log-normal distribution fits the upper tail 
distribution better than the power-law, at the 5% significance level. Where the bar colors brown, the 
opposite holds.  Finally, the grey area of the bar denotes the upper tail range for which there is no 
significant difference in likelihood between the power-law and the log-normal distribution. The 
absence of any brown segment in the bar in Figure 6.1 indicates that there is no truncation point for 
which the Pareto-distribution fit the upper-tail distribution significantly better than the log-normal 
distribution. However, there is a large segment, up to a truncation at a municipality of 1.000 
inhabitants, for which there is no significant difference between a log-normal or a power-law 
approximation of the upper tail distribution. For truncation points below municipalities of this size, the 
log-normal distribution fits the upper tail significantly better than the Pareto-distribution. These 
observations are robust for the exclusion of the four largest cities, for which the deviation from the log-
normal distribution is the most substantial. 
78
 The y-axis shows the normalized rank of the threshold u when ordered from large to small. The 
vertical line on the panel corresponds to a value of ?̂? equal to 1. 
79
 The range of truncation points for which the power-law distribution fits the data significantly better 
than the log-normal distribution is empty for all years considered.  The range of truncation points for 
which the log-normal and power-law distribution are statistically equal in fit, tends to reduce. E.g., as 
shown in Figure 6.1, in 1970 the log-normal distribution better fits the upper tail empirical distribution 
for a truncation city size below approximately 5.000 citizens (in contrast with only 1.000 in 1880). For 
the bigger cities, the distance between the empirical and the log-normal distribution tends to fall, 
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Based on the right hand panels, Zipf’s law is rejected. However; we have to 
nuance this as these are the result of the estimations using administrative borders. 
The tests on the estimation for agglomerations and statistical metropolitan areas 
show different results, as is shown in figure 2. The Zipf’s tests indicate for all 
years that a coefficient of 1 can be found in the upper tail. This will be the main 
point of future research. Firstly, we will check the whether the occurrence of 
Zipf’s law depends on the definition of cities. Secondly, we want to look into the 
reconciliation of the occurrence of Zipf’s law in the upper tail with the rejection of 
Gibrat’s law (even when truncated data are used).   
 
 
 
 
 
 
                                                                                                                                      
though without changing the finding that for high truncation points a Pareto-distribution is not rejected 
in favour of the log-normal. 
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Cities defined by administrative borders 
(a) 1880 
 
(b) 1970 
 
Cities defined as morphological agglomerations 
(c) 1880 
 
(d) 1970 
 
Figure 6.1. Log likelihood ratio test and test of the value of the exponent of the 
upper tail Pareto-distribution using morphological agglomerations and statistical 
metropolitan areas. 
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6.2.2 The effects of crisis spreading and economic warfare in the 
international trade network 
The second future research project is related to the chapter on the distance puzzle, 
which was only a first step in a broader research project. In a next step, we want to 
use the Historical Trade Network (HTN) to analyse two related research 
questions. Firstly, how did crises spread through the HTN and secondly, what is 
the direct and indirect impact of economic warfare in this complex structure? One 
problematic aspect though, as was stated by Peixoto (2015), is that a more detailed 
analysis of a network structure is needed to study epidemiological and diffusional 
models. From this point of view, we have composed a Historical Trade Network-
representation using the state-of-the-art methodology, structural block modeling, 
to better distinguish actual network structures from stochastic fluctuation. 
This enables us to get an insight in the several layers of interactions of the nodes 
and the changes in time (Peixoto, 2015). With the older methodologies is was only 
possible to study the collapsed network, leading to a misinterpretation of the 
structure and making it hard to disentangle potential spreading channels. In this 
modeling process, a stochastic block model with edge covariates is compared with 
a stochastic block model with independent layers.  
As an illustration of this methodology, figure 6.2 shows the structure for the 
complete network for the period 1880-2011.80 When the period 1880-2001 
considered, the world trade network contains 4 substructures. The first group is 
centered on Western-European countries (green), except for Great-Britain that 
                                               
80
 To analyse these, three aspects should be considered: the main structure and sub-structure, the 
strongest countries per block and the number of intra- and extra-block edges. This first aspect is 
demonstrated in figure 6.2. From point A onwards, the center of the circle is always the starting point, 
the network is split into four groups: B, C, D and E. B and C consists out of one block, while D and E 
are split in respectively two and three sub-blocks. Within each block, the importance of each trading 
partner is indicated by the size of the circles. 
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belongs to a second group together with the USA (orange). A third group is 
centered on Russia, while the last group splits in two (yellow and brown): Central 
American countries and Australia. Figure 6.2 breaks this analysis into several 
intervals. More information can be found in footnote and obtained upon request.81 
It is not our goal to describe the network in more detail in this section.. The 
structure of these networks will be used to test the channels through which crises 
spread in a trade network. Currently, we are unraveling the structure of the 
Historical World Trade Network on a yearly base for the period 1880-2010. In 
addition to the study of spreading of crises and impact of economic warfare, we 
want to check the impact of strong shocks, such as both World Wars, on the trade 
                                               
81
 Besides the extra-block trade links, the inter-block links should be considered, as these also reveal 
important aspects of the trade network. From a core-periphery point of view, it is expected that the 
core is rich in internal links, while the peripheral countries do not trade with each other. When all 
blocks have a high number of inter-block links, this is an indication of regionalization instead of core-
periphery structures. The period 1880-2011 for example shows a high number of regional structures, 
while no core-periphery-like relation can be concluded.  Figure 6.2 shows the network for the intervals 
1880-1914, 1919-1940, 1946-1989 and 1990-2011. The first interval is characterized by a clear 
division between two blocks. Firstly, a unitary one mainly centered around Western European 
countries plus its colonies and the United States. A second one splits into three sub-categories: an 
Asian, an Eastern European and a Central American block. Although the Eastern European blocks 
show characteristics of regionalization, an analysis of the inter-block links and the structure clearly 
show a division into a Western European core and peripheral countries. Not all countries in the first 
block can be seen as center though, as there are not many links between the colonies and these are also 
dependent of the inner-core. In the second interval, the Interbellum, the same structure can be found. 
Initially, the trade network is divided into two blocks, of which the second one can now be divided into 
four as the Asian sub-splits of. The network is still star-shaped, but a stronger regionalization seems to 
appear. This strengthens in the next two intervals, as the world increasingly splits into different sub-
blocks that are all strongly regionalized. In the post-war interval until 1989, the world is still divided 
into two major blocks, with on the one hand the Western European group and the one centered around 
the United States. The second block has sub-structures in Asia, Australia, the Balkan plus Eastern 
Africa, South America and Eastern Europe. For the last interval, two major changes occur. Firstly, the 
network is now divided into three major groups: the Western European and American countries, a 
block centered around Brazil and Russia and a block centered around Singapore/Australia and India. 
This illustrates the regionalization around the BRIC countries.  
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network. Although lots of work remains to be done, we believe that the suggested 
future research helps to underscore the potential of Cliometrics.  
 
Figure  6.2. SBM 1880-2011 
Notes. The world trade network contains 4 substructures. The first group is centered around Western-
European countries (green), except for Great-Britain that belongs to a second group together with the 
USA (orange). A third group is centered around Russia, while the last group splits in two (yellow and 
brown): mainly central-American and Australian countries. 
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(a) 1880-1914 
 
 
(b) 1919-1940 
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(c) 1946-1989 
 
 
(d) 1990-2011 
 
Figure  6.3. SBM for the intervals 
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