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Abstract
Radiation therapy techniques were considerably enhanced in the last two decades and became 
more sophisticated, which calls for improved treatment verification and quality assurance 
methods. Many researchers have investigated alternative dosimetry solutions to answer the 
need for complex radiotherapy treatment verifications. Electronic portal imaging devices are 
among the plausible solutions. There are numerous published articles discussing and charac­
terising EPID dosimetry in the literature. However, published results are not consistent, in 
particular when describing EPID dose linearity, and it is often difficult to compare the results 
from different publications due to a lack of common terminology to describe the EPID re­
sponse. Many EPID dosimetry studies have focused on the so-called image lag and ghosting 
effects, and yet it is not always possible to relate different studies due to the inconsistent 
definitions of image lag and ghosting used in these studies. In addition, EPID performance 
characteristics are often underreported. In this dissertation, which characterises EPID re­
sponse, I propose a novel dosimetry system for an amorphous-Silicon based EPID signal that 
fully incorporates the radiation beam characteristics and EPID parameters.
Two Elekta iViewGT devices were used to study the EPID performance and response to ra­
diation. Both devices are equipped with Perkin Elmer amorphous silicon fiat panel detectors 
and attached to an Elekta Synergy linear accelerator. EPID response was assessed over the 
range of 1 -  500 MU with 6 MV X-ray beams. The field size of 10 x 10 cm^ was used to 
quantify the EPID signal with different radiation doses, dose rates and integration times. The 
effect of field size on the EPID signal was assessed using all possible rectangular fields 
equivalent to square fields between 1 and 25 cm^. Transient dosimetry measurements were 
carried out using solid water phantom, RMI457. Monte Carlo simulations were used to study 
the 6 MV beam energy spectrum variations due to phantom attenuation using the EGSnrc 
code. In addition, a MatLab computer model for the iViewGT was designed to study the ef­
fect of the readout technique on the EPID signal.
Experimental results show that the readout technique has a clear effect on the signal profile, 
with two distinct signal profiles observed depending on the irradiation time and integration 
time. With short irradiations the EPID signal profile has a Gaussian shape. Long irradiations 
however result in readout equilibrium and have a different signal profile. EPID performance 
is influenced by electronic gain and readout technique as well as delivered dose, dose rate, 
integration time and field size. The EPID signal was found to be linear with the delivered ra­
diation dose independent of the dose rate and integration time. However, frame signal during 
equilibrium is proportional to dose rate and integration time independent of the delivered ra­
diation dose. It is not feasible to measure the residual signal accurately because of the readout 
technique. The residual signal is the most considerable result of the image lag and ghosting 
effects, and is most significant at small radiation doses (<50 MU), with a maximum value of 
less than 2.5% of the total integrated signal. EPID signal could be interpreted to reflect the 
delivered radiation dose or to measure phantom physical dimensions. The EPID has a uni­
form response to the increased phantom thickness in both measurement and Monte Carlo
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simulation and was not influenced by the energy spectrum of the incident radiation. Field size 
has a detectable effect on the EPID measurements and the field size relative output factors 
follow a uniform pattern as a function of the field size. The EPID response depends on the 
radiation field size yet is independent of the field shape.
This dissertation provides a frame work for EPID dosimetry that accommodates both radia­
tion beam and EPID characteristics including integration time and frame readout technique.
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Chapter 1
1 Radiation Therapy
1.1 Introduction
Radiation Therapy, or Radiotherapy, is a major modality in cancer treatment and some other 
benign conditions. It may be administered alone, or in combination with other treatments 
such as chemotherapy or surgery, in fact 50% of all radical cancer patients receive radiother- 
apy[l]. It involves the use of radiation sources (e.g. Cobalt Machines) or generators (e.g. Lin­
ear Accelerators) to deliver a lethal dose to a target volume in order to control the malignant 
growth and eradicate the malignant cells to the microscopic levels while at the same time en­
suring only a tolerable dose to the surrounding normal tissue. Hence, radiation dose prescrip­
tion is dictated by the tolerance of the surrounding normal tissue. Figure 1-1. The SI unit for 
radiation dose is the Gray (Gy), it is equal to one joule of absorbed energy per kilogram (kg). 
An older unit historically used for absorbed dose is the rad (radiation absorbed Jose, 1 rad = 
0.01 Gy). However, the unit commonly used in clinical practice is the centigray due to its 
equivalence to the old unit rad, 1 rad = 1 cGy = 0.01 Gy. Technical advances and treatment
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trends in radiotherapy aim to escalate the radiation dose to the malignant targets and at the 
same time reduce the margins needed to account for patient movement, both internal and ex­
ternal, and set up errors in order to reduce normal tissue involvement.
1
0.8
0.6
—  Tiuiioiu 
 Nominl Tissue
Tieatineiit m t u c I o w
0.4
0.2
0
0.4 0.6 0.8 10 0.2
Noiiualised Radiation Dose
Figure 1-1 : Illustration of the biological effect due to  ionising radiation which increases with the delivered radiation 
dose to  the living cells. Treatment w indow  is defined as the difference betw een  the biological effects to  the malignant 
growth and the normal tissues at certain radiation dose.
1.2 Radiotherapy Treatment Machines
Cobalt machines were introduced in the 1950’s and became the standard option for radiother­
apy hardware. Linear accelerators (linacs) became the dominant radiotherapy machines by 
the 1990s at the expense of Cobalt units. Although successful and very efficient, there were 
some drawbacks for Cobalt units when compared to linacs. Mainly, the ever-decreasing dose 
rate due to natural decay, the lower energy, the difficulty in determining the precise field 
edge because of the penumbra effect, and radiation protection concerns. Photon beam ener­
gies produced by a linac are traditionally specified in units of mega-volts (MV) while the 
electron beam energies are expressed in terms of mega electron volt (MeV). A typical mod­
em Linac usually produces two or more photon beam energies and several electron beam en­
ergies. This range of energies and beam qualities make it possible to cover a wider range of 
treatments from superficial skin conditions to deep-seated tumours using one machine.
Modem linacs are sophisticated machines that use high power radiofrequency to accelerate 
electrons to very high speeds, near the speed of light (0.99e), through a linear trajectory in a 
vacuum tube, these accelerated electrons can be utilised as an electron beam or guided to 
strike a suitable target to produce x-rays. The basic components of modem linacs are the 
Gantry, Gantry stand or support. Modulator cabinet. Treatment Table, and the Control con-
sole. The most distinguished feature of linear accelerators (and Cobalt units) is the 'isocentric' 
configuration, in which the linac head and gantry, and to some extent patient support assem­
bly are freely movable around 360 degrees sharing the same centre point of rotation. Figure 
1-2 .This iso-centricity allowed for superb positioning of the treatment target, flexibility in 
field arrangements and easer dosimetric calculations, i.e. source-to-skin distance (SSD) and 
source-to-axis distance (SAD) techniques.
Figure 1-2 : Elekta Synergy linac equipped with tw o different imaging system s. All moving parts rotate around the sam e  
point or isocentre. Image provided by the NPL
The basic principle of modem linacs is the acceleration of electrons with high power micro­
waves between an electron gun and an electron window inside a solenoid. Microwaves are 
generated by Magnetrons, or Klystrons, that produce hundreds of pulses per second. The 
power to produce the microwaves is generated by the modulator cabinet and controlled by a 
Thyratron, a high-energy switch. Microwaves are transported to the electron gun end of the 
acceleration wave-guide in the rotating gantry via a wave-guide system. The electron gun, 
solenoid and electron exit window are under vacuum. The electron gun produces bunches of 
electrons in synchronisation with the microwave pulses from the Magnetron, or Klystron. The 
electron exit window reflects the Microwaves while the electrons leave the wave-guide via 
the bending magnet to either form an electron beam or hit a target to produce X-rays. De­
pending on the required beam type, energy and shape, a set of beam modifiers are mechani­
cally arranged along the central beam axis (CAX) in the linac head to shape the geometry and 
enhance the dosimetric characteristics of the beam.
1.3 X-ray Production
X-rays are generated as a result of the interaction of energetic or accelerated electrons with 
matter. Electrons can simply be accelerated in an electric field between its negative and posi­
tive ends, this is the method of choice in low energy x-ray generators, or tubes, used in diag­
nostic applications to produce x-ray beams with a maximum energy of several tens to a cou­
ple of hundreds of kilovolts. A schematic diagram of an x-ray tube is illustrated in Figure 1-3.
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Another way to bring electrons to even higher energies with speeds close to the speed of light 
is the use of radiofrequency acceleration. In this method, a bunch of electrons is accelerated 
along a straight line between alternating potentials. This is the method for high-energy treat­
ment machines, and hence the name linear accelerator, it produces beams with megavolt en­
ergies.
Ill
kVp
Filament
Electron beam
Rotating target
Filter
X-ray beam
Figure 1-3: Schematic diagram of a diagnostic x-ray tube. Electrons are ejected from the filam ent w hen heated and then  
accelerated towards the rotating target under the influence of the tube voltage kVp. When the electrons strike the tar­
get material, they interact with the orbital electrons and atom s to  produce x-rays.
The electrons themselves are produced from a filament, or a conducting metal coil, after be­
ing heated up by applying a relatively small voltage with predefined current. The current 
value defines the number of ejected electrons, and hence x-ray beam intensity. Current value 
is implied in the operator selectable quantity of milli-Ampere-second (mAs) which is the 
product of the used current in milli-amperes and the x-ray exposure time in seconds. In the 
case of low energy machines, these photons are accelerated between the filament and the tar­
get, the potential difference between the filament assembly and the target determines the 
maximum possible kinetic energy of the electrons and hence the maximum or peak x-ray en­
ergy. This value, along with the filtration thickness, are the beam properties that define x-ray 
quality. The high energy scenario however is more complicated, the ejected electrons from 
the filament are regulated by a grid with a high bias voltage to be released in bunches and fed 
in synchronisation with radiofrequency source pulses into the linear accelerator wave guide to 
be accelerated between different cavities until the required energy is reached. The filament 
current, in this case the gun current, and the pulse duration are fixed and not selectable by the 
operator as with diagnostic machines. At the end of the wave-guide, the electron beam is 
transported through a magnet-controlled path to the target. The x-ray energy, or quality, is 
determined by further measurements according to the dosimetry protocol in use [2-4].
The energetic electrons hit a target after the acceleration process, the target is made of high- 
density materials, usually tungsten or molybdenum, to increase the probability of interactions 
and thus the efficiency in x-ray production. The target dimensions are chosen with the con-
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sidération of the electron range in the target material to obtain highest efficiency. Targets 
used in diagnostic x-ray machines are thick targets placed few centimetres away from the 
filament in vacuum-sealed tubes. X-ray beam exits the tube through a window at right angles 
to the filament-target axis. For therapeutic linacs, transmission thin targets are usually not in 
the same plane and more than a meter away from the electron gun. These targets are usually 
made from tungsten and placed on a copper support layer. The x-ray production takes place 
primarily at the very thin tungsten layer, the copper layer is thicker than the tungsten and its 
main purpose is to dissipate heat. The probability of x-ray angular production leads to trans­
mission in the forward direction along the electron beam axis.
Electrons interact with the target atoms in two ways to produce two distinct types of x-rays, 
discrete and continuous. Discrete, or characteristic x-rays, result from the interaction of ac­
celerated electrons with atomic orbital electrons in which enough kinetic energy is transferred 
to an orbital electron ejecting it from its orbit and consequently it is replaced by an electron 
from a higher energy orbit. The energy difference between the orbits is released as an x-ray 
photon with a distinct energy for each material, this is why it is known as characteristic x- 
rays. Continuous x-rays on the other hand result from the deceleration of energetic electrons 
in the vicinity of a nucleus. This type of x-rays is more commonly known by the German 
word hremsstrahlung which means “breaking” radiation. Gamma y-rays are another type of 
photons, similar to x-rays, the only difference between them is that y  -rays originate fi-om the 
nucleus by decay or electron capture, or from the annihilation interactions between electrons 
and positrons. Annihilation results in two 511 keV photons travelling in opposite directions; 
their energy is equivalent to the rest masses of the individual electrons and positrons.
The production of x-rays is a highly inefficient process because only a very small fi’action of 
the energy is converted into x-rays and the rest is mainly conveyed into heat. Hence, a cool­
ing system is one of the main components in any x-ray production system in order to protect 
the target in particular and the whole system in general from excessive heat. In diagnostic ap­
plications, the target is designed as a rotating crafted cone to spread the heat load on a larger 
area. It is further cooled by oil circulating around the x-ray tube housing. In addition, a 
maximum load is defined in terms of heat units where the tube is made automatically to cease 
operation when it reaches the maximum heat unit until the cooling system reduces the tem­
perature to an operable level. In linear accelerators, a highly efficient water based circulating 
cooling system is utilised. The water continuously flows through the target itself and dissi­
pates the heat energy in a water reservoir away from the target assembly. The reservoir tem­
perature is maintained at a certain level using industrial size chillers, 40 in some machines. 
The maintenance of that temperature also helps to produce a stable output with time. There is 
a protective mechanism that shuts down the machine when the temperature exceeds a certain 
margin, this is usually an indication of a malfunctioning cooling system rather than achieving 
the heat capacity limit such as that in diagnostic x-ray tubes.
1.4 Photon interactions
The produced x-rays are further modulated, or filtered, depending on the proposed applica­
tion. Diagnostic x-rays are filtered by different materials to remove low energy photons and
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harden the beam by increasing its mean energy. This reduces the patient dose, enhances the 
penetrability, and improves image quality. Therapeutic x-ray beams however may be useful 
as they leave the target assembly such as in flattening filter free machines, or may be condi­
tioned through a flattening filter to produce uniform and symmetric beams. The final useful 
beam in both applications is collimated to the required field shape using diaphragms appro­
priate for the energy of the employed beam.
Electrons interact directly with other electrons, photons on the other hand have to pass some 
or all of their energy to an electron, which in turn carries out the ionisations with other elec­
trons, and thus photons are referred to as indirect ionising radiation. The probability of pho­
ton interactions and the amount of photon energy transferred to electrons depends on the pho­
ton energy and the atomic number (Z) of the atoms in the medium where interactions take 
place. Photon interactions may be summarised in five main interactions, photoelectric effect, 
Rayleigh scattering, Compton Effect, pair production, and photonuclear reaction. The inter­
acting photon may completely vanish as in photoelectric effect, pair production and photonu­
clear reactions, or some of its energy is transferred to an electron and the incident photon is 
scattered coherently, as in Rayleigh scattering, or incoherently as in Compton Effect.
Photoelectric effect occurs when a photon with energy (hv) higher than the binding energy of 
an orbital electron is absorbed by that electron, setting it free. The probability of such interac­
tion is proportional to { Z jh v Ÿ . Photoelectric interactions are predominant with high Z mate­
rials and low energy photons, such as the case with diagnostic x-rays, which have energies in 
the keV range, and are less significant in higher MV energy therapeutic x-ray beams.
Rayleigh scattering does not involve any energy transfer from photons to electrons and hence 
is known as elastic or coherent scattering, the incident photon is deflected or scattered by a 
small angle because of its interaction with the whole atom and not an individual electron. Al­
though no energy is lost in this type of interaction and hence no ionisations take place, 
Rayleigh scattering still contributes to x-ray attenuation and scatter. The probability of 
Rayleigh scattering is proportional to( Z/hi;^), its significance decreases rapidly with higher 
energies.
Compton effect is similar to Rayleigh’s scattering where a photon interacts with an electron 
but results in an incoherent scattering, where in addition to photon deflection, the photon 
loses some of its energy to the orbital electron and the electron is also knocked out with a cer­
tain angle. Figure l-4.The photon scattering angle Q and the electron recoil angle cp are re­
lated to each other by Equation 1-1.
cot(^) = (1 + £) ta n { ^ E q u a t i o n  1-1
Where £ is the relative incident photon energy to the electron rest energy and is defined by 
Equation 1-2.
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Figure 1-4: Compton scattering, an incident photon with energy hv  much larger than the electron binding energy  
tansfers som e of its energy to  the electron. The photon is scattered at an angle 9 with energy hv'  and the energetic  
electron is set free in a direction with an angle q) relative to  the incident photon direction.
The scattered photon energy hv' and the recoil electron kinetic energy are given by Equa­
tion 1-3 and Equation 1-4 respectively.
hv' =
hv
Ke = hv
1 + g (l -  cos (0)) 
e { 1  — cos (0))
Equation 1-3
, . Equation 1-4
l  + g ( l -  cos (6)))
For a given scattered photon angle 9 ,  the electron scatter angle (p gets smaller with increased 
incident photon energy hv. The probability of Compton interactions is independent of the 
atomic number and is predominant with high-energy photon beams where hv is much higher 
than the electron binding energy.
Pair production is the process in which a high-energy photon metamorphoses within the nu­
clear Coulomb field resulting in a positron and an electron. The minimum photon energy re­
quired for pair production is 1.022 MeV, which is the sum of the rest masses of an electron 
and a positron (lUg = rrip = 511 keV), and hence pair production interactions are viable only 
with high-energy photon beams. The probability of pair production increases with increase in 
the atomic number. The kinetic energy of the electron Kg and positron Kp is equal to the re­
maining photon energy hv above 1.022 MeV and can be written as in Equation 1-5.
Kg Kp = hv -  2mgC Equation 1-5
The last main type of photon interactions is the photonuclear reaction; it occurs when a high- 
energy photon hits the nucleus. Either a proton or neutron is ejected as a result of the interac-
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tion, also the nucleus becomes radioactive. This interaction has the lowest probability among 
other photon interactions and is considered insignificant in terms of x-ray production. The 
threshold for photonuclear reaction is of the order of 10 MeV for most nuclei although it may 
occur with energies above 2 MeV in Beryllium. However, it has significant importance in 
radiation shielding of therapeutic machine operating with energies over 15 MV due to the 
neutron production.
1.5 Radiotherapy treatment
The process of utilising linac beams to deliver the required dose to a treatment site is referred 
to as treatment planning (or simply planning). Conventional planning used to be performed 
by physicists, dosimetrists, and oncologists using manual calculations based on measured do­
simetric data with the aid of radiographic films and clinical judgment. The patients were as­
sumed to be consisting entirely of water with no regard to any anatomical variations, because 
these patients specific anatomical information were not available in a useful format until the 
introduction of Computerised Tomography (CT) applications to medical use.
The introduction of CT to radiotherapy planning in the early 1980’s has led to the evolution 
of three dimensional conformai radiotherapy (3DCRT). In 3DCRT the malignant growth is 
delineated as a set of target volumes on the CT images aided by relevant clinical data (MRI, 
Pathology etc.). Surrounding normal tissues, or organs at risk (OAR), are delineated too. 
These volumes, as described by the ICRU reports number 50 and 60 [5, 6], are Gross Tumour 
Volume (GTV) the visible malignant growth. Clinical Target Volume (CTV) the microscopic 
extent of the GTV, Internal Target Volume (ITV) that is a safety margin around the CTV to 
account for internal organ motion, and the Planning Target Volume (PTV). PTV is the vol­
ume used to plan the dose delivery, and it includes an extension margin around the CTV to 
account for the dosimetrical and geometrical uncertainties [7]. The CT images are then used 
to customise a plan to deliver a radical dose using a treatment planning system (TPS), which 
is specialised software that incorporates dosimetric and mechanical characteristics of the 
treatment machine. TPS usually runs on a dedicated powerful computer that is linked a record 
and verify system (R&V). In addition, TPS provides a set of tools to help with image manipu­
lation, registration, fusion and other measurements, and it usually includes some tools for 
plan evaluation and comparison (e.g. dose volume histograms). TPS also make use of the CT 
images (electron density data) for the purpose of dose calculation.
1.6 The role of imaging in radiotherapy
Advancement in delivery hardware emphasised the necessity of improved localisation of 
treatment targets. Many imaging techniques were utilised to address this issue. Ultrasound 
systems were used in the treatment room for localisation of some tumours, kV X- ray systems 
to localise bony marks or implanted markers, infrared cameras to track reflectors on patient 
skin, even dedicated CT in treatment rooms, but the one that stood out was the cone beam CT 
(CBCT)[8]. CBCT is a recent addition to commercially available linear accelerators and 
simulators for setup purposes in image-guided techniques [9]. The ability of Linear Accelera­
tors, and Simulators, to move 360° around the patient made it possible to acquire image pro­
jections by an electronic imaging device around a patient and using it to reconstruct a CT im-
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age by back projection. It can be either an MV-CBCT, if the treatment MV radiation beam is 
used along with an Electronic Portal Imaging Device (EPID), or kV-CBCT, if a dedicated kV 
X-ray tube and detector set is used. These latter devices are typically perpendicular to the 
treatment beam axis and share the same isocentre, similar to those shown in Figure 1-2. 
However, scattered radiation reduces the quality of the reconstructed images. In conventional 
CT scanners, the scattered radiation is reduced by the use of anti-scatter grids, beam colli­
mation, and mathematical algorithms. Anti-scatter grids eliminate the non-primary photons 
before they reach the detection assembly. Although CBCT suffers the same scattered radia­
tion effect, anti-scatter grids are not available for radiotherapy applications. Instead, software 
and mathematical algorithm enhancement of images are applied. It is worth mentioning that 
CBCT could also be utilised for treatment planning and dose calculation proposes [10], after 
its data been processed to convert it to Hounsfield Units or electron densities.
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Figure 1-5 : Cone beam  CT image is reconstructed from two-dim ensional im ages acquired by a detector such as an EPID 
(A), and the conventional CT image is reconstructed from a set of narrow im ages obtained by an one dim ensional array 
of detectors (B). Illustration is from Miracle et a l [ l l ] .
Conventional CT works by using a slit-like collimator to confine the x-ray beam to approxi­
mately one-dimensional geometry in order to obtain an image from a set of arc-like arranged 
detectors. Figure 1-5. The gantry rotation and detector images are then used to reconstruct a 
set of axial images, which in turn are stacked to form a three dimensional image, the basic 
concept of CT image reconstruction was described mathematically in 1917 and was first used 
in medicine in 1940[12]. In CBCT however, a conical beam of x-rays is used along with a 
two dimensional flat panel detector, which allows for a direct detection of x-rays as digital 
signals with very high spatial resolution. Figure 1-5. Image reconstruction methods used in 
CBCT are not very different from conventional CT, mostly it is a three dimensional adapta­
tion of the filtered back projection, or convolution, used in conventional two-dimensional re­
constructions. The process of convolution applies mathematical enhancement filters to pro­
jected images prior to back projection. The early algorithms used full circular rotation of the
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cone beam around the patient, other recent algorithms use arcs of x-ray beam to reduce the 
dose and acquisition time [13, 14]. The result of this process is a three dimensional image, 
traditional axial images can be extracted with ease from that final image.
CBCT images have a good resolution, but contrast on the other hand is compromised due to 
the scattered radiation effect. CBCT contrast is a major issue in CBCT imaging [9, 15-18]. In 
conventional CT, collimation prevents broadening of the beam, allowing only minimal scatter 
in one direction, in CBCT however, the broad beam covers a wide area that increases scatter. 
Scattered radiation reduces contrast and correlates to increased patient dose. In addition, 
curved CT detector arrangement maintains the same source-to-detector distance, which re­
duces the cupping artefact. This artefact arises from the difference in beam intensity due to 
source to detector distance observed in CBCT. To overcome this artefact, wedge filters, or 
bow tie, are often used with CBCT. Bow-tie filters adjust the beam intensity to compensate 
the geometry; Graham et al[19] showed more than 50% reduction in scatter using copper bow 
tie filters. However, the beam hardening that result from bow tie filters worsens the contrast 
by reducing the detection efficiency.
1.7 Radiotherapy treatment verification
The verification of delivered dose is a vital part of the radiotherapy process. The overall un­
certainty in this process includes the contribution from uncertainties in dose calculation, ma­
chine calibration, and patient setup[20]. Apart from Stereotactic Radiosurgery, all other radi­
cal external beam radiotherapy treatments are fractionated. Which means that these uncertain­
ties are potentially reintroduced in each and every treatment in addition to the uncertainties 
associated with internal organ motion and the change in patient anatomy with time[21]. Con­
sidering all these factors, the delivered radiation dose must be within ±5% to achieve the 
therapeutic objective of the treatment[21].
The verification of the computer generated dose distributions inside a patient for conventional 
and 3DCRT is usually considered as a constituent in the routine quality assurance (QA) pro­
gram for the treatment machine and the TPS [3, 21-23]. In addition, the accuracy of the com­
puter calculations is checked against independent calculations of the prescribed dose in terms 
of the calibrated machine Monitor Units (MU) that are required to deliver the same dose to 
the depth of reference point using the same field geometry[24-26]. Such calculations are 
based on point measurements of the dose inside a uniform fiat surface water phantom for def­
erent treatment setups (SSD and SAD), and does not account for patient contour or in­
homogeneities [22]. In practice, the MU from both calculations does not usually perfectly 
agree and differences of the order of one or two percent are considered an acceptable agree­
ment. If necessary, verifications may involve in vivo measurement of the dose, on the patient 
skin, entrance or exit doses, or in a body cavity proximal to the treatment area, or if possible 
measurement of the dose to an OAR [3, 20], the eyes for example.
In vivo is a Latin for “in life” or “within living” it refers to experiments, or in our case meas­
urements, conducted on a living organism in normal conditions. It is the opposite to ex vivo, 
which indicate that measurements are carried out away from the object in order to observe or
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obtain results. Obviously, one can obtain the most relevant in vivo dose measurement by plac­
ing a dosimeter directly in the point of interest inside the body. Unfortunately, this is not fea­
sible without invasive surgical procedures, except for certain naturally accessible anatomical 
locations such as the oral cavity, vagina, rectum and skin. Even in such sites, the measure­
ment process is not flawless, as it introduces a geometrical variation to the site of interest.
The verification of the accuracy of patient setup for treatment is an essential requirement in 
radiotherapy[27]. In addition to immobilisation tools that enhance the reproducibility of daily 
setups, radiographic port films were utilised in radiotherapy for patient localisation and veri­
fication of the treatment setup just before commencing treatment. Although the quality of 
MV radiographic portal films is not comparable to that of kV radiographic simulator films, 
these are compared to simulation films taken earlier in a simulation session to quantify the 
displacement in the current setup from the planning position while the patient is waiting in 
treatment position. Despite the inconvenience in mounting, handling, developing, and the 
poor resolution, portal films proved to be very efficient in reducing localisation errors [27]. 
The term “portal” signifies the relevance of films, or images, to the specialised techniques 
and equipments used in external beam radiotherapy.
For in vivo dosimetry, diodes and thermoluminescence dosimeters (TED) are the most com­
monly used dosimeters[3, 20], and recently MOSFET detectors have become available as an 
alternative option[21, 28]. The uniformity of the dose distribution and the simplicity of geo­
metrical distribution in conventional and 3DCRT treatments make it relatively easy to meas­
ure the dose, for verification purposes, with high accuracy and reproducibility. In this ap­
proach, the measured entrance and/or exit dose can be used as an indication to the accuracy 
of the calculation and setup relative to the original calculations. In addition, the doses may be 
interpolated to estimate the dose in a point of interest inside the body. Other researchers [12] 
have incorporated 2D imagers and film dosimetry with this method to obtain a two dimen­
sional estimation of the dose in a plane inside the patient. This so called in vivo method can 
detect a number of potential errors [23] in daily dose, beam energy, beam modifiers, dose cal­
culation, machine output, and patient setup. However, these are merely point measurements 
and the accuracy of such measurements can be compromised due to the dosimetry procedure, 
which requires careful calibration, positioning, and interpretation of the measurements[23] In 
addition, this approach has proved to be unreliable in the case of asymmetric patient geome­
try and in the presence of inhomogeneities [29]. When combined with films it has also been 
found to overestimate the dose for dense structures (i.e. bones), underestimate the dose for 
less dense structures[30] (i.e. lungs), and the assumptions made to develop the method were 
valid for small phantom to film geometries only[31].
Advanced radiotherapy techniques (DMRT, Tomotherapy etc.) require more QA measures 
specific to the individual patients, since the high gradient of the dose distribution is a result of 
an inverse planning based TPS. Such TPS utilises patient contour, target volume(s), pre­
scribed dose(s), OAR volumes and tolerances, beam geometry and dosimetric and mechani­
cal characteristics of the linear accelerator, to produce a sequence of MLC apertures, gantry 
speeds and/or dose rates that will paint the prescribed dose distribution inside the patient.
-18 -
That dose distribution is very conformai to the PTV(s) and satisfies maximum dose criteria to 
different OAR. The MLC sequences in particular are difficult to verify using manual calcula­
tions and usually tested by phantom measurements, two-dimensional detectors, or independ­
ent calculation by dedicated software.
EPID devices were one of the tools recently used in dosimetry verification for complex radio­
therapy treatments. These were initially introduced as imaging devices for patient setup, but 
their ability to record dosimetric data was soon exploited specially after the introduction of 
amorphous Silicon fiat panel detectors (a-Si)[12]. Consequently, EPID replaced films in ra­
diotherapy for portal imaging, and for dosimetric measurements in some instances. The use 
of EPID for dosimetry has been extensively investigated since its introduction. [12, 16-18, 32- 
40].
Nowadays, amorphous silicon has became a standard in EPID construction[3 3] because of its 
excellent image quality that even allow for organ motion detection[41]. McDermott et al[42], 
have reported EPID over response of up to 18%. They proposed the use of a build-up mate­
rial (2.5 mm of copper), which reduced this over response to within 1% '"at clinically relevant 
setups'". They concluded that the introduction of a build-up plate and corrections for dose per 
pulse, pulse repetition frequency and ghosting, could minimise the variation in the amorphous 
silicon EPID response to within one percent.
EPID is widely used now for pre-treatment dosimetric verification, in which the treatment 
plans are verified without patients and before the actual treatment delivery. In this process, 
the acquired images fi-om the planned fields are converted to dose images and compared to 
the predicted portal dose images fi"om the TPS, field by field in two-dimensional geometry. 
The predicted portal doses are generated fi*om fluence maps used in the actual treatment plan 
using a conversion algorithm to obtain portal dose images for the individual field’s MLC se­
quences. The dose is verified by comparing each field’s measurement to the predicted portal 
dose for that field [12, 43-50]. Gamma evaluation is usually used to quantify the difference 
between measurement and calculation[51] as a percentage for low gradient regions and dis­
tance to agreement (DTA) in millimetres for high gradient regions. This is actually a good 
test to validate the capability of the treatment machine to perform the anticipated MLC se­
quences in the planning process. However, these two dimensional dose images do not give 
any account of the clinical implications of the dose differences between predicted and meas­
ured dose images. It is not a direct patient dose measurement and the observed difference 
cannot be associated with delivered doses. Rather it is verification of the planned MLC 
movement or segments and their intensities.
Zijtveld et al[52], took this pre-treatment method one step further by involving patients un­
dergoing actual treatment in the process. They developed a method to predict the transmitted 
fluence instead of open fields, and compared it to the measured one. To do this, they used the 
planning CT to obtain a three dimensional water equivalent model of the patient and used this 
model to predict the portal dose image behind the patient as a result fi-om the intended treat­
ment field. The verification is conducted by comparing the predicted portal dose images and
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the measured ones. This method was successfully applied, and for the majority of patients a 
good agreement was reported using 3.0% and 3.0 mm criteria gamma analysis. The differ­
ence reported was explained as a result of change in patient geometry and treatment couch 
attenuation. Again, although this approach is a good test to the accuracy of the overall treat­
ment delivery, it is still two dimensional in nature and gives no account of the dose delivery 
relative to patient geometry.
Earlier in the mid 1990’s IMRT and Tomotherapy were introduced for clinical use. In that 
time McNutt et al[53] have recognised the importance of accurate in vivo dosimetry that take 
into account the verification of the geometrical dose distribution. They have approached the 
issue in a unique manner by creating a new extended phantom image that includes the patient 
CT and a model of the EPID. Then, used a convolution/superposition algorithm to calculate 
the patient dose distribution along with the dose at the EPID measurement plane. At the 
treatment delivery, they measured the transmitted dose using a calibrated EPID. This meas­
ured EPID dose image is used as an input for an iterative convolution kernel to calculate the 
dose distribution inside the patient. The calculated dose (or predicted dose) at the EPID 
measurement plane is compared to the measured EPID dose, if not in agreement the dose dis­
tribution is altered in an iterative process to reach agreement between measured and calcu­
lated EPID doses. If successful, the dose distribution from the last iteration is compared to the 
initial plan.
Piermattei et al[54-57], have shown that using EPID for in vivo dosimetry can avoid the dis­
advantages associated with other physical dosimeters such as diodes. They have used EPID in 
cine mode to measure the transit signal from the patient and estimate the dose at isocentre for 
Dynamic Conformai Arc Therapy techniques. They have corrected the EPID measurements 
for field size dependence and phantom scatter. They have reported an agreement within ±5% 
of the planned dose.
Fidanzio et al[58] have approached in vivo dosimetry with EPID to determine the isocentre 
point dose. They have calibrated the EPID in cine mode against a Farmer ionization chamber. 
The method was simply to measure the transmitted dose using EPID for a set of square field 
sizes and phantom thicknesses to obtain correlation factors between the EPID measurement 
and the ionisation chamber measurement. They then calculated transmitted dose during 
treatment fi-om the EPID signal to obtain the dose at the isocentre by applying these factors.
Similarly, Nijsten et al[44], have used a camera based EPID to measure the central field dose 
pre-treatment and behind the patient at the EPID level, the region of interest was 0.5 x 0.5 
cm, the reference doses were obtained from the planning system. To obtain the in vivo meas­
urement at 5 cm depth, the measured dose at EPID level was back-projected to that depth in 
the patient. They have analysed the measurement results for 37,500 images from 2511 pa­
tients over a period of two years, and have reported a mean dose difference of -0.3 ± 5.6% (1 
SD) per treatment session for the in vivo point measurement.
Chen et al[59], have suggested a calibration method for amorphous silicon EPID to measure 
exit dose in the EPID at a depth equivalent to 1,5 cm in water. The method is based on an
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empirical convolution model. The EPID is calibrated against ion chamber measurements and 
corrected for scatter, field size, the relative pixel sensitivity, and is fiirther refined by a beam 
profile correction. They have reported good agreement, better than 3 %, between ion chamber 
measured beam profiles in different setups with the EPID measured ones.
In another study, Nijestin et al[60], have showed that commercially available amorphous sili­
con based EPIDs are suitable for transient dosimetry, and suggested a global calibration 
model for two dimensional transient dosimetry with amorphous silicon EPID. The model ac­
counts for the image lag and ghosting, and it corrects the raw image for field size dependence 
and energy dependence of the amorphous silicon EPID response. The transient dose was cali­
brated against ion chamber measurement in reference conditions. They have tested the 
method against ion chamber array measured profiles and reported that the model had satisfied 
the gamma evaluation using 3% and 3 mm DTA criteria for almost all patients, including 
IMRT and Virtual Wedge treatment.
Steciw et al[61] and Zijtveld et al[32] have independently presented a very simple, yet inter­
esting, approach to utilise EPID for 3 dimensional dosimetry verification, the first group used 
amorphous silicon based EPID and the latter used a CCD camera based one. They derived 
fluence maps from the measured open field portal images (without patient), and then fed 
these back into the planning system as input fluence maps for the original plan and calculated 
the dose on the original planning CT images. The verification was conducted by comparing 
the original calculated plan with the adapted one. The first group have reported large differ­
ences of up to 16% between planned and TED and EPID based dose measurements. They 
have associated the discrepancy with the inaccuracy of their own dose calculation algorithm 
in modelling the small subfields and the interleaf leakage, and concluded by suggesting that 
this proposed 3D in vivo dosimetry method is ineffective when used to quantify the uncertain­
ties in the TPS calculations. The other group however, have reported Gamma values within 
2% for verifications with this method for 17 IMRT patients, which is in fact a reflection of 
the accuracy in plan transfer to the treatment machine and the performance of hardware (e.g. 
MLC). Although they have acknowledged the other group’s experience, they did not test their 
findings against actual delivered patient doses (i.e. TLD in vivo measurements).
As a complement to the work of Boellaard et al[29] who have combined ion chamber, TLD 
and liquid filled ion chamber EPID to obtain two dimensional mid-plane dose in patients, 
Wendling et al[62] have extended the mid-plane back-projection method to be applied for 
IMRT techniques. They have used a-Si EPID and reconstructed two dimensional dose distri­
butions in the mid-plane in the patient, the algorithm corrects the images for inverse square 
law, field size dependence and scatter within the EPID. They have reported an excellent 
agreement between EPID and film measurement inside phantom using 2% and 2 mm DTA 
gamma evaluation criteria. Based on this algorithm, McDermott et al[63] have converted the 
measured EPID images during treatment to portal dose images, these images were corrected 
for patient scatter, EPID scatter and attenuation, then using filtered back projection they were 
able to reconstruct a 3D dose distribution in the patient CBCT for hypo-fractionated rectal 
treatment with IMRT. They however, have assumed that the CBCT image is a water equiva-
21-
lent homogeneous medium, for the dose back projection process, and adjusted the CBCT 
outer body contour to match the planning CT for more accurate patient geometry. They used 
CBCT to obtain the most accurate positioning possible by matching the CBCT to the plan­
ning CT. For dosimetry verification, they have delineated the region of interest on the CBCT 
and compared the dose measured with this approach to the initial plan. However, their as­
sumption that the CBCT image is a uniform medium, and the fact that the CBCT used is a 
hybrid CT -  CBCT of the patient makes it an unrealistic estimation of the delivered dose. Be­
cause it ignores the effect of different densities and inhomogeneities in the body and the day- 
to-day variation in patient geometry on delivered dose. Especially when the pelvic area is 
considered, where the densities of the structures vary from lowest density, as air in the rec­
tum, to highest normal densities, as in bones, beside the high probability of normal internal 
organ movement in that site.
Using the same approach above for EPID dosimetry, Louwe et al have used a liquid ion 
chamber based EPID to reconstruct the two dimensional dose distribution in breast treat­
ments [64] and later in three dimensional form[65], their aim was to study the normal tissue 
complication probability after breast treatment. Instead of patient CT for planning, they have 
used two dimensional simulator images and separation measurements (as in conventional ra­
diotherapy), they have also used a simple geometrical model to represent the heart. The 
measured pixel values are converted to dose using a calibration curve, then corrected to scat­
ter within the EPID and scatter from the patient, the resultant two dimensional dose image 
back projected to a plane in the patient volume using inverse square law, and then corrected 
for patient scatter and attenuation. They have tested this method on an anthropomorphic 
phantom and reported reasonable agreement between measured and calculated doses. Obvi­
ously, this approach cannot be considered as a three dimensional in vivo method because it is 
based on two dimensional films and images that are deficient in 3D information, both in 
planning and verification processes.
For IMRT and 3DCRT treatments, W. Van Elembt et al[43] have introduced an accurate and 
sophisticated approach to the three dimensional in vivo dosimetry quest. They converted the 
pre-treatment measured EPID images (obtained without patient or phantom) to portal dose 
images, the dynamic treatment dose images were corrected per segment for ghosting and for 
amorphous silicon EPID response to transmitted beam through the jaws and MLC. The 
measured EPID dose images were then used to create a phase space file to be fed in to a 
Monte Carlo simulation algorithm. Monte Carlo simulation used a point source in the Linac 
head, a defined energy spectrum, and the original treatment plan parameters and patient CT to 
calculate the dose. Although the calculations are based on Monte Carlo simulation and a very 
good verification of TPS, this approach ignores variation in patient setup and geometry dur­
ing treatment. Possibly if they utilised CBCT in treatment arrangement more accurate results 
could be obtained.
The group of W. Van Elembt et al[66] have recently reported a development of this method 
where the dose images were back projected into a CBCT, which was acquired in treatment 
position. They also used EPID measured dose images with the patient in the actual treatment.
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In a similar manner to the above mentioned study, a phase-space file was extracted and used 
in Monte Carlo simulation to calculate the dose in the patients CBCT. Since they have used 
an MV CBCT, the CBCT data were converted to electron densities to enable it to be used for 
dose calculation. The method was tested on a phantom against film and MOSFET measure­
ments, and the reported results were excellent, within a gamma value of three. The only 
drawback in this approach, from a practicality point of view, is the time, although the Monte 
Carlo simulation part of the process takes only about 20 minutes as indicated in the study, the 
whole process takes more than three hours for small geometry such as head and neck treat­
ments. However, despite the good results and the fact that the calculation is based on real 
time measurements the delivered dose is calculated rather than measured. The use of MV 
CBCT is less optimum, as the kV CBCT is superior in its imaging quality. Yet this is a very 
good 3D in vivo dosimetry approach and the most clinically viable in the reviewed literature 
to date.
Nevertheless, the intent of the vast majority of verification methods reviewed in the literature 
are concerned with the confirmation of the acceptability of patient setup, delivered reference 
point dose, point dose to certain organ or the prediction of the dose based on phantom or in 
air measurements. Even the few three dimensional in vivo approaches, in the reviewed litera­
ture, are either based on in-air measurements ignoring the patient geometry [32, 43, 67], or 
based on questionable assumptions such assuming that the patient is a uniform water equiva­
lent medium [52, 63, 64] . Considering the advancement in treatment hardware and software, 
and the effort and time required designing a single advanced treatment (i.e. IMRT plan), a 
more advanced and robust three dimensional quantitative methods should be implemented. 
Such a method should verify and quantify the delivered dose to all volumes, organs and tis­
sues, in a reliable geometrically and timely fashionable manner that could criticize the whole 
radiotherapy process.
1.8 EPID dosimetry
Electronic portal imaging devices (EPID) were introduced initially for patient imaging pur­
poses, these included patient immobilisation and treatment field verifications [12]. The appli­
cation of EPID for dosimetry was soon investigated. This has been covered since the first liq­
uid filled ion chamber EPID through the camera based generation to the most recent, and 
commonly used, amorphous silicon (a-Si) based ones [12, 42, 68]. Nowadays, EPID are often 
used for physics routine quality assurance and dosimetry verifications in addition their main 
imaging role. The number of published articles concerned with EPID dosimetry has risen sig­
nificantly in the last decade after the introduction of amorphous silicon based EPID with a 
noticeable trend towards in vivo and three dimensional dosimetry applications [12]. The main 
advantages of a-Si EPID over the older generation are the linearity, stability, higher resolu­
tion, and flexibility. On the other hand, they suffer from the so-called image lag and ghosting 
effects [12, 34, 42, 56, 60, 69, 70].
Since EPID are imaging devices that measure the photon intensity or fluence, a dosimetry 
calibration is needed to interpret this fluence in terms of dose. The portal images need to be 
converted into dose images by correlating the image pixel values to absolute dose. The dose
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is usually measured with an ionization chamber in water. The raw pixel values are influenced 
by bad pixels and electronic noise. The sensitivity to radiation also varies among different 
pixels, and hence, in order to obtain clinically useful images these factors have to be ac­
counted for. This is partly the aim of the calibration of the EPID, where its raw data is cor­
rected for bad pixels, offset and gain. This calibration is essential to obtain consistent dose 
information from the EPID readout, but it removes the effect of the beam profile in the proc­
ess of gain calibration, which has to be reintroduced to maintain dosimetric accuracy [34, 56, 
60, 70]. In addition, radiation has an effect on the performance of the EPID itself, the detec­
tor’s gain changes as it is being irradiated. Furthermore, some radiation induced EPID signals 
are trapped and released in subsequent time frames leading to an increase in the measured 
signal after the end of irradiation. These effects, referred to as image lag and ghosting, may 
last for several minutes after irradiation [39,42, 70-75].
However, a-Si EPID performance characterisation studies seem to be inconsistent and some­
times contradictory. Some researchers describe a linear response to radiation [68, 76, 77], 
while others contradict that and some suggest correction methods to obtain linear EPID re­
sponse [39, 42, 72, 78]. Furthermore, EPID characterisation methodology is not consistent 
among the reviewed published work. There is no clear definition for the EPID signal, and 
there are large differences in magnitude of the effect of image lag and ghosting on the EPID 
signal.
EPID devices are calibrated by correlating measured EPID response to the delivered radiation 
dose either in terms of Linac monitor units or measured absolute radiation dose in Gy. Linear 
accelerator calibration is well regulated and a highly optimised process that accounts for the 
properties of the linac, dosimetry equipment, measurement medium, and environmental in­
fluences. There are different calibration codes in different parts of the world that differ in 
theory and technique but aim to correlate linac output to traceable and comparable primary 
standards [2, 4, 79]. However, the EPID response signal that is the key component in the 
EPID calibration process has a loose general definition as the signal from the start to the end 
of the irradiation. Even in some of the published literature that acknowledged the existence 
and effect of the residual signal there is no clear definition of the EPID signal. Moreover, the 
EPID readout technique and integration time effects on the EPID signal are either totally 
missing from discussion or overlooked.
Mail et al[70] investigated image lag and ghosting effects on CBCT using a Perkin Elmer 
RID 1640 detector. They have defined ghosting as the change in detector sensitivity to x-rays 
with successive irradiation, and image lag as the residual signal measured in subsequent 
frames to the frame where it was generated. They had quantified image lag in any given 
frame as the ratio of that frame’s signal to the irradiated frame signal. Since the study was 
concerned with MV CBCT, the dose range was limited to 1 and 2 MU. They quantified 
ghosting in similar manner, but with use of a computer controlled lead aperture to induce 
ghosting effect on the EPID with a dose range of 10 -  2000 cGy. Their results showed that 
ghosting effect is obvious in the low dose range under 5 MU and within measurement uncer­
tainly with higher doses. In addition, they have shown the existence of image lag as a residual
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signal and devised a correction model for image lag. In another study, Mail et al[80] used an 
RJD1640-AL1 detector and defined image lag in any given frame as the ratio of the signal dif­
ference between that frame and the previous one to the frame signal.
In “A ghost story” that investigated the ghosting effect on a CBCT “RID 512-400 AO” fiat 
panel imager, Siewerdsen et al [76] reported a linear response within 5% over 50% of the ex­
posure range independent of dose rate and recognised the relevance of the integration time. 
They defined ghosting in each frame after irradiation as the ratio of that frame’s signal to the 
signal of the first frame “immediately” after irradiation. They have recognised the inconsis­
tent definitions used by different researchers to describe the ghosting effect and reported that 
their literature search had shown that ghosting effect was in the range of 2 -  10 %. They re­
ported ghosting of 2.8% in the first frame and 0.1% in the tenth frame.
Sonke et al[81] had regarded image lag and ghosting as two expressions for the same phe­
nomenon. They defined it as the ratio of any given frame after irradiation to the first frame 
after irradiation, similar to Siewerdsen et al [76] definition of ghosting. They reported that 
image lag or ghosting is 7.6 % in the second frame after irradiation and becomes less than 
0.5% after 39 frames. However, the signal magnitude of the reference first frame after irra­
diation was not mentioned.
Pang et al[82] had reported a linear response to the delivered radiation dose using direct con­
version a-Si detector, whilst Roberts et al[83] reported a nonlinear dose response using proto­
type direct detection a-Si EPID.
Lin et al[84] followed the method described by McCurdy et al[69] to calibrate a Varian a-Si 
EPID in their study to develop an EPID based Monte Carlo IMRT verification system. Their 
results had showed a linear EPID response to the delivered radiation dose with the existence 
of different polystyrene attenuator thicknesses. They reported calibration factors for different 
phantom thicknesses (0 to 30 cm) but did not incorporate the effect of treatment couch at­
tenuation on these factors and suggested that a 10 cm thick phantom is sufficient to replace 
patients in absolute dose measurements.
Greer et al[85] defined the EPID signal by multiplying the average frame signal by the num­
ber of frames and reported a linear response for a Varian a-Si EPID with the delivered radia­
tion dose. They have referred to McDermott[39] ghosting effect measurement but did not 
elaborate on their ghosting measurement method. They have neglected the effect of ghosting, 
as it was less than 3 % and 1 % for radiation doses of 5 and 10 MU respectively.
Fidanzio et al [58] reported linear EPID signal response to both the delivered radiation dose 
and dose rate using a Varian a-Si EPID! In a later study, Fidanzio et al[86] suggested a gen­
eralised calibration method for EPID in vivo dosimetry based on Varian definition of a-Si 
EPID integrated image. In their work they had implied that the measured EPID signal per 
pulse is not linear. They defined ghosting as the combined result from two different effects 
image lag and change in detector sensitivity with delivered radiation dose. They have de­
scribed a method to correct for image lag based on the ratio of the EPID signal per delivered
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radiation dose at 100 MU to the dose of interest. In addition, they introduced a function to 
correct for the change in detector sensitivity as a function of EPID signal per radiation dose. 
Similar results were reported in another publication by Fidanzio et al[87].
Using a Varian EPID, Vial et al[88] had reported a linear EPID response to the delivered ra­
diation dose with a fitting correlation factor of unity (/^ =  1.000), and in the same time re­
ported that the EPID signal showed under-response to small radiation doses. In two different 
studies using Varian a-Si EPID, Grzqdziel et al [48, 89] had reported linear EPID response to 
radiation dose with higher uncertainty in the lower dose range of up to 9%. Slosarek et al[90] 
investigated a method to verify reference point dose delivery in RapidArc treatments based 
on the previous work of Grzqdziel[89]. They have assumed that the dose at the reference 
point is proportional to the MU setting and that the patient is a uniform medium. They have 
verified the linearity of EPID signal with time and delivered radiation dose. However, they 
did not define the EPID signal or acquisition parameters.
Kavuma et al[33] assessed the dosimetric performance of 11 Varian a-Si EPID devices and 
reported generally linear EPID response to the delivered radiation dose with variable accu­
racy. Discrepancies of up to 52% were reported for radiation doses less than 5 MU, 2% for 20 
MU, and better than 1% above 50 MU. They have described a logarithmic response function 
for EPID signal dependence on dose rate similar to field size dependence. They assessed the 
EPID memory effect by measuring the increased signal due to two five minutes successive 
irradiations and reported a memory effect of between 0.3% and 1.8%. They concluded that 
EPID dose response linearity is within 95% and that the dose rate dependence can be mod­
elled by a curve similar to that of the field size dependence.
McCurdy et al[69] investigated the dosimetric prosperities of a Varian aS500. They have de­
fined the EPID response as the average value of measurements with 1-10 and 100 frames for 
the assessment of EPID dose linearity. In addition, for the assessment of dose rate they had 
defined the EPID signal as the measured average signal of 10 frames. They have reported a 
linear response to the dose rate within ±2% and the linearity with frame averaging is ±0.5%.
Gustafsson et al[91] studied the effect of different materials on the Varian a-Si EPID signal, 
but have not defined the EPID signal they are referring to. The study included the effects of 
the support arm, build-up, backscattered radiation, field size, and the converter layer. They 
concluded that the EPID ""complex dose response’" is primarily due to the existence of the 
converter layer. In a different study, Gustafsson et al[92] investigated the performance of a 
Varian a-Si EPID customised for direct detection. EPID signal was defined as the manufac­
ture defined integrated image. They had confirmed the linear response to delivered radiation 
dose with under-response with small MU setting (58% with 1 MU) due to ghosting effects. 
Ghosting effects were not defined or discussed in that paper.
Juste et al[77] reported a linear response for iViewGT equipped with a Perkin Elmer RID 
1640. They used the general definition “radiation delivery time” to describe the integrated 
EPID signal acquisition time. Juste et al[68] used the same EPID signal definition and re­
ported similar results in another study.
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Partridge et al[93] used two Perkin Elmer a-Si detectors (RID 256 L, RID 512) to assess the 
effect of image lag. They have defined lag as the ratio of a given frame signal after irradiation 
to the equilibrium signal during irradiation. Although they have acknowledged the high inac­
curacy in the measured lag values in the first frame after irradiation, they suggested an expo­
nential decay model to correct for the image lag effect. They had reported lag value in the 
first three frames of 2.32 ± 0.18 %.
Using three different Perkin Elmer detectors, McDermott et al[42] have studied the iVewGT 
EPID response using 0.285 s integration time. EPID image is defined as the ""integrated or 
averaged" frame signals from all or part of the acquisition range. This latter starts two frames 
before irradiation and ends in the second frame after irradiation. EPID signal is defined as the 
average frame signal multiplied by the total number of frames. They studied the effect of 
dose and dose rate on EPID signal over a wide range of radiation doses and dose rates. They 
studied the ghosting effect using two sets of measurements, one with constant time and vary­
ing doses and dose rates and the other with constant radiation dose and varying dose rates. 
They concluded that the EPID response is “significantly” dependent on the EPID in use. In 
addition, they reported that EPID response is nonlinear with both dose rate and radiation dose 
due to image lag and ghosting effects. In an earlier study that compare the ghosting effects on 
six different Elekta, Varian, and Siemens EPID devices, McDermott et al[39] have reported 
linear EPID dose-response for radiation doses more than 200 MU only. They had attributed 
the nonlinearity in the lower dose range to ghosting which they referred to as the ""acquisition 
time dependence"". They also reported variable EPID signal per MU dependence on the deliv­
ered radiation dose and also dose rate dependence. However, they have suggested that the 
effect of image lag and ghosting may result in errors of up to 10% if not corrected.
Esch et al[46] reported a linear response for a Varian a-Si EPID with the delivered radiation 
dose with deviation of 6% in the dose range under 30 MU and 2 % for the rest of the range. 
In addition, they had assessed the ghosting effect by measuring EPID integrated signal from a 
small radiation dose of 10 MU delivered ""as soon as possible (typically 10 s)"" after the deliv­
ery of large 500 MU radiation dose and reported a signal remnant below 1%.
Winkler et al[16] have studied the dose response characteristics of an iViewGT equipped 
with a Perkin Elmer XRD 1640 AL5 detector. They had quantified the EPID signal by multi­
plying the average frame signal by the number of frames during irradiation. They have re­
ported nonlinear EPID response to both dose and dose rate. They had explained ghosting as 
description of ""the modification o f detector response due to forgoing irradiations"", and quan­
tified it as the signal ratio of two consecutive identical irradiations with minimum time gap of
7.5 s. They have reported ghosting values of up to 6.5% using this method. They concluded 
that the EPID response behaviour ""was by far not ideal"" and suggested a correction that will 
result in a logarithmic dose response. Similar results were reported using 11 different a-Si 
EPID in another study by Winkler et al[78].
Talamonti et al[94] used an iViewGT EPID for IMRT pre-treatment verification. They had 
calculated the EPID signal by multiplying the average frame signal by the number of frames
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during irradiation. They had reported linear EPID response to the delivered radiation dose, 
with observed under response in the low dose range due to linac output instability and 
""maybe"" ghosting too.
Wendling et al[62] had developed a custom software to acquire EPID image from an 
iViewGT EPID with a Perkin Elmer RID 1680 AL5 detector by averaging acquired frame 
signals. The acquisition starts when the EPID frame signal reaches a predefined threshold and 
ends when it drops below that threshold. In addition, the signals from two frames before the 
start threshold and two after the end threshold are added to the acquisition. EPID signal is 
calculated by multiplying the average frame signal by the number of frames. They have re­
ported a linear response to the delivered radiation dose ""although a small ghosting effect re­
mains"". In another study, Wendling et al [95] suggested a simple method for IMRT in vivo 
dosimetry. Although they referred to Wendling et al[62] calibration method, the EPID signal 
was not defined clearly in the article, rather they had stated that the IMRT plans were meas­
ured from the start of the first segment to the end of the last segment.
Mans et al[96] have extended the method described by Wendling et al [95] for VMAT verifi­
cations. They have recognised the necessity for recording EPID frame data but have not 
clearly defined the EPID signal. They have acknowledged the existence of the EPID readout 
technique and described its effect on measured frames as ""artefacts"".
McCurdy and Greer[34] have studied the dosimetric properties of Varian a-Si EPID using 
continues and integrated acquisition modes. They described in detail the operation of the 
EPID continues acquisition mode but did not define the criterion for the measurements of 
EPID signal in terms of time or number of frames. Their results showed that the integrated 
mode exhibits a linear EPID response with the delivered radiation dose whilst the continues 
mode did not, particularly at low doses. Similar results were reported for EPID response line­
arity with dose rate. They have suggested that the observed nonlinearity in both cases maybe 
due to ""the incomplete capture o f dose data"". They had concluded that over 95% of continu­
ous mode measurements agreed within 2% with those of the integrated mode.
In a study with three Siemens OptiVue EPID imagers, Nijsten et al[60] proposed a global 
calibration model for a-Si EPID detectors. In their study, the EPID signal acquisition auto­
matically starts with linac beam on trigger and ends at beam off. The EPID signal is defined 
as the average signal from all acquired frames multiplied by the number of frames. They have 
reported EPID under-response of up to 10% with the delivery of few MU setting and dose 
rate dependence due to ghosting effect. They have used McDermott et al [39] definition of 
ghosting to devise a correction method. W. van Elmpt et al[66] used that calibration model 
described by Nijsten et al[60] to devise a three dimensional in vivo dosimetry system with aid 
of CBCT and Monte Carlo simulation.
Tyner et al[97] compared the iViewGT EPID response to conventional flattened linac beams 
and un-fiattened beams. They defined the EPID signal as the average of all acquired frame 
signals multiplied by the number of frames, but did not state the signal acquisition length in 
terms of time or number of frames. They have reported a linear EPID response to delivered
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radiation dose with under response in low dose range less than or equal to 3% for both beam 
types.
Liebich et al[98] have suggested a simple method for dosimetric calibration for iViewGT 
EPID equipped with a Perkin Elmer XRD 1640 detector. EPID signal defined as the average 
frame signal multiplied by the number of frames. They reported a non-linear dose-dependent 
EPID response to the delivered radiation dose with under-response of up to 6.8 % with MU 
values less than 10. Concerning linearity with dose rate, they have reported a maximum de­
viation of 1.2% from linear behaviour.
Pecharroman-Gallego et al[99] have developed a software to retrieve the number of frames 
and the averaged frame value from an iViewGT EPID. The linac beam on and off triggers 
defines the start and end of acquisition. EPID signal is defined according to the method de­
scribed by Wendling et al[62].
In a recent study to investigate the observed large discrepancies low MU measurements with 
EPID compared to calculations, Podesta et al[100] referred to a-Si based EPID response to 
delivered radiation dose by ""approximately linear"". The study included equipment made by 
the three main linac manufacturers Varian, Elekta and Siemens. The first equipped with Var­
ian as-1000 EPID, the second iViewGT with a Perkin Elmer XRD 1640 AL5 P, and the later 
Siemens EPID with a Perkin Elmer XRD 1640 AL7. In their study, they have clearly ac­
knowledged the presence and effect of the EPID readout technique. EPID images were ac­
quired in both the machine defined integrated mode and by individual frame readouts without 
ghosting or image lag corrections. Description of the acquisition method of individual frames 
suggests that the measurements were extended after the end of irradiation long enough to ac­
commodate the residual signal. In addition, they have developed a computer model to study 
the effect of the readout technique on the EPID signal. They have categorised individual 
frames into three classes initial, mid, and end frames. They have concluded that the observed 
under-response with low MU range suggests that the triggers used to indicate the start and 
end of EPID acquisition needs to be reconsidered.
I present here the result of a comprehensive study of the performance of the iViewGT portal- 
imaging device that characterises its radiation response in a clear terminology based on both 
radiation and EPID parameters. In addition, I suggest an EPID dosimetry framework that 
could be introduced in clinical settings with quantifiable uncertainties. It may be expanded to 
include the use of EPID dosimetry in advanced treatments such as image guided radiotherapy 
(IGRT) and volumetric modulated arc therapy (VMAT). Peer reviewed publications and 
presentations arising from this work are listed in Appendix 1. The novel aspects in this disser­
tation could be summarised in the following:
1. Full characterisation of the EPID signal in terms of the signal profile, which is a func­
tion of time, radiation dose, dose rate, readout technique, and detector gain setting.
2. Introduction of two useful parameters, the frame signal quality index and the readout 
equilibrium index. The former indicates the adequacy of a measurement to assess the 
EPID total integrated signal and the residual signal in terms of the last measurable
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frame signal. The latter defines the equilibrium state of a measurement based on the 
radiation dose, dose rate and integration time. Both parameters are essential to accu­
rately quantify the EPID signal particularly in the calibration process.
3. The first demonstration of the extent of the influence of the detector readout technique 
on the EPID signal and its interference with image lag and ghosting effects. This only 
has been discussed in the reviewed literature in one recent article[100] published to­
wards the end of my research. However, the findings in this article on the effect of the 
readout technique are at odds with my findings. This effect was described as an EPID 
under-response resulting from missed frame readouts specific to small radiation 
doses. My results demonstrate this is not to be the case.
4. Demonstrating that the most significant result of the image lag and ghosting effects is 
the residual signal, which cannot be measured accurately due to the influence of the 
readout technique on it is magnitude. Nevertheless, the effect of the residual signal on 
the accuracy of the measurement of the total integrated signal is limited and could be 
reduced to acceptable levels without the need for improvised corrections or lengthy 
measurements.
1.9 Thesis outline
Chapter 2 includes introductory background on x-ray imaging, brief summary on the history 
of EPID devices, and description of the iViewGT EPID used in this study. In addition, it in­
cludes measurement methodology and introduces the terminology used to characterise the 
EPID response signal.
Chapter 3 explains the EPID frame readout technique and its effect on the measured EPID 
signal. A computer model was developed using MatLab to simulate the EPID electronic func­
tions in order to study the fi*ame readout technique. In addition, the frame readout equilibrium 
index is introduced and defined in this chapter which correlates radiation dose, dose rate and 
integration time to the readout technique.
Chapter 4 contains the Monte Carlo simulation aspect of the study. It includes a brief descrip­
tion and illustration of the Monte Carlo method in radiation transport studies, and the codes 
used in this study. In addition, simulation results were benchmarked to the measured data 
from linac -  1 and linac -2 and are discussed in this chapter.
Chapter 5 is the core of the dissertation, it includes the experimental results and the discus­
sion. The results from the EPID computer model in chapter 3 and the Monte Carlo simulation 
in chapter 4 are also highlighted in this chapter in light of the experimental results.
In chapter 6, an EPID dosimetry frame work is suggested based on the experimental results 
and the outcome of the computer model and Monte Carlo simulation. And finally some sug­
gested complementary work is summarised in chapter 7.
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Chapter 2
2 Electronic Portal Imaging
2.1 X-Ray imaging
Since the startling discovery of x-rays by Roentgen in 1895, they have been utilised for imag­
ing applications, with the discoverer’s own spouse being the first human subject. They have 
proved to be a valuable diagnostic, and later therapeutic, medical aid. The apparent depend­
ence of x-rays attenuation on density made it an ideal means to explore the depths of other­
wise inaccessible intact objects, such as living human body. Although a substantial risk is as­
sociated with x-rays[101], it is still very beneficial. In fact nowadays the use of x-rays in 
medical applications must be justified by that benefit along with the application of basic ra­
diation safety measures of shielding, time and distance. Further optimisation, verification and 
dose limitation concepts are introduced by radiation safety regulations to practices that in­
volve the use of radiation or radioactive materials to minimise the likelihood of radiation 
risks [21, 25, 102,103].
An x-ray image is generated at the image receptor plane, i.e. film or EPID, by measuring the 
attenuated x-ray beam through an object. In addition to x-ray interactions described in chapter 
1, the geometry of the x-ray source, object and the receptor contribute to the quality of the 
produced x-ray image.
The x-ray source focal spot size fs is the primary geometrical quality factor that contributes 
directly to image sharpness, the smaller the focal spot size the sharper the image and vice
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versa. Focal spot size is associated with the dimensions of the filament in kV x-ray tubes, and 
with the width of the electron beam hitting the target in the MV x-ray linacs. However, the 
source-object distance, SOD, object-receptor distance, ORD, and source-receptor distance, 
SRD contribute to the severity of the focal spot size effect on sharpness and can be arranged 
to keep it to a minimum. The blurring Bq due to the geometry illustrated in Figure 2-1 is given 
by Equation 2-1.
— fs
ORD
SOD
Equation 2-1
X-ray image
Object
X-ray source
ORDSOD
Figure 2-1: Illustration of x-ray imaging setup where the object is placed betw een an x-ray source and an image re­
ceptor. The geometrical blurring in the x-ray image is seen as gray colour around the object’s image, it increases with 
larger x-ray target dimensions and increased object receptor separation, and decreases with increased source to ob­
ject distance.
From the equation above, geometrical blurring is proportional to the focal spot size and the 
object-receptor distance, and inversely proportional to the source-object distance. Hence to 
keep geometric blurring to a minimum, a combination of using the smallest possible focal 
spot size, keeping the object or patient close to the image receptor as close as possible, and 
placing the patient at furthest point from the x-ray source. This is the common practice in di­
agnostic imaging, where the patient is literally attached to the image receptor at a far distance 
from the x-ray tube. However, this image quality optimised setup is not applicable with 
therapeutic Linacs, where the focal spot size is fixed and cannot be controlled, the source- 
object distance is usually fixed at 100 cm at a point in the centre of the planning treatment 
volume, and the object-receptor distance is dictated by patient separation and machine toler­
ance.
The object’s image is projected at the image receptor with larger dimensions, this is a natural 
result to the source-object-receptor arrangement where the focal spot size can be assumed as 
a point relative to the distance between the source and the image receptor. The x-ray beam 
from the source diverges towards the object and the image receptor, obeying the inverse 
square law, resulting in the magnification of the object’s image, and magnification factor 
value of 1.4 -  2 is suggested for optimum image quality[104, 105]. Equation 2-2 calculates 
the images magnification factor (Mimage) in terms of SOD and ORD.
Miimage
SOD + ORD 
5ÔD
Equation 2-2
-32-
The formation of x-ray images relies on the detection and geometric registration of x-ray pho­
tons originated from the x-ray source at the image receptor’s plane. The image is a two- 
dimensional bin array of photon counts, where each bin counts the number of photons regis­
tered within its geometry. It is obvious that the smaller the bin size the larger number of bins 
or pixels required to cover the same area and the more statistics obtained, this is translated as 
geometrical accuracy or pixel resolution. The smaller pixel size corresponds to higher geo­
metrical resolution and vice versa. The number of photons leaving the x-ray source is reduced 
as the photon beam travels from the source to the image receptor as a result of the different 
photon interactions in air and more importantly in the object material, and hence the number 
of photons reaching the image receptor is correlated to the object geometry and material. 
Having said that, it is not possible to count all the photons reaching the image receptor due to 
the nature of x-ray interactions, x-rays have high penetrability and attenuate exponentially. 
Only a fraction of the total number of photons reaching the image receptor are detected de­
pending on the material of the image receptor and photon energies. The efficiency of the re­
ceptor in counting the number of photons is influenced by its quantum noise, and assessed by 
measuring the signal to noise ratio, SNR.
However, not all photons reaching the image receptor are useful contributors to image forma­
tion, see Figure 2-2. In fact, only those photons that travel in a straight line from the source to 
the image receptor are positively indicative of the object and all other scattered photons are 
conveying incorrect geometrical information and contributing to blur and decreasing the sig­
nal to noise ratio. The number of scattered photons will increase with the increase in the 
probability of photon interactions. The size of the object geometry also increases the prob­
ability of interaction as more medium is introduced for the photons to interact with, and 
hence the amount of scattered photons increases with increase in the object dimensions. Posi­
tive indication means that the object’s three dimensional geometry is consistently forward 
projected to a two dimensional x-ray image, the object’s geometrical information along the 
straight path of the photon is integrated as a sum, and that sum in the plane perpendicular to 
the central photon axis is projected at the image receptor relative to the original geometry. 
Although scattered photons are indicating photon interactions and dosimetric information, 
these are either strewn away from the image receptor and hence reducing the number of pho­
tons contributing to the image, or indeed reach the image receptor at an angle different than 
that they originally had when left the x-ray source which means that the object geometry in­
formation is registered at the wrong coordinate at the image receptor adding inaccuracy and 
blur to the x-ray image.
In diagnostic imaging, scattered photons are removed by anti-scatter grids, these are made of 
high density materials appropriate for energy used in x-ray production, usually lead. A grid is 
a series of very thin concentric rings separated by air or low density materials, each ring is 
aligned with the divergence of the photon beam to allow only the photons coming along a 
straight path from the x-ray source and absorbs the others. In therapeutic imaging however, 
such grids are not feasible because of the high energy photons that require bulky grids and the 
technical difficulties in the alignment of the grids with x-ray source. Therefore digital image 
enhancement techniques are applied.
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The quality of the x-ray image is a measure of the amount of details it contains, it can be de­
scribed using two properties, contrast and resolution. Image contrast (C/) is a measure of the 
closest differentiable photon intensities or object densities, it increases with the increase in x- 
ray attenuation differences within the object, such as in photoelectric effect atomic number 
sensitive interactions, and decreases with the increase in scatter. Resolution (/?/) is a meas­
urement of the smallest differentiable photon beamlet, or object dimension, usually quantified 
in terms of the smallest observable object. Modulation transfer function (MTF) is often util­
ised to assess the resolution, it describes the performance of an imaging system in detecting 
variable object dimensions in terms of spatial frequency. Resolution increases with decreased 
geometric blurring and smaller image receptor pixel size.
X-ray source
Object
Image receptor
Scattered photons (Red)
Non- Scattered photons (Blue)
Figure 2-2: X-ray im ages are produced by measuring photon fluence attenuated by an object, photons that reach the  
image receptor in a straight line from the x-ray source (blue arrows) contribute to  a representative 2-D im age of the 3-D 
object, while the scattered photons (red arrows) either do not contribute to  the image form ation or add incorrect in­
formation to  the image.
As a result of the production, interactions, and setup of x-rays, x-ray image quality is inher­
ently poorer in the therapeutie MV energy range than that in diagnostie kV x-rays, neverthe­
less, MV portal x-ray imaging has proofed to be a valuable tool in radiation therapy [12, 21, 
25,27, 103, 106-110].
2.2 Electronic Portal Imaging Devices (EPID)
Electronic portal imaging devices (EPID) were introdueed as imaging deviees for routine pa­
tient setup and treatment field geometry verifications. These used to be earried out using ra­
diographie films[109], although the quality of MV radiographic portal films is not compara­
ble to the kV radiographic simulator films or digitally reconstructed radiographs (DRR),
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these are compared to simulation films taken earlier in a simulation session, or to DRR ob­
tained from the planning CT, to quantify the displacement in the treatment setup from the 
planning position, while the patient is waiting in treatment position. Besides being inferior to 
kV films, MV radiographic films had other known disadvantages: it is not possible to en­
hance the contrast due to film characteristics; it takes time, cost and effort to develop and 
process; they are bulky and heavy because the extra lead needed for attenuation; and need to 
be digitised in order to be used for quantitative comparison, adding extra time and effort.
Despite the inconvenience in mounting, handling, developing, and the poor resolution, portal 
films proved to be very efficient in reducing localisation errors [12, 21, 25, 27, 103, 107- 
110]. The term “portal” signifies the relevance of films, and images, to the specialised tech­
niques and equipment used in external beam radiotherapy where radiation dose is delivered to 
the target volume with multiple portals or fields. Figure 2-3.
LINAC
1
Radiation Beam
T re a tm e n t fie ld  
Dose d is tribu tion
EPID im age w ith
tre a tm e n tf ie ld
overlay
Figure 2-3: Radiotherapy treatm ent delivery on a linear accelerator equipped with an EPID. Portal im ages and patient 
image are overplayed to  localise the treatm ent.
Digital imaging systems such EPID have phased out radiographic films [110, 111]. The EPID 
concept was first experimented with ortho voltage machines in the late 1950’s[109], mounted 
on the treatment machines and operated remotely, the acquisition, analysis, storage, and dis-
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tribution of digital portal images are much faster and convenient. More recently, flat panel 
EPID have answered the need for improved geometrical imaging accuracy with mega-voltage 
energies[lll]. Continuous research and development since then have led to several different 
EPID designs, but three of these designs were utilised on large scale for radiotherapy applica­
tions, namely camera based, liquid ionisation chamber matrix and active matrix flat panel 
EPID. Similar to MV portal radiographs, EPID image quality is inferior to simulator and di­
agnostic images, this is because diagnostic imaging is optimised for imaging quality using 
collimated and filtered kV radiation source, anti-scatter grids and the best possible source- 
patient-detector geometry to improve image contrast and resolution. Contrarily, EPID are in­
troduced as an imaging add-on to a setting optimised primarily for treatment delivery.
Linear accelerators have large focal spot sizes in general, compared to kV tubes, values ex­
ceeding 1 mm have been reported in the literature [109]. The dimensions of the focal spot size 
correlates directly to the quality of produced images, the smaller the size of the focal spot the 
higher the resolution[l 12]. Beside that, its position is not stable and changes as a result to the 
beam control feedback in the linear accelerator adding further deterioration to the image qual- 
ity[l 13]. Thus, Linac beams have inherently image quality limiting factors.
The high energy beams used for treatment in radiotherapy are in the MV range, where Comp­
ton interactions are predominant, and the probability of Compton interaction depends on the 
electron density. Electron density varies slightly among different tissues, this results in lim­
ited ability to differentiate variable densities and hence poor image contrast. Diagnostic imag­
ing however has the advantage of using kV beams where the atomic number dependent pho­
toelectric interactions are predominant. Additionally, the detective quantum efficiency (DQE) 
for MV beams and EPID is inherently low due to the minute fraction of incident photons that 
can be detected in the EPID sensitive material [114-117].
Camera based EPID were the first to be used in practice in the early 1970’s. The design was 
simply based on the video recording of light photons resulting from transmitted radiation in­
teractions with a metal fluorescent screen. An analogue to digital (ADC) converter, or frame 
grabber, converts the analogue video signals to a useful digital image format. This type of 
EPID was very fast allowing online imaging, with good spatial resolution, affordable and has 
a reasonably low maintenance and service cost [12, 17]. Later enhancement in this type of 
EPID was introduced by the use of fibre optics to transfer light from the phosphorus plate to 
the camera[118]. On the other hand, the imaging components are sensitive to radiation and 
need shielding which make it bulky, the camera collects only a very minute fraction of the 
produced light photons, and hence has an intrinsic very bad signal to noise ratio [15, 17, 119].
In the early 1980’s, the liquid ionisation chamber matrix EPID was developed in the Nether­
lands, and ten years later they were commercially available on a wider scale. Liquid ionisa­
tion chamber matrix EPID consist of two plates separated by an organic fluid, each plate con­
tains 256 X 256 electrodes. This assembly resembles 256 x 256 ionisation chambers distrib­
uted uniformly between the plates. These EPID did not suffer geometric distortions, were 
self-contained, which made it easy to be mounted on a treatment machine, and it was easily
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utilised and controlled using its dedicated software. However, these EPID were prone to ra­
diation damage due to the arrangement of sensitive electronics around the measuring plates, 
and it requires a high dose for usefiil image [15, 120, 121].
Late in the 1980’s, researchers suggested a new design based on matrix flat panel 
detectors[108], it became commercially available later in 2000 and mostly referred to as 
amorphous silicon EPID. This design contains a large array, an x-ray converter, an acquisi­
tion system, and a computer to control the acquisition and manipulate the images [107]. The 
array is mounted on a glass substrate of about 1 mm in thickness, each array element, or 
pixel, is a thin film switch with a capacitor. The pixels are arranged in a two dimensional 
grid, the switches on each line in the grid are regulated by a control line. During measure­
ments, the switches are kept off to accumulate radiation induced charge in the sensor, each 
pixel has its own sensitivity resulting in a response independent from other pixels. For read­
out, the switches are reversed to conducting mode and the readout takes place one row at a 
time[16, 107].
There are two types of x-ray converters used with this EPID type, direct and indirect ones, 
and hence the detectors are named accordingly[82]. Direct converters consist of a photocon­
ductor and a metal plate, the photoconductor is electrically coupled with the sensor in each 
pixel. The pixel consists of a light sensing photodiode and a switching thin film transistor 
(TFT). The sensor stores the charge produced as a result of irradiation of the photoconductor 
to be later collected as readout. The indirect converter however is mostly used in radiation 
detectors used in clinical applications[122]. The main three commercially available EPID for 
clinical applications are all indirect detectors, based on the flat panel detectors from Perki- 
nElmer and Varian. The converter in this type is a combined metal plate and phosphorus 
screen placed directly over the pixel array. The phosphorus screen is introduced to increase 
the detection efficiency as the photoconductor is known for its poor efficiency with high en­
ergy X - rays. Radiation produces light photons in the phosphor, these photons are converted 
into ions and stored in the sensor of each pixel to be ready for readout[17]. Readout is syn­
chronised with Linac pulses, one line at a time and transferred to the frame grabber, the dif­
ferent signals from the different pixels along the grid line are multiplexed as on signal. A 
complete readout of all detector lines forms a single frame, an EPID image can be captured 
from a single frame or multiple frames.
2.3 The iViewGT EPID
iViewGT is the commercial name for the EPID from Elekta, Crawley UK, the imaging sys­
tem is based on flat panel x-ray digital detectors (XRD) manufactured by Perkin Elmer Opto­
electronics, Massachusetts USA. There are many variant XRD models depending on the in­
tended usage, these models differ in the size of the detector which is either 8 x 8 or 16 x 16 
inches, pixel resolution, panel interface, housing, electronics, scintillator type, and other cus- 
tomisable additions such as enhanced speed, high sensitivity, industrial applications, and con-
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tinuous scan. The Perkin Elmer XRD panel name summarises all these variants in a coded 
format explained in Figure 2-4.
0 X-ray detector
Detector size (inch)
Resolution (x 100 [im)
Interface (0 Cu, 1 Fiberoptics)
Housing (A standard, Other 
letters for custom housing)
Electronics (N: ADC 0.5 -  8 pF)
Scintillator type
Version (optional)
Figure 2-4 : Nomenclature used by Perkin Elmer to  Identify different XRD detector types.
Two EPID devices were used in this study, both were iViewGT EPID with Perkin Elmer 
Type XRD 1640 AN5 flat panel amorphous silicon detectors, each is attached to an Elekta 
Synergy linear accelerator (Linac). The iViewGT is mounted at 160 cm from the Linac’s tar­
get when in operation, with a detector area of 41 x 41 cm^ and 1024 x 1024 pixels, this makes 
a useful field size of about 25 x 25 cm^ at the Linac isocentre plane. The first iViewGT de­
vice, EPlD-1, is located at the National Physical Laboratory, Teddington, UK, and the sec­
ond, EPlD-2, is located at the Royal Berkshire Hospital in Reading, UK. The two Linacs 
were calibrated and maintained to produce 1.00±0.03 cGy at the reference depth for each ma­
chine monitor unit (MU), Linac -1 calibrated at a depth of 5 cm and Linac -  2 at the depth of 
maximum dose (dmax) of 1.5 cm, and both Linacs calibrations are traceable to a primary stan­
dard according to the code of practice for high energy photon therapy dosimetry based on the 
NPL standard[4].
The Perkin Elfner XRD unit is a standalone radiation detector containing the a-Si detector 
and its electronics in aluminium housing. The housing provides mechanical protection only 
and does not offer any radiation shielding to sensitive electronics. These electronics are ar­
ranged around the fiat panel detector away from the direct radiation beam, and it is required 
to collimate the radiation beam so it does not exceed the size of the active pitch of the detec­
tor to protect sensitive electronics from radiation damage. The flat panel radiation detector 
itself is composed of multiple layers shown in Figure 2-5. The first layer is the aluminium 
cover followed by an air gap. Then a Copper build-up layer that also reduces scattered radia­
tion and enhances x-ray detection in the scintillator layer. The scintillator is made of terbium- 
doped gadolinium oxide (Gd202S:Tb), and commercially known as LANEX fast from Kodak.
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Incident X-ray photon
Light photon
i r n n1
Glass substrate
Aluminium 
J- Air Gap
\\- Copper
j-!
j ] -  Graphite
Scintillator
>  Attenuator
j  a-Si pixel 
array
Figure 2-5: The construction of the a-Si indirect flat panel detector. Incident radiation photons produces electrons in the  
copper plate that are transform ed to  visible light photons in the scintillator layer to  be detected  by the a-Si photodiode  
array.
The flat panel detector measuring element is an amorphous Silicon thin film array on a glass 
substrate, in which each pixel is a photodiode and a thin film transistor (TFT) switch in one 
circuit, Figure 2-6. The photodiodes are sensitive to visible light photons with optimum re­
sponse in the green light frequency range, similar to the scintillator directly above it that con­
verts incident radiation to visible light photons. Visible light photons resulting from the con­
version of x-rays in the scintillator create electron-hole pairs in the photodiode array. These 
electrons are collected by a bias voltage and stored in the photodiode capacitors ready for 
readout when the TFT switch is closed. Figure 2-6.
The TFT switches are controlled by the row driver which is programmed to release the accu­
mulated charge in the individual pixel capacitors of a whole row of pixels at a time when 
triggered by turning the TFT switches on and off. The pixel array is divided into separate 
readout groups, each group is connected to the readout electronics via a multiple chaimel line. 
For the XRD 1640 XX there are 16 readout groups and 128 channels in each group, making a 
total of 1024 columns of pixels where each column also consists of 512 pixels. The 16 read­
out groups are clustered in two electrically separated parts. The upper part controls readout 
groups 1 through 8, and the lower part controls readout groups 9 through 16, illustrated in 
Figure 2-7. The row driver scans TFT switches from left to right in the upper readout group 
and from right to left in the lower group, in each scan the accumulated charge in a whole row 
of pixels is released and transferred to the readout circuit. Two rows of pixels are readout out 
simultaneously from both upper and lower readout groups of the detector, each time the row 
driver is invoked, then amplified and stored in the readout electronics capacitors of the frame 
grabber. The amplification range is defined in terms of capacitance in the XRD coded name, 
explained in Figure 2-4, with a letter following housing type, an N labelled XRD has a range
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of 0.5 pF to 8.0 pF. The detectors gain is defined by selecting the appropriate capacitance 
value from that range which defines the readout charge per analogue to digital unit (e'/ADU).
R ead o u t C ircuit
Row
d river
V o ltag e  Supply
Figure 2-6: Schematic diagram for the a-Si photodiode array, the w hole array is controlled by the row driver w here the  
charge accumulated in a w hole row of photodiodes is released at a tim e and transferred to the readout electronics.
The detector gain enables the selection of the desired illumination range within the dynamic 
range of the frame grabber to enhance the imaging performance for the application of inter­
est. Dynamic range is a description of the measurement spectrum of an acquisition system, it 
summarises the smallest measurable signal value, the highest measurable value and the value 
of increment unit. It is quantified as the ratio of the highest possible measured value to the 
smallest one. For the XRD 1640 XX, which has a 16-bit resolution, the minimum measurable 
signal is 1 and the maximum is 2^ ,^ thus it has a dynamic range of 2^ :^1 or simply 65536. It is 
crucial to set the detectors gain value so it can accommodate the entire expected range of il­
lumination with enough margin to accommodate any signal offset or fluctuations, otherwise 
saturation may occur resulting in inaccurate measurements as any signal that exceeds the 
maximum value of the dynamic range will be set to be equal to 65536. The detectors gain 
should be set to allow reasonable resolution for low signal values, one way to do that is by 
scaling the signal to the dynamic range, by setting the gain so that the maximum anticipated 
signal value is less than the saturation value (65536) by an adequate margin slightly higher 
than the electronic noise of the detector. The manufacturer actually recommends setting the 
gain so that the maximum expected signal is about 80% of the dynamic range.
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An image frame is formed when the entire detector pixels are read. The XRD detector can 
form images in three different sorts of acquisition, these are free running, external trigger and 
internal trigger modes. With the free running mode, the frame grabber forms frames continu­
ously from readouts and send it to the iViewGT computer. Readouts are triggered continu­
ously in synchronisation with Linac pulses. With external trigger, the frame grabber forms a 
single frame after triggering the detector by a predefined external signal, during the frame 
formation all trigger signals are ignored, and after the acquisition completion of the current 
frame the detector can be triggered again to form a new frame, and so on. In the internal trig­
ger mode, a fixed frequency signal from the frame grabber is used to start frame formation, 
the minimum internal trigger signal frequency is equal to the frame formation time and the 
maximum is 5 seconds, it can be increased in increments of 1 ps.
Row scan direction
Upper 
readout 
groups 1-8
Readout
Circuit
Lower 
readout 
groups 9-16
Row scan direction
Figure 2-7: Schematic of the XRD 1640 readout, the detector is divided in tw o separate upper and lower parts. Each part 
contains 8 independent readout groups. Readout takes place row by row across the readout groups starting from the  
upper and lower ends of the detector. The upper readout groups are scanned from left to  right and the lower ones from  
right to  left.
The frame formation time, or integration time, is the time period taken by row driver and 
frame grabber to readout all pixel rows assembling the detector. The readout must be per­
formed in the absence of radiation between Linac pulses, otherwise the radiation induced 
charge in the photodiodes from a single Linac pulse will partially go astray while the TFT 
switches are closed, and the reminder may be split with arbitrary proportionality between two 
readouts with a time difference equivalent to the integration time resulting in fluctuating 
readouts and non-correctable artefacts. Thus the limiting factor that determines the fastest 
integration time of a certain XRD type is the number of pixel rows that can be readout be­
tween radiation pulses which can be calculated from the Linac gun pulse repetition frequency 
(PRF) and the detector control board (DCB) pulse frequency. The Elekta Synergy Linac
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highest PRF value and other available values are listed in Table 2-1 with the corresponding 
pulse interval in milliseconds. With XRD 1640 XX type, the DCB can produce a maximum 
of three pulses during the shortest pulse period of 2.5 ms, which corresponds to the highest 
PRF. Both Linac gun pulses and DCB pulses are synchronised to the Linac programmable 
pulse generator (PPG).
•DCB Pulses 
•Gun Pulses
0 2.5 7.5 10
Time ms
Figure 2-8: Three Detector Control Board's trigger pulses are sent after each Gun Pulse, Gun pulses are 2.5 m illiseconds 
apart, and each DCB pulse results in the readout of tw o  pixel rows one from each end of the detector. One frame is 
formed after the w hole detector is readout by 512 DCB pulses and 171 Gun pulses.
Each DCB pulse triggers the readout of two rows of pixels, one from each upper and lower 
readout groups as explained earlier and illustrated in Figure 2-7. With three pulses a total of 
six pixel rows can be readout every 2.5 milliseconds. Figure 2-8, three from each end of the 
detector, and the whole detector is readout in 433.024 ms to form a complete frame. The in­
tegration time of 433.024 ms is the fastest possible integration time, other slower integration 
times can be set by adding delay time to the DCB pulses. Feasible integration times for the 
Elekta Synergy Linac equipped with an iViewGT with an XRD 1640 XX panel are summa­
rised in Table 2-2.
Gun pulse Dose rate MU/min
PRF (Hz) Time (ms) Linac -1 Linac - 2
400 2.5 540 480
200 5 270 240
100 10 135 120
50 20 67.5 60
25 40 33.75 30
Table 2-1: Synergy Linac pulse repetition frequencies, and their corresponding tim e in m illiseconds.
The frame grabber sends completed frames one by one to the iViewGT dedicated computer. 
The number of frames that can be handled in one measurement is limited by the computer’s 
CPU power and RAM capacity, it is not possible to upgrade these hardware components for
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warranty and legal reasons. The current iViewGT computer configuration allows a maximum 
of 202 frames regardless of radiation beam and acquisition conditions, this number however 
can be further reduced if other applications are running during frame acquisition.
Time (s)
[ I T - 1 0.43302
I T - 2 0.56834
j I T - 3 1.13669
I T - 4 2.27338
Table 2-2: Available integration tim es for the iViewGT with XRD 1640 XX
2.4 The iViewGT imaging calibration
The EPID used in this work is the Elekta iViewGT portal imager with a Perkin Elmer amor­
phous Silicon flat panel detector type XRD 1640 AN5 attached to an Elekta Synergy Linac 
with MLCi head. The captured image data is stored in a Heimann Imaging Software (HIS) 
file format by the X-ray Imaging Software (XIS), which is provided by the manufac- 
turer[123]. No other software capable of handling HIS format has been found, and the XIS is 
protected by copyright and cannot be used on a computer other than the dedicated one at­
tached to the Linac. However there are some limitations in image handling features with this 
software, thus a MatLab code was developed as a part of this work to handle the images in its 
native HIS format eliminating the need for XIS software, except for initial capture of images 
on the iViewGT dedicated computer as it was not possible to install custom software on the 
iViewGT computer. It is worth mentioning that iViewGT has another clinical application, 
based on the XIS and integrated with the record and verify system, accessible from iViewGT 
desktop application to handle clinical images for patient treatment and documentation.
The HIS file contains a 68 byte file header, 32 byte image header and the rest is the image 
data, in a sequence of frames as formed by the frame grabber. The most important image in­
formation are stored in the file header, these are the image boundary, number of frames, ap­
plied corrections, frame integration time and the type of numbers [123]. Other information is 
included in the file and image headers, but I have highlighted here the most relevant informa­
tion only.
Image boundary defines the value of the upper right coordinates and the lower left coordi­
nates of the image, this helps to calculate the number of rows and columns of the image, 
hence the pixel grid geometry, this is independent of the field size and reflects the physical 
dimensions of the imager, which are always 1024x1024 pixels for the XRD 1640 EPID type. 
Number of frames is an integer number that represents the total number of frames contained 
in the file, and integration time is the frame formation time in microseconds. Applied correc­
tions is an integer value of either 0, 1 or 2 corresponding to no image corrections have been 
applied by the XIS software, offset correction was applied on the images, and both offset and
-43-
gain corrections were applied to the images respectively. The last bit of useful file header in­
formation is the type of numbers. This is an integer value that defines the precision of the 
numbers used to represent pixel readouts, and it ean be either of the numbers 2, 4, 8, 16 or 32 
corresponding to floating point, 16 bit integer, unsigned integer or 32 bit integer numbers re­
spectively. Beside its significance for the correct reading of the HIS file, type of numbers 
value is also useful also to identify reference gain images. These are stored as unsigned 32 bit 
integers, type of numbers value of 32, whereas routine images are stored as 16 bit unsigned 
integers, type of numbers value of 16 [123], this also makes gain calibration images double 
the size of routine 16 bit depth images.
Figure 2-9: Bad pixels map EPID -  2 as a tw o  dim ensional im age (left) and an uncorrected three-dim ensional im age of 
EPID-1 showing the effect of bad pixels (right).
Row EPID images contain information about the object being x-rayed along with the charac­
teristics of the flat panel detector and the radiation beam. The detector is made up of multiple 
subsystems and each photodiode is an independent sensing electronic circuit that respond to 
radiation in similar way but with independent magnitude. In addition the radiation beam is 
not perfectly uniform mainly because of the effect of the flattening filter, this results in varia­
tions between different pixels, even without an object, and these non-object related informa­
tion are integrated in the EPID images as dark current that offsets pixel signals and as inho- 
mogeneous response among different pixels to the same radiation beam. In addition to these 
two, some imperfections in the manufacturing of the photodiodes result in defected pixels, 
these defected or bad pixels can be individual pixels, clusters of pixels or lines of pixels. 
Since the object image is the goal of the imaging process, it makes sense to eliminate the in­
fluence of these detector and beam characteristics to obtain the optimum objective image.
Bad pixels are common image artefact in imaging devices, these are the inherited and ac­
quired pixels that are dead or give inconsistent response. The Perkin Elmer reference manual 
for XRD 1620 AN defines bad pixels as those that exceed 8 % in the first frame after expo­
sure and 4 % in the second frame after exposure with a radiation beam inducing a signal of 
about 30,000 on the dynamic range in an integration time of two seconds. The arrangement of 
the bad pixels is unique to each device and affects all images acquired by that device. Bad 
pixels deteriorate the quality of the images and the performance of the imaging device, and 
have to be eliminated prior to any further image processing. The correction process is very
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simple though, a bad pixel value is discarded and replaced by the average of the immediate 
neighbouring pixels, and this requires a map of bad pixels in the imaging device. For the 
iViewGT EPID, the bad pixels map is provided by the manufacturer as a HIS image as in 
Figure 2-9, in which the bad pixels are set to a value of 65535 and all others are set to zero. 
This bad pixel map in Figure 2-9, has also been updated to include other bad pixels that were 
observed during the course of this study. A MatEab code was written to read, create and up­
date the HIS bad pixels map and do the correction for all images used in this study. The code 
averages the immediate neighbouring non bad pixels in a 9 x 9 pixel square around the one of 
interest and assigns this value to the known bad pixels. The total number of bad pixels in 
EPID -  1 is 3789 pixels, representing 0.36% of the total number of pixels.
The electronic noise or amount of leakage current in an electronic device is known as the 
background or dark current. It arises from the amplifiers, background radiation, semiconduc­
tor junctions, line resistance, and pixel noise[124]. In the case of amorphous silicon EPID, it 
is the current in the photodiode layer when no incident radiation is present. Dark current 
causes random image brightness variations and an offset in the pixels values and appears as 
topographie variation on a three dimensional image sueh as the one in Figure 2-10. For the 
EPID - 1, the measured mean pixel value of the dark current is about 3500, about 5% of the 
dynamic range of the EPID. This results in a reduction in the dynamic range by the same 
magnitude and much more seriously compromises the linearity of EPID signal with the 
amount of incident radiation. Thus it has to be corrected to maintain good image quality and 
accurate correlation to the incident radiation beam, particularly in the warm up stage of the 
EPID where the dark current is not stable.
Figure 2-10: Offset image used to correct EPID - 1  for dark current.
The offset correction method reported in the literature and used in XIS software, is carried 
out by averaging a sequence of dark images, when the EPID is not used to aequire images. 
The resulting image is saved as a HIS image and subtracted from later acquired images. The 
iViewGT software frequently acquires dark current values for each pixel between measure-
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ments, and saves it as an offset image in HIS format to process clinical images. However, 
these offset images are not used in this work nor this offset eorrection method. Instead, a 
MatLab code has been written to do the offset correction using the same image in question by 
averaging the first 3 - 5  frames of each image. It takes about two seeonds to aequire these 
frames, and it has been a routine to allow three seconds between starting frame acquisition 
and starting the beam. This ensures that the most recent dark current values are used, and it 
always brings the pixel values to very small values if not to zero prior to irradiation, whereas 
with the other method higher dark current values are often observed specially when the same 
offset image is used to correct more than one image. Furthermore it was not very convenient 
to acquire and process offset images periodically and keep a track record of the offset images 
that has to be used to correct certain measurements. Figure 2-11 shows the offset effect, and 
my suggested method of eorrection. The reading from the central axis pixel and four other 
points are shown, these four points are chosen from the four quadrants of the EPID outside 
the radiation field to demonstrate the suitability of the correction method.
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Figure 2-11: The signal profile for CAX reading and four other different control points showing the o ffset e ffect as e le ­
vated signal for the first five fram es, and then the corrected profiles are brought to  a value very close to  zero before  
radiation starts.
The imager consists of multiple independent measurement elements in separate readout 
groups. Each pixel is a separate entity and has its own electrical properties and radiation sen­
sitivity. In addition, the detector panel consists of many sub systems that control different 
parts of the panel, beside the fact that there is a variation in the radiation beam intensity 
across the field. For that, the image gain, or signals from the same radiation beam, is variable 
in amplitude from one pixel to the other, and correction is necessary to obtain uniform image 
intensity.
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Figure 2-12: The calibration image used to  correct EPID m easurem ents for the differences in pixel gain, eight readout 
groups that com pose the EPID can be seen  aligned from top to  bottom .
This calibration, gain calibration, practically means calculating a scaling or gain factor for 
each individual pixel in the presence of a uniform radiation beam. This gain factor shall be 
applied to the individual pixels to obtain common signal amplitude for the same radiation 
from all detector pixels [117, 125, 126]. The Perkin Elmer reference manual suggests a gain 
calibration method by averaging a sequence of offset corrected bright images that have been 
irradiated with an open uniform beam for the whole area of the imager. The median of all the 
pixels is calculated and taken as a reference to create a gain correction image. Each pixel 
value in this image is scaled to 65536 according to the formula in Equation 2-3.
Pixe l (x , y)  = m e d ia n
6 5 5 3 6
B r ig h t  P ixe l{x, y)  -  O f f s e t  Pixe l{x , y) Equation 2-3
The resulting image. Figure 2-12, is saved as a HIS image, and multiplied later by the image 
of interest to be corrected. Bad pixel correction, offset and gain are essential for EPID imag­
ing functionality and also to establish the baseline for oncoming calibration of the EPID for 
dosimetry. Gain calibration should not be confused with the detector gain setting discussed 
earlier.
2.5 Image quality
Image quality tests, geometrical accuracy, contrast and resolution are obligatory to assess the 
imaging performance of any imaging system including EPID [9, 127], and are useful in de­
tecting any potential performance problems. The accuracy of image geometry is essential.
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spatial accuracy and contrast differentiability have to be quantified and verified prior to the 
EPID device being quantitatively utilised for imaging or dosimetry. Simple phantoms can be 
used for this purpose to measure known lengths on the phantom and compare it to the image 
infonuation. Contrast is a measure of the ability of the imaging system to differentiate be­
tween two different densities, and is quantified in terms of minimum differentiable densities. 
The contrast test is done by evaluating a phantom image to determine the narrowest contrast 
window that can be distinguished, usually conducted at the same time with image resolution 
test.
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Figure 2-13: The expected performance of IViewGT with 5 MV X rays, black circles represent the holes that should be 
visible using the LV phantom  and the X marks those that are not (From iViewGT Corrective m aintenance manual).
Resolution is a measure of the blurring of an imaging system that can cause reduction in 
sharpness and variation in the measured dimensions. The resolution of an EPID image de­
pends primarily on the source geometry, the pixel size or spatial resolution, and magnifie a- 
tion[110]. Also it is affected by lateral seattering of high energy electrons. X-ray scatter, 
Bremsstrahlung, and positron annihilation[l 10]. The main three factors that define the resolu­
tion and contrast for the EPID are the size of the X-ray source, the magnification, and the 
pixel size. The Linac used in this study is an Elekta Synergy with a source size of the order of 
1 mm or smaller[l 10]. The imager consists of 1024 by 1024 pixels evenly distributed on 41 
by 41 cm area, and the magnification is fixed at 1.6 as the imager is at 160 cm from the 
source and cannot be adjusted[78]. The resolution is usually quantified, using a QA phantom, 
by measuring the smallest reproducible object by the imaging system[110]. The phantom 
used for resolution test is the Las Vegas, LV, phantom provided by Elekta, and the resolution 
is assessed according to the criteria in Figure 2-13. Using the Las Vegas phantom, in Figure 
2-14 the result of one of the tests is shown. The LV phantom is a slab of metal with a set of 
rows of drilled holes, each horizontal row has a certain depth, displayed on the right, and
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each vertical row has a certain diameter, Figure 2-13. As a quality assurance measure, an LV 
phantom image is routinely acquired and analysed before any measurements are carried out.
Figure 2-14: LV phantom QA test image for the iViewGT EPID showing better results than the set criteria (som e window  
manipulation is required to see  all the visible holes).
2.6 The signal profile
Once the iViewGT is irradiated, the pixel readout signal, or gray scale value, increases dra­
matically within a few frames, depending on the radiation dose, dose rate, and integration 
time to a much higher value on the dynamic range, about 12000 for EPID -  1. This shows the 
effect of radiation on the detector’s sensitivity, and then continues to the end of irradiation. 
After which the signal decays in a way similar to exponential behaviour, this can be seen as a 
decaying tail in Figure 2-15. The total accumulated signal value of an irradiated pixel depends 
on the amount of radiation, or radiation dose, and the signal value in each frame depends on 
the delivered radiation dose during frame integration time, or dose rate.
However, short radiation exposures such as a radiation dose of 1,2 and 3 MU at a dose rate 
of 540 MU/min for example, produce a different signal profile shape. With such radiations, 
the signal profile is more of a bell shaped curve with a single maximum, Figure 2-11. The en­
tire exposure takes place between readouts, which means that the measured pixel values are 
read after the whole radiation dose was delivered, and an odd observation is that the maxi-
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mum value is not reached directly in the first frame after irradiation, rather it takes two or 
three frames beyond that frame.
In order to study and characterise the response of EPID to radiation, some definitions have to 
be introduced, these will highlight the EPID signal characteristics and emphasise the distin­
guished EPID signal profile features. Figure 2-15. All the employed abbreviations are summa­
rised in Table 2-3.
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Figure 2-15: The signal profile of the iViewGT EPID, showing the main features FSo, FS|, FSq, FS^ and FSj.
The first signal profile feature to be highlighted is the number of the first frame after the start 
of irradiation or the number of the first frame with a measurable signal above base line. 
Frame Number zero FNq, this effectively becomes the first non zero frame after an ideal off­
set correction. When the offset correction described earlier, and shown in Figure 2-11, is used 
all pixels are usually zeroed. However, after careful examination it has been observed that 
some fluctuation occurs from one frame to another but the individual pixel values are always 
less than 2 on the EPID dynamic range. Hence this value is considered as a background noise, 
or base line value. It is worth mentioning also that averaging several pixels mostly renders a 
value of zero when rounded to one digit, this is an indication of the good stability of EPID 
used in this study. The background value of 2 is practically negligible when compared to the 
maximum value in the dynamic range, e.g. 65535, also it is negligible when compared to the 
lowest stable measurable frame pixel signal during irradiation, e.g. around 1000 with the 
lowest dose rate of 67.5 MU per minute and fastest integration time of 433.024 ms.
As mentioned earlier, five frames at least have to be captured prior to the start of irradiation 
for the purpose of offset correction. In practice however, more frames are always captured 
before beam on than this figure due to the tendency to overestimate the intended few seconds 
delay time between starting image acquisition and beam on required to allow for the offset 
correction’s five frames to be captured, as invoking the EPID acquisition and starting radia-
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tion are not linked, and requires the operator to physically depress two different buttons, XIS 
start button first and Linac Beam On button second. This is also due to the fact that there is a 
time delay between hitting the beam on button and radiation production, which allows for 
few more frames to also be captured. Meanwhile, for presentational purposes, the value of 
F N o  will be kept constant as number 6 by ignoring all frames before irradiation starts except 
the five fi-ames preceding F N o  for the remainder of this work, unless otherwise stated.
Pixel signal in the FNq fi-ame is the first measurable signal FSq, this is a significant feature of 
the EPID signal profile because, although the EPID readouts are synchronised with the Linac 
pulses, the starting time of these pulses does not necessarily coincide with the readout of the 
first row of pixels forming a complete fimne. In other words, the EPID will continually read­
out rows of pixels before the radiation starts, and mostly the first Linac pulse will reach the 
EPID while a frame has partially been read. Thus the number of radiation pulses that are 
measured in the first frame is random, and hence the value of F S o ,  it can be any number be­
tween one pulse and the maximum producible number of pulses during the frame acquisition 
time, which is dictated by the dose rate. It is not impossible for Linac pulses to start with new 
frame acquisition, but it is very rare and there are no means currently available to make it 
happen. As a direct result for this, in any EPID measurement, the first fi*ame after the begin­
ning of irradiation, e.g. FNq, is mostly partially irradiated. This also applies to the last frame 
during irradiation. Only in the unlikely case where the time to deliver the last remaining 
number of pulses is equal to the integration time, the last frame will be totally irradiated. Oth­
erwise, it will always be partially irradiated, and these two frames, the first and last frames, 
will always read the lowest frame values during any uniform irradiation.
The change in EPID sensitivity as it is irradiated result in a rapid increase in the value of the 
signal in the first few frames, after which the signal reaches a stable high value. The signal 
behaviour after this point to the end of irradiation is steady and uniform. The frame number 
in which this high value, initial maximum, is reached is referred to as F N i ,  the value of that 
signal is referred to as F S i ,  another value to also consider is the accumulated signal from F N o  
to F N i ,  the initial accumulated signal S j .  F N i  represents the first fully irradiated frame after 
the initial unstable gain stage of the frame formation process.
The steady trend of the signal profile ends as the radiation is stopped, the frame signal 
reaches a global maximum, FSq, at this point, and the corresponding frame number is FN o. It 
represents the last totally irradiated frame, the irradiation time can be estimated based on FNq 
and FNg, as it starts during the readout time of FSq and ends during the readout time of frame 
immediately subsequent to FSq. This frame immediately subsequent to FSg is of significant 
importance, as will be explained later, and is referred to as FNm- The signal value of the 
frame is FSm, and the accumulated signal from FNq to FNm is maximum accumulated signal 
Sm-
Another interesting feature of the iViewGT EPID signal profile, and also of significance, is 
the measurable residual signal that is detected after the end of irradiation for prolonged peri­
ods of time, observable in the signal profile as a long tail starting in the frame right after
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FNm. The frame in which the residual signal starts is F N r, the value of this frame is F S r, and 
the accumulated residual signal is S r, starting from the frame F N r to the last measurable 
frame FNt. This latter represents the total number of measured frames, the signal of this 
frame F S t is the last measurable radiation induced signal above the base line value. Similarly, 
the total accumulated signal from the delivered radiation dose is St, starting from the frame 
F N o  and ends at the frame number F N y .
The XIS software used to capture the EPID images has limited frame capacity due to physical 
memory and CPU power, it can handle a maximum of 202 frames, and since 5 frames are 
needed for the Offset correction, this makes a maximum of 197 useful measurement frames. 
This number of frames however, is not enough to measure F S t until it reaches the base line 
value for long exposures, high number of MU’s and low dose rates. Also, it is not possible 
with the XIS software to measure F S t online. For these two reasons some measurements, es­
pecially in the early stage of the study, were not given enough time to allow F N t to reach 
base line value. It is of great importance for quantitative precision to measure the total signal 
induced by radiation accurately by following F S t until it reaches base line value. To assess 
the adequacy of measurements in accounting for all the induced charge by radiation, a signal 
quality index Sqi is introduced. It is based on the F S t value and designed to give a value of 
100 for F S t values equal to the base line value, and proportionally lesser scores for values 
higher than that, it is independent of the dose, dose rate and integration time. S qi  is calculated 
using Equation 2-4.
L n ^
Sqi = 100 X—g ^  ^ Equation 2-4
The value of S q i is independent of dose delivery conditions, as it is designed to indicate how 
close F S t is to the baseline value. However, it is does not indicate nor does it imply the mag­
nitude of the missing integrated signal. For example a score of 90 for a 100 MU and 10 MU 
radiation doses does not imply that the missing integrated signals from the two radiation 
doses are equal, and the same applies to the same doses with different dose rates. A careful 
study of different radiation doses and dose rates suggests that an S q i value of 80 is an accept­
able criterion, a 100 MU radiation will result in less than 0.2% reduction in the value of S r  
compared to S qi of 100[75].
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Symbol Definition
FNo Frame number of the first measurable signal
FN i Frame number of the initial maximum signal
FN g Frame number of the global maximum signal
FNm Frame number of the final maximum signal
FNt Frame number of the last measurable signal
FSo The signal from the first measurable frame
FSj The frame signal of the initial maximum
FSg The frame signal of the global maximum
FSm The frame signal of the final maximum
F S t  The signal of the last measurable frame
Si Integrated Signal to the Initial maximum
Sg Integrated Signal to the global maximum
Sm Integrated Signal to the final maximum plus the first frame after FSm 
St Total Integrated Signal
S r  Integrated residual signal from the second frame after FSm to FSt
MES Mean equilibrium signal is the average frame signal between FNi and FNq
BoT Beam on time
SBV Stable baseline value
S q i  Quality Index for the measurement is the ratio of FST to mean frame signal
Table 2-3 : List of acronyms used in this study to  describe the EPID response signal and their definitions.
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Chapter 3
3 The iViewGT computer model
3.1 Introduction
During image acquisition with the iViewGT EPID, peculiar patterns were observed at the 
very beginning of the radiation beam delivery and also at the end of irradiation. The patterns 
disappear very quickly, in less than a second. This would occur while the operator completed 
the beam-on sequence, and would usually be busy monitoring the Linac terminal at the start 
of the radiation beam. Initially, as the radiation beam starts, the first few frames taken with 
the iViewGT EPID show a gradient in the radiation beam intensity across the field with the 
highest intensity at the centre of the detector and the lowest towards the two ends of the de­
tector along the Y axis as shown in Figure 3-1. This displays a greyscale image analogous to 
that observed in the XIS software on the iViewGT terminal during actual measurements. Af­
ter the first few fi'ames, iViewGT images show a uniform and symmetric radiation field as 
anticipated, and established earlier with linac radiation field symmetry, flatness, and output 
stability measurements. At the end of irradiation, a similar but converse pattern is observed 
with the highest intensities now at the two ends and the lowest intensity at the centre of the 
EPID as shown in Figure 3-2. This also lasts for one or more frames. These patterns are ob­
served in all measurements, regardless of the EPID employed, dose, dose rate, integration
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time, field size and whether an imaging object is present or not. Furthermore, the gradient 
always starts at the centre of the EPID even with off centred and asymmetric fields.
TCe 930 900 1000
Figure 3-1: The start-up pattern observed on the iViewGT com puter. The first few  frames always show  a similar pattern 
regardless of dose, dose rate, integration tim e and radiation field geom etry.
This EPID behaviour was surprising and is contrary to the generally known and established 
characteristics of the radiation beams produced by linacs. The linac beam characteristics re­
sult from a circular flattening filter and hence it is not conceivable to modulate the radiation 
beam in two opposing straight patterns. In addition film and ionisation chamber measure­
ments were carried out to verify the flatness, symmetry and stability of the linac radiation 
beam output. Therefore, the iViewGT image formation process is the likely cause of these 
patterns.
Figure 3-2: The end pattern is similar to  the start-up pattern but with reversed gradient.
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To investigate, and visualise, the effect of the iViewGT image formation process on the 
measurements, a computer model for the EPID was designed using MatLab. The frame for­
mation aspects during the integration time are not accessible on the iViewGT XIS software 
and only the complete frame image is presented. Therefore, the model elucidates the 
iViewGT frame formation technique in order to explain the observed frame patterns and sig­
nal behaviour.
3.2 Simple readout model
The iViewGT modelling started with a simplified 16 pixel linear array model that represents 
the 16 readout groups in the iViewGT detector panel along the Y axis, each adjacent upper 
and lower readout group is represented by two pixels. After each radiation pulse of unity, two 
pixels are read one pixel from each end of the array and registered in the current frame and 
then zeroed.
When radiation pulses start to reach the EPID, the detector starts to accumulate radiation in­
duced charge, as seen in Figure 3 -3  as blue columns. After each pulse from the row driver the 
accumulated charge in two pixels from both ends of the array are discharged and transferred 
to the frame grabber, seen in Figure 3 -3  as green columns. With the progression of radiation 
pulses the accumulated induced charge increases equally in each pixel in the detector. How­
ever, the charge in the pixels that were readout after the last row driver pulse is zeroed and 
transferred to the frame grabber. As the radiation and row driver pulses continue, the accumu­
lated charge in the detector increases but with a perceptible symmetric gradient from the cen­
tral pixels towards the two ends of the detector’s pixel array as a result of the progressive 
readout by the frame grabber from these two ends, blue columns in Figure 3 - 3 .  Meanwhile, 
the frame grabber charge also continues to increase with similar but opposite gradient, green 
columns in Figure 3 - 3 ,  this is because it is simply the portion of the uniform radiation induced 
signal that was discharged from the detector. The frame grabber and detector charge added 
together is equal to the uniform radiation induced signal. Detector and frame signals magni­
tude are presented in Figure 3 - 3  on the same axes to emphasise their correlation to each other 
and the readout technique effect on the observed frame signal.
By the end of the first integration time, the frame grabber fashions the first frame from the 
charge readout during that integration time. This frame will always present the same frame 
gradient pattern seen in the green columns in the last axis in Figure 3 - 3 ,  and that explains the 
patterns observed in the actual iViewGT first frame in Figure 3 - 1 .  Another interesting finding 
from this simplified model is that not all the radiation induced pixels that charge during the 
integration time of the current frame are readout in that frame. Some pixels’ charge were 
generated right after the beginning of the integration time and retained in the detector then 
discharged in the subsequent frame. Actually it appears that half of the magnitude of the ra­
diation induced charge during the integration time is accumulated in the detector and not 
readout in that frame, as seen in the last axis in Figure 3 - 3 ,  blue columns. Thus, the first frame 
is always formed with an observable start-up pattern and only half of the detector signal is 
readout in the current frame.
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Figure 3-3: First frame form ation. The accum ulated radiation induced signal in the detector m easuring e lem en ts (blue) 
increases uniformly with incident radiation dose, and in the sam e tim e decreases with the progression o f readouts. 
Frame readout takes place after each Linac pulse one pixel from each of the tw o  ends at a tim e which results in a gradi­
ent in the values of detector charge and frame readout (green).
When a frame is formed, it is sent to the iViewGT computer, the frame grabber is zeroed and 
a new frame formation starts right away. The frame grabber starts the readouts to form a new 
frame in a proeess similar to the previous one. However, the detector pixels now carry some 
eharge that was generated during the previous frame integration time. Detector charge will 
eontinue to increase as long as the Linac continues to produce radiation pulses, and in the 
same time decreases in favour of the frame grabber as the pixel by pixel readout progresses, 
this is illustrated in Figure 3-4. Note the charge distribution among the deteetor and frame 
grabber pixels is very different from that in the start-up frame.
By the end of the integration time of the second frame, the accumulated signal in the detector 
is tailored by the progressive readout to be similar in magnitude and distribution to that in the 
previous frame. The frame grabber on the other hand has now a uniform and equal readout 
for all pixels similar to what is anticipated as a result of a uniform radiation beam. This is the 
ease although it only had readout about half the charge accumulated during the current inte­
gration time similar to the previous one, and the remainder is the accumulated detector charge 
from the previous frame that was not discharged. This shows that there is readout equilibrium 
between successive frame readouts for consistent radiation beams as the deteetor accumu­
lated charge during one integration time eomplements the readouts in the subsequent frame, 
and in the same time the accumulated charge in the preceding integration time contributes to 
the current frame. This frame readout equilibrium continues to the end of the radiation dose 
delivery.
During the integration time of the first frame after the end of irradiation there are no more 
Linae pulses and hence the detector accumulated eharge will not increase any further, it will 
remain at the same values leftover from the preceding frame. However, the frame grabber
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will continue to discharge and zero the deteetor pixels with the same readout teehnique, seen 
in Figure 3-5, to the end of the integration time. This will result in the deteetor charge seen in 
the last axis in Figure 3-4 and the first axis in Figure 3-5 be transferred to the frame grabber 
with the same magnitude and gradient. The completed frame will have a unique pattern 
shown in the last axis in Figure 3-5 and in the actual EPID image in Figure 3-2, as a direct re­
sult of the readout technique, where there is a signal gradient similar in nature to the start-up 
pattern in the first frame but opposite in magnitude.
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Figure 3-4: The second frame after the start of irradiation. Detector charge is increased uniformly with radiation dose in 
all pixels but maintain the inherited gradient from the preceding frame and in the sam e tim e decreases with the pro­
gression of readout similar to  the first frame. By the end of frame integration tim e the detector pixels will accum ulate a 
charge similar to  the first frame in m agnitude and distribution whilst the frame readout will be equal in all pixels. The 
pattern and values in this frame are similar to  all successive fram es during irradiation.
The outcome of this simple model shows that the XRD-1640 XX readout technique has a di­
rect and observable effect on the individual frames that comprise an image. The individual 
frame signals and their distribution are influenced by the instance of time where the frame 
formation started during irradiation. Those frames that were formed during the delivery of the 
radiation dose, at least one integration time after the first linac pulse and similar interval be­
fore the last linac pulse, have consistent signals and uniform distributions due to the readout 
equilibrium. Figure 3-4. Those frames in which linac pulses start or end suffer the absence of 
readout equilibrium and have similar but inverse readout patterns, i.e. start-up and end pat­
terns in Figure 3-3 and Figure 3-5. The first frame with a radiation induced signal will always 
fall in the pre-equilibrium stage due to the lack of contribution from a preceding frame, and 
the frame following the last radiation induced signal is in a post- equilibrium stage due to the 
lack of charge generation during its integration time. The three stages are shown in Figure 3-6 
from a more realistic two dimensional model simulation. This model is a generalisation of the 
simplified model to 1024 x 1024 pixels matrix. It demonstrated the same results obtained 
from the one dimensional model in a two dimensional format, the formation of the first frame 
illustrated earlier in Figure 3-3 is shown in two dimensions in Figure 3-7.
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Figure 3-5 : Readout during the last frame is distinguished by the absence of Linac radiation pulses, and all the detector  
charge is inherited from the preceding frame which result in the formation of the last frame with the observed end pat­
tern.
The simplified computer model was very helpful in the vindication, and demonstration, of the 
readout technique effects on the iViewGT frames. Yet, it does not reproduce the experimental 
results such as the signal profile with acceptable accuracy, because the model is limited by a 
number of assumptions. It assumes that the radiation beam is covering the whole detector, 
that linac pulses start with the beginning of the first frame’s integration time, and that the last 
linac pulse is delivered just before the last pixel readout in the last frame. It also does not ac­
count for the electrical properties of the iViewGT EPID, nor does it consider the aspects of 
the varying radiation field intensity, and the fact that linac beams do not start at the nominal 
dose rate but rather it takes some time to reach values closer to the nominal dose rate. Usually 
this lasts for the order of milliseconds, then values around the anticipated dose rate are 
aehieved by the end of the first MU[16]. Thus, a more elaborate computer model with a func­
tion to define radiation dose, dose rate, integration time, and field geometry is necessary in 
order to simulate the experimental measurements with greater precision.
P r e ^ q u it ib r iu m
Post-Equilibtium
Figure 3-5 : Pre-equilibrium, equilibrium and post-equilibrium stages during frame formation w ith the tw o  dim ensional 
iViewGT sim ple com puter m odel. This is simply a generalisation o f the one dim ensional com puter m odel and, th e  results 
are similar to  those in Figure 3-3, Figure 3-4, and Figure 3-5 but in tw o dim ensions.
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Figure 3-7 : Formation of the first frame in tw o dim ensions, similar to  Figure 3-3. Detector and frame signals are shown  
on separate axes.
3.3 The iViewGT computer simulation
The simplified model simulation results have substantiated that it is the readout technique 
that causes the start and end gradient patterns in the first and last frames observed in the ac­
tual measurement in Figure 3-1 and Figure 3-2. The two dimensional model results in Figure 
3-6 and Figure 3-7 have encouraged the development of a further comprehensive iViewGT 
model. This model simulates the radiation pulses at the same linac pulse repetition frequency, 
and the readout of the EPID at the same frequency as the iViewGT. Rows of pixels are read 
simultaneously from each end of the EPID after each triggering row driver pulse. The user 
defines the dose to be delivered in tenns of MU and the field size as a square field directly or 
as a complex field with the aid of another routine. This complex field routine is linked to the 
main code that was written to obtain the field shape from a treatment plan Dicom RT file or 
other image formats supported by MatLab such as TIE, JPG, BMP, etc. In these latter images 
a field shape can be defined by any graphics software such as MS Paint with a closed dark 
outline on a white background, the image must be a square of at least 100 pixels length and 
width and the field must be outlined with respect to the image size that is nonnalised to 25.6 
X 25.6 cm .^ In practice this means the drawing scale is 1:1 at the Linac iso-centre plane. The 
user then selects the dose rate and integration time from a predefined list for the linac in use. 
The instance of time in which linac pulses start during the first frame integration time is de­
fined by the MatLab built-in random number generator function. The random numbers gener­
ated by this function are in the interval [0,1],  the function is overloaded to produce integers 
in the interval [1,512] to represent the starting row number in the lower readout group, and 
the corresponding row in the upper readout group is calculated by subtracting the scaled inte­
ger random number from 1025 to produce an integer in the interval [ 513 ,1024]. There is 
also an option to disable this feature so that the first Linac radiation pulse prompts the begin-
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ning of first frame formation from the two rows, number 1 and 1024 by default. Furthermore, 
the user can define a specific timing for linac pulse start-up in the first frame as an absolute 
time in microseconds, percentage of the integration time, or as a function of row number. 
Row number readout increases in the lower readout group towards the row number 512 then 
resets to row number 1 after that, while the upper readout group decreases towards the row 
number 513 then reset to row number 1024 representing the consecutive detector readout 
from the two ends towards the central rows.
Y pixelsY pixels
X pixels
Figure 3-8: IViewGT m easured individual tw o dim ensional fram es, signal appears to  start from the centre of the EPID and 
propagate laterally in the following frames at the beginning of irradiation, and the opposite at the end of irradiation, 
this is a result of the EPID readout technique.
Figure 3-9 : iViewGT com puter simulation results are similar to  m easurem ent showing the start-up and end patterns.
The number of Linac pulses is calculated automatically from the MU setting and the selected 
dose rate value, and thus the timing of the last linac signal during the end frame is not pro­
grammable and is solely a function of the number of linac radiation pulses. Linac dose rate
61-
start-up is optionally modelled to rise in three steps of 10 %, 60 % then 90 % in 500 millisec­
onds and then stabilises at 100 % by end of the 4^  ^ second. These dose rate and time figures 
were taken fi*om the literature[16, 33] and from Elekta beam physics corrective maintenance 
manual. Radiation pulses are modelled as a 1024 x 1024 matrix of zeros outside the radiation 
field and 1 within the desired radiation field, symmetric square and rectangular radiation field 
matrixes are normalised to a two dimensional beam profile extracted fi*om experimental ion 
chamber measurements in water at the depth of maximum dose to account for Linac beam 
intensity variations across the field that result fi*om the beam modifiers particularly at the 
field edge. The matrix is then scaled to the appropriate Linac pulse value according to the 
EPID in use. There are also other options to control the detector pixel capacitance, display 
and result output format. Capacitance values were chosen after several dry runs and compari­
sons with a 100 MU signal profile from measurements with empirical values. Simulation re­
sults can be compared to the experimental results in terms of signal profile comparison and 
qualitative comparison of the main features of the signal profile such as the total integrated 
signal, maximum signal, residual signal etc. A library of measured signal profiles for differ­
ent MU settings and field sizes is linked to the main code for easy access, otherwise the user 
can select to extract the signal profile from any HIS file directly from the main code for com­
parison.
The simulation results were generally in agreement with measured data. The readout effect in 
measured data shown in Figure 3-8 was observable in the two dimensional simulation frame 
images shown in Figure 3-9. Signal profiles from the iViewGT model simulation were gener­
ally in agreement with the measured ones and demonstrated the same main features of the 
signal profiles with all the different radiation doses, dose rates and integration times. The re­
sults from three different iViewGT model simulations are compared in Figure 3-10 for 1, 10 
and 100 MU radiation doses respectively with a dose rate of 480 MU/min and 0.433 s inte­
gration time. However, there were a few differences between the simulation and measured 
signal profiles, first it took one or two frames in simulation to overcome the readout tech­
nique effect where the second frame’s signal is always very close to F Si, while it took one or 
two frames longer in the actual measurement and the fi-ame signal is much less than the FSi 
value. This is noticeable in the three signal profiles A, B and C in Figure 3-10 where the simu­
lation signal profile is always rising one frame ahead of the measured signal profile, and also 
observable in the two dimensional fi*ame images where the second frame in simulation is very 
close to the equilibrium frame. Figure 3-9, while the second frame in the measured frame im­
ages is much less than that of equilibrium. Figure 3-8. Second, the residual signal in simula­
tion seems to last for a shorter period of time than in measurement and its magnitude is al­
ways less. Nevertheless, the difference in magnitude between total integrated signal (St) from 
simulation and measurement was negligible ( « 1  %).
However, iViewGT signal profiles obtained experimentally from EPID -  1 and EPID -  2 
were not identical. EPID -  1 signal profiles are not flattened after FSi is reached, rather the 
frame signal continues to increase slightly until FSg is reached, FSg > FSi. EPID -  2, on the 
other hand, showed a flat signal profile similar to the iViewGT model simulation results be­
tween FSi and FSg, FSg ~ FSi. These differences between the two iViewGT devices, dis-
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cussed in chapter 2, are attributed to the individual detector gain setting and the change in the 
detector sensitivity as it is being irradiated, which were difficult to model accurately.
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Figure 3-10 : The IViewGT com puter m odel results w ere in agreem ent with m easurem ents, the signal profile from sim u­
lation in green is compared to  that from experim ental m easurem ent in black for a radiation dose of 1 MU (A), 10 MU (B) 
and 100 MU (C) at a dose rate of 480 M U/min and 0.433 s integration tim e. The frame signals are expressed in gray scale  
values.
3.4 Frame readout equilibrium
For a given delivered dose defined by the MU setting and dose rate to aehieve frame readout 
equilibrium with a certain integration time, at least one frame readout has to be started after 
the start of irradiation and also the radiation beam has to last at least to the end of the subse­
quent frame’s integration time because the first frame will always suffer the readout start-up 
effect and the faet that about half the signals in any subsequent frame are generated in the 
preceding one. In other words, in order to achieve readout equilibrium the irradiation time has 
to be long enough to accommodate the fonnation of at least two entire fames, or more than
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twice the integration time. The duration of radiation pulses or beam time in seconds can be 
calculated from the dose and dose rate using Equation 3-1.
n  . . 60 X  Dose (MU)Beam time -  Equation 3-1( M U \
\ M i n J
The radiation delivery time in seconds divided by the integration times in seconds gives the 
number of frames that can be formed with that radiation dose, dose rate and integration time 
combination, it can be expressed as in Equation 3-2.
Beam tim e _  60 xDose{MU)
In tegra tion  time Dose R a t e ( ^ ^  x In tegra tion  timers)  Equation 3 2
Since the radiation delivery may commence at any time during the first frame integration 
time, and both dose rate and integration time are quantised, the actual number of fames that 
covers the radiation delivery period could be increased by one more integration time. The 
above ratio is useful to indicate whether a certain radiation dose, dose rate and integration 
time combination will result in readout equilibrium or not. When normalised to the minimum 
number of frames required for equilibrium it could be used as an equilibrium index that des­
ignates frame readout equilibrium with values more than one. Equation 3-3.
r- -Ti • 1 j  30 X  Dose(^MU) ^  ^ ^Equilibrium Index = Equation 3-3
In measurements with equilibrium index less than one frame readout, equilibrium is not 
achieved. This has been observed in experimental measurements on both EPID -1 and EPID 
-  2, and in the computer model simulation. In Figure 3-11 the two dimensional frames of a 
measurement and simulation results for a radiation beam with an equilibrium index o f 0.26 is 
shown, in which none of the individual frames attains readout equilibrium, and the total inte­
grated signal is uniform nevertheless. The value o f the equilibrium index increases linearly as 
a function of the delivered radiation dose regardless of the dose rate and integration time. 
Figure 3-12 represents the equilibrium index values on a log scale as a function of the deliv­
ered radiation dose for all the available dose rate and integration time combinations. The 
threshold value for readout equilibrium is denoted in Figure 3-12 as a horizontal line intersect­
ing the Y axis at 1, this figure also shows that the equilibrium index value increases with in­
crease in dose rate more rapidly than it does with integration time.
The radiation dose that achieves frame readout equilibrium for a given dose rate and integra­
tion time combination can be determined as the lowest radiation dose that yields an equilib­
rium index value more than unity, these are summarised in Table 3-1 for both EPID -  I and 
EPID -  2. The frame readout equilibrium radiation dose increases linearly with increase in 
dose rate. Figure 3-13, and with increase in integration time. Figure 3-14. This latter effect has 
a more dramatic affect on the value o f the frame readout equilibrium radiation dose since the
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readout technique responsible for the equilibrium effect is related to the integration time as it 
takes longer to form a frame with slower integration times.
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Figure 3-11 : Readout technique effects are observed in the individual frame only, m easurem ent (A) and com puter sim u­
lation (B), and does not influence the total integrated signal in both m easurem ent (C) and com puter sim ulation (D). In 
this 10 X 10 cm field m easurem ent with a 1 MU radiation dose, 480/M U  dose rate and 0.433 s integration tim e, frame 
equilibrium is not achieved yet the total integrated signal is uniform and square.
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Figure 3-12 : Equilibrium index as a function of delivered radiation dose for all available dose rate and integration tim e  
com binations. Frame equilibrium threshold is shown to  identify the radiation dose, dose rate and integration tim e com ­
binations that yield frame equilibrium.
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Figure 3-13: Frame equilibrium dose as a function of dose rate for the available integration tim es.
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Figure 3-14 : Equilibrium dose as a function of integration tim e for the available dose rates.
It is very important to emphasise that the readout technique effects are not observable in the 
clinical applications, and are noticeable only in the individual frames that amount to an EPID 
image, Figure 3-11. Both the summing and averaging of frames processes used to construct 
the complete EPID image eliminates these effects from the resultant clinical images in the 
clinical desktop applications. Each individual pixel in the EPID detector, 1024 x 1024 pixels, 
manifest the same signal profile explained earlier when exposed to the same radiation. How­
ever, the magnitude of the response signals from the same unifonu radiation in any given 
non-equilibrium frame varies dramatically among individual pixels, not only as a result of 
gain changes and trapped charges, which is a secondary cause. The main reason behind this is 
the readout technique, as explained earlier, the detector pixels are read in rows rather than the 
whole detector at once, which is the case with Video and CCD camera based EPID, and it
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takes a period of time equal to the integration time to read enough rows of pixels to form a 
single frame. A number of rows are read at a time starting from each end of the detector, and 
a new frame is formed starting from the two detector ends towards the centre. The readout in 
SLIC EPID is similar to the iViewGT EPID in terms of pixel scanning, but the integration 
time is considerably longer compared to the iViewGT EPID, which is the reason behind the 
SLIC EPID unsuitability to measure dose directly[12].
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Table 3-1 : Minimum MU setting required to  achieve readout equilibrium.
- 67 -
Chapter 4
4 Monte Carlo simulation
4.1 Introduction
The term Monte Carlo was associated with computational statistical methods used to simulate 
experimental nuclear reaction results back in the 1940’s by a group of physicists working on 
the development of nuclear weapons in the Manhattan project in the Las Alamos National 
Laboratory in the United States. Nevertheless, the phrase “Monte Carlo” did not appear in a 
title or a published work until 1967[128] although the method was referred to in publications 
dating back to the year 1950[129]. The name Monte Carlo refers to the Monte Carlo Casino 
in Monaco, which was famous for gambling games and the association reflects the random 
nature of that statistical method and the chance and dice games in gambling. The statistical 
concept which the Monte Carlo method is based on however was known centuries before 
that; the Comte du Buffon needle problem that was experimented in the year 1777 is an ex­
ample of the early use of statistical sampling methods. In this experiment a needle one inch in 
length is thrown on a sheet marked with parallel lines separated by one inch and an observer 
counts how many times the needle is thrown and how many times the needle intersects a line 
on the sheet. The aim of the experiment was to estimate the value of tt from the observed or 
measured probability of the needle intersecting one of the parallel lines, which was known
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mathematically to be About a century later, Pierre-Simon Laplace repeated Buffon’s work
after correcting a mathematical error in the original experiment in 1886. The application of 
the method for radiation physics was suggested by Lnrico Fermi in 1930 after the discovery 
of neutrons to study their characteristics and derive interaction patterns for neutron collision, 
scattering, and fission. Fermi had invented a simulation trolley, named Fermiac after him, to 
run the simulation. The Fermiac works as an analogue computer that simulates neutron trans­
port in a given geometry on a two dimensional scaled diagram, details on the Fermiac can be 
found in the 1987 Las Alamos Science special issue. The use of Monte Carlo methods appre­
ciably increased after the introduction of digital computers in the 1950’s due to the repetitive 
nature of Monte Carlo calculations and the large number of calculations. This was especially 
true after the introduction of LTRAN the first specialised electron-photon coupled radiation 
transport computer code in 1963. The applications of Monte Carlo in radiation physics is now 
very common and is well established in other scientific applications such as biology, chemis­
try, material science, finance, meteorology, oil exploration, disasters studies, and traffic flow 
simulations.
The basic concept of the Monte Carlo method can be explained with the evaluation of com­
plicated integrals, such as the integral of the function/(x) over the interval [a, b]. Since the 
integral is difficult, or not possible to evaluate analytically, an alternative approach based on 
the measurement of / ( x )  may be used to obtain a solution. The solution may be expressed 
mathematically as in Lquation 4-1.
Ibf{ x )d x  => {h — a) ■ / ( x )  Lquation 4-1a
Where / (x )  is the average value of / ( x )  measured N times for x values in the range of in­
terest [a, h] calculated by Equation 4-2.
f{x') =  Lquation 4-2
Thus, a solution for the integral is obtained by the measurement of the defined function / ( x )  
rather than the analytical method. However, the accuracy of the solution obtained with this 
method depends on both the precision of the measurement of / ( x )  and the efficacy of the 
representation of the range of interest by the arbitrary chosen x values. These x values have 
to be uniformly random and representative of the domain or range of interest. Hence, random 
number generators are implemented in Monte Carlo algorithms to be used as seeds for x val­
ues. To evaluate the complex integral, all that is needed is to measure / ( x )  based on the ran­
domly generated x values, and since the solution depends o n /(x ) , and not / ( x )  or x only, 
the larger the number of measurements N the more accurate the obtained / (x )  value.
In summary, Monte Carlo methods can provide a solution for a complicated problem, and to 
be efficient it needs an accurate description of the problem and a large number of calculations
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to achieve statistical accuracy. This can be demonstrated in Figure 4-1, which shows the re­
sults of the Buffon-Laplace experiment to calculate n  from the probability that the needle in­
tersects with a line, the accuracy in the value of n  improves as the statistical noise is de­
creased with the increase in the number of times the experiment is repeated. The experiment 
was carried out using a MatLab code to simulate the experiment.
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Figure 4-1: Results of the Buffon-Laplace experim ent to  calculate Tt, the accuracy of the results increases with the in­
crease of the number of m easurem ents as the results converge to  the reference value. The experim ent w as repeated  
four tim es shown as Run 1 - 4, and the reference tt value is em phasised by the black line.
4.2 Demonstration of Monte Carlo algorithm by a basic model
In radiation transport, the complicated question is the radiation interactions. These interac­
tions, discussed earlier in Chapter 1 for photons, are well described mathematically taking 
into the account the physical and chemical characteristics of both the radiation and the me­
dium in which the radiation is transported. However the occurrence of a particular interaction 
is a random process expressed in terms of probabilities. Monte Carlo methods can be utilised 
to calculate the radiation interactions based on the interaction probabilities and the geometry 
information.
For example, consider a hypothetical scenario where a 1 MV, well collimated, narrow, two 
dimensional beam of photons is incident on a two dimensional uniform slab of water with 
unit density, and the question of interest is to calculate the transferred energy to the medium. 
Assuming that
- The photons interact only through photoelectric effect and Compton scattering with 
equal probabilities, this is similar to flipping a coin to decide the type of interaction.
- All secondary particles deposit their remaining energy in the first neighbouring pixel 
on their path.
- A pseudo number generator determines the amount of energy transfer in any interac­
tion.
- Interactions are in two dimensions only and the maximum scattering angle is 90° in 
any direction perpendicular to the incident beam central axis, e.g. no back scattering.
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Any given particle simulation is independent from all other particles.
The start point of any primary photon and the direction of scattered photons are cho­
sen based on a pseudo number generator.
Number o f Particles 1 e+ 00
Phantom width (Pixels) 
Depth dose
Phantom depth (Pixels)
Figure 4-2: M o n te  Carlo s im u la tio n  o f  th e  in te ra c tio n s  o f  a s in g le  p h o to n  in c id en t on  a slab  o f  w a te r  u sin g  a 
c u sto m  d e s ig n e d  b asic  M o n te  Carlo a lgo r ith m . T he track  o f  th e  p h o to n  in tera c tio n  in th e  m a ter ia l d o e s  n o t  
give u se fu l in fo rm a tio n  regard ing  e n e rg y  tra n sferred  to  th e  m ed iu m  a s it r e p r e se n ts  a s in g le -tra ck  p ro b a b il­
ity o u t  o f  a c o u n t le s s  n u m b er  o f  p ro b a b ilitie s . This can b e  s e e n  in th e  b ea m  profile  and  PDD g ra p h s th a t  in ­
d ica te  o n ly  f e w  v a lu e s  co rresp o n d in g  to  th e  p h o to n  track  in te r sec t io n  w ith  th e  m e a su r e m e n t  lin e.
Simulation results in Figure 4-2 show the relative absorbed dose in water from a single incident 
photon. Although a detailed record of all the photon interactions, locations, directions, and 
energy deposition were obtained from the simulation, it is not particularly useful, as it is not 
possible to associate this unique record with an actual measurement. However, applying the 
statistical concept, mentioned earlier in Equation 4-2, by repeating and averaging the tracks 
for a very large number of photons provides a more accurate result that can be compared to 
measurement. This relation between the number of measurements, incident photons in this 
case, and the accuracy of the results is demonstrated in Figure 4-3 where the statistics noticea­
bly improve by the increased number of incident photons. Compared to the single photon 
simulation result in Figure 4-3, the relative dose distribution gradually shifts toward a more 
recognisable pattern as the number of incident photons increases and similarly both the beam 
profile and PDD curves take the anticipated shapes. This is analogous to the improvement in 
calculation of the value of n with increased number of trials observed in the Buffon-Laplace 
experiment results in Figure 4-1.
The calculation times, shown in Figure 4-3 for each simulation, show that it increases by a 
similar order of magnitude relative to the number of particle histories. Increasing the number 
of simulation histories by a factor of ten will result in the required computer CPU time to be 
ten times longer. The required CPU time for a given simulation will increase further with in­
crease in the physical dimensions of the geometry in question and the amount of details in
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that geometry. This is a historically known disadvantage in Monte Carlo simulations that 
make it time consuming and reliant on computer power especially in the early days when 
computers were limited and expansive. Nowadays however, with the availability of parallel 
algorithms and cloud computing it becomes less of an issue. In fact, a modem computer can 
be utilised to achieve good results with acceptable statistical uncertainties within a few hours 
for a complex geometry Monte Carlo simulation such as a medical linear accelerator. Having 
said that, all the Monte Carlo simulations discussed in this dissertation were carried out sepa­
rately on two computers, a Dell desktop with a dual core 17 processor of 3.4 GHz CPU each, 
and another Dell laptop with an Intel dual core CPU of 2.53 GHz.
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Figure 4-3; Basic M onte Carlo code simulation results for different number of incident particles. Starting w ith 10 parti­
cles, the results are not very different from the previous single particle run. H owever in the subsequent runs, w here the  
number of incident particles is increased by 10 fold, the relative dose distribution and both the beam  profile and PDD 
curves tend to  be more uniform and transform into recognisable shapes.
The simple Monte Carlo algorithm demonstrated here is not enough to obtain realistic results 
that match measured ones. With a proper Monte Carlo algorithm, the complex function in 
Equation 4-1 will be the Boltzmann transport Equation 4-3.
= j  j  V^(r ' , v ' )C(v '^v , r ' )dv '+ Q(r',v) T(r' r,v)dr' Equation 4-3
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where
r  Particle position
V Particle velocity
v) Particle collision density
C(y' v , r ^  Collision kernel
Q (r v) Source term
T(r ' r ,v )  Transport kernel
Similar to the simple Monte Carlo algorithm, some assumptions have to be made to practi­
cally work out a statistical solution for Equation 4-3. Any given medium is assumed to be 
static and homogenous, and its properties are not affected by the interactions. Particles travel 
in straight paths from one interaction to another and never interact with each other. In addi­
tion, any given interaction event is determined by the immediately preceding event. The 
simulation will run for each particle using physics equations, interaction cross section data, 
and geometry information to determine and record the interaction types and locations. Then 
the results are deduced from the records or the history of each particle’s interactions that are 
tallied in each region of the geometry.
4.3 Monte Carlo Codes for radiation transport simulation
There are many Monte Carlo codes available for nuclear and radiation transport simulation 
applications such as EGS, Geant, MCNP, Penelope, FLUKA, GESPECOR, TRIPOLI and 
others. Some of these are free of charge and others are mainly available for commercial ap­
plications. Three Monte Carlo codes were the most frequently encountered in the literature. 
The first is the Electron-Gamma Shower (EGS) and its successor EGSnrc from the Canadian 
national research council (NRC). Second is the general Monte Carlo N-Particle code (MCNP) 
from the Las Alamos laboratory in America. And the third is the Geometry and Tracking 
(Geant) Monte Carlo code and its latest version Geant4 developed by the European Organiza­
tion for Nuclear Research, known by its French acronym CERN.
These main three codes are general-purpose codes that can be utilised for many radiation 
transport applications as they are. However, many additional derivative codes were devel­
oped for certain applications, such as in medical physics, to simplify the modelling, simula­
tion, and result interpretation. BEAMnrc, DOSXYZnrc and BEAMDB that complement 
EGSnrc code are specifically designed for medical physics applications and particularly the 
simulation of linear accelerators and x-ray generators. Similarly, Geant4 has two derivatives 
codes GAMOS and GATE that support medical physics simulations of linear accelerators and 
topographic imaging respectively, and MCNP comes in different variants with specialised 
software components.
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Figure 4-4; Two dim ensional cross-section view  from the BEAMnrc for a Linac target, primary collimator, flattening filter 
and ion chamber m odel. Com ponent materials are defined in the legend but the com ponents them selves are not la­
belled.
EGSnrc is lightweight software packages available to download from the NRC internet web­
site for Linux and Windows operating systems. It has detailed documentation for both the 
physics aspects and the program codes. It is very easy to build and configure and free of 
charge for scientific research use and does not require special license or registration. EGSnre 
has very accurate physics models for radiation interactions though it is limited to photons and 
electrons and it is very easy to model and run simulations especially with the aid of the auxil­
iary codes BEAMnrc and DOSXYZnrc. These latter codes and the main EGSnrc code are 
accessible through user friendly graphical user interfaces (GUI). Geometry modelling and 
simulation configuration can be seamlessly carried out using the GUI’s without the need for 
any code writing or programming using the built-in geometry Component Modules (CM). 
The BEAMnrc GUI includes a two dimensional geometry viewer for quick geometry cheeks 
and gives warning messages for overlapping structures. It provides two cross-sectional views 
in either XZ or YZ planes that intersect with the predefined reference point. That allows a 
satisfactory visual inspection for symmetric geometries such as the primary collimator as­
sembly in the Synergy linac in Figure 4-4, but it is not very helpful with other off-centred ge­
ometries. As a result of this limitation, the geometry structures that do not intersect with one 
of these two planes are not represented in these two views. In addition to geometry, result in­
terpretation and visualisation tools are very limited, especially for MS Windows operating 
system, making it difficult to detect modelling errors or obtain the desired output data. How­
ever, EGSnre is supported by another old code called “EGS Windows” for Linux platforms 
that can be used off-line to visualise the geometry and a limited number of histories in a 
graphical format. Figure 4-6. EGSnrc is enhanced further by a set of add-on C++ class librar­
ies, EGSpp package, which can be implemented on MS Windows operating system to create 
EGSnre input files and test geometry structure. This add-on package is a very useful aid for
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geometry visualisation and verification, but the documentation is limited. EGSpp input files 
syntax is similar to VRML and was straightforward to implement on MS Windows operating 
system from within MatLab environment. The code was tested sueeessfully with the geome­
try example files supplied with EGSpp package. Figure 4-5. Nevertheless, that was not the 
case with my own geometry files. Many impenetrable errors were encountered during this 
work when creating geometry input files in EGSpp format from my own simulation geometry 
data in BEAMnrc that led to EGSpp not being used in this study.
Figure 4-5: Example Linac head geom etry shown in 3D using the EGSpp package.
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Figure 4-6: Simulation geom etry visualised by EGS W indows for a simplified Elekta Linac m odel with a field size of 10 x 
10 cm^ the MIC w ere replaced by an equivalent thickness added to  upper collimator jaws. The yellow  dashed lines are 
photon tracks and the turquoise crosses are electron interaction locations.
Geant4 is a comprehensive C++ based toolkit for Monte Carlo simulations, and thus requires 
familiarity with C++ along with the physics aspects to build, compile, and execute simula­
tions. This makes it complex and difficult to learn and challenging to use particularly for 
someone with no prior Monte Carlo experience or C++ programming background. Geant4 
however is very flexible, customisable, and includes the physics data for electromagnetic 
processes and optical reflectance that make it ideal for iViewGT EPID simulations. In addi-
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tion, it supports very complex moving geometries such as IMRT, CBCT, and PET simula­
tions. It includes the required physics data for a wide range of particle interactions and has a 
very useful built in geometry routine. Geant4 is available online free of charge for scientific 
research. It is easy and straightforward to install and configure on a Linux platform, but it is a 
lengthy process that took hours to complete. On the other hand, it took a lot of effort and time 
to model and build simple geometries in order to run simulations.
MCNP is very popular among postgraduate researchers, and it is my observation that it is the 
best documented and supported compared to the other two Monte Carlo simulation codes 
mentioned above. It is easy to use and does not require programming or coding to model and 
run simulations. MCNP comes with its own geometry visualisation and editing tools. The 
main disadvantage of the MCNP code is that it requires an expensive and time-consuming 
process to obtain a user license. The MCNP code is installed and configured on many com­
puters in the department.
Both EGSnrc and Geant4 codes were investigated and tried at the beginning of the Monte 
Carlo study during this work before deciding on using the EGSnrc and its companion codes 
for all Monte Carlo simulations during this work. This decision was mainly due to the ease of 
using the EGSnrc code, the accurate and quick results obtained in the early stage, limited 
skills with C++ required for Geant4, and the fact that many custom MatLab codes specific to 
EGSnrc formats were developed concurrently while using EGSnrc to help with analysis and 
visualisation of simulation results. In addition to that, being a MS Windows user meant that 
running simulations and meanwhile being able to use the computer for other purposes is an 
added advantage. However, the Monte Carlo experience with EGSnrc encouraged me to in­
vestigate Geant4, or G AMOS to be specific, further and made it easier to use.
The gained lesson from this short experience with EGSnrc and Geant4 codes is that it is 
worth the effort and time invested to learn and use Geant4 due to its flexibility, diversity, and 
data presentability, and that EGSnrc is efficient, simple, and convenient to run and obtain 
quick and accurate results.
4.4 EGSnrc Monte Carlo code
EGSnrc in essence is a Mortran code designed to compile simulation data into an executable 
file that runs the actual simulation. Mortran is a customised version of the Fortran program­
ming language. The main feature in Mortran is the Macro concept, the name Mortran is in 
fact an amalgamate between Macro and Fortran. Macro, in computing terminology, refers to 
a set of rules that are developed to process and transform sequential inputs to another struc­
tured format. A Mortran code, such as EGSnrc, is a set of Macros that compile a user code 
into a stand-alone executable Fortran program.
In order to run a simulation, the user has to write a Mortran code that defines the EGSnrc 
simulation parameters using EGSnrc functions or COMMON blocks. The user code includes 
four mandatory subroutines MAIN, HOWFAR, HOWNEAR and AUSGAB. The first sub­
routine, MAIN, defines the simulation parameters and options. HOWFAR and HOWNEAR 
define the simulation geometry. AUSGAB defines the scoring, or output, and controls the
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variance reduction techniques. The simulation is carried out in the main code by invoking the 
subroutines HATCH and SHOWER. The EGSnrc subroutine HATCH, as its name suggests, 
is invoked only once to initialise the simulation and read the material data and simulation pa­
rameters at the commencement of the simulation. Then the subroutine SHOWER is called to 
generate one particle, or history, based on source parameters declared in the MAIN subrou­
tine. Any number of histories, or a shower of particles, can be generated by calling SHOWER 
repeatedly as desired. The structure of EGSnrc code system is illustrated in Figure 4-7. This 
EGSnrc structure is reflected in the file system where the EGSnrc main code is installed and 
saved in the directory “\HEN_HOUSE” and the user codes in the directory “\EGSnrc_MP” 
on the specified hard drive during installation.
EGSnrc CodeUser Code
iM A INr>
: Simulation  ^
results
i  (BEAM DB. jT”  
I EGS W in d o w s i 
or M atLab)
AUSGAB
HATCH
Electron
Photon
Shower
Media
Data
HOWNEAR
HOWFAR
Simulation 
input data
(EGSnrc, 
BEAM nrc, 
DOSXYZnrc 
GUI's )
Figure 4-7: EGSnrc structure. The user code com municate through the custom ised subroutines MAIN, HOWFAR, 
HOWNEAR and AUSGAB with the EGSnrc code to  define the simulation param eters and geom etry, run the sim ulation, 
and report the results. User code can be written with the aid of the graphical user inter faces EGSnrc, BEAMnrc, and /or  
DOSXYZnrc, or written manually as a Mortran code. Similarly, the results can be analysed by the BEAMDB GUI and EGS 
W indows geom etry view er, or by other m eans such as costum e written codes in MatLab.
The user code communicates with EGSnrc code through COMMON blocks. These arc struc­
tured groups of variables that define numerical, alphabetical, or logical values defined in a 
single block. For example, the COMMON block “MEDIA” is the file containing the vari­
ables MEDIA, NMED, RLC, and others. The variable MEDIA contains a list of material 
names that compose the geometry. The variable NMED defines the number of the material in 
use from the media list in the variable MEDIA. The variable RLC contains the radiation 
length in centimetres for the materials in variable MEDIA. The complete list of COMMON
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blocks and their content of variables can be found in the NRCC report “EGSnrc Code System 
-PIR S 701”.
Radiation interactions generally take place at atomic or sub-atomic scale, thus the description 
of geometry components must include the material chemical composition. EGSnrc code in­
cludes a pre-processor Mortran code, known simply as PEGS, which generate material data 
for EGSnrc simulations. All known chemical elements and many other compounds are in­
cluded in the built-in PEGS database. The database contains the cross-section data for elec­
tron energies from 0.521 to 55 MeV, and for photons from 0.01 to 55 MeV. New materials 
can also be added to the data base. PEGS data can be generated from the command prompt 
using Mortran code or in a simpler way through the EGSnrc GUI.
Monte Carlo simulation with EGSnrc is simple and can be run from the command prompt 
directly, provided that the transport parameters and geometry information are in the required 
EGSnrc input format. Simple geometries such as planes, cones and spheres can be described 
easily in an EGSnrc input format with Mortran. Other complex ones such as linear accelera­
tor geometries however require detailed description and lengthy input files. EGSnrc GUI’s, 
BEAMnrc in particular, are very helpful in that case. EGSnrc package includes EGSnrc and 
EGS inputrz GUI’s, this latter GUI is a customisable user code for cylindrical geometries, 
such as ion chambers, distributed by the NRC. The BEAMnrc package includes BEAMnrc, 
DOSXYZnrc and BEAMDP GUI’s, the first one is the most useful. All other GUI’s can be 
substituted with command prompt codes without much effort, but doing that with BEAMnrc 
is a tedious job. However, BEAMnrc can be used alone without engaging other GUI’s or 
command prompt to configure, model, and run a simulation.
4.4.1 BEAMnrc
BEAMnrc is software package based on EGSnrc. It can be used on its own to build, compile 
and run simulations without the need to run or invoke EGSnrc. However, EGSnrc must be 
installed and configured before installing or using BEAMnrc package. BEAMnrc was devel­
oped as a part of the Ottawa Madison Electron Gamma Algorithm (OMEGA) project to 
model and run Monte Carlo simulations for radiotherapy treatment sources in order to de­
velop a 3D treatment planning tool for radiotherapy applications using Monte Carlo simula- 
tion[130]. In addition to BEAMnrc code, it also includes DOSXYZnrc, BEAMDP, Statdose, 
ReadPhSP, AddPhSP, DosXYZ Show and CT create Mortran codes. BEAMnrc and the first 
two Mortran codes in the list are accessible through individual graphical user interfaces, the 
others are utility codes and are accessible only from command prompt or through internal 
calls between different EGSnrc codes including GUI’s. For example, the code Statdose is 
called by the DOSXYZnrc to perform dose analysis.
Statdose is utilised to perform three dimensional dose analyses, it can also create one dimen­
sional plot files in the Grace/xmgr format. ReadPhSP and AddPhSP codes are used to read, 
write and combine phase space files. These files are binary files containing position, direc­
tion, energy, and other particle information for a certain number of particles in a specific or­
der and format. Phase-Space files (PhSp) will be discussed in more details in the following
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sections. DosXYZ Show is a utility code used to extract dose information from simulation 
results and display it on the relevant geometry, such as a CT image. CT create is another util­
ity code used to handle CT images, it allows the user to incorporate CT images in the user 
codes. It reads the CT data, converts it into EGSnrc geometry format to be used with 
DOSXYZnrc code, and manages the memory usage for large CT files.
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Figure 4-8: Schematic diagram for the BEAMnrc (OMEGA) system , it lies under EGSnrc system  and contains th e  main 
BEAMnrc code and the executable programs. There are three GUI's for BEAMnrc, DOSXYZnrc and BEAMDP that can be  
started as any other application installed on the operating system . In addition, other utility executable codes are a cces­
sible only from the com mand prom pt with strict com mand form ats or w hen called by another GUI.
BEAMnrc graphical user interface can be used to model, set simulation parameters, compile 
the user code and run the simulation in an easy and simple way without the need for the user 
to invoke other codes or using the command prompt. BEAMnrc documentation refers to user 
built simulation models as “accelerators” since BEAMnrc was developed mainly for radio­
therapy machines, however it is capable of modelling a variety of other devices. The GUI 
will perform all the coding required to compile the executable file that perform the actual 
simulation and display feedback messages on the progress of the simulation.
The GUI has five menus File, Preview, Execute, About, and Help. The latter two menus dis­
play information about the EGSnrc and BEAMnrc codes and provide basic instruction on 
finding documentation. File menu, contains entries that enable the user to create a new linear 
accelerator, load a previous one, change the PEGS file, and load and save input files. Preview 
menu enables access to the BEAMnrc two dimensional geometry viewer which displays a 
cross-sectional CM schematic. Figure 4-4. The third menu. Execute, contains two commands
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Compile and Run. Compile command initialises the EGSnrc main code and compile it with 
the user code in Mortran to create the executable simulation file. The Run command starts the 
simulation by running the executable file created by the Compile command and returns feed­
back messages on the progress of the simulation.
In order to run a simulation, the user has to create an input file, define geometry, and declare 
the absolute location of the PEGS file that contains material information. EGSnrc code pro­
vides two PEGS files that contain all known elements and many other commonly used mate­
rials. Then compile the user code.
The BEAMnrc input file is a structured plain text ASCII file that can be written and edited 
using any text editor. The GUI can create the input file automatically once the simulation pa­
rameters, geometry and options are defined, the user has to name it and save it manually 
though. An easy way to describe the input file is by dividing it into three main sections. 
Source and results section. Geometry section, and Radiation transport section.
The first line in the source and results section of the input file contains the user-entered de­
scription on the machine being simulated in plain text ASCII. The remainder of the first sec­
tion is in the following line-record order
1. The name of the medium surrounding the geometry as it is defined in the PEGS file in 
use.
2. Numerical values that define simulation options for feedback type, random number 
generators options, restarting the simulation, PhSp files output, and individual parti­
cles tracking.
3. Few lines that define the number of histories in the run, random number options, and 
variance reduction options.
4. Numerical values corresponding to the source type and its dimensions and coordi­
nates. BEAMnrc provides templates for many different sources.
5. Cut-off values for electrons and photons, and range rejection option for electrons.
6. Photon forcing option controls.
7. Number of scoring planes and their locations. The CM number defines the location as
the scoring will take place at the lower end of the CM.
8. Scoring zones types and dimensions.
9. Dose component calculation option, either on or off. If on, the reminder of the first 
section defines the options for dose component calculations.
The geometry section of the input file follows the source and results section. It can be distin­
guished by the CM identifier line, which is in the following format:
*********** of CM CMJType with identifier CMJSfame * * * * * * * * * * *
This line precedes each CM in the input file. CM Type is the BEAMnrc internal name for the 
CM as defined in the CM Common block. CM Name is the identifier given by the user when 
the CM was created. Following the CM identifier line, the dimensions and materials compos­
ing the CM are listed in a specific format for each CM type. Then the dose scoring option for
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the current CM is defined as on or off, and can be defined also for individual regions in case 
the CM contains multiple regions. In addition, specific cut-off energy for both photons and 
electrons can be defined for the CM. This format is repeated in the input file for each CM. 
The geometry section in the input file is concluded by CM end line, which follows the last 
CM, with the following format
The last section of the input files begins after the CM end line and ends by the end of the in­
put file. This section defines the Monte Carlo transport parameters, global cut off energies, 
and other advanced algorithm options. The details of BEAMnrc input file and fiirther infor­
mation about BEAMnrc code discussed in this chapter can be found in the NRCC Report 
PIRS-0509 “BEAMnrc User Manual”. An example BEAMnrc input file is included in Ap­
pendix 2.
However, BEAMnrc creates another file, module file, which contains CM names and identi­
fiers and is sufficient to compile an accelerator. This file is also a plain text ASCII file similar 
to the input file but contains two line entries only. The first line starts with word “CM 
Names:” followed by a list of BEAMnrc internal CM type names for all the CM’s used in the 
geometry separated by one blank space each. The second line starts with the word “Identifi­
ers:” followed by the list of the corresponding user identifier names for CM’s in the first line 
in the same order separated by one blank space each. BEAMnrc creates the module file 
automatically when the user builds a new accelerator. The GUI will first prompt the user to 
select the required CM’s, give a unique name for the accelerator and choose the PEGS file, 
and then save the accelerator as module file.
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Figure 4-9: Com ponent M odules selection w indow lists the entire user selected  CM's and enables individual CM editing  
and configuring. Simulation param eters and options are also accessible from this w indow  by the "Edit main input pa­
rameters" button.
The user can compile an accelerator as soon as the desired CM’s are chosen even before cre­
ating the BEAMnrc input file. Once compile command is invoked, the GUI will create a new 
directory under the user code directory by the same module name with the prefix “BEAM”  
added to it. All Mortran files necessary for the BEAMnrc code and relating to the accelerator 
will be saved in that folder in addition to simulation results except the compiled executable 
file which is saved in the user executables directory “$\bin\gnu**\”. During the compiling
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process, the GUI displays status messages in the compile window regarding the progress and 
errors if any.
Simulation parameters and options can be defined within the GUI through a single window. 
This corresponds to writing the source and results section in the input file discussed earlier. 
Further advanced transport algorithm options can be configured through another pop-up win­
dow accessible from the first window. The fields in the first window are empty by default and 
the user has to edit or enter the appropriate values for each field, but the second window is 
pre-configured with default values and the user may not need to modify it at all. The informa­
tion in the second window corresponds to the parameters in the last section of the input file.
The CM selection window shown in Figure 4-9 is opened by default once the accelerator is 
saved. This window displays a list of all the CM names and identifiers in the same order they 
were defined. Each CM can be configured and edited by clicking the edit button in front o f it. 
Two-dimensional cross sectional plots for individual CM’s can be viewed from the CM edit 
menu for a quick geometry check. Figure 4-10 shows an X-ray flattening filter plot.
(-0.872,12.587) 
ELEKTA_01.egs4inp 12/18/2012
Figure 4-10: Two-dim ensional cross section plot for the CM flattening filter.
Once the simulation options are defined, all CM’s are configured, the input file is saved, and 
the accelerator is compiled, the simulation can be started by invoking the Run command from 
the GUI Execute menu. The GUI “Running window” appears when the simulation starts and 
displays state messages to the end of the run. The first message echoes the initialisation of the 
EGSnrc and BEAMnrc codes, the simulation parameters and options, and errors. The follow­
ing messages reflect the simulation monitoring option selected by the user in the input file. 
The default option divides the total number of histories in ten patches and reports a two-line 
summary about the number of histories, random numbers and scoring. Figure 4-11. During the 
simulation run, BEAMnrc creates a temporary subfolder named after the computer process 
identifier (PID) unique to the run in question under the accelerator’s folder and saves the on­
going simulation data. This data is useful to debug simulation errors and restart failed or dis­
rupted simulations, this subfolder is deleted at the end of successful runs.
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Building the simulation geometry with BEAMnrc is a simple and very convenient process, 
but once the desired CM’s are chosen they cannot be modified. That means the user cannot 
add, delete or even change a CM type. Elowever, this limitation can be easily overcome by 
manually editing the module and input files. This simply involves adding, deleting or modify­
ing CM names and identifiers in those two files with same file format and order discussed 
earlier using a text editor. Then, the updated accelerator can be configured in the GUI.
R unning w indow
C o d e  to  run: EleW 3_Prim ary_Coll 
Input file: ELEKTA_01 
D ata  file: My_521rcru
Run options:
•  Optimization on •  batch ■  run In parallel
•  Optimization off
e
*  Interactive
□
There a re  1 scoring p lanes -se e  below
EXECUTION INFORMATION AND WARNING MESSAGES
RESTARTED INPUT FILE 
100000 NEW + 101000 OLD HISTORIES
USING RN SEEDS FROM PREVIOUS RUN 
#  OF PARTICLES IN THE PH-SP FILE FROM PREVIOUSRUN =0
*******” ”  R eturned  from b e a m jn it  Ircode = 0 
*********** jca se  = 10000
BATCH # TIME-ELAPSED TOTAL CPUTIME RATIO TIME OF DAY RNG pointers
1 0.0 0.0 0.00 15:33:11 lxx jxx=  35 68
# of h istories run: 111000 # of particles in ph-sp file: 0
2 8.8 8.8 1.00 15:33:20 lxxjxx=  87 23
# of h istories run: 121000 # of particles In ph-sp file:
EXECUTE KILUCLOSE CLEAR DIALOGUE
Figure 4-11: BEAMnrc simulation "Running window" display reports the status and progress of the sim ulation. The d e­
fault m essage output option displays progress statistics at ten equal intervals during the sim ulation.
Although BEAMnrc simplifies Monte Carlo simulation, it does not provide further result 
analysis tools. Beside the summary in Figure 4-11, BEAMnre creates a struetured plain text 
ASCII simulation results file with the same aceelerator name and the extension “.egslst”. This 
file contains all the error and warning messages encountered during the simulation, partiele 
fluence and dose statistics, and dose tallies in the selected regions. BEAMnrc provides an op­
tion to generate histories and geometry files to be viewed by the Linux based EGS Windows 
code, an example is shown earlier in Figure 4-6. This option limits the maximum number of 
histories to 1000 and disables other simulation monitoring options. In addition, BEAMnrc 
creates plots in the Grace/xmrg file format for eertain CM types, such as the CHAMBER CM 
when used as a phantom. This particular one is very useful to calculate the percentage depth 
doses. The EGSpp paekage diseussed earlier provides an alternative method to ereate custom 
CM’s that can be designed to tally simulation results as desired, for example a pixelated plane 
CM to calculate radiation beam profiles. However the implementation of EGSpp within 
BEAMnrc was not successful during this work. Further analysis and customised result for­
mats have to be obtained by the other codes DOSXYZnrc and BEAMDP, or by other soft­
ware developed specifically to handle EGSnre/BEAMnre files.
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4.4.2 DOSXYZnrc
DOSXYZnrc code was developed to simplify Monte Carlo simulation and modelling with 
anthropomorphie phantoms in Cartesian X, Y, and Z coordinates. The coordinate system is 
meant to be similar to linac coordinate system where the radiation beam travels along the Z- 
axis. The eode calculates the energy deposition in three-dimensional phantoms and reports 
the result in a structured ASCII format file with the extension “.3ddose”.
DOSXYZnre code is in the same Mortran category, similar to BEAMnre, it can be invoked 
directly from the command prompt or from the desktop as an application through the GUI. 
However, it requires far less user input data eompared to EGSnrc and BEAMnrc. The input 
file is similar to that of BEAMnre but simpler and can be divided into two sections, phantom 
and source parameter section and radiation transport section. The latter is the same as the 
third seetion in the BEAMnre input file described earlier. The first seetion contains phantom 
information and simulation parameters and options. A phantom is deseribed either as a eubic 
phantom defined in terms of X, Y and Z dimensions and their associated materials, or as a CT 
based phantom created by CTereate code. Simulation parameters and options include the 
source information, number of histories, and output format. Although DOSXYZnrc is a 
stand-alone applieation that can be used to build and run simulations, it has limited design 
capabilities. It is more convenient to be used for dose calculations in phantoms using source 
and geometry simulation results from BEAMnrc or EGSnrc codes. The advantages of 
DOSXYZnre are the voxelated geometry construction, CT support, and the simple and useful 
result fonuat.
M  4 0
I
X (pixels)
Figure 4-12: Dose distribution in a uniform water phantom calculated by DOSXYZ for a 10x10 cm^ 6 MV x-ray beam . The 
figure w as created in MatLab from data extracted from the .Bddose file. The dose distribution is show n in the tw o  cen ­
tral XZ and YZ planes.
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Simulation results are saved in the 3ddose file, it contains the caleulated dose measurements 
and the assoeiated error as three-dimensional matrices. This data can be read and projected on 
the phantom geometry using the DOSXYZ_Show code on Linux platforms. However, a cus­
tom MatLab code was written during this work to read, analyse, extract and plot 3ddose files 
data. Figure 4-12 shows a plot generated by this code, the plot represents the simulation result 
for a uniform water phantom irradiated by a square 10x10 em^ linae X-ray beam with a 
nominal energy of 6 MV. The simulation souree was a phase space file obtained from previ­
ous 6 MV linae simulation runs with BEAMnrc shown in Figure 4-4 and Figure 4-6.
On the other hand, DOSXYZnrc simulations failures were observed when the total number of 
particles exceeds 1x10^ histories. Initially, the results of some long consecutive runs were 
noheed to be lost after the last run although the simulation seems to be running smoothly with 
no errors. Further investigations have suggested that the simulation proeess itself is not the 
cause of the problem, but a bug in the code that cause the eode to zero all the results in the 
3ddose file. The only indieation that this problem is affecting the simulation run is the ap­
pearance of a negative number of histories in the simulation progress window shown in Figure 
4-13. This problem was avoided by dividing a simulation job into multiple runs and limiting 
the number of histories in individual runs, then combining the results from all runs.
R un n in g  w in d o w
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D a ta f i le :  I4y_521 icru
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Total p rev lo u  CPU tim e (hour) 29.409
R andom  n u m b er  s e e d s  fo r  r e s ta r t  lx x jx x =  90 26 
" " S u c c e s s fu lly  rea d  p re v io u s  d o s e  d a ta  file ***
No ra n g e  re jec tio n .
H is to ries  to  b e  s im ula ted  fo r th is  ru n  1000000000
H is to ries  to  b e  ana lyzed  a fte r  th is  ru n  -1137483648
E la p se d  wall c lo ck  tim e to  th is  poln t=  32.448 s  
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Figure 4-13 : DOSXYZnrc code sim ulation running w indow  indicating that a negative number of histories will result from  
the current simulation (highlighted in red). This will result in voiding all the simulation data from previous runs (29.4  
CPU hours).
4.4.3 BEAMDP
BEAMDP is a data processor utility code for BEAMnrc designed to read and analyse the 
stored simulation data in phase space files (PhSp). Phase space files are binary files that con­
tain simulation records for a certain number of particles that reached a predefined scoring
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plane. These records include the position, direction, energy, weight, charge, and other op­
tional parameters useful to track particles path during the simulation. There are two phase 
space file formats supported by the EGSnrc system, the EGSnrc format and the International 
Atomic Energy Agency (IAEA) file format. The first is specific to EGSnrc system and its de­
rivative codes, and the second is a machine independent format introduced by the IAEA to 
enable the exchange of PhSp data between different Monte Carlo eodes. Although the record 
length in both formats is equal to 33 bytes, there are a few differences between the two file 
formats. IAEA files include more data records for the Z-axis and other simulation parameters, 
the entries format and sequenee is different, and the EGSnrc file header is included in the bi­
nary Ph-Sp file whilst the IAEA format header is in a separate ASCII file that can be read 
with any basic text editor. Each record in the Ph-Sp file represents a single particle, the record 
contains particles type (IQ), energy (E), position (X, Y, Z), direction cosines (U, V), statisti- 
eal weight (W), and other information that defines the particles interactions (Latch and 
ZLast).
Since Ph-Sp files are structured binary files, it is not possible to aecess their data directly 
without specialised software such as BEAMDB. In addition, Ph-Sp file sizes are usually very 
large, in gigabytes, due to the large number of histories used in Monte Carlo simulations. The 
size of a Ph-Sp file is directly proportional to the total number of stored histories, it can be 
caleulated in bytes by multiplying the number of histories by 33 then adding the header size 
whieh is also 33 bytes in the case of EGSnrc format. The size of a PhSp file can be roughly 
estimated from the incident number of source histories for a given simulation parameters and 
geometry based on previous runs results and the known record length. It cannot be calculated 
accurately from the number of source incident histories because not all source particles will 
reach the scoring plane and other secondary particles will be generated by a variety of inter- 
aetions and reach the scoring plane. The details of EGSnrc and IAEA file formats are avail­
able in BEAMnre reference manual.
BEAMDB was originally designed for EGSnrc PhSp file formats in the OMEGA project and 
extended to support the IAEA formats. It has twelve built-in funetions that enable the user to 
analyse and derive simulation information from PhSp files data, these functions are
1. Display parameters for any given number of particles.
2. Generate two-dimensional particle loeation plot for any given number of particles.
3. Calculate and plot partieles weight distribution.
4. Calculate and plot particles last interaction location Z coordinates.
5. Calculate and plot particles angular distribution.
6. Calculate and plot particles mean energy distribution.
7. Calculate and plot energy fluence.
8. Calculate and plot particles energy spectrum.
9. Calculate and plot particle fluence versus position.
10. Caleulate and plot energy fluenee versus position.
11. Combine two PhSp files into one file.
12. Extract beam characterisation model data.
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Figure 4-14 : Energy spectrum distribution calculated and plotted by BEAMDB, the data is extracted from an EGSnrc for­
mat phase space file generated by BEAMnrc in a simulation run for the Elekta Synergy Linac 6 MV energy m ode with a 10 
X 10 cm^ field size at the isocentre plane.
The first function provides on screen display of particles information that can be copied for 
further analysis in other applications such as MS Excel or MatLab, which is not a very con­
venient way to analyse simulation results and not practical for a large number of partieles. 
Functions 2 through 10 generate the data as Grace/xmgr file format and display it as a plot on 
Linux platforms, Figure 4-14. This file format however is not supported by MS Windows plat­
forms and the user has to devise a method to extract and use the data. Thus, a MatLab code 
was written to read and plot these files on MS Windows platform in this work, the same data 
caleulated and plotted by BLAMDB in Figure 4-14 is extracted from the Grace/xmgr file and 
plotted along with the energy spectrum data calculated by the custom MatLab code in Figure
4-15. Function 11 is self-explanatory; it simply combines two Ph-Sp files in one larger file. 
The last function on the list analyses PhSp data to calculate parameters needed to create beam 
characterisation models, these are custom source models that can be used in BLAMnre simu­
lations instead of PhSp file sources. Further details about BLAMDP functions can be found 
in NRCC Report PIRS-0509 “BLAMDP User’s Manual”.
In this study, PhSp files are usually 2 GB in size due to the relatively large modelling geome­
tries and the necessary level of statistical accuracy. BLAMDP analysis takes a considerable 
time to read and process such large files. For example, performing function 7 above to derive 
the total energy fluenee shown in Figure 4-15 from a 2 GB Ph-Sp file takes about 15 minutes, 
each one of the other functions takes about the same time to perform and no more than one 
function can be performed at the same time. In addition, the maximum allowed number of 
bins that define plot resolution is limited which may reduce the quality of the calculated re­
sults. This is demonstrated in Figure 4-15 where the positron annihilation peak at 0.511 MeV, 
also shown in Figure 4-14, is smeared with the neighbouring values in the BLAMDB plot and
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it is well delineated in the curve calculated and plotted using a custom MatLab code. Thus, 
the custom MatLab code was developed to handle Ph-Sp files and perform BEAMDP func­
tions 1 through 11. This code is more efficient and multitasking, it performs all eleven func­
tions at once on the same 2 GB PhSp mentioned file above in about 2 minutes. Figure 4-15 
and Figure 4-16.
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Figure 4-15 : The energy spectrum for a 6 MV X-ray beam  extracted using the custom  written MatLab Ph-Sp analysis 
code from a 2 GB Ph-Sp file, which is the sam e one in Figure 4-14. The code extracts and plots the total, photon, 
electron, and positron spectra in the sam e tim e with a higher resolution and calculates the relative number of each  
particle type. The curve calculated by BEAMDB is also shown in the figure for combarison. The positron annhilation peak 
at 0.511 MeV is sm eared in the BEAMDB curve due to  larger energy bins used.
Concerning EGSnrc ph-sp files, it has been noticed that the number of histories in the file 
header does not always reflect the actual number of histories recorded in the ph-sp file. 
EGSnre runs each simulation in 10 consecutive patches, if the size of the ph-sp file is less 
than 2 GB by the end of simulation there is no issue and the number of histories in the header 
matches the actual number of recorded histories. However if the 2 GB limit is reached before 
the end of simulation, the file header is continuously updated to reflect the actual number of 
simulation histories whilst the particles information is not appended to the ph-sp file (i.e. 
latch, IQ, E, X ,Y ,Z ,U ,V ,W). This results in the number of histories in the header always 
being larger than the number of recorded entries in the ph-sp file and thus some simulation 
data is lost.
In addition, a ph-sp file exceeds the 2 GB limit only if the first patch produces a sufficient 
number of particles. In this case, all particles histories produced in the first simulation patch 
will be logged in the ph-sp file no matter what the resulting file size is. The reminder in the 
other patches will not be recorded in the Ph-Sp file, which means that 90% of the simulation 
data is lost. To overcome this limitation, an initial simulation run is carried out with 10  ^histo­
ries and resulting ph-sp file size is used to estimate the required number of histories to pro­
duce a 2 GB file. Then multiple simulations are executed separately and the resultant ph-sp 
files are combined. This issue, and the issue with DOSXYZnrc, were reported to the NRC.
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Figure 4-16 : The Ph-Sp analysis MatLab code extracts and plots particle fluence from Ph-Sp files. The tw o  dim ensional 
fluence maps shown in this figure for all particles, photons, electrons and positrons from a Ph-Sp file scored at distance  
of 100 cm from the Linac target using a 1 0 x 1 0  cm^ 6 MV X-ray beam.
4.5 Elekta Synergy simulation results
Monte Carlo simulation was earned out using BEAMnre and DOSXYZnrc codes in three 
stages. The Linae target, primary collimator, flattening filter and ion chamber were modelled 
using BEAMnrc in the first stage. Figure 4-4 and Figure 4-17. The simulation results from this 
stage are independent from the beam shape and phantom geometry and thus can be used as 
beam simulation source for the second stage of simulation instead of Ph-Sp files with any de­
sired geometry. Beam simulation source has an advantage over Ph-Sp file sources where the 
source particles are limited by the number of particles in the Ph-Sp file. When the defined 
number of simulation particles in the input parameters exceeds the number of histories in the 
Ph-Sp file EGSnrc reuses the particles to reach the required number of histories, which may 
introduce biased results. Beam simulation source however is a free running simulation, it 
simply links and passes the resultant histories at a certain plane from one EGSnre simulation 
to another downstream simulation. Linac geometry data was obtained from Elekta manuals
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for all components except for the flattening filter. It was not possible to obtain the detailed 
engineering drawings for the flattening filter from Elekta. Rather, the dimensions were ob­
tained from a non-scaled diagram and further adjustments were introduced to match the 
measured beam profiles.
Target
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Figure 4-17 : A three dim ensional geom etry schem atic of the first stage generated by EGS W indows showing the X-ray 
target, primary collimator, vacuum window, flattening filter, and the ion chamber. The yellow  tracks represent photons 
and the black crosses show  electron interactions.
The X-ray target is modelled as a two-layer 0.25 cm slab, upper thinner tungsten layer and 
lower thicker copper layer. Figure 4-4. The primary collimator is a single cylindrical cone 
made of vacuum surrounded by tungsten. Directly underneath the primary collimator comes 
the vacuum beryllium window that is modelled as a disk. The flattening filter is modelled us­
ing the BEAMnrc dedicated CM for the flatting filters. Finally, the ion chamber was mod­
elled as a simple disk filled with helium and enclosed by copper and the polyimide KAP- 
TON, Figure 4-4 and Figure 4-17. The simulation results were scored in the plane directly un­
derneath the ion chamber. In this stage, directional Bremsstrahlung splitting (DBS) was used 
to reduce simulation time and enhance efficiency. DBS significantly enhances simulation ef­
ficiency by splitting photons that are more likely to reach a field of interest[131]. With DBS, 
photons that are aiming to a certain plain, the flattening filter in this case, are split at creation 
point in the target. X-rays are produced in the target by an incident circular 6 MeV mono- 
energetic electron beam with 1 mm radius.
In the second stage the Multi-Leaf collimator MLC, Y jaws, X Jaws and Linae window were 
modelled with different field sizes. Figure 4-18 and Figure 4-19. The first three components 
were made of tungsten using the dedicated BEAMnrc MC’s for Elekta MLC and jaws. The 
Linac window is modelled as a square Mylar slab. Results were scored at the bottom of the 
Linac window. In addition to those components, a water phantom and EPID were included in 
the simulation for result assessment. The water phantom is modelled as a Chamber CM to 
calculate the PDD, and the EPID was represented by a multi layered slab CM. Figure 4-19
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shows sample simulation tracks produced in this stage as the beam is incident from the source 
and passes through the water phantom to reach the EPID.
Simulation results from this stage were again used as an input for the DOSXYZnre simula­
tion of the water phantom and the iViewGT in the last stage, Figure 4-20. BEAMnrc and 
DOSXYZnrc simulation results were in the form of phase space and 3D dose files respec­
tively, these were processed and analysed using the custom written MatLab codes discussed 
earlier. Simulation accuracy was assessed against ion chamber measured percentage depth 
doses (PDD) and beam profiles. Energy spectrum data were extracted from the phase space 
files with 10 keV energy bins.
The measured PDD for both Linac 1 and 2 were in good agreement with that obtained from 
Monte Carlo simulation. Figure 4-21, the difference was within ±1.0 % beyond the build-up 
region. Similarly, the measured beam profiles were in agreement with simulation. Beam pro­
files at depths of 1.5 and 10 cm in water along the X-axis from simulation and measurements 
are shown in Figure 4-22. The diagonal profile at the depth of 1.5 cm in water is shown in Fig­
ure 4-23 from Linac -2 and simulation.
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from stage 1 
Y Diaphragm
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X Diaphragm
Figure 4-18 : Simulation geom etry visualised by EGS W indows for the second stage of the sim ulation with a field size of 
10 X 10 cm^ showing the MLC, X jaws, and Y Jaws. The simulation starts from the plane underneath the ion chamber 
using the first stage m odel as a source. The yellow  tracks are photon tracks and the green crosses are electron interac­
tion locations.
-92-
Linac W i n d o w
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P h o t o n s
E le c t r o n s
Figure 4-19 : BEAMnrc radiation tracks visualised by EGS W indows for the third stage of the Elekta Linac simulation  
m odel with a field size of 10 x 10 cm^. This stage starts from the Linac w indow  and includes the w ater phantom  and the  
iViewGT. The circular disks from right top to  left bottom  represent the Linac w indow plane, the surface w ater phantom , 
the bottom  of the water phantom , and the top of the iViewGT EPID.
i n c i d e n t  B e a m
W a t e r  P h a n t o m
Figure 4-20: DOSXYZnrc simulation results visualised by EGS W indows code. The w ater phantom  is 40 x 40 x 40 cm and 
constructed using 0.1 x 0.1 x 0.1 cm^ voxels.
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Figure 4-21 : M easured PDD for Linac -1 and Linac -2 and MC simulation in w ater for 10 x 10 cm field size. Beyond the  
build-up region the difference betw een  m easurem ent and simulation is within ±1.0 %. M easured PDD data w as supplied  
by the NPL for linac -  1 and RBH for linac -  2.
80.00
60.00 MC X Dmax
   ' M C X IO  cm
Linac - 2 X Dmax
Linac - 2 X 10  cm
Linac - 1  X Dmax
Linac - 1 X 10 cm
-15.00 - 10.00 -5.00 0.00 
D i s t a n c e  ( c m )
5.00 10.00 15.0C
Figure 4-22; Beam profiles along the x-axis from m easurem ent for 10 x 10 cm field size for Linac - 1  and Linac -  2 com ­
pared to  MC simulation are in good agreem ent at the depth of 1.5 cm with a maximum difference within ±1.0 percent. 
At 10 cm depth, the difference betw een  m easurem ent and sim ulation is slightly higher within ±5.0 percent. M easured  
beam profiles data w as supplied by the NPL for linac -  1 and RBH for linac -  2.
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Figure 4-23 ; M easured diagonal profiles for Linac -2 and MC simulation at 1.5 cm depth in w ater for the maximum 40 x 
40 cm^. Linac -  2 m easured data w as provided by the radiotherapy departm ent at RBH.
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Chapter 5
5 The iViewGT dosimetric performance
5.1 Introduction
The study of the EPID response to incident radiation and the accurate description of that re­
sponse are key elements for EPID dosimetry. The dose quantity in clinical practice is defined 
in water, the EPID however is not water equivalent. To address this variation, correction fac­
tors have to be introduced. In addition, the EPID measurements will be corrected for bad pix­
els, offset and gain, and its response to radiation has to be quantified prior to dosimetric cali­
bration. The first three have already been addressed in the imaging calibration, which is the 
baseline for the dosimetry calibration. The latter, requires the correlation of the EPID re­
sponse to radiation dose in water under reference conditions in terms of MU settings. EPID 
response includes the effect of scattered radiation from the Linac, phantom, and within the 
EPID itself. No phantom however will be introduced at this stage and all EPID dosimetry 
calibration measurements are conducted without any material between the radiation source 
and the EPID.
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The Gain correction process, discussed in the imaging calibration in chapter 2, uniforms the 
response of the EPID to eliminate intrinsic intensity fluctuations across the radiation beam 
that result mainly from the flattening filter. This in turn removes the beam profile information 
that is necessary for accurate dosimetry [43, 56, 59, 60]. To overcome this, the measured 
beam profile has to be reintroduced to the subsequent EPID measurements as a correction. 
Two dimensional beam profiles were measured in water at the depth of maximum using mo­
torised water tanks equipped with small size ionisation chamber for both Linacs, Linac -  1 
measurements with IB A Blue phantom equipped with CC-13 ionisation chamber, Linac -  2 
with PTW semi-flex 0.125 cc  ^ionisation chambers.
The calibration of the EPID for dose measurements will be against an ionisation chamber to 
obtain a factor to convert pixel greyscale readings to radiation dose. This calibration is per­
formed with open square fields, with no object between the source and the EPID. To obtain a 
calibration curve to convert the measured EPID pixel greyscale value to radiation dose, the 
relationship between the MU setting and EPID response has to be determined. Each EPID 
was irradiated using a 10x10 cm^ reference field size with different MU settings at all possi­
ble dose rates and integration times. The MU settings range for the highest dose rate and fast­
est integration time was 1, 2, 3, 4, 5, 6, 7, 8, 9, 1 0 -  100, 150-500 MU. The EPID response 
was taken as the average St signal from 16 pixels around the central axis measured until F S t 
signal decays to background values or satisfies the Sqi criterion.
There were no issues with St measurements for the majority of the MU range. However 
hardware limitations had an effect on the ability to measure St accurately for long expo­
sures [75]. The iViewGT computer’s memory has a maximum capacity of 202 frames, thus it 
is not possible always to follow FS t until it reaches background values. This limitation may 
result in incomplete St measurement. Thus, for each dose rate and integration time combina­
tion there is a maximum MU setting that cannot be exceeded in order to measure S t accu­
rately. On the other hand, the fact that the radiation induced residual signal endures for some 
time after irradiation reduces these MU settings ever further. Table 5-1.
DR
MU/min
Max MU Setting Effective Max MU Setting
540 768 600
270 384 300
135 192 140
67.5 96 60
Table 5-1: EPID - 1  maximum MU settings that can be m easured with each dose rate.
The residual signal is caused by image lag and ghosting effects [39, 42, 70]. It can be seen as 
an elongated tail after the end of irradiation in the signal profiles in Figure 5-1. Image lag and 
ghosting are a result of the high density charge trapping centres in the amorphous silicon, 
which make the detector response dependent on previous radiation history and result in the
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delayed release of EPID radiation induced charge [73, 132, 133]. The significance of the re­
sidual signal resides in the fact that it is a part of the total integrated signal. The magnitude 
and duration of the residual signal varies with dose and dose rate. Figure 5-1. It lasts for a con­
siderable time after irradiation and may endure longer than the actual irradiation time. In ad­
dition, there is some inconsistency in the definition of the total integrated signal in the pub­
lished work concerned with EPID dosimetry, as there is no clear definition for the start and 
end point in terms of frames [39, 42, 70-72, 74, 75]. EPID signals are digitised in terms of 
frame integration time due to the readout technique, and thus S r  must be defined accordingly.
Furthermore, in the course of my work it has been observed that the so called image lag and 
ghosting effects are clearly present not as a residual signal after the radiation delivery, but are 
observed also during radiation delivery. This is very clear in irradiations with equilibrium in­
dex less than one where the whole EPID signal is observed to be measured after the end of 
irradiation. It is also noticeable in the pre-equilibrium stage where it takes more than one 
frame to reach readout equilibrium, which indicate that it is not only the readout technique 
that influences the EPID signal.
1000000
 DR 540  M U /M in  (100  M U )
10000  ■
 DR 2 70  M U /M in  (1 00  M U )
 DR 135 M U /M in  (100  M U )
DR 68 M U /M in  (50  M U )
era
100  •
120 180600 Tim e (s)
Figure 5-1 : Signal profiles from four different radiation beam s with different dose rates, three beam s delivered 100 MU 
each and the forth 50 MU. The residual signal is seen  as a decaying tail at the end of the irradiations. The m agnitude of 
Sr is unique for each signal profile although three of radiation beam s deliver the sam e dose of 100 MU and tw o  signal 
profiles share the sam e delivery tim e (100 MU at DR 135 MU/Min and 50 MU at 68 MU/Min).
In order to study the effect of image lag and ghosting and quantify the value of the residual 
signal accurately, all measurements were designed to last for a time long enough for the sig­
nal to decay to base line values. This was not always achievable with long irradiations due to 
hardware limitations which may introduce unavoidable uncertainties to such measurements. 
Regardless of the magnitude of that uncertainty it undermines the dosimetric accuracy. Thus,
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the signal quality index ( S qi)  value of 80 was used as a criterion for acceptable measure­
ments [75].
5.2 The iViewGT signal profile
Signal profile is a mapping of the individual frame signals against frames numbers, or time, 
since the frame numbers are counts of frames integration times. The corrected EPID image 
signal profile in Figure 5-2 shows the zeroed baseline before radiation start, initial rapidly in­
creased response signal, steady EPID response signal during irradiation, and the slow release 
of the residual signal Sr after the end of irradiation. The highlighted values in Figure 5-2 cor­
respond to the individual frames signals (FSo, FSi, FSq, FSm, and FSt). These abbreviations 
and their corresponding frame numbers and integrated signals were discussed in chapter 2 
and summarised in table 2-3.
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Figure 5-2 : Signal profile from EPID -  1 for a radiation dose of 100 MU at 540 MU/Min dose rate using 0.433 s integra­
tion tim e. The main signal profile features are labelled and the three post-equilibrium, equilibrium and post-equilibrium  
stages are highlighted.
The shape of the signal profile for a given iViewGT EPID is governed by three parameters, 
the radiation dose, dose rate, and integration time. Generally, radiation dose dictates the hori­
zontal spread on the X-axis between FSo and FNm frames or irradiation time, dose rate de­
fines the stature of the signal profile or the maximum signal in any given frame, and the inte­
gration time affects the extent of the pre and post-equilibrium stages. There are two distinct 
iViewGT signal profile patterns corresponding to equilibrium status discussed earlier in chap­
ter 3. Equilibrium status is determined by the equilibrium index which is the scaled ratio of 
dose to the product of dose rate and integration time. For radiation beams that achieve read­
out equilibrium, that is the equilibrium index more than one, all signal profiles generally re-
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semble that in Figure 5-2 with different frame number, frame signal, and integrated signal val­
ues regardless of radiation dose, dose rate, and integration time.
However, with equilibrium index less than one, the signal profile takes a Gaussian shape with 
a single maximum. Figure 5-3. Thus, no initial, global, or final maxima can be distinguished 
apart from the single peak signal. The whole radiation dose is delivered in one or two frames 
while the EPID response is observed a few frames after the delivery. In this scenario the main 
features of the signal profile are FSo, peak signal (FSp), and FSp. The other signal profile fea­
tures previously described in those measurements with equilibrium index more than unity are 
not recognisable. The residual signal in this scenario is particularly curious, since the whole 
EPID response is observed to be measured after the end of irradiation. S r  cannot be defined 
for such scenarios with equilibrium index less than unity using the definition introduced in 
chapter 2 since FSm is not defined. In addition, if the general definition of S r often referred to 
in literature [39, 42, 70-72, 74] as the measured EPID signal after the end off irradiation is to 
be considered, it dictates that the whole EPID signal in such scenarios is a residual signal.
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Figure 5-3 : The signal profiles for 1, 2 and 3 MU radiations with a dose rate of 540 M U/min and 0.433 s integration tim e. 
With such short irradiations the EPID response appears after the com pletion of radiation delivery which takes a fraction 
of the integration tim e, the signal profile is different from that with longer irradiations.
The peak signal increases uniformly with the delivered radiation doses. Figure 5-4, to reach a 
maximum value as the equilibrium index approach the equilibrium threshold of one. The in­
crease in the peak signal value is more dramatic in radiation beams with smaller equilibrium 
indices and gets slower as the equilibrium index approaches the equilibrium threshold value. 
In this latter case, equilibrium index close to one, the peak signal value is close to the FSi 
value in longer irradiations with equilibrium index equal to one.
The zero frame number (FNo) is kept at constant value of 6 for presentation purpose as ex­
plained earlier in chapter 2. It represents the number of the first frame formed after the start
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of Linac pulses. FNq value does not correspond to the absolute time of the start of irradiation 
due to the combined effect of the detector gain and readout technique. Readout technique re­
sults in the EPED radiation induced signals that were generated in the second half of the inte­
gration time being not read in the current frame and passed over to the succeeding frame, 
Figure 5-5. In this case, the readout signal is zero in the actual frame in which radiation pulses 
were started, and the radiation induced signal during that frame’s integration time is readout 
in the succeeding NFo frame. Detector’s gain effect contributes to further delay in the obser­
vation of the first signal FSo, thus there is a time delay in the observed FNq equivalent to at 
least one integration time. This is clearer in radiation beams with equilibrium indices less 
than the equilibrium threshold where the whole signal profile is observed to appear after the 
end of irradiation. The observed time gap in experiment between the end of irradiation and 
the appearance of the first measurable frame on the iViewGT computer was in the order of 
two integration times. The magnitude of this time window is significant compared to the ac­
tual duration of irradiation. For example, a 1 MU beam delivered at 540 MU/min dose rate 
takes about 0.11 s to deliver, which is less than a third of the shortest integration time, yet the 
EPED response is observed to start three frames later, about 1.5 s with that integration time, 
after the end of radiation delivery and the signal profile seems to endure for another 1.5 s. 
Figure 5-3.
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Figure 5-4 ; The value of the peak signal relative to  the respective FS, with equilibrium index equal to  one with the sam e  
dose rate and integration tim e for EPID -  1 and EPID -  2. FSp increases with the delivered radiation dose to  reach a 
maximum value close to the respective FS|. Both curves are showing the sam e FSp behaviour except that EPID -  1 values 
are much lower than EPID -  2 due to  the difference in the detector gain settings, and that readout equilibrium is 
achieved at lower dose with EPID -  2 due to  the difference in the reference calibration point betw een  th e  tw o  Linacs 
which results in lower Linac -  2 dose rate compared to  Linac -  1. The dose range is from 1 to  8 MU, the dose rate is 540  
M U/min for EPID -  1 and 480 M U/min for EPID -  2, and the integration tim e is 0.433 s.
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Figure 5-5 : The readout technique has an effect on the definition of FNq. In the case w here Linac pulses starts after half 
of the integration tim e has passed (A), no readout will be registered for the current frame (FN=1), the readout will be 
registered in the following frame (FN = 2) and added to  the Linac pulses produced in th e  first half of the integration tim e  
leading to  that frame being defined as FNq although radiation has started in th e  previous fram e. In the second scenario 
(B), Linac pulses starts in the first half of the integration tim e resulting in th e  current frame (FN = 1) is defined as FNq. 
Red arrows represent linac pluses during FN=1, and the green ones represent linac pulses during FN=2.
The signal in the F N q frame is the zero frame signal (FSo), this is actually the defining pa­
rameter o f the commencement of irradiation on the signal profile. It is the first measurable 
signal above the baseline value and the smallest measurable individual frame signal during 
irradiation on the signal profile. The FS q value is variable by nature since it depends on the 
number of Linac pulses produced during the first frame integration time, which in turn are 
determined by the coincidence of the start of frame formation and the first Linac pulse gen­
eration, Figure 5-6. Ideally irradiation starts during the F N q integration time, as seen in Figure
5-5 (B), thus half the EPID readout contributing to FS q signal will always be zero due to the 
readout technique since it is contributed from the previous frame that carries no signal apart 
from background. However, the first scenario in Figure 5-5 (A) shows an inaccurate correla­
tion between the number of linac pulses produced during the frame FN q (FN = 2) integration 
time and the frame signal, FSo = 7 where it should be 3, due to the readout technique. It is 
inaccurate because the definition of FN q states that it is the frame during which irradiation 
starts and hence no signal contribution is anticipated from the previous frame.
The readout technique effect implies that the theoretical maximum F S q value cannot exceed 
half the mean equilibrium signal. Furthermore lower F S q values indicate that Linac pulses 
were started shortly before the end of the first frame formation, and higher values imply that 
Linac pulses may start with or shortly after the start of first frame formation. However, this 
latter assumption may not always be the case due to the inaccurate correlation between the 
number of Linac pulses and FS q.
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Figure 5-6: FSq values as function of the delivered radiation dose do not show  any correlation. F S q is random due to  its 
reliance on the synchronisation betw een  the beginning of irradiation and the formation of the first frame.
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Figure 5-7 : Initial maximum frame signal FS| as a function of dose for four different dose rates and the fastest integra­
tion tim e of 433.024 ms, m easured with EPID - 2. The dose range starts from the equilibrium dose for each dose rate. FS, 
is independent of radiation dose for a given dose rate and integration tim e com bination.
The highest possible FS q value is obtained when the radiation pulses start with the fondation 
of the first frame. This value is influenced by dose rate, integration time, and detector gain 
setting. The higher the dose rate the larger the number of Linac pulses that may reach the 
EPED within any given integration time, and hence the highest possible FSo value increases 
with the increase in dose rate. In the same context the highest possible FS q is influenced by 
the frame integration time, longer integration time correspond to larger number of Linac 
pulses reaehing the EPID during frame fonnation. Thus the highest possible F S q value in­
creases with the increase in the integration time. The detector gain however has a dual effect 
on FSo values. First, high detector gain setting generally result in elevated EPID response 
signal, and vice versa, and hence increased FSo values. Second, the maximum hypothetical 
FSo value that corresponds to the Linac pulses starting with the formation of the first fame is 
equal to half the mean equilibrium signal (MES). However, the highest observed FSo values
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in experiment represent minute fraction o f M E S  due to the change in the detector’s sensitivity 
to radiation, or the detector’s gain discussed earlier as ghosting and image lag effects. Thus, 
the F S o  value is variable and unpredictable and cannot be associated with equilibrium index, 
dose, dose rate, or integration time. Figure 5-6. In addition, the current Linac hardware and 
software configurations do not support the synchronisation of the beginning of frame forma­
tion and the start of beam production in the free running mode. As a result the number of  
produced Linac pulses in the first frame is arbitrary. Linac pulses during the first frame F N o  
formation time could be any number between one pulse and the maximum possible number 
of pulses with dose rate in use during the chosen integration time. This makes it impossible to 
predict or quantify the number of Linac pulses, or radiation dose, that contribute to F S o  value 
in the first frame and hence the observed variability shown in Figure 5-6. In addition, the 
change in detector sensitivity to radiation adds further unpredictability to the F S o  value de­
pending on the number of produced Linac pulses during F N o  integration time. Furthermore, 
the known Linac start up effect on the first few produced M U  [16, 134] contributes further 
variations to the F S o  value.
After the start of Linac pulses the EPID response increases dramatically, during the pre­
equilibrium stage, from the minimal value FSo to reach the higher and more stable initial 
frame maximum signal (FS%) by the end of the pre-equilibrium stage. FSi is a signpost on the 
signal profile that indicates the beginning of readout equilibrium stage and a steady behaviour 
for the signal profile afterwards. FSi is distinguishable only when readout equilibrium is 
achieved and its value is a function of the dose rate and integration time. Thus, FSi is inde­
pendent of the delivered radiation dose and similar for different MU settings for certain dose 
rate and integration time combinations. Figure 5-7. The FSi value however increases with both 
dose rate and integration time proportional to the increase in the number of Linac pulses due 
to the increased dose rate and integration time. Figure 5-8.
The initial maximum signal frame number represents the frame number in which FSi occurs. 
It is mostly two frames after FN q, never observed more than three, in reflection to the dura­
tion of the readout pre-equilibrium stage. Figure 5-11. The pre-equilibrium stage can be de­
marcated by FNo and FNi frames, it starts with the former and ends at the latter. The FNi 
value is independent of dose, dose rate, and integration time and is solely related to the read­
out technique. It is a manifestation of the effect of the readout technique on the EPID per­
formance. The FS i value is dependent on the electronic gain setting of the EPID, this is not to 
be confused with the individual pixel gain discussed earlier in the pixel gain calibration, 
rather it is the detector’s gain setting in the EPID panel in terms of capacitance in pico- 
Farads. EPID -  1 was set for a low gain resulting in an FSj value of around 14% of the dy­
namic range, similar to the value recommended by the detector’s manufacturer[123]. EPID -  
2 was set for a higher gain with an FSi value of around 60% of the dynamic range, both at the 
highest dose rate and fastest integration time. The observed direct result of the high gain set­
ting on EPID - 2 was the readout saturation with all integration times longer than the fastest 
one.
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Figure 5-8 : FS, as a function of dose rate for the different available integration tim es, its value is independent of the  
radiation dose and depends only on dose rate and integration tim e.
The accumulated signal during the pre-equilibrium stage is the integrated initial maximum 
signal (S i). It is simply the sum of the frame signals from FN q to FNi, Equation 5-1.
rFNi
5; = i 
JfNo
F5(x) dx Equation 5-1
Since S% is the sum of frame signals FS q, FS j, and the one(s) in between, and that the FSo and 
the subsequent frame signal are largely variant, hence Sj values are consequently variable as 
seen in Figure 5-9. Sfs apparent dependence on the dose rate is obviously due to the propor­
tionality between the EPID radiation induced signal and the dose rate.
Si characterises the EPID readout signal in the pre-equilibrium stage. Figure 5-9 represents 
EPED -  2 measured Si values as a function of the radiation dose for different dose rates, 
which reveals a clear dependence on dose rate, similar to FSi in Figure 5-7, the subset figure 
represents Si for EPID -  1 for the highest dose rate 540 MU/min and the shortest integration 
time of 0.433 seconds. Meanwhile, measured Si values shown in Figure 5-9 do not support the 
conclusion of a recognisable pattern as a function of the delivered radiation dose, rather Si 
values in Figure 5-9 are scattered in dose rate defined bands. The apparent randomness in Si 
values is a result of the combined effect of detector radiation sensitivity, readout technique 
and the Linac start up effect. However it is mainly associated with the amount of radiation 
dose, or number of Linac pulses, that result in the random FSo values that were generated dur­
ing the first frame FN q. Since the pre-equilibrium stage is usually contained in three frames 
including FN q and FNi, and that FSq is random and independent of the radiation dose, dose
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rate, and integration time, and that F S i  has the highest frame signal in the pre-equilibrium 
stage and is a function of dose rate, thus S i  magnitude is determined primarily by F S i  and 
hence inherits its dose rate dependence. In the same time, Si is influenced by the observed 
fluctuations in the values of F S o  and the following frame which are added to F S i  to compose 
Si Figure 5-9.
In addition to F S o  influence on S i ,  there is a unique association between these two signal pro­
file features. This is demonstrated in Figure 5-10 which is a plot of F S o  against the corre­
sponding Si values from the same signal profile for all the EPID -  2 measured range, avail­
able EPID -  1 data is represented on the subset figure for the 540 MU/min dose rate and 
0.433 s integration time. Si in Figure 5-10 appears to initially increase considerably with in­
creased F S o  values to a certain value ( S / ' ^ )  after which it drops sharply at what appears to be 
threshold F S o  value, and then resumes to increase starting from a lower value (S/^^) propor­
tional to F S o .  This behaviour is observed with all dose rates. Figure 5-10 suggests that the 
EPED has two response levels for S i  values depending on F S o .  The rapid increase in S i  value 
in the low F S o  range appears as if it is the result of higher detector gain setting compared to 
the rest of the range after the F S o  threshold value.
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Figure 5-9 : S, as a function of the delivered radiation dose with different dose rates for EPID -  2, and EPID -  1 for the  
highest dose rate of 540 M U/min in the subset figure. S, values show  clear dependence on the dose rate and less clear 
independence of the delivered radiation dose. This latter is mainly due to the random ness of the m agnitude of the ra­
diation dose delivered in the first frame (F N q), and with a lesser extent to  the ghosting and image lag effects that result 
in variation in the magnitude of the readout signal depending on the irradiation history particularly in the first few  
frames.
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Figure 5-10 ; S| value is dependent on FSq regardless of the observed random ness in FSq values which also affects S|. This 
dependence has tw o different m agnitudes, in the low FSq range S, increases rapidly with the increase in FSq to  a thresh­
old point, and then it increases linearly with further increase in FSq. This behaviour is a result of the inaccurate correla­
tion betw een  FSq and the delivered radiation dose and the detector gain changes with radiation delivery. The odd obser­
vation is that S| values after the threshold FSq from higher dose rate seem  to  be consistent with S, values prior to  the  
threshold FSq from the next lower dose rate. This is due to  the in accurate association betw een  FSq and the num ber of 
Linac pulses.
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Figure 5-11 : The values of FN„ FN ,^ FN^ and FNj as a function of dose, the red line show s the maximum m easurable  
number of fram es. FN, is alm ost constant at a value of three corresponding to  the duration of the pre-equilibrium stage. 
Both FNg and FN^ are proportional to  the delivered radiation dose since both are related to  the duration of irradiation. 
FN-r how ever does not have a specific relevance to  the actual duration of the delivery of radiation dose since it reflects 
the total captured number of fram es in the m easurem ent.
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This behaviour is a result of the combined effect of detector sensitivity and readout tech­
nique. Smaller FSo values suggest that the irradiation has started shortly before the end of the 
FNq frame formation. In the meantime, frame readouts take place continuously between 
pulses and form a complete frame right after the end of the integration time. In the case of 
small FSq values, the corresponding small radiation induced charge from the low number of 
Linac pulses will not be registered in the actual real time current frame where irradiation 
started, rather will be stored in the detector capacitors and released in the subsequent frame, 
which is the observed first frame FSo on the signal profile. Figure 5-5. This effect is observed 
in experiments, particularly in measurements of radiation beams with equilibrium index less 
than one as discussed earlier. The diminutive charge magnitude is potentially subject to fur­
ther significant loss, compared to its magnitude, due to current leakage depending on the 
characteristics of the EPID electronics. Thus, in such scenarios the number of Linac pulses 
produced in the first frame integration time does not induce a large FSq signal, but does con­
tribute to the stabilisation of the detector sensitivity. The subsequent frame readout starts at a 
higher gain level closer to the stable gain level at the frame number FNj. Furthermore, the 
number of Linac pulses associated with FSq may be inaccurate due to the readout technique. 
Figure 5-5. This can be seen in the measured signal profiles where the frame signals in the 
pre-equilibrium stage rise rapidly from one frame to the other. Figure 5-2, but with different 
magnitudes in different signal profiles, until a stable FSi is reached. The inaccurate associa­
tion of the number of Linac pulses and the fact that smaller number of Linac pulses contribute 
to detector gain stability and very small FSo values is demonstrated in Figure 5-10 where S% 
values from each dose rate measurements before the threshold FSq seem to be consistent with 
the next higher dose rate measurements after that threshold. The reason why it appears in line 
with the next dose rate value is that each higher dose rate is twice the following one, which is 
the same ratio between half the integration time and full integration time. Bearing in mind 
that by definition FSq corresponds to only the radiation induced signal during the first half of 
the frame FNo integration time, the signal from the second half of the integration time will be 
stored in the capacitors and readout in the subsequent frame due to readout technique.
The number of frames in the pre-equilibrium stage is approximately constant at the number 
three regardless of the MU setting. Figure 5-11, this shows the effect o f the detector radiation 
sensitivity on the pre-equilibrium stage in addition to the readout technique, including the ef­
fects on FSq, FNi, FSj, and Sj. If it is only the readout technique that is behind the pre­
equilibrium stage, the difference between FNq and FNj would be less than three and the ob­
served signal gradient in the two dimensional frame images will not last for more than one 
frame.
The FSo threshold values in Table 5-2 are increasing linearly with dose rate. Figure 5-12. And 
the gap difference in Sj value ASj in Table 5-2 seems to be confined to close range relative to 
the dose rate for the same detector. Other than that, no clear relation between the threshold 
FSq, S f \  and dose rate is noticeable.
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The dependence of Si on FSo shown in Figure 5-10 is primarily due to the detector radiation 
sensitivity, and the observed two levels of dependence are the result of the inaccurate correla­
tion between the number of Linac pulses and FSq, Figure 5-5.
Dose rate FSn S,( 1 ) S,(2) FSo/S/') (%) ASi ASi/DR
54 0 7 1 .8 0 1674258 929L38 0 .7 7 7 4 5 1 .2 0 1.80 1280
480 535.87 76673.93 4 5 0 8 9 .0 9 1.19 31584.83 1.70 6280
2 4 0 4 8 3 .1 9 3 9 2 3 4 .7 1 24391.80 1.98 14842 .91 1.61 6L85
120 260.72 20648.18 1 1 8 8 0 .0 6 2 .1 9 8768.12 1.74 7 3 .0 7
60 151.04 9296.86 6339.51 238 2957.35 1.47 4929
Table 5-2 : The m agnitudes of FSq threshold, the corresponding high and low S, values, their differences, and 
tive to  the dose rate. The first row is for EPID -1 and the rest from EPID -  2 m easurem ents.
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Figure 5-12 : FSO threshold value, observed in Figure 5-10, is linear with increased dose rate.
The next distinguished EPID signal profile feature after FS] in Figure 5-2 is the global maxi­
mum frame signal (FSq). It is the maximum measured individual frame signal on the signal
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profile. It occurs in the last completed frame during the equilibrium stage before the end of 
irradiation. F S q value is independent of dose, similar to FSi, and is constant for a given dose 
rate and integration time combination. Figure 5-15. Though EPID -  1 measurements shown in 
the subset Figure 5-15 demonstrate slight increase in F S g values with increase in the delivered 
radiation dose when the highest dose rate of 540 MU/min is used. This behaviour however is 
less apparent with lower dose rates where the MES is approximately constant. Figure 5-13.
Although F S g is the last formed frame during irradiation, it does not necessarily indicate that 
the irradiation is ceased by the end of the frame formation. Similar to the FSo scenario, an 
unknown number of Linac pulses may be produced during the following frame. In addition, 
half the radiation induced signal during FNg integration time will always be readout in the 
subsequent frame due to the readout technique. Both frame signals F S g and FSi exhibit simi­
lar behaviour and magnitude. Figure 5-7 and Figure 5-15, as a demonstration of the iViewGT 
readout stability during readout equilibrium.
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Figure 5-13 : EPID -  1 signal profiles for a radiation dose of 100 MU with three different dose rates and a 50 MU signal 
profile with the low est dose rate of 58 M U/min. The steady increase in frame signals during readout equilibrium is clear 
with the highest dose rate, less apparent in the second highest dose rate o f 270 M U/min, and not observable with the  
other lower dose rates.
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Figure 5-14 : EPID -  2 signal profiles for a radiation dose of 100 MU with three different dose rates and a 50 MU signal 
profile with the low est dose rate of 60 M U/min. The frame signal during readout equilibrium is constant for all dose  
rates.
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The frame number associated with FSg is FNg, it is hence the last frame in the equilibrium 
stage that started at the frame FNi. As in the case with FSg, it can be used as an indication of 
the end of irradiation with caution as there will be some radiation pulses after this frame as 
discussed above. The remaining irradiation time after this frame will be always less than half 
the frame integration time. FNg shows a linear response to the delivered radiation dose, dose 
rate and integration time. This linearity is actually anticipated, since the number of frames, 
which is digitised time intervals in terms of readout duration, is proportional to irradiation 
time, and dose is proportional to time at constant dose rate, thus delivered dose is linear with 
the number of frames during that irradiation. Figure 5-11.
The definition of FS g states that it is the last formed frame during the equilibrium stage. This 
definition is satisfied even if Linac pulses were ceased before the end of the FNg frame inte­
gration time. Due to the readout technique, Linac pulses are only required to last for half the 
integration time for uniform frame readout and hence satisfy F S g definition. Frame readout 
equilibrium was discussed in Chapter 3, and the iViewGT computer model showed that half 
the signal in any given frame is the sum of equally contributed charges from the current and 
previous frames. Thus, irradiation will always end during the time period that starts from half 
the integration time of the frame FN g and ends before half the integration time of the subse­
quent frame. In other words, irradiation time limit can be deduced from the frame number 
FN g, irradiation may end exactly half the integration time of F N g, and cannot endure for 
more than one integration time after that. Consequently, FNg will be always equal to the ac­
tual beam on time (BoT) or less by half integration time at maximum. Equation 5-2.
FNg -  V 2 ^  < FNg +  V 2 Equation 5-2
Thus, frames numbers FN q and FN g could be used to estimate irradiation elapsed time, or 
BoT, with a readout impeded uncertainty equivalent to one integration time. Consequently, 
BoT values measured using these frame numbers are least accurate with short irradiations and 
longer integration times and vice versa. BoT is evaluated based on FNo and FN g using Equa­
tion 5-3, in the equation unity is added to include the frame FN q.
BoT = (FNg ~  ^^0 +  Equation 5-3
The nominal beam on time in seconds is calculated using Equation 5-4 based on the MU set­
ting and nominal dose rate. Nominal BoT does not account for the start MU effect, the actual 
dose rate, or the Linac output fluctuations during radiation delivery.
Dose (MU)
D o s e  R a t e  Equation 5-4
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Figure 5-16 : FNq and FNq m easurem ent estim ated beam  on tim e and calculated nominal BOT are in good agreem ent 
even with the known uncertainty in frame numbers as a result from the readout technique and the fact that nominal 
BoT is based on the nominal dose rate and not actual one.
The measured integrated EPID signal from the beginning of irradiation to the frame FNg is 
the global maximum integrated signal Sq. It represents the total EPID radiation induced sig­
nal during irradiation. So is not however a global maximum in terms of magnitude, the adjec­
tive ‘global’ here refers to the association of Sq with F S q  the global maximum frame signal 
in the signal profile and its frame number F N q . S q is not an accurate representative of the to­
tal radiation induced signal because the radiation delivery may end during the following 
frame’s integration time, and hence some radiation induced signals may not be integrated in 
the Sg value. Never the less, it shows a linear relation to the delivered dose regardless of dose 
rate and integration time settings, this linearity is more consistent at long irradiations because 
the amount of radiation induced signal after the FNg is marginalised relative to S q value. Fig­
ure 5-17.
Since Sg is the sum of all frames signals during irradiation which is dominated by MES dur­
ing the readout equilibrium stage and MES is equivalent to the signal in a single frame, the 
ratio of Sg to MES is equivalent to the number of frames. Thus, multiplying the number of 
frames by the integration time yields the beam on time. BoT can thus be estimated using the 
integrated signal Sg and the mean frame signal MES using Equation 5-5.
BoT =  I T x
MES
Equation 5-5
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Figure 5-17 : Sq is linear with the delivered dose even though som e radiation induced signals are released in the su b se ­
quent fram es. This is because that signal is minute compared to  the m agnitude of Sg particularly for long irradiations. 
Figure data w ere obtained from EPID -  2 m easurem ents.
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Figure 5-18 : Estimated beam on tim e based on m easured Sg and IVIES values is in agreem ent with the calculated nom i­
nal BoT. The observed differences are mainly due to  the difference betw een  the nominal and actual Linac dose rates, 
particularly in long irradiations.
Figure 5-18 shows the estimated BoT using Equation 5-5 and the calculated nominal BoT for 
a variety of radiation doses with different dose rates. It demonstrates a good agreement be­
tween the two, similar to the frame number based method using Equation 5-3. Estimated BoT 
using either Equation 5-3 or Equation 5-5 is more realistic compared to the calculated nomi­
nal BoT even with the known uncertainty that is equivalent to one integration time, because 
an actual measurement and the magnitude of associated uncertainty is constant and its rela-
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tive significance diminishes with the increase in BoT. On the other hand, calculated nominal 
BoT does not account for Linac output fluctuations and the actual dose rate.
The frame following FNg has a particular significance because it is the decisive signal profile 
feature that indicates the end of irradiation the first frame in the post-equilibrium stage. This 
frame denotes the maximum possible irradiation time, hence referred to as the frame of 
maximum FNm- Since its magnitude is equal to FNo plus unity, it has similar behaviour to 
FSg, Figure 5-11.
FSm is the frame signal associated with frame number FNm- FSm is analogous to FSo since 
both frames are composed from radiation induced signals and background noise, but mostly it 
is considerably higher in magnitude than FSq due to the diminishing effect of detector gain on 
FSq. Figure 5-19 demonstrates the variability of FSm, it is unpredictable due to its proportion­
ality to the unpredictable number of the few last remaining Linac pulses that were produced 
after half the integration time of the preceding FN g frame, which may be none under certain 
circumstances. The higher the number of the remaining Linac pulses the higher FSm magni­
tude and vice versa. In theory, there is more than similarity between FSo and FSm- Their sum 
represents the induced radiation signal from the initial Linac pulses before and or during FNq 
and FNm that are the main contributor to readout imbalance. If the total number of Linac 
pulses for the whole irradiation is Np, then all the frames from the first frame after the frame 
number zero (FNq+1) to the frame FN g will generate constant readouts corresponding to 
equal number of pulses per frame. The deliverable number of pulses per frame ( N pf)  is con­
stant since it is a function of dose rate and integration time. Then the remaining number of 
pulses Npx given by Equation 5-6.
Npx = Np -  Npp • (FNq — FNq) Equation 5-6
Npx will be distributed among the two frames FN q and FNm- Thus, FSo is inversely propor­
tional to FSm- This however is not observed in experiment, and no correlation could be de­
scribed between FS q and FSm except that the latter is much higher in magnitude than the for­
mer. This is mainly due to change in detector gain during irradiation, and also to the fluctua­
tions in the Linac output, particularly at the start of irradiation.
Although FSm is random, its maximum possible magnitude increases with both dose rate and 
integration time. Figure 5-19. Such maximum FSm value occurs when Linac pulses end just 
before half the integration time of the FNm frame, which means that the readout is one Linac 
pulse short from equilibrium, 2.5 ms for the highest dose rate. The minimum possible FSm 
magnitude occurs when Linac pulses end at half the integration time of the frame FNg, which 
means that FSm readout signal cannot be associated with Linac pulses rather it is merely re­
sidual signal from previous frames. Hence, FSm value will always include some residual sig­
nal regardless of magnitude of FSm- The amount of the residual signal that is integrated in 
FSm is highest with lower FSm values and lowest with higher FSm values. In addition, exam­
ining the signal profiles in Figure 5-2, Figure 5-13, and Figure 5-14 shows how the readout sig­
nal rapidly drops from FSg to reach a value close to baseline within two frames. Thus, a sig-
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nifîcant unquantifîable portion of the residual signal is integrated with FSm due to readout 
technique, even with the most extreme case where the least amount of the residual signal is 
integrated in FSm value.
4.0E+04 n
0  0
3.2E+04 - %
o
o
2.4E+04 - o
FS[y| ^  o
1.6E+04 ■Î  0>^x
8.0E+03 - 
O.OE+00 \
x L  X
^  A X 0
A a  ^  X ^  ^
g  XX ^  ^
ODR-  1 
XDR-  1 
ADR-  3 
XDR- 4
X
X
o
Xo
200 400 600
Dose (MU)
Figure 5-19 : FSm values do not show  any correlation to  the delivered radiation dose. However the maximum possible  
FSm value increases with increased dose rate and integration tim e.
The integrated final maximum Sm represents the accumulated radiation induced signal right 
after the end of irradiation. Sm is a true representation of the accumulated signal during the 
actual beam time. Sm is the sum of all frame signals from FNq to FNm, Equation 5-7.
Sm = I FS(x) dx  
JpNo
Equation 5-7
The only difference between Sq and Sm is that the latter includes the remaining Linac pulses 
after FNg, the value of FSm depends primarily on the remaining number of Linac pulses after 
FNg, and hence the difference between Sg and Sm is very small or even negligible. Sm can be 
expressed in terms of Sg as in Equation 5-8.
Sm = Sn + FSM Equation 5-8
Sm is similar to Sg and exhibit linear response to the delivered radiation dose for the entire 
measurement range, Figure 5-20. With long irradiations, FN g »  FNo, the values of Sg and Sm 
become very close as the difference between them, FS m, becomes very small relative to their
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values. The same effect is observed with the frame values FNq and FNm since the constant 
difference one between them becomes negligible relative to their values.
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Figure 5-20 : magnitude is linear with the delivered radiation dose and independent of dose  rate and integration
tim e. EPID -  2 m easurem ents in the main figure for different dose rates using the shortest integration tim e 0.433 s. The 
subset figure is from EPID - 1  m easurem ents with fastest integration tim e and the highest dose rate.
The most significant value obtained from the EPID signal profile, usually referred to in litera­
ture as EPED signal[12], is the total integrated signal ( S t)  which represents the total measur­
able radiation induced signal, Equation 5-9. It is essential to emphasise that St is the total 
‘measurable’ radiation induced EPID signal and not necessarily the total radiation induced 
EPID signal. The residual signal, which is part of S t , may last for a long time after the end of 
irradiation. At times, it is too long for the EPID to measure it until it reaches the baseline due 
to hardware limitations. Hence St value will be always equal or less than the actual value. 
The quality index S q i  was introduced to evaluate St measurement adequacy, see section 2.6.
r FN-p
Sp = I FS(x) dx  
JfNq
Equation 5-9
Nevertheless, St is linear with the delivered radiation dose for the whole measurement range 
and is independent of dose rate and integration time. Figure 5-31. Even those measurements 
with lower Sqj do not seem to affect St linearity because the magnitudes of St, and similarly 
Sm and Sq are in the same range, and the magnitude of the difference between them is very 
small when compared to their magnitudes. The difference is highest at short irradiations be­
tween both St and Sm from one side, and Sq on the other side. In longer irradiations it be-
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cornes even less until it becomes unnoticeable at the longest irradiations. As a result to the 
EPED linear response to the delivered radiation dose, the EPED signal per MEJ is found to be 
constant and independent of the delivered radiation dose, dose rate and integration time. Fig­
ure 5-22. For EPED -  1, the mean value for St per MEJ is 2380.0±0.2, and for EPED -  2 the 
mean is 11618.0±1.2. Both dose rate and integration time have no observable influence on 
S j .
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Figure 5-21: The total integrated signal is linear for the w hole m easurem ent range for all possible dose rates and 
integration tim es on EPID - 2. The small dose range, which m ostly irradiations with equilibrium index less than one, is 
highlighted in the subset frame.
The main issue with amorphous silicon based EPID devices, from the dosimetry point of 
view in particular, is the continuous prolonged measurable response after irradiation is ended. 
Otherwise a measurement could be brought to an end right after irradiation and EPID do­
simetry becomes less complicated. Meanwhile, it is meaningless, and impractical, to design 
experimental measurements without a clear definition for end point. Thus the stable baseline 
value (SBV = 2 for EPID -  1 and SBV = 20 for EPID - 2) on the dynamic range was chosen 
to be the end point of any measurement at first appearance. SBV value is negligible compared 
to MES even with the slowest dose rate and integration time. A higher value for SBV could 
be chosen without further compromising measurement accuracy but the good iViewGT sta­
bility made it possible to use such SBV values. However, it is not always possible to follow 
the response signal until it reaches baseline due to physical hardware limitations as explained 
earlier, thus SBV may not be observable since the signal profile will ends at value higher than 
SBV. Terminal frame signal (FSj) is the last measurable signal profile value above SBV. FSj 
is not related to dose, dose rate or integration time. Ideally, FSj should be very close to SBV. 
Large differences between the measured values of FSj and SBV reflects the inadequate
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measurement time or the physical inability of the iViewGT to handle the number of frames 
required to reach SBV value.
The frame number corresponding to F S j  is F N t, it is an indication of the last useful frame in 
the measurement series. The equivalent time to this frame number is much longer than the 
actual irradiation time and could be even double the actual time in certain irradiations. F N t 
has no correlation to the BoT, it rather reflects the total number of frames in the signal pro­
files, Figure 5-11.
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Figure 5-22: EPID signal per radiation dose is constant and independent of radiation dose, dose rate and integration  
tim e.
5.3 Mean Equilibrium Signal
The signal profile has a steady behaviour during the readout equilibrium between FS, and 
FSq. However, the detector gain setting seems to have an effect on that behaviour. With an 
appropriate gain setting, such as that set for EPID -  1, the signal profile is similar for all the 
dose range with equilibrium index more than one and exhibits a steady and slow increase dur­
ing irradiation as shown in Figure 5-23. This frame signal increase during readout equilibrium 
becomes less apparent with the second highest dose rate and is not observable with other 
lower dose rates. Figure 5-13. EPID -  2 which has a high detector gain setting on the other 
hand has shown two different signal profile patterns during readout equilibrium. One for dose 
range lower than 150 MU in which the signal profile is constant during irradiation, and the 
other is a signal profile with steadily decreasing values during readout equilibrium for the rest 
of the dose range. Figure 5-24. This behaviour is attributed to the image lag and ghosting.
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However, such behaviour is observed only with the highest dose rate and shortest integration 
time.
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Figure 5-23 : EPID - 1  signal profiles are consistent for all the dose range with equilibrium index m ore than one.
An ideal detector response signal from a uniform constant radiation beam is constant with 
time and null before and after irradiation. The signal profile for such a detector is a rectangle 
with a width equal to BoT and a height proportional to the dose rate. Measured EPID signal 
profiles slightly deviate from that of an ideal detector due to the combined effect of EPID 
construction and electronic circuitry that result in periodic readout technique, image lag and 
ghosting. However, EPID frame signals during equilibrium are consistent and stable, some­
times constant, and reflect the BoT as explained earlier using the frame numbers F N q and 
FN g, and are proportional to the dose rate in use as in the case with frame signals FSi and 
FSg- The steady and unifonn EPID signal during equilibrium can be represented by the mean 
equilibrium signal (MES) defined by Equation 5-10.
M ES =
F N q  — F N j  -f 1
Equation 5-10
Since the equilibrium signal is unifonn and slowly changes with time between FSi and FS g, it 
could be approximated to the average frame signals FS] and FS g, Equation 5-11. MES is use­
ful to evaluate the EPID response level as a function of dose rate and integration time. In ad-
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dition, MES can be used as an indicator to the detector gain setting. Obviously MES is de­
fined only for radiation beams with equilibrium index more than one.
MES =
F S j +  F  S a Equation 5-11
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Figure 5-24 : EPID -  2 signal profiles are consistent and closer to  the behaviour of an ideal detector during readout equi­
librium. However, with radiation doses exceeding 150 MU frame signals during readout equilibrium appear to  be slowly  
decreasing with tim e betw een  FN, and FN .^
5.4 Residual Signal S r
Image lag and ghosting result in a measurable residual signal ( S r)  that oecurs after the end of 
irradiation. The residual signal S r  is widely referred to in the literature as the signal measured 
after beam off, image lag effeet, or image lag and ghosting effect. In this work, S r  is defined 
in terms of time on the signal profile as the integrated signal from the frame F N r to E N j ,  
Equation 5-12. It also may be expressed in terms of S m  and S t , Equation 5-13. Due to the 
readout effect, S r  is defined only for radiations with equilibrium index of more than one.
r FNf
Sjj = I FS(x) dx  
Jfnr
S o  =  S t  — S M
Equation 5-12
Equation 5-13
The significance of S r  is that it is neither a noise nor a random signal, it is actually a genuine 
constituent of the radiation induced signal during the irradiation time that was delayed due to 
the image lag and ghosting effects, suffered the effect of capacitance, and released after-
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wards. The duration and magnitude of S r  depends on the delivered dose and dose rate, Figure 
5-1. It has been established earlier that the magnitude of S r is considerably underestimated 
because a potentially significant amount of the residual signal is incorporated in the frame 
signal FSm due to the readout technique and the rapid signal plunge after irradiation.
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Figure 5-25 : The residual signal increases uniformly with delivered radiation dose to  a certain point then apparently  
decreases with the sam e pace with further increase in the delivered radiation dose. This behaviour is attributed to  both 
trapped signal decay and low quality index with longer irradiations. The main figure represents EPID -  2 results with the  
available dose rates using the shortest integration tim e, and the subset figure is for EPID -  1 w ith the highest dose rate 
and shortest integration tim e.
The magnitude of S r  is not comparable to that of any of the three integrated signals S t , S m  
and S g - Nevertheless, in both EPID measurements the magnitude of S r  steadily increases 
with the delivered radiation dose to reach a maximum around half the range of the MU set­
ting then decreases again with further increase in the delivered radiation dose. It is conceiv­
able that the magnitude of S r  could increase with increased delivered radiation dose but not 
to decrease afterwards as shown in Figure 5-25. This actually is a result of two factors, the 
first is the fact mentioned earlier about the uncertainty in S r for longer irradiations, which is 
due to the physical impossibility of measuring it until it reaches baseline values resulting in 
an underestimation of the value of S r . The second reason is the fact that longer irradiations 
take longer time to deliver, and this longer delivery time allows the trapped charge from ear­
lier frames to be readout during the irradiation time and suffer further losses in magnitude. 
The magnitude of S r relative to the total measured signal Sj increases sharply with the deliv­
ered radiation dose to reach a peak value with irradiations just above the equilibrium index 
and then gradually decreases with increased MU settings. Figure 5-26. However, the two fig­
ures Figure 5-25 Figure 5-26 show that S r magnitude relative to Sy decreases to less than 0.5 
% at a radiation dose lower than that MU value at which the S r  magnitude is observed to de­
cline for all dose rates. This suggests that S r magnitude will be less significant relative to S y
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with the delivered radiation dose increase regardless of the observed behaviour of Sj. With 
regard to dose rate, S r seems to be proportional to dose rate at given radiation dose and inte­
gration time, Figure 5-27. The iViewGT computer model suggests that the effect of the inte­
gration time on the residual signal is similar to that of the dose rate, but it could not be veri­
fied experimentally.
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Figure 5-26 : Percentage residual signal relative to  the total integrated signal show s that SR is m ost significant for the  
very low dose range with an equilibrium index just above one. The maximum SR value is less than 2.S % relative to  ST, 
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Figure S-27 : Sr increases proportionally to  dose rate with certain radiation dose and integration tim e com bination.
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Thus, Sr may affect the aceuracy of EPfD dosimetry if not incorporated in St value by a 
maximum of less than 2.5%, this is much less than the values 4 -  10 % reported in the litera- 
ture[12]. This effect is most severe in the short irradiations with equilibrium index just above 
the equilibrium threshold which is potentially considerable with EPID dosimetry application 
in intensity modulated radiotherapy teehniques (IMRT) where consecutive multiple small 
MU segments are delivered. However, measuring Sr several frames after beam off ( 5 - 1 0  
frames, corresponding to 2-4 seconds) could reduce the uncertainty in the magnitude of Sr to 
a negligible value without the need for long measurements or further mathematical correc­
tions to the measured data.
5.5 Dose - Response Linearity
The amorphous silicon EPID devices in general, and iViewGT in particular, have been the 
subject of much published work that reported linear response to the delivered radiation 
dose[12]. However, it is not always clear in the reviewed published papers what signal value, 
i.e.Sx, Sm or So, was used to study the EPfD response. Some researchers have stated clearly 
that they have measured the EPID response signal until the frame signal reached baseline[70, 
73, 74], e.g. St, or defined a fixed number of frames[42]. Others on the other hand used 
mathematical corrections to compensate for Sr[60] or used the general expression “end of 
irradiation” or have not defined measurement end point at all[34, 37-39, 59, 72, 121, 135- 
138]. From the result obtained in the work, it is clear that any of the integrated signals St, Sm 
and Sg can be used to establish EPID-radiation response linearity. In fact, if there was no 
clear definition for an end point of measurement, i.e. FNt, a combination of the signals St, 
Sm and So or any other signal value in between will also lead to the same response linearity 
conclusion. There will be some discrepancies, in the range of 2.5 %, which can be justified by 
statistical measurement errors since the differences between St, Sm and So are very small 
compared to their magnitudes particularly at longer irradiations. This practiee may result in 
the differences between the different signals being incorporated in the correlation model be­
tween EPfD signal and dose, which will lead to an inaecurate signal to dose conversion and 
undermine the quality of the dosimetric calibration of the EPfD.
The results obtained in this study demonstrate that any signal of the three main signal profile 
values So, Sm, or St are clearly definable and practically measurable and exhibit linear re­
sponse for the clinically useful dose range. Thus, Sq, Sm, or St can be used to quantify the 
delivered radiation dose in terms of measured EPID signal. So has two major issues, the first 
is that it does not include the entire signal induced by the delivered radiation, and the second 
is that it is not definable with short irradiations under the equilibrium threshold. These are 
enough reasons to forgo the use of So for dosimetric calibration. St is the ideal quantity to 
use for the dosimetric calibration because it represents the total radiation induced signal, but 
it suffers another major drawback because it is not always possible to measure accurately, 
particularly with long irradiations due to equipment limitations. However, it is not convenient 
to extend the measurement time routinely to obtain St in a clinical setting. Sm on the other 
hand can be measured accurately, takes the same beam delivery time to obtain and can be 
used for EPfD dosimetric calibration for high dose range where the uncertainty associated 
with Sr is better that 0.5 %.
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5.6 Field size effect
The effect of the radiation field size on EPID measurements was assessed using all possible 
square and rectangular field sizes in the range from 1 x 1 cm^ to the largest possible square 
field size of 25 x 25 cm^. The field size factor was calculated relative to the reference 10x10 
cm  ^ field size, the equivalent square field size for the rectangular fields was calculated using 
Equation 5-14[139].
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Figure 5-28: EPID response with change in radiation field size normalised to the reference 10 x 10 cm' field.
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Figure 5-29: The field size factor for rectangular fields where X is fixed and V is variable.
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The EPID signal increases uniformly with increased field size for the two EPID devices used 
in the study, Figure 5-28. The field size factors for elongated rectangular fields were consistent 
with square fields, even the most extreme sizes (i.e. 1 x25  cm^). In Figure 5-29 the measured 
response for each length of X as a function of Y shows similar uniform response. The main 
uncertainty associated with field size factor measurement is the definition of the field edges. 
The field length in the Y direction is more accurately defined than in the X direction due to 
the penumbra around the radiation field caused by the geometrical properties of the Linac 
head. The measured mean number of pixels per centimetre in the X direction at the iso-centre 
plane was 41.0±1.3 pixels, and in the Y direction 39.7 ± 0.5 pixels, Figure 5-30.
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Figure 5-30: Mean pixel dimensions for different field sizes projected at the isocentre, less accuracy is observed in the 
X direction as a result of the linac head geometry w hich affects the radiation field penumbra.
5.7 Transient dose response
EPFD response to delivered radiation dose in the presence of attenuating material between the 
radiation source and the EPFD was evaluated using slabs of water equivalent slab phantom. 
Solid Water RMI457 (RMI Gammex, Middleton,WI, USA), designed for radiation therapy 
quality assurance purposes with a density of 1.04 g/cm^. The measurement setup is shown in 
Figure 5-31. The distance from the target in the Linac head to the centre of the phantom is 
kept constant at 100 cm by adjusting the source-to-surface distance (SSD). The phantom 
thickness range was from 0.1 to 25 cm. Since the phantom sits on the patient treatment table 
(couch) and its effect cannot be ignored [140-142], it was measured and found to correspond 
to an equivalent thickness of 0.7 cm of water close to reported values[143]. Couch equivalent 
thickness has been added to the phantom thickness. The first measurement was an open field 
with no couch or phantom, the second was with the couch only, and then the different phan­
tom thicknesses. All measurements were carried out with 10x10 cm  ^field size.
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The EPID signal decreased uniformly with increased phantom thickness, Figure 5-32, and no 
effect on the beam profile was noticed. This suggests that the EPfD is suitable to evaluate and 
determine phantom thickness with a simple calibration curve such as the one in Figure 5-32.
X-ray Target
d / 2
D e p t h  (d )
Slab phantom
EPID
Figure 5-31: Transient dosim etry m easurem nts setup.
A Monte Carlo simulation was carried out for the phantom measurements. The energy flu­
ence was measured at the surface of the EPID excluding multiple passes particles, and the 
dose measured using 1 x 1  cm^ around the central axis at the depth of the photodiode layer. 
Monte Carlo simulation revealed similar results with a slight difference due to the difference 
in densities between the physical phantom and water, the density corrected simulation results 
were in agreement with EPfD measurements. Figure 5-32. The energy fluence was measured 
in air at the Linac window and at the EPID surface for different thicknesses shown in Figure 
5-33. There was a noticeable change in the energy spectrum as a result of phantom attenua­
tion and scattering. The incident beam has a higher intensity of low energy photons and one 
distinctive peak caused by annihilation of positrons. As the phantom thickness is increased, 
beam hardening is observed where the intensity of high energy photons increases at the ex­
pense of the low energy ones, and another distinguishing peak appears and increases with in­
creased phantom thickness as a result of Compton interactions.
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Figure 5-32: EPID signal as a function of phantom thickness for a constant radiation dose of 100 MU solid line, 
and Monte Carlo results (dashed line) are in better agream ent when corrected for density difference (X 
points) between the physical phantom used in experim ental m easurem ents and water in sim ulation.
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Figure 5-33: Linear accelerator energy fluence without phantom and with different phantom thicknesses. 
The increased phantom thickness hardens the radiation beam by reducing the number of low  energy  
photons. The two peaks observed are the annhilation peak at 0.511 MeV, and the characteristic peak at 0.110  
MeV which increases with phantom thickness as a result of Compton interaction.
5.8 EPID signal stability
The EPID signal in the absence of radiation is noticeably high in magnitude. This signal is 
arising from the internal electronic noise[83], which is also related to image lag and ghost-
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ing[12]. Dedicated measurements to assess the dark current had yielded similar values of 
around 4000 units for both EPID devices that were used in this study. Although this figure 
comprises about 6% of the dynamic range, the dark current has demonstrated consistent and 
stable readouts. The dark current measured for 90 seconds is shown in Figure 5-34 and had a 
mean value of 4230.88 ± 0.93 for EPID -  1 and 4101.29 ± 1.02 for EPID -  2. The standard 
deviation for the two EPID devices, 0.93 and 1.02 respectively, is negligible compared to the 
dark current signal magnitude. The maximum deviation from the mean value shown in Figure 
5-35 is contained within two standard deviations.
The experimental work took place between February and October 2010 for EPID -  I, and 
between July and December 2011 for EPID -  2. During that period the dark current values 
were consistent and stable for both EPID devices. Figure 5-36. The data points in Figure 5-36 
represent the dark current evaluated as the mean of 50 different measurements on the same 
day. Although Figure 5-36 suggests that the dark current magnitude is increasing with time for 
both EPID devices, the magnitude of increase is not significant and further assessment is nec­
essary to evaluate the long term dark current stability.
In regard to the integration time, which is an EPID related factor, the dark current does not 
seem to be influenced by the increase in the integration time. Figure 5-37. It may be conceiv­
able to assume that the dark current signal shall increase with the longer integration times 
since the longer time gives chance for more charge to be integrated and hence larger readout 
signal. This assumption is valid in cases where the EPID integrated charge is the result of an 
external source such as Linac pulses.
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Figure 5-34 : Dark current for EPID -  1 and EPID -  2 measured for 200 frames using 0.433 s integration time. 
Both devices show similar and stable values with a standard deviation of 0.90 and 0.96 respectively.
EPID readout signal from incident radiation is evaluated over the time period of the experi­
mental work for each EPID. The total integrated signal St from ten different measurements
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on the same day was eorrected for the Linac output on that day. The average St per MU was 
taken as indicator for the EPID readout signal on that day. The results from all measurements 
days are presented in Figure 5-38 normalised to the maximum St per MU value for each 
EPID. Figure 5-38 demonstrates that the two EPID devices are exhibiting good stability and 
reproducibility where the measured EPID signal is 1.000±0.001 over a period of eight and six 
months for the two EPID devices respectively. Winkler et al[78] had reported similar findings 
using a similar iViewGT EPID, they have monitored the EPID signal from a reference expo­
sure for 16 months and concluded that the variation in the EPID signal is smaller than 0.1 % 
per year.
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Figure 5-35 : Dark current deviation from the mean for each frame show s that m ost m easurem ents are within one sta n ­
dard deviation and the vast majority is with tw o standard deviations. Standard deviation m agnitude for both devices is 
negligible com pared to the dark current values.
Dark
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X E P I D - 2
M onths
Figure 5-35 : The dark current m agnitude for EPID -  1 and EPID -  2 evaluated on each m easurem ent day during this 
study. EPID -  1 m easurem ent w ere carried out in 2010 and EPID -  2 in 2011. Each value corresponds to  the m ean of 50 
m easurem ents. The observed dark current slight tendency to  increase with tim e is not significant in both EPID devices.
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Figure 5-37 : The dark current is not increasing with increased integration time since the dark current is specific to 
the electronic noise of the EPID components and is not induced by external factors. Each point corresponds to the 
mean of 20 measurements carried out on EPID -  2.
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Figure 5-38 : EPID readout signal assessed  over a period of a few  m onths dem onstrated good stability for th e  tw o  EPID 
devices. Each point in the figure represents the m ean integrated signal per MU from 10 different m easurem ents on the  
sam e day normalised to  the maximum Sj per MU value for each EPID.
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5.9 EPID failure patterns
The EPID was found to suffer from oecasional failures when registering image data. This re­
lates to the CPU usage of the dedicated iViewGT workstation PC by other applications rather 
than the EPID circuitry as no irregularities were noticed during acquisition. Two failure 
modes were recognised in this study, partial and total failure. Partial failure occurs when one 
or more frames are missed. This is detected easily with short irradiations and when it occurs 
in one of the pre-equilibrium or post-equilibrium stages of the signal curve. If it occurs during 
other stages of the signal curve it is difficult to detect, especially with high doses. This failure 
mode results in an under estimation of the radiation dose and decreases the accuracy of 
measurement. Total failure has a unique signal profile, Figure 5-39. The signal profile appears 
a long time after the irradiation was started, or even after it ends, and has a very low signal 
value regardless of the delivered radiation dose. The frequency of detectable failure was 
about 7% in all measurements, with total failure constituting 1.5% out of a total of 137 meas­
urements.
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Figure 5-39: Signal profile for a total failure m easurem ent.
5.10 Results summary
An amorphous silicon based EPID iViewGT manufactured by Elekta was used to study its 
response signal to a nominal 6 MV Linac x-ray beam. The EPID detector is a Perkin Elmer 
flat panel detector. Experimental results showed that the iViewGT total integrated response 
signal St is linear with the delivered radiation dose regardless of other radiation beam pa­
rameters or EPFD settings. However, the EPID response signal during radiation delivery ex­
hibits two different patterns depending on the radiation beam parameters and EPID settings. 
This behaviour is attributed to the sequential periodic EPID readout technique which results 
in a different signal profile shape from radiation beams that last less than twice the integra­
tion time. The defining parameter for such radiation beams is the equilibrium index. It is the 
ratio of radiation delivery time to twice the integration time. Signal profiles for radiations
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with equilibrium index less than one are bell shaped with a single peak value. Other radia­
tions with higher equilibrium index show a uniform signal profile closer to the ideal detector 
response. It is divided in three sections corresponding to the pre-equilibrium, equilibrium, 
and post equilibrium stages. The pre-equilibrium and post-equilibrium stages are mainly 
caused by the readout technique and their effect is further signified by the EPID electronic 
gain properties. Experimental and computer model results also demonstrate that the frame 
signal during irradiation is proportional to both dose rate and integration time and independ­
ent of the delivered radiation dose. This does not apply to radiations with equilibrium index 
less than one because the whole signal profile is observed after the end of irradiation, and the 
peak signal is uniformly increasing with increased delivered radiation dose.
Image lag and ghosting do affect the iViewGT performance with the residual signal being the 
most significant effect. S r is definable with equilibrium indices more than one. fri the cases 
where the equilibrium index is less than one, S r cannot be defined because the whole signal 
profile, or at least part of it, is observed after the end of irradiation. In such scenarios, merely 
five frames are adequate to register all the measurable EPID signals above BSV. However, it 
is impossible to measure S r  accurately due to the readout effect and the random coincidence 
of frame formation and the end of irradiation. In addition, a significant part of the residual 
signal will be always integrated in the FSm value due to the rapid fallout in the frame signals 
after the frame FNg. The uncertainty in S r  magnitude increases with integration time where 
the observed S r  value may represent a fraction of the actual residual signal. The measured S r 
values indicate that it is most significant at low dose range, less than 50 MU for all dose rates, 
with a maximum around 2.2 % relative to S t . S r  magnitude relative to S t decreases gradually 
with increased dose to less than 1.0 % for a radiation dose equivalent to 100 MU with highest 
dose rate, and considerably less for other dose rates.
EPID response signal was found to be a function of the radiation field geometry. The ob­
tained results of the field size effect were similar to those reported in literature using square 
fields [59, 60, 78, 88, 97, 144, 145]. However, the field size effect study was expanded to in­
clude rectangular fields starting from the most extreme 1 x 25 cm^ in both X and Y orienta­
tions. The results showed that the EPID response signal from rectangular fields follow the 
same pattern as the square fields. Equivalent square size was used to represent the rectangular 
fields which demonstrated the same behaviour and values consistent with the square field re­
sults. This suggests that the EPID response signal is a function of the equivalent square field 
size and not the field size itself.
The EPID response was found to be unaffected by the variation in energy spectrum in the in­
cident radiation beam due to phantom attenuation. Some authors have reached similar con­
clusion [42], and others have exaggerated the energy effect[39, 60]. Phantom attenuation re­
sult in a uniform exponential decease in the EPID response signal similar to published results 
[86, 90]. Thus, EPID signal from a known radiation dose could be used to calculate, and re­
construct, phantom geometry.
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Chapter 6
6 Discussion and Conclusion: 
A Framework for EPID Dosimetry
6.1 What is "EPID signal"?
The conclusion taken from the reviewed published work during this study is that amorphous- 
silicon based EPID devices in general, and iViewGT in particular, are established radiation 
dosimeters exhibiting linear response to the delivered radiation dose. However, that linearity 
is compromised in certain scenarios defined by radiation related parameters that influence the 
performance of the EPID itself. The reported explanations behind that behaviour by different 
authors cannot be easily compared or related, mainly due to lack of common terminology that 
describes the EPID response.
EPID devices are calibrated by correlating measured EPID response to the delivered radiation 
dose either in terms of linac monitor units or measured absorbed dose to water in Gy. Linear 
accelerator calibration is well regulated and there are different calibration codes in different 
parts of the world that differ in theory and technique but aim to correlate linac output to 
traceable and comparable primary standards [2, 4, 79]. However, the EPID response signal
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that is the key component in the EPID calibration process has a loose general definition as the 
signal from the start to the end of the irradiation. Even in some of the published literature that 
acknowledged the existence and effect of the residual signal there is no clear definition of the 
EPID signal. Moreover, the EPID readout technique and integration time effects on the EPID 
signal are either totally missing from discussion or overlooked.
One very recent paper, the first and only one found that clearly acknowledges the effect of 
readout technique on the measured signal profile, has suggested that these effects are related 
to the small radiation doses and not the integration time and readout technique and concluded 
that EPID response should be corrected for such radiation doses [100]. The authors had pre­
sented an interesting figure. Figure 6-1, showing integrated signal values across a row of pix­
els on the centre of the EPfD for 1 MU from four different measurements. They attributed the 
variation in the integrated signal to the clinieal software in use.
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Figure 5-1 ; Results reported by Podesta e t al[100] using Perkin Elmer detector showing inconsistent integrated signal 
values for a radiation dose of 1 MU.
Some of the other published research methods describe and quantify the EPID response in 
terms of the EPID measured signal from fixed delivered radiation dose with variable dose 
rates and acquisition parameters, and fixed irradiation time and variable radiation doses and 
acquisition parameters [42, 100]. This is an over simplification that leads to inaccurate char­
acterisation of the EPfD signal where the readout technique and integration time effects are 
overlooked and confused with dose and dose rate effects. Other researchers have not dis­
cussed the readout technique and integration time and analyse the EPID signal as a function 
of dose per frame, whieh also leads to inaccurate EPID response characterisation [39, 42]. 
Such characterisation has led one paper to conclude that EPfD response is nonlinear as a
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function of dose and dose rate due to image lag and ghosting [42]. In another paper where the 
authors had used six different EPID devices, a difference in EPID response for small MU set­
tings was noticed and was correlated to the ghosting effect[39].
The lack of an EPID dosimetry reference has led McDermott et al [42] to present some re­
sults showing nonlinear EPID response as a function of dose and also dose rate, and to indi­
cate that the EPID signal is not linear with the delivered radiation dose even when the resid­
ual signal is accounted for. Figure 6-2. In another study, McDermott et al [39] have concluded 
that the EPFD signal per MU is dependent on the radiation dose. Figure 6-3.
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Figure 6-2 : McDermott et al[42] presented this result to show  that iViewGT response signal is not linear to  the delivered  
radiation, and further suggested that even lag correction is not enough to  make it linear. EPID signals in the figure are 
normalised to  100 MU signal.
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Figure 6-3 : McDermott et al[39] presented this figure to show  that the iViewGT signal per MU is dependent on the d e ­
livered radiation dose.
Winkler et al[78] have defined a radiation dose of 30 MU as a threshold for small doses and 
reported different EPID response between small and large radiation doses and suggested a 
logarithmic function to describe EPID response in terms of dose and dose rate. Figure 6-4.
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The authors, in another paper[16], had indicated that the EPID response is “by far not ideal” 
due to two reasons. First, the non-linear relationship between frame signal and the dose per 
frame and the second is the linac start-up effect. Even though they had presented results indi­
cating linear EPID response with dose rate, they showed that the EPID response is decreased 
for radiation doses less than 15 MU, Figure 6-5. Vial et al [88] concluded that corrections are 
required for the non-linear EPID response in the small MU range. They however had not de­
fined a value for small MU range, but the figure they presented shows non-linear EPID signal 
per MU beyond 100 MU, Figure 6-6. McCurdy et al[34] showed that the EPFD signal per MU 
is dose dependent for both integrated and continuous acquisition modes with integrated signal 
mode the closest to linear response. Figure 6-7. In addition, they have suggested a correction 
method to compensate for the missing signal in order to achieve linearity especially in the 
low dose range.
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Figure 6-4 : Winkler et ai[78] suggested that a-Si based EPID devices in general have a logarithmic response to  radiation 
dose and presented this figure to  show  the deviation from that logarithmic behaviour with low radiation doses for six 
different iViewGT devices.
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Figure 5-5 : Results presented by Winkler et al[16] using an iViewGT EPID to  dem onstrate the non linear EPID response  
to  the delivered radiation dose particularly for radiation doses less than 15 MU.
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Figure 6-6 : Vial et al[88] presented this figure to  dem onstrate the non-linear response of a Varian a-Si EPID w here the  
EPID signal per MU is apparently dose dependant. They com pared the EPID signal in the direct and indirect detection  
configurations to  ion-cham ber m easurem ents.
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Figure 6-7 : McCurdy et al[34] compared EPID signal per MU using the integrated and continuous m odes with Varian a-Si 
EPID. The continuous m ode w as tested  with and w ithout tim e offset. They presented this figure to  highlight the n on ­
linear response of the detector. Notice that the integrated signal is the closest to  the anticipated behaviour because it is 
corresponding to  value or very close to  it.
The noticeable tendency in some of the published work to conclude inaccurate EPID per­
formance characteristics is mainly a reflection of the arbitrary definition of the radiation 
beam properties in terms of EPID parameters. That accuracy gets even worse when the EPID 
functionality and parameters are not fully understood or accounted for. The experimental re­
sults obtained in this work prove the EPID linear response to the delivered radiation dose.
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This linearity implies that the EPID response signal is constant relative to the delivered radia­
tion dose, which is also has been experimentally verified. However, if the general definition 
of EPID response signal inferred from the literature is applied to these results, conclusions 
similar to those discussed above could be obtained. In Figure 6-8, the EPID response signal is 
calculated as the integrated signal from the start of irradiation to the end of irradiation, or 
simply Sg, the ratio of calculated EPID response signal to Sj is presented as a function of the 
delivered radiation dose. This is similar to the results demonstrated in Figure 6-2, Figure 6-3, 
Figure 6-5, Figure 6-6, and Figure 6-7, where the EPID response is underestimated in lower 
dose range. The curve in Figure 6-8 improves as the dose increases as a result to the decrease 
in the magnitude of difference between Sq and Sj with increase in the delivered radiation 
dose.
The published work discussed so far in this section is an example, many other similar exam­
ples can be found in the literature, to show the need for a reference formalism for a-Si based 
EPfD dosimetry. Such a formalism should standardise the measurement conditions, reflect 
accurate EPID performance, and make it possible to compare results obtained by different 
researchers.
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Figure 6-8 : When EPID signal approximated as Sq EPID response behaviour similar to  that reported in literature is o b ­
tained. The m agnitude of Sg relative to  Sj is presented here showing undervalued EPID signal per MU for the low MU 
range. This is a false dem onstration of the EPID performance since Sq is not an accurate representative of the EPID total 
integrated signal.
6.2 EPID dosimetry framework
The terminology implemented in this work to describe and characterise the iViewGT signal 
profile could provide a workable structure for a-Si based EPID dosimetry system that in-
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eludes the calibration process and routine measurements. This EPID dosimetry calibration 
system is based on comprehensive description of the EPID response signal that accounts for 
the radiation beam properties and EPID characteristics.
Dose rate (MU/min) Sr relative to St (%) Threshold Dose for 
0.5% uncertainty in 
St (MU)
Uncertainty in 
Sm +10 Frames 
(%)
480 2.1 200 0.2
240 1.6 100 O.I
120 1.3 50 <0.1
60 0.8 15 <0.1
Table 6-1 : Level o f m easurem ent accuracy suitable to  the application o f Interest could be se t using the calibration data. 
If a 2.1% accuracy level Is acceptable, could be then used Instead of to  save tim e. Higher accuracy levels are 
achievable w hen S t  is approxim ated to  the sum o f and the follow ing 1 0  fram es signal.
The EPID calibration process aims to correlate St signal magnitude to the Linac MU setting. 
The aehievable measurement uncertainty is dependent upon the accuraey with which St may 
be measured. However, auxiliary EPID hardware may limit the measurement accuraey of S t 
with longer irradiations and faster integration times. This limitation can be overeome by us­
ing slower integration times in the calibration process to evaluate St since it is independent of 
the integration time. Another advantage for this EPID dosimetry approach is that the magni­
tude of measurement uncertainty related to S r  could be quantified fi'om the calibration proc­
ess. The measured data presented in chapter 5 shows that S r  comprises less than 2.1 % of S t  
with the highest dose rate and shortest integration time and less than that with lower dose 
rates. Table 6-1. Thus, if Sm is used to represent the EPID response signal instead of S t the 
maximum measurement uncertainty would be less than 2.1 %. This may be a convenient 
compromise when such level of accuracy is acceptable. In addition, accuraey of better than
0.5 % is achievable using Sm with the highest dose rate and shortest integration time for ra­
diation doses more than 200 MU, and considerably less for lower dose rates. Table 6-1. Fur­
thermore, EPID response signal measurement accuraey of about 0.2 % could be achieved by 
including the signals from ten frames after Sm- That means that St is approximated to the 
magnitude of the sum of Sm and the ten following frame signals. Table 6-1. The data pre­
sented in Table 6-1 is obtained fi'om EPfD -  2 measurements, EPID -  1 data for the highest 
dose rate and shortest integration time had shown similar behaviour with slightly higher S r  
value relative to S t , less than 2.5%.
The EPfD signal, from a single pixel or a group of pixels, reflects the radiation beam intensity 
and geometry. The Linae MU setting {D mu) used to produce the radiation beam or the radia­
tion dose to the calibration point, i.e. dmax, could be calculated directly from the EPID St sig­
nal using Equation 6-1.
Dmu = C ' St Equation 6-1
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The constant C shall be established in the calibration process using a range of measurements 
enough to minimise the statistical uncertainties to an acceptable level. The EPID image also 
contains the radiation field geometry, which is useful to calculate the equivalent square field 
size. Field size affects the measured EPID signal and it has to be accounted for. Custom writ­
ten MatLab eode was developed in this study to calculate the equivalent square field size 
from EPID images and calculate the required factor to correct the measured signal. The field 
size factor (Fps) relative to the reference field size of 10 x 10 cm^ could be calculated firom 
the equivalent square field side (ESF) using the Equation 6-2.
Fps = Cl ■ ESF^^ Equation 6-2
Equation 6-2 is valid for equivalent square fields fi'om 1 x 1  cm^ to 25 x 25 cm^. The con­
stants Cl and C2 are determined in the calibration process using square fields. In this study, 
Equation 6-2 was found to be the best fit for the measured data. Calibration measurements 
however shall be tried for the best fit, which may not necessarily be a power curve.
With phantom, or patient, measurements the EPFD signal is attenuated uniformly as a result 
of increased uniform thickness. Measured transient EPID signal St value could be utilised to 
evaluate either the phantom thickness or the Linac MU setting. In the first, the water equiva­
lent uniform thickness of the phantom with known MU setting could be calculated using 
Equation 6-3. This equation is obtained by curve fitting to the measured transient EPID sig­
nals and solid water phantom thiekness from 0.0 to 20.0 cm, the transient EPID signal data is 
discussed in chapter 5.
Pa = Cs • ln( ^ ) + Q  Equation 6-3
X ^ T R e f )
The value SjRef is the total integrated signal for the open equivalent square field with the 
same MU setting. The eonstants C3 and C4 are determined in the calibration process for the 
radiation quality of interest. If the phantom used is a uniform medium, then Equation 6-3 will 
ealculate the water equivalent length of the phantom along the radiation path which reflects 
the phantom physieal dimensions. In the case of a complex phantom, such as anthropomor­
phic phantoms or patients, the measured length Pd represents the water equivalent length of 
the phantom along the radiation path but does not reflect the physical dimensions of the phan­
tom. The reason behind that is that the higher densities in the phantom will result in longer 
water equivalent lengths and lower densities will result in shorter water equivalent lengths.
The alternative usefiil utilisation of transient EPID signal is when the phantom geometry is 
known, with the aid of a linear accelerator mounted CBCT for example. In this case, the Li­
nae MU settings could be ealculated using Equation 6-4, whieh is obtained by solving Equa­
tion 6-3 for T^Ref-
f P d ~  ^4 \  _
S iR e f  =  S t  e  C3 ) Equation 6-4
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The equations in this section summarise the dosimetric data obtainable directly from the 
EPID measurements. Further EPID dosimetry utilisation, such as in vivo dosimetry, will re­
quire further mathematical processing coupled with geometry information obtained by other 
means, such as CBCT, to estimate or calculate dose in vivo. McDermott et al[63] and Zijtveld 
et al[52] have used measured transient EPID signal to calculate the delivered in vivo radiation 
dose in a homogenous volume based on patient contours. Van Elmpt et al [66] have utilised 
Monte Carlo simulation to calculate in vivo dose from measured transient EPID signal using 
patient MV-CBCT in treatment position. In another paper, Zijtveld et al had used a different 
approach to calculate in vivo dose distribution by creating TPS fluence maps from the meas­
ured EPID signals and using the patient planning CT to recalculate the TPS plan. Many other 
examples for the in vivo dose estimation or calculation based on measured EPID signal can 
be found in literature [12], which generally are similar to the examples given above where the 
dose is calculated by the TPS or Monte Carlo methods, and the patient geometry in treatment 
position is assumed to be uniform, modified to partially or totally match TPS CT.
6.3 Pre-treatment dosimetry application
EPID devices are widely utilised for pre-treatment dosimetry [12, 32, 72, 84, 92, 94, 98, 146, 
147], many commercial stand alone or add-on software applications are available in the mar­
ket for clinical use, some of these applications where developed specifically for EPID do­
simetry and others for general use applications that use the end EPID image. The Linac 
manufacturer Varian provides a pre-treatment EPID dosimetry software package (PDIP) inte­
grated with the TPS and the R&V system. This uses a special algorithm that predicts, or cal­
culates, the EPID image from MLC apertures or beam fluence map. The predicted images are 
then compared to the measured EPID images[69].
m
X cm
Figure 6-9 : TPS calculated dose distribution in the X and Y direction at the isocentre plane in cGy. MatLab code w as w rit­
ten  to handle Eclipse plan files and extract dose distribution and save it as a 2-D MatLab matrix form at in order to  be 
used for the Gamma evaluation code.
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A simple pre-treatment method was developed in this study based on the TPS calculated dose 
distribution and the measured EPID dose images. For a given patient, the actual treatment 
plan is applied to a uniform cubic water phantom field by field to obtain the two dimensional 
dose distribution at the isocentre level using the TPS. A Custom written MatLab code was 
developed to handle Eclipse TPS plan data and extracts the two dimensional calculated dose 
distribution at the depth of maximum, Figure 6-9. The calculated plan in the TPS is sent to the 
Linac and measured with the EPID, Figure 6-10 and Figure 6-11. EPID dose image is obtained 
from the measured EPID signal using Equation 6-1. EPID measured signal is converted to 
dose image using Equation 6-1. The field used here as an example is a left posterior oblique 
field from an actual patient 5 field FMRT plan to deliver 240 cGy to a reference point in the 
centre of the target volume. Then, the TPS dose distribution and EPID measured dose image 
are compared using gamma evaluation method using another MatLab custom written code. 
Figure 6-12 and Figure 6-13. The gamma evaluation method is widely used in clinical practice 
to evaluate measured and calculated dose distributions in modulated radiotherapy treatments 
[50, 148, 149]. The differences are quantified in terms of percentage difference and distance 
to agreement(DTA), the method is described in detail by Low et al[150].
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Figure 5-10 : Signal profile for one field of an IMRT prostate treatm ent, it is used to  calculate the number of IMRT se g ­
m ents and establish the FSq value for each segm ent.
The actual patient’s plan was selected from the current patients plans then prepared during a 
work day visit to the hospital. The plan was copied and applied to the unifonn cubic water 
phantom. The gamma evaluation results shown in Figure 6-12 and Figure 6-13 reflect the dif­
ferences between the planned and delivered radiation doses. The maximum gamma value for 
this field is 3.89 which is more than the acceptable. The highest Gamma values correspond to 
higher inter-leave leakage. This is can be seen also in the measured beam profiles in X and Y 
directions from EPID measurements and TPS calculations.
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Figure 5-11 : The m easured IMRT field dose image on the left (dose values represented in 3-D up and 2-D dow n) is di­
vided in segm ents using the signal profile. Equivalent square field size is calculated for each segm ent to  obtain the field 
size factor in order to  correct the dose im age for field size. In this exam ple, the IMRT field consists of 10 sequential se g ­
m ents shown on the right.
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Figure 6-12 : EPID m easured (top left) and TPS (top right) radiation doses in cGy from the IMRT field in Figure 6-11. The 
gamma evaluation image (bottom  left) and statistics for the evaluation show s the differences betw een  EPID m easured  
and TPS calculated dose distributions. Evaluation criteria w ere 3.0 % difference and 3.0 mm distance to  agreem ent.
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Figure 6-13 : Gamma evaluation image for the IMRT field in Figure 6-11 on the left, and on the right the central beam  
profiles in the X and Y directions from EPID and TPS. The X and Y beam profiles on the right represent the m easured EPID 
(green line) and the TPS calculated (black line) doses. The highest Gamma values are observed in the regions b etw een  
individual MLC's, which indicate high MLC inter-leakage.
6.4 Transient EPID signal application
The use of EPID measured signal to evaluate phantom thickness described earlier was enter­
tained on the LV quality assurance phantom. The phantom is made of aluminium and fixed 
with four screw nails made of stainless steel impeded in the four comers. The phantom is de­
signed for EPID image quality tests in the MV energy range[151]. There is a set of circular 
dips milled on the surface of the LV phantom with different diameters and depths. The di­
ameter of circles decreases in the Y direction and depth decreases in the X direction, Figure 
6-14.
Equation 6-3 was applied to the measured LV EPID image to calculate the phantom thickness 
Pd, the LV EPID image was considered as St, and Sx7?g/was obtained from open field meas­
urement without the LV phantom. The resultant image represents the phantom dimensions 
along the beam axis, Z direction. Figure 6-14 shows the LV EPID image on compared to the 
thickness image. The former image retains the radiation beam profile variations, which is 
usually eliminated in imaging applications, whilst the thickness image does not suffer that 
effect. Another advantage for the thickness image is the improved noise to signal ratio. The 
three dimensional LV phantom image is presented in Figure 6-15 where the nail screws appear 
to be pointing out o f the phantom. This is due to the higher stainless steel density relative to 
aluminium. However, the phantom edges appear smeared in Figure 6-15 instead of being 
sharp due to radiation beam divergence.
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Figure 6-14 : LV phantom EPID image on the left is converted to  physical dim ension image on the right, the four fixation 
nails in the corners are m ade out of a material higher in density than the LV phantom .
Figure 6-15 : Las Vegas three-dim ensional im ages reconstructed from EPID image using Equation 6-3. The four sharp 
nails im peded in the corners of the phantom (right) are appearing to  be sticking out of the phantom  because their d en ­
sity is higher than the uniform phantom material. The phantom edges also are not sharp as they physically are due to  
the effect of the radiation beam divergence.
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Chapter 7
7 Future Work
7.1 EPID Three Dimensional EPID In-vivo Dosimetry
The objective of this study was initially to investigate EPID dosimetric capabilities for in vivo 
dosimetry. The work plan was divided in three phases, first to establish an EPID calibration 
model based on the known and widely reported EPID dosimetric performance in the litera­
ture. The second phase was to develop a three dimensional in vivo dosimetry model based on 
EPID dosimetry and CBCT imaging, and the third phase was to test the three dimensional in 
vivo dosimetry model adequacy and accuracy. However, experimental work was confined to 
the first phase due to limited access to available clinical equipment.
There is still a potential for the development of such a dosimetry model based on the findings 
of this study. This could also be extended to image guided radiotherapy techniques, since the 
EPID signal includes geometry data that can be correlated to the treatment coordinates with 
the help of implanted fiducial markers or patients own geometry such as bony structures. In 
addition, the efficacy of the 3-dimensional dose reconstruction methods based on EPID 
measurements needs further investigation. This shall establish criteria for clinical implication 
of such methods.
7.2 EGSnrc geometry builder and checker
The EGSnrc Monte Carlo code is very useful and easy to use particularly for radiotherapy 
applications. The code developers have provided a set of highly optimised C++ codes to help 
the user building and reviewing simulation geometry. However, the documentation is sub- 
optimal and linking of these codes is not straight forward, mainly due to programming rather 
than physics. In this work I found it easier to use MatLab to access the geometry data but ed­
iting or manipulating geometry design often results in various errors in the EGSnrc code. 
This makes a room for improvement by developing MatLab code to overcome the program­
ming issues, such as a user fiiendly GUI and linking it to EGSnrc using the C++ class library. 
Although this is not a “physics” aspect of Monte Carlo, the physics community would be the 
beneficiary of such development.
7.3 MC based iViewGT computer model
The iViewGT computer model could be improved further to account for the long residual 
signal decay observed in experiment. In addition, radiation beam characters in the model are 
derived from a library of different square fields. This library could be replaced by a Monte 
Carlo code that generates realistic radiation fluence for the radiation beam of interest. The 
model then could be utilised for EPID performance studies in research or academia instead of 
physical measurements.
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8.3 Electronic Portal Imaging Devices as In Vivo Dosimeters
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A B S T R A C T
EPID d o s im e tiy  h as  know n  d ra w b a ck s . T he  m a in  is su e  Is th a t  a  m e a su ra b le  re sidua! sig n a l is  o b se rv e d  
a f te r  th e  e n d  o f  irrad ia tio n  fo r p ro lo n g ed  p e rio d s o f  tim e , th u s  m alting  m e a su re m e n t  d iffic tilL  W e  
p re se n t  a  d e ta ile d  an a ly sis  o f EPID re sp o n se  a n d  su g g e s t a  sim p le , y e t  a c c u ra te  a p p ro a c h  for c a lib ra tio n  
th a t  avo id s th e  co m p le x ity  o f  in co rp o ra tin g  g h o s tin g  a n d  im a g e -la g  u sin g  th e  m ax im u m  in te g ra te d  
signa l in s te a d  o f  th e  to ta l  in te g ra te d  signa l. T h is a p p ro ac h  is  l in e a r w ith  d o se  a n d  in d e p e n d e n t  o f  
d o se  ra te .
e  2 0 1 2  E lsev ie r Ltd. All rig h ts  re se rv ed .
1. In tro d u c tio n
T h e  a c c u r a c y  o f  d o s e  d e l iv e r y  is  p a r a m o t ia t  i n  th e  p r a c t i c e  o f  
r a d io t h e r a p y .  C u r r e n t  p r a c t i c e  in v o lv e s  m a n y  q u a l i t y  a s s u r a n c e  
p r o c e d u r e s  t o  e v a l u a te  a n d  v e r if y  t h e  a c c u r a c y  o f  p a t i e n t  p o s i ­
t io n in g .  t h e  d e l iv e r y  o f  p r e s c r ib e d  d o s e s  a n d  t h e  r e l i a b i l i ty  o f  
t r e a t m e n t  h a r d w a r e  a n d  s o f tw a r e .  T h e s e  p r o c e d u r e s  m a y  in c lu d e  
p r e - t r e a t m e n t  d o s e  m e a s u r e m e n t s ,  p l i a n to tn  m e a s u r e m e n t s ,  
i ll  v iv o  p o in t  m e a s u r e m e n t s  a n d /o r  tw o  d i m e n s i o n a l  f ilm  o r  
e le c t r o n ic  p o r t a l  im a g i n g  d e v ic e s  (E PID ) b a s e d  d o s im e t r y .  EPID 
w e r e  in i t i a l ly  i n t r o d u c e d  a s  im a g in g  d e v ic e s  fo r  p a t i e n t  s e t - u p  
v e r if i c a t io n ,  b u t  t h e i r  a b i l i ty  to  r e c o r d  d o s i m e t r i c  d a ta  w a s  s o o n  
e x p lo i t e d ,  e s p e c ia l ly  a f t e r  t h e  in t r o d u c t io n  o f  a m o r p h o u s  s i l ic o n  
(a -S i)  f la t  p a n e l  d e te c to r s  ( v a n  E lm p t  e t  a l .  2 0 0 8 ) .
T h e  a b i l i ty  o f  E PID  i n  g e n e r a l ,  a n d  t h e  a -S i b a s e d  d e te c to r s  in  
p a r t i c u la r ,  t o  q u a n t i f y  d o s e  h a s  m a d e  t h e m  th e  s u b je c t  o f  m a n y  
d o s i m e t r y  s t u d i e s  ( H e r m a n  e t  a l.. 2 0 0 1  ; J u s te  e t  a U  2 0 0 9 a ,  2 0 0 9 b ;  
v a n  E lm p t e t  a l .  2 0 0 8 ) .  T h e  u s e  o f  EPID w a s  in v e s t ig a te d  fo r  
r o u t in e  p h y s ic s  q u a l i t y  a s s u r a n c e  (C u r t in - S a v a r d  a n d  P o d g o rs a lr ,  
1 9 9 7 ) .  m u l t i - l e a f  c o l l im a to r s  (M L C ) q u a l i t y  a s s u r a n c e  (B a k e r  
e t  a l ,  2 0 0 5 ;  S o n k e  e t  a l ,  2 0 0 4 ) , p r e - t r e a t m e n t  v e r if i c a t io n  
(T a la m o n t i  e t  a l ,  2 0 0 6 ;  v a n  Z ij tv e ld  e t  a l .  2 0 0 7 ) , e x i t  d o s e  a n d  
m id - p l a n e  d o s e  m e a s u r e m e n t s  (C h e n  e t  a l ,  2 0 0 6 ;  v a n  E lm p t  e t  a l .  
2 0 0 8 ;  V ie ir a  e t  a l ,  2 0 0 3 ;  W e n d l in g  e t  a l ,  2 0 0 6 ) . a n d  f o r  in  v iv o  
d o s i m e t r y  ( E s s e r s  a n d  M ijn h e e r ,  1 9 9 9 ;  F id a n z io  e t  a l .  2 0 0 8 ;  J u s te  
e t  a l ,  2 0 0 9 a ,  2 0 0 9 b ;  l a n s o n  e t  a l ,  1 9 9 9 ;  M c D e r m o tt  e t  a l ,  2 0 0 8 ;  
P ie r m a t te i  e t  a l„  2 0 0 6 ;  v a n  E lm p t  e t  a l ,  2 0 0 8 ,  2 0 0 9 .
“Corresponding author. Tel.: + 4 4 14S36S2697. 
f-moil address: mukhtar®physicBt.r.et -(M. Alshanqity)
0969-S043)S-see front matter »  2012 Elsevier lad. All rights reserved, 
doi: 10.1016/j.,ipra(Iiso2D 12.02,003
H o w e v e r ,  a -S i EPID s u f f e r  f ro m  t h e  s o - c a l l e d  i m a g e - l a g  a n d  
g h o s t in g  e f fe c ts  (M a il  e t  a l ,  2 0 0 7 ;  M c D e rm o tt  e t  a l ,  2 0 0 4 ) ,  w h i c h  
r e s u l t s  in  t h e  d e la y e d  r e le a s e  o f  t h e  r a d ia t io n  i n d u c e d  t o ta l  c h a r g e ,  
o r  a  m e a s u r a b le  r e s id u a l  s i g n a l  (S r ) ,  a f t e r  t h e  i r r a d i a t i o n  h a s  b e e n  
c e a s e d .  T h e s e  e f f e c ts  c a n  b e  s e e n  a s  a n  e lo n g a t e d  t a i l  a f t e r  t h e  e n d  
o f  i r r a d i a t i o n  in  t h e  s ig n a l  p ro f i le s , (F ig . 1 ). T h is  b e h a v i o r  is  s im i la r  
to  o t h e r  p u b l is h e d  r e s u l t s  ( M a il  e t  a U  2 0 0 7 ;  M c D e r m o tt  e t  a l„  
2 0 0 4 ) ,  in  w h i c h  o n ly  t h e  d e c a y in g  p a r t  o f  th e  s ig n a l  p r o f i le  w a s  
r e p o r te d .  T h e  m a g n i ta id e  a n d  d u r a t i o n  o f  t h e  r e s i d u a l  s ig n a l  v a r y  
w i t h  d o s e  a n d  d o s e  r a te .  T h e  d u r a t i o n  o f  th e  r e s i d u a l  s ig n a l  is  
c o n s id e r a b le  a n d  m a y  l a s t  l o n g e r  t h a n  t h e  a c t u a l  i r r a d i a t i o n  t im e .  
(F ig . 1 ). In  a d d i t i o n ,  t h e r e  is  s o m e  i n c o n s is te n c y  i n  t h e  d e f in i t io n  o f  
th e  t o ta l  i n te g r a te d  s ig n a l  i n  t h e  p u b l i s h e d  w o r k  c o n c e r n e d  w i t h  
EPID d o s im e t r y ,  a s  i t  is  n o t  c l e a r  w h a t  t h e  e x a c t  e n d  p o i n t  f o r  a  
m e a s u r e m e n t  is.
H o w e v e r ,  t h e  m a x im u m  i n te g r a te d  s ig n a l  d u r i n g  i r r a d i a t i o n  
t im e ,  Sm, is  t h e  i n t e g r a te d  s ig n a l  f r o m  t h e  b e g in n in g  o f  i r r a d i a t i o n  
to  t h e  e n d  o f  i r r a d ia t io n .  S r  is  t h e  i n t e g r a te d  s ig n a l  a f t e r  i r r a d i a ­
t io n .  h e n c e  t h e  to ta l  i n t e g r a te d  s ig n a l ,  Sy, is  g iv e n  b y
Sj ^ Sm-fSr
I t  h a s  p ro v e d  t o  b e  c h a l l e n g in g  t o  o b t a i n  a n  a c c u r a t e  m e a s u r e ­
m e n t  o f  t h e  r e s i d u a l  s ig n a l. S r. in  c l in ic a l  a p p l i c a t i o n  a s  w e l l  a s  in  
t h e  c a l ib r a t io n  p r o c e s s  s in c e  i t  r e q u i r e s  t h e  m e a s u r e m e n t  t im e  t o  
b e  e x te n d e d  f a r  b e y o n d  t h e  a c t u a l  i r r a d i a t i o n  t im e .  T h is  is  
n e c e s s a r y  t o  m e a s u r e  t h e  c o n s e c u t iv e  f r a m e  s ig n a ls  u n t i l  t h e  
b a c k g r o u n d  v a lu e  is  r e a c h e d .  Fig . 1 s h o w s  t h a t  S r c a n  l a s t  f o r  a  
l o n g e r  p e r io d  o f  t im e  t h a n  t h e  a c t u a l  i r r a d i a t i o n .  In  a  c lin ic a l  
s c e n a r io ,  it is  n e i t h e r  c o n v e n i e n t  n o r  a n  e f f ic i e n t  u s e  o f  r e s o u r c e s  
to  e x te n d  m e a s u r e m e n t  t im e  t o  a l l o w  t h e  EPID s ig n a l  t o  d e c a y  t o  
b a c k g r o u n d  v a lu e s ,  e s p e c ia l ly  w h e n  p a t i e n t s  a r e  in v o lv e d .  In  t h e
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Fig. 1. Signal p ro files  fo r d if fe re n t doses an d  dose  ra te s  sh o w in g  th e  ch an g e  in th e  
m ag n itu d e  o f th e  re s id u a l signal w ith  dose  a n d  dose  rate . S h  a n d  S r a re  in d ic a te d  
on th e  1 00  MU w ith  5 4 0  .MU/ m in  d o se  r a te  signal profile.
Table 1
T he m ax im u m  d e liverab le  doses  to  th e  iViewCT a t each  dose  ra te  for th e  h a rd w a re  
to  reco rd  th e  ra d ia tio n  to  b e  m e a su re d  w ith o u t co n sid e rin g  S r , a n d  th e  effective 
m ax im u m  p o ssib le  rad ia tio n  d o ses  tak in g  Sr in to  co n sid e ra tio n .
D ose r a te  (M U /m in) M ax MU se ttin g Effective m ax MU se ttin g
540 76 8 6 00
270 3 8 4 3 00
135 192 140
67.5 96 50
c a l i b r a t i o n  p r o c e s s ,  a l t h o u g h  t i m e  is a ls o  a  f a c t o r ,  t h e  m a i n  
c h a l l e n g e  is  t h e  p h y s i c a l  c a p a b i l i t y  o f  t h e  h a r d w a r e  t o  r e c o r d  
m e a s u r e m e n t s  f o r  t h e  r e q u i r e d  l e n g t h  o f  t im e .  F o r  t h e  e q u i p m e n t  
u s e d  in  t h i s  s t u d y ,  iV ie w C T , t h e  d e d i c a t e d  h a r d w a r e  m e m o r y  h a s  
a  m a x i m u m  c a p a c i t y  c a p a b l e  o f  h a n d l i n g  2 0 3  f r a m e s  w h e n  t h e  
m a x i m u m  d o s e  r a t e  is  u s e d  w i t h  t h e  f a s t e s t  i n t e g r a t i o n  t im e ,  
w h i c h  l i m i t s  t h e  a c q u i s i t i o n  t i m e  t o  a b o u t  8 8  s. E x a c t ly  w h e n  t h i s  
l im i t  is  r e a c h e d  d e p e n d s  u p o n  t h e  d o s e  r a t e  a n d  f r a m e  i n t e g r a t i o n  
t im e .  T h u s  t h e  i r r a d i a t i o n  t i m e  t h a t  m a y  b e  a n a l y s e d  is  l im i t e d ,  
e s p e c i a l l y  i f  t h e  r e s i d u a l  s i g n a l  is  t o  b e  m e a s u r e d .  T h e  m o n i t o r  
u n i t  v a lu e s  f o r  t h e  m a x i m u m  p o s s ib l e  i r r a d i a t i o n s  t h a t  w i l l  n o t  
e x c e e d  m e m o r y  l i m i t a t i o n s  a n d  t h e  e f f e c t i v e  m a x i m u m  M U  
s e t t i n g ,  t o  e n a b l e  r e s i d u a l  s i g n a l  t o  b e  m e a s u r e d  a r e  s u m m a r i s e d  
i n  T a b le  1 f o r  a l l  a v a i l a b l e  d o s e  r a t e s .
T h e  c a l i b r a t i o n  o f  a n  E PID  f o r  d o s i m e t r y  r e l i e s  o n  a c c u r a t e ly  
c o r r e l a t i n g  t h e  m e a s u r e d  i n t e g r a t e d  t o t a l  s i g n a l  (Sx) t o  t h e  
d e l i v e r e d  d o s e  ( H e i jm e n  e t  a h ,  1 9 9 5 ;  j u s t e  e t  a i., 2 0 0 9 a ,  2 0 0 9 b ;  
L o u w e  e t  a l., 2 0 0 4 ;  P a r e n t  e t  a l., 2 0 0 7 ;  P a s m a  e t  a l., 1 9 9 8 ;  v a n  
E lm p t  e t  a l. ,  2 0 0 8 ;  V a n  E s c h  e t  a l., 2 0 0 4 ;  W a r k e n t i n  e t  a l. ,  2 0 0 3 ) .  
T h is  c o r r e l a t i o n  h a s  b e e n  f o u n d  t o  y ie l d  a  l in e a r  r e l a t i o n  in  t h i s  
s t u d y  (F ig . 2 ) , a n d  s i m i l a r  f i n d in g s  h a v e  b e e n  r e p o r t e d  in  t h e  
l i t e r a t u r e  ( C h e n  e t  a l. ,  2 0 0 6 ;  K e lle r , 1 9 9 9 ;  K e l le r  e t  a l., 1 9 9 8 ;  
M c C u rd y  a n d  G r e e r ,  2 0 0 9 ;  M c D e r m o t t  e t  a l., 2 0 0 4 ;  N i j s t e n  e t  a l., 
2 0 0 7 ;  P a r e n t  e t  a l. ,  2 0 0 7 ) .  S in c e  S r  i s  p a r t  o f  Sy, i t  c a n n o t  b e  
i g n o r e d .  T o  o v e r c o m e  t h e  d i f f ic u l t i e s  a s s o c i a t e d  w i t h  t h e  m e a s u r e ­
m e n t  o f  S r  s o m e  r e s e a r c h e r s  h a v e  s u g g e s t e d  a n a l y t i c a l  m e t h o d s  to  
c o r r e c t  Sy (M a i l  e t  a l., 2 0 0 7 ;  M c D e r m o t t  e t  a l., 2 0 0 4 ,  2 0 0 6 )  T h e s e  
a r e  g e n e r a l l y  b a s e d  o n  m o d e l l in g  t h e  b e h a v i o u r  o f  S r  b y  c u r v e  
f i t t i n g .  T h is  r e q u i r e s  t h e  a c c u r a t e  m e a s u r e m e n t  a n d  m o d e l l in g  o f  
S r  i n  t h e  c a l i b r a t io n  p r o c e s s  w h i c h  is  n o t  a lw a y s  p o s s ib l e  d u e  to  
h a r d w a r e  l im i t a t io n s .  T h u s ,  w e  s u g g e s t  a  s i m p le  c a l i b r a t io n  
a p p r o a c h  t h a t  i s  i n d e p e n d e n t  o f  t h e  r e s i d u a l  s ig n a l  
a n d  a v o id s  t h e  c o m p l i c a t io n s  o f  i m a g e - l a g  a n d  g h o s t i n g  e f f e c ts
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Fig. 2. T otal in te g ia te d  signal. St . and  th e  m a x im u m  in te g ra te d  s ig n a l d u rin g  
ir ra d ia tio n  tim e. Sm, e x h ib it a lin ea r re sp o n se  to  tlie  d e liv e red  rad ia tio n  d o se  over 
th e  ran g e  o f 1 -5 0 0  MU,
a l t o g e t h e r .  In  t h i s  c a l i b r a t io n  m e t h o d ,  S m , is  u s e d  t o  q u a n t i f y  t h e  
E PID  r e s p o n s e  r a t h e r  t h a n  Sy.
2. M a te r ia ls  a n d  m e th o d s
T h e  E PID  u s e d  in  t h i s  s t u d y  is  t h e  iV ie w G T  p o r t a l  i m a g e r .  T h e  
iV ie w G T ’s i m a g i n g  d e t e c t o r  is  a  P e r ld n  E lm e r  a m o r p h o u s  s i l ic o n  
f la t  p a n e l  d e t e c t o r  t y p e  X RD 1 6 4 0 .  I t  i s  a t t a c h e d  t o  a n  E ie k ta  
S y n e r g y  l i n e a r  a c c e l e r a t o r  w i t h  a n  M L C i h e a d .  T h e  d e t e c t o r  
c o n t a i n s  a  b u i l d - u p  c o p p e r  p l a t e  t h a t  is  1 m m  th ic k .  T h e  r a d i a t i o n  
s e n s i t i v e  c o m p o n e n t  is  a n  a m o r p h o u s  s i l ic o n  s e n s o r  a r r a y .  
T h e  d e t e c t o r  is  a t  a  f ix e d  fo c u s  t o  s u r f a c e  d i s t a n c e  (F S D ) o f  
1 6 0  c m . It c o n s i s t s  o f  1 0 2 4  x  1 0 2 4  p ix e l s  w i t h  a n  a r e a  o f  
4 0 .9 6  c m  X 4 0 .9 6  c m . T h is  r e s u l t s  in  a  u s e f u l  f ie ld  s i z e  o f  
2 5 .9  c m  X 2 5 .9  c m  a t  t h e  i s o c e n t r e  p la n e .  T h e  i m a g e r  r e a d o u t s  a r e  
s y n c h r o n i s e d  w i t h  t h e  l in e a r  a c c e l e r a t o r  g u n  s ig n a l,  s o  t h a t  t h e  
m e a s u r i n g  e l e m e n t  t e a d o u t s  o n ly  o c c u r  b e t w e e n  p u l s e s .  T w o  E PID  
p u l s e s  a r e  g e n e r a te d  s i m u l t a n e o u s ly  b e t w e e n  g u n  p u l s e s  a n d  a r e  
s e n t  t o  t h e  f r a m e  g r a b b e r  t o  t r ig g e r  a  t h r e e  l in e  r e a d o u t  f r o m  e a c h  
e n d  o f  t h e  d e te c to r .  T h e  r e a d o u t  s ig n a ls  a r e  m u l t i p l e x e d  i n  o n e  d a t a  
p a c k e t  a n d  s e n t  t o  t h e  f r a m e  g r a b b e r  t o  f o r m  a  s i n g l e  f r a m e  w i t h  
1 0 2 4  p ix e l  l in e s ,  d e p e n d i n g  o n  t h e  a c q u i s i t io n  m o d e  i n  u s e .  F o r  
c l in ic a l  im a g in g ,  a  p r e - s e t  n u m b e r  o f  f r a m e s  is  d e f in e d  in  t h e  
iV iew G T  s o f t w a r e  t o  fo r m  a n  im a g e  b y  a v e r a g in g  t h e  a c q u i r e d  
f r a m e s .  O n c e  t h is  n u m b e r  o f  f r a m e s  is  a c q u i r e d  t h e  a c q u i s i t io n  s t o p s  
a n d  t h e  i m a g e  is  s e n t  t o  t h e  iV iew G T  w o r lc s t a t io n  t o  b e  d i s p l a y e d .  
T h e  m a n u f a c t u r e r 's  i m a g in g  s o f t w a r e  (X IS ) i s  u s e d  t o  c a p t u r e  t h e  
EPID  m e a s u r e m e n t s  i n  t h e  fo rm  o f  a  s e q u e n c e  o f  f r a m e s  a n d  e a c h  
s e q u e n c e  is s a v e d  a s  a  s e p a r a t e  f ile  u s i n g  t h e  n a t i v e  1 6 - b i t  d e p t h  H IS 
f o r m a t .  F u r t h e r  p r o c e s s i n g  a n d  a n a ly s i s  o f  t h e  m e a s u r e d  d a ta  h a s  
b e e n  c a r r i e d  o u t  u s i n g  c u s t o m  w r i t t e n  c o d e s  in  M a tL a b . T h e  l in e a r  
a c c e l e r a t o r  o u t p u t  is  c a l ib r a t e d  a n d  t r a c e a b l e  t o  a  p r i m a r y  s t a n d a r d  
h e ld  a t  t h e  N a t io n a l  P h y s ic a l  L a b o r a to ry ,  T e d d in g to n ,  UK, a n d  
m a i n t a i n e d  t o  p r o d u c e  1 .0 0  + 0 .0 2  c G y  f o r  e a c h  M U  a t  t h e  d e p t h  
o f  m a x i m u m  d o s e  ( d m ^ )  w i t h  1 0 0  c m  FSD.
P o r t a l  i m a g e s  a r e  c o n v e r t e d  in to  d o s e  i m a g e s  b y  c o r r e l a t i n g  
t h e  i m a g e  p ix e l  v a l u e s  t o  a b s o l u t e  d o s e .  T h e  d o s e  i s  m e a s u r e d  
w i t h  a n  i o n i s a t i o n  c h a m b e r  in  w a t e r  u n d e r  r e f e r e n c e  c o n d i t i o n s  
(IA EA , 2 0 0 0 ;  L i l l ic r a p  e t  a l. ,  1 9 9 0 ) .  T h e  r a w  p i x e l  v a l u e s  a r e  
i n f lu e n c e d  b y  i n t r i n s i c  i n c o n s i s t e n t  p i x e l s  in  t h e  d e t e c t o r  o r  b a d  
p i x e l s  a n d  e l e c t r o n i c  n o i s e .  T h e  s e n s i t i v i t y  t o  r a d i a t i o n  is  a ls o  
v a r i a b l e  a m o n g  d i f f e r e n t  p ix e l s ,  a n d  h e n c e ,  in  o r d e r  t o  o b t a i n  
c l i n i c a l ly  u s e f u l  a n d  c o n s i s t e n t  i m a g e s ,  t h e s e  f a c t o r s  h a v e  t o  b e  
a c c o u n t e d  fo r . T h e s e  a r e  c o r r e c te d  in  t h e  i m a g i n g  c a l i b r a t i o n  
o f  t h e  E PID , w h e r e  i ts  r a w  d a t a  is  c o r r e c te d  f o r  b a d  p i x e l s ,  o f f s e t .
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a n d  g a in  ( M c D e r m o t t  e t  a l., 2 0 0 4 ) .  I m a g i n g  c a l i b r a t i o n  i s  e s s e n t i a l  
t o  o b t a i n  c o n s i s t e n t  i m a g e s  f r o m  t h e  E PID  r e a d o u t s .  T h is  h o w e v e r  
r e m o v e s  t h e  e f f e c t  o f  t h e  a c t u a l  r a d i a t i o n  b e a m  p r o f i le .  T h is  h a s  t o  
b e  r e i n t r o d u c e d  t o  m a i n t a i n  d o s i m e t r i c  a c c u r a c y .  T h e  b a d  p ix e l  
c o r r e c t i o n  is  p e r f o r m e d  u s i n g  t h e  m a n u f a c t u r e r  s u p p l i e d  b a d  
p ix e l s  m a p .  T h e  o f f s e t  is  c o r r e c t e d  b y  a v e r a g i n g  t h e  f i r s t  f iv e  
f r a m e s  f r o m  e a c h  m e a s u r e m e n t ,  a n d  t h e n  s u b t r a c t i n g  t h i s  a v e r ­
a g e  v a lu e  f r o m  t h e  w h o l e  f r a m e  s e q u e n c e .  I t  h a s  b e c o m e  r o u t i n e  
t o  a l l o w  f o r  a t  l e a s t  f iv e  f r a m e s  b e f o r e  s t a r t i n g  t h e  r a d i a t i o n  t o  b e  
u s e d  f o r  t h i s  p r o p o s e ,  C a in  c a l i b r a t i o n  is  c o n d u c t e d  i n  t h e  s a m e  
m a n n e r  a s  r e c o m m e n d e d  b y  t h e  m a n u f a c t u r e r ,  i .e .  u s i n g  a  f lo o d  
i m a g e  f o r  t h e  w h o l e  d e t e c t o r .  A t w o  d i m e n s i o n a l  b e a m  p r o f i l e  a t  
dm£ix m e a s u r e d  w i t h  a n  i o n i s a t i o n  c h a m b e r  i n  a  w a t e r  p h a n t o m  
w a s  u s e d  t o  c r e a t e  a  1 0 2 4  x  1 0 2 4  p ix e l  i m a g e  a t  w i t h  t h e  
s a m e  E PID  d i m e n s i o n s .  T h is  i m a g e  i s  m u l t i p l i e d  b y  t h e  m e a s u r e d  
im a g e s  t o  r e i n t r o d u c e  t h e  e f f e c t  o f  t h e  b e a m  p r o f i le .  A ll t h e  
c o r r e c t i o n s  m a d e  a n d  t h e  p r o c e s s i n g  o f  t h e  r a w  d a t a  w e r e  c a r r i e d  
o u t  u s i n g  c u s t o m  w r i t t e n  M a tL a b  f u n c t i o n s .
T h e  E PID  r e s p o n s e  w a s  a s s e s s e d  a c r o s s  t h e  c l in i c a l  r a n g e  o f  
i n t e r e s t  f r o m  1 t o  5 0 0  M U  ( m o n i t o r  u n i t s )  u s i n g  b e a m s  o f  o p e n  
s q u a r e  f i e ld s  w i t h  n o m in a l  e n e r g y  o f  6  M V  a n d  d o s e  r a t e s  o f  5 4 0 ,  
2 7 0 , 1 3 5 ,  a n d  5 8  M U  / m i n ,  u s i n g  t h e  E PID  f a s t e s t  i n t e g r a t i o n  t i m e  
o f  0 .4 3 3 0 2 4  s . T h e  m e a s u r e m e n t  a r e a  o f  i n t e r e s t  w a s  1 2 x 1 2  
p i x e l s  a r o u n d  t h e  c e n t r a l  a x is .  T h e s e  w e r e  a v e r a g e d  t o  o b t a i n  t h e  
g r e y  s c a le  s i g n a l  f o r  e a c h  a n d  e v e r y  f r a m e .  i s  m e a s u r e d  f r o m  
t h e  f i r s t  f r a m e  a f t e r  b e a m o n  u n t i l  t h e  E PID  s i g n a l  r e a c h e s  a  
b a c k g r o u n d  v a lu e ,  o r  t o  t h e  l a s t  m e a s u r a b l e  f r a m e  i f  n o t .  
T o  e v a l u a t e  t h e  i m p a c t  o f  t h i s  l a t t e r  s c e n a r i o ,  r e g a r d i n g  t h e  
a c c u r a c y  o f  t h e  m e a s u r e m e n t s ,  a  s ig n a l  q u a l i t y  i n d e x  ( S q i )  is  
i n t r o d u c e d .  I t  i s  b a s e d  o n  t h e  l a s t  m e a s u r e d  f r a m e  s i g n a l  ( F S t ) ,  
a n d  is  d e s i g n e d  t o  g iv e  a  v a l u e  o f  1 0 0  w h e n  F S j  is  e q u a l  to  t h e  
m e a s u r e d  b a s e l i n e  v a lu e  a n d  p r o p o r t i o n a l l y  l e s s e r  s c o r e s  f o r  F S t  
h i g h e r  t h a n  t h a t .  I t  i s  i n d e p e n d e n t  o f  t h e  d o s e ,  d o s e  r a t e  a n d  
i n t e g r a t i o n  t im e ,  (F ig . 3 ) .
T h e  v a l u e  o f  S q i i s  i n d e p e n d e n t  o f  d o s e  d e l i v e r y  c o n d i t i o n s ,  a s  
i t  i s  d e s i g n e d  t o  i n d i c a t e  h o w  c lo s e  FSt  i s  t o  t h e  b a s e l i n e  v a lu e .  
H o w e v e r ,  i t  is  n o t  a n  i n d i c a t i o n  o f  t h e  m a g n i t u d e  o f  t h e  m is s i n g  
p a r t  o f  t h e  i n t e g r a t e d  s ig n a l .  F o r  e x a m p l e ,  a  s c o r e  o f  9 0  f o r  
1 0 0  M U  a n d  1 0  M U  r a d i a t i o n s  d o e s  n o t  i m p l y  t h a t  t h e  m is s i n g  
p a r t  o f  t h e  i n t e g r a t e d  s i g n a ls  f r o m  t h e  t w o  r a d i a t i o n  d o s e s  a r e
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e q u a l ,  a n d  t h e  s a m e  a p p l i e s  to  t h e  s a m e  d o s e s  w i t h  d i f f e r e n t  d o s e  
r a t e s .  A c a r e f u l  s t u d y  o f  d i f f e r e n t  r a d i a t i o n  d o s e s  a n d  d o s e  r a t e s  
s u g g e s t s  t h a t  a n  S qj v a l u e  o f  8 0  is  a n  a c c e p t a b l e  c r i t e r i o n  f o r  
a c c u r a t e  m e a s u r e m e n t s .  A  1 0 0  M U  r a d i a t i o n  w i l l  r e s u l t  i n  l e s s  
t h a n  0 .2%  r e d u c t i o n  i n  t h e  v a l u e  o f  S r  c o m p a r e d  t o  S q i  o f  1 0 0 .
S m  is  m e a s u r e d  f r o m  t h e  f i r s t  f r a m e  a f t e r  t h e  s t a r t  o f  i r r a d i a ­
t i o n  t o  t h e  f i r s t  f r a m e  a f t e r  b e a m  o f f  t o  a c c o u n t  f o r  p a r t i a l  f r a m e  
I r r a d i a t i o n .  S r  h o w e v e r ,  is  c a l c u la t e d  b y  s u b t r a c t i n g  S m  f r o m  S y .
3. R e su lts
T h e  e f f e c t  o f  g h o s t i n g  is  p r e s e n t  a t  t h e  b e g i n n i n g  o f  i r r a d i a t i o n  
a n d  m a n i f e s t e d  a s  a  d e c r e a s e d  t o t a l  i n t e g r a t e d  s i g n a l  S j  p e r  M U  a t  
lo w  d o s e  r a n g e  (1 -1 0  M U ) a s  a  r e s u l t  o f  E PID  s e n s i t i v i t y  c h a n g e  
w i t h  d e l i v e r e d  r a d i a t i o n  d o s e .  T h is  v a l u e  Is a l m o s t  c o n s t a n t  f o r  
t h e  r a n g e  (10-500  M U ), a n d  o v e r  t h i s  r a n g e  i t  h a s  a  v a l u e  o f  
a p p r o x i m a t e l y  2380 a n d  a  s t a n d a r d  d e v i a t i o n  o f  11.7 (F ig . 4).
T h e  r e s i d u a l  s i g n a l  i s  t h e  r e s u l t  o f  t h e  c o m b i n e d  e f f e c t  o f  
g h o s t i n g  a n d  i m a g e - l a g .  S r  i n c r e a s e s  g r a d u a l l y  w i t h  t h e  i n c r e a s e  
o f  M U  to  r e a c h  a  p e a k  a t  300 M U  a n d  t h e n  d e c r e a s e s  a g a i n  w i t h  
f u r t h e r  i n c r e a s e  i n  t h e  M U . T h e  v a lu e  o f  S r  i s  r e l a t i v e  t o  t h e  t o t a l  
m e a s u r e d  s i g n a l  Sy a n d  i n c r e a s e s  s h a r p l y  w i t h  d o s e  t o  r e a c h  a  
p e a k  o f  2.5% a r o u n d  10 M U , a n d  t h e n  d e c r e a s e s  w i t h  i n c r e a s e d  
d o s e  (F ig . 6 ) .
A s f a r  a s  E PID  d o s i m e t r y  is  c o n c e r n e d ,  t h e  r e s i d u a l  s i g n a l  S r  I s  
t h e  m o s t  s i g n i f i c a n t  r e s u l t  o f  t h e  g h o s t i n g  a n d  i m a g e - l a g  e f f e c ts ,  
a n d  I t  i s  n o t  p o s s ib l e  t o  m e a s u r e  S r  f o r  l o n g  e x p o s u r e s  a c c u r a t e l y  
d u e  t o  h a r d w a r e  l i m i t a t i o n s .  T h u s ,  fo r  s u c h  s c e n a r i o s  a  d i f f e r e n t  
a p p r o a c h  i s  r e q u i r e d  t o  m a i n t a i n  d o s i m e t r i c  a c c u r a c y .
O n  t h e  o t h e r  h a n d ,  Sm  w a s  f o u n d  t o  b e  l i n e a r  w i t h  d e l i v e r e d  
d o s e  w i t h  R '—0.9992 s i m i l a r  t o  Sy (F ig . 2). I t  i s  a l s o  s e e n  t h a t  t h e  
d i f f e r e n c e  b e t w e e n  Sy a n d  Sm  is  v e r y  s m a l l  c o m p a r e d  t o  t h e i r  
a b s o l u t e  v a lu e s ,  a n d  t h e  d i f f e r e n c e  b e t w e e n  Sy a n d  S m  b e c o m e s  
e v e n  s m a l l e r  a s  t h e  d o s e  i n c r e a s e s .
D o s e  r a t e  h a s  a  s m a l l  e f f e c t  o n  S m , w i t h  a  m a x i m u m  d i f f e r e n c e  
o f  1.8% r e l a t i v e  t o  t h e  h i g h e s t  r e a d i n g  o f  d o s e  r a t e  o f  540 M U /m i n  
(F ig . 5). T h e  s m a l l  r e d u c t i o n  i n  t h e  v a lu e  o f  S m  a s  t h e  d o s e  r a t e  
d e c r e a s e s  is  a t t r i b u t e d  t o  t h e  s l i g h t  i n c r e a s e  i n  t h e  i n t e r  f r a m e  
r e a d o u t  l e a k a g e ,  a s  t h e  i r r a d i a t i o n  t i m e  i n c r e a s e s  w i t h  t h e  
d e c r e a s e  in  t h e  d o s e  r a t e .  T h e  s a m e  e f f e c t  i s  a l s o  o b s e r v e d  w i t h  
t h e  t o t a l  i n t e g r a t e d  s i g n a l .
T h u s ,  i t  i s  f e a s ib l e  t o  u s e  Sm  t o  c o r r e l a t e  E PID  m e a s u r e m e n t s  t o  
d o s e  i n s t e a d  o f  t o t a l  i n t e g r a t e d  E PID  s i g n a l ,  t h e r e f o r e  a v o i d i n g  t h e  
c o m p l e x i t y  o f  i n c o r p o r a t i n g  g h o s t i n g  a n d  i m a g e - l a g  e f f e c ts .
Last Frame Signal
Fig. 3. T he ran g e  o f th e  signal q u a lity  in d ex  Sq, d e s ig n a te s  th e  e ffic iency  of EPID 
m e a su re m e n ts  b y  in d ica tin g  h o w  close th e  m e a su re d  la s t fram e signal is to  th e  
base lin e  value. It is p re se n te d  as a  fun c tio n  o f th e  la s t fram e  signal. A sco re  o f  SO or 
m o re  re flec ts an accep ted  m e a su re m e n t o f Sy an d  Sr In te rm s  o f  accuracy .
0  1 0 0  2 0 0  3 0 0  4 0 0  5 0 0  6 0 0
D o se  (tvlU)
Fig. 4 . The to ta l in te g ra te d  signal p e r  d o se  un it a s  a fu n c tio n  o f  d e liv e re d  d o se  
o v er th e  ran g e  o f 1 -5 0 0  MU. T he g h o s tin g  effect is m o re  sig n ifican t in th e  low  d o se  
ran g e  w h e re  th e  v a lues  of Sy a re  d ecreased .
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Fig. 5. T he dose  r a te  h as  a m in o r  effect on th e  m a x im u m  in te g ra te d  signa l Sm 
Th e  sa m e  effect is  a lso  o bserved  on th e  to ta l in te g ra te d  signal Sy.
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1 10 100 
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Fig. 6. T he m a g n itu d e  of res idua l signal Sr re la tiv e  to  th e  to ta l in te g ra te d  s ig n a l Sy 
has  a m ax im u m  a ro u n d  a lo w  d o se  o f 10  MU th e n  decreases  un ifo rm ly  w ith  
increased  dose. T h e  d a ta  is for 540  M U/ m in  dose  ra te  an d  0 .433 s in teg ra tio n  tim e.
In  c o n c l u s i o n ,  S r c a n  a f f e c t  t h e  a c c u r a c y  o f  E PID  d o s i m e t r y  b y  
u p  to  2.5% in  t h e  s m a l l  d o s e  r e g io n .  T h is  i s  p o t e n t i a l l y  s i g n i f i c a n t  
w i t h  i n t e n s i t y  m o d u l a t e d  r a d i o t h e r a p y  (IM R T ) a n d  r o t a t i o n a l  
t h e r a p y  ( T o m o t h e r a p y ,  R a p id A rc ,  V M A T ) t e c h n i q u e s ,  w h e r e  c o n ­
s e c u t i v e ,  m u l t i p l e ,  s m a l l  M U  s e g m e n t s  a r e  u s e d .  H o w e v e r ,  m e a ­
s u r i n g  Sr s e v e r a l  f r a m e s  a f t e r  b e a m  o f f  ( 5 -1 0  f r a m e s ,  
c o r r e s p o n d i n g  t o  2 - 4  s )  c a n  r e d u c e  t h e  u n c e r t a i n t y  in  t h e  m a g n i ­
t u d e  o f  Sr t o  a  n e g l i g i b le  v a l u e  w i t h o u t  t h e  n e e d  f o r  f u r t h e r  
m a t h e m a t i c a l  c o r r e c t i o n s  t o  t h e  m e a s u r e d  d a t a .
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Abstract
Purpose: Radiation therapy techniques were considerably enhanced in the last two decades 
10 and became more sophisticated, which calls for improved treatment t’erification and qpiaht}' 
assurance methods. Many researchers have investigated alternative dosimetiy' solutions to 
answer the need for com plex radiotherapy treatment veiihcations. Electronic portal imagtnp 
devices are among the plausible solutions. There are numerous published articles discussing  
and characterising EPID dosimetry' in  the hterature. However, published results are not con- 
15 sistent in  particular w hen describing EPID dose Linearity', and it is often difficult to compare 
the results from different publications due to a lack o f  common terminology to describe the 
EPID response. Many' EPID dosimetry’ studies have focused on the so-called image lag and 
ghosting effects, and yet it is not alway's possible to relate different studies due to the incon­
sistent definitions o f  image lag and ghosting used in  these studies. In addition, EPID per- 
20 formance characteristics are often underreported. W e present a detailed study o f  the acquisi­
tion and readout characteristics o f  an amorphous-siiicon (a-Si) EPID and its dosimetric per­
formance including the effects o f  dose, dose rate, im age lag, ghosting and integration time, 
and propose a novel fiam ewodi for a-Si EPID dosimetry' based on this study'.
M ethod: Tw'o Elekte iViewGT devices attached to Synergy’ l in a c s  producing 6 M \'  photon 
25 beams were investigated. Both Linacs are calibrated to produce 1.00±0.03 c<jy'.’M U  at a ref-
erm ce depth in water for a lOx 10 cm^ field and 100 cm FSD. The detector size is 41 x  41 
cm*, positioned 160 cm  from the lin a c  target, consisting o f  1024x1024 pixels. Data were ac­
quired as Heiuemann im aging system  (HIS) files without any corrections. EPID response was 
assessed over the range o f  1 -  500 M U using different dose rates and integration times. A  
30 MatLab based EPID m odel was designed to evaluate ersperimental results.
Results: EPID perfonrance is influenced by  electronic gain and readout technique as w ell as 
the absorbed dose, dose rate and integration time. The readout technique has a clear effect on  
the EPID signal profile. The readout technique is such that it is im possible to measure the re­
sidual signal accurately. Nevertheless, a measured integrated signal may be defined that is not 
35 influenced by the readout technique and is independent o f  the dose rate and integration time.
In addition, the EPID signal per M U using this definition is constant regardless o f  dose, dose 
rate and integration time.
C onclusion: The EPID exhibits the desired radiation detector characteristics in  terms o f  line- 
aiit\' with radiation dose.
-163-
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40 1 Introduction
Electronic portal i m a ^ g  d e \ic e s  (EPID) were introduced initially for patient imaging pur­
poses, these included patient im mobilisation and treatment field verifications [1-3]. The ap­
plication o f  EPID for dosimetry' has been investigated fi'om the first the camera based EPID  
tfarou^ scanning liquid filled ion  chamber (SLIC) EPID generation to the m ost recent, and 
45 conomonly used, amorphous silicon (a-Si) based EPID [2, 4 , 5]. Nowadays, EPID are w id ë y  
used for routine quality' assurance and dosimetry verifications in  addition to their main im ag­
ing role. The number o f  pubhshed articles concerned w ith EPID dosimetry' has risen signifi­
cantly in  the last decade after the introduction o f  amorphous silicon based EPID w ith a no­
ticeable trend towards in viTO and three dimensional dosimetry' applications[2]. The main ad- 
50 vantages o f  a-Si EPID o\*er the older generations are the linearity', stabihty', higher resolution, 
and flexibility'. On the other hand, they suffer from so-called image lag and gjiosting effects 
P ,  4 , 6-10]. Numerous articles have been published regarding the calibration, performance 
and different approaches for EPID dosimetry implementation. These have mainly' focused on  
EPID linearity' w ith radiation dose and the effects o f  image lag and p o s tin g , and have rarely' 
55 referred to the effect o f  EPID integration time and readout technique [4, 5, 7 4 2 ] ,  There is  no
single definition or criteria for the measiuem ent o f  the EPID signal , image lag, or p o s tin g .  
Moreover, fire reported dosimetric characteristics o f  a-Si EPID in  the literature vary' consid­
erably'. Nevertheless, many recent pubhcations [20, 2 5 ,4 1 ,4 3 -5 5 ]  discuss the use o f  EPID as 
in  m vo dosimeters giving an impression o f  a w ell estabhshed EPID characterisation and cali- 
60 bratiorL hr many o f  these pubhcations, the manufacturer definition o f  the integrated im age 
has been used to represent the EPID signal. A  thorough discussion o f  the different approaches 
used for EPID dosimetry' m ay be found in the literature review carried out by' van Elmpt et 
al[2].
EPID devices are cahbrated b y  correlating measured EPID response to the radiation dose e i-  
65 ther in terms o f  linac monitor units or measured absorbed dose in  Gray (Gy). Linear accelera­
tor calibration is w ell regulated and there are différait dosimetry codes o f  practice in different 
parts o f  the world that differ in theory' and technique but aim to correlate linac output to 
traceable and comparable primary standards [56-58]. How'ever, the EPID reqxm se has a less  
w ell-defined general description as the signal from fire start to the end o f  the irradiation and 
70 there is no consensus v iew  on the effect o f  the residual signal.
In this study', w e  characterise the EPID response in  terms o f  the signal profile incorporating 
the influence o f  time, dose, dose rate, readout technique, and detector gain setting. W e dem­
onstrate the extent o f  the influence o f  the detector readout technique on the EPID signal and 
its interfffence w ith detector gain, image lag and p o s t in g  effects. B ased on these results, a 
75 novel frame work for EPID dosimetry' is suggested.
2 Methods and materials
2 .1  T h e  iV ievvG T EPID
Tw'o iV iew G T EPID w ith Perkin Elmer Type X R D  1640 flat panel amorphous silicon detec­
tors have been anploy'ed. The Perkin Ehner XRD unit is a standalone radiation detector con-
-164-
so  tainTng the a-Si flat panel detector and its electronics in  aluminium housing. Each EPID is 
attached to an Eiekta Synergy Linac. The iViewGT is mounted at 160 cm from the linac’s 
target w hen in  operation, w ith a detector area o f  41 x  41 cm^ and 1024 x  1024 pixels. This 
results in  a useful field size o f  25 x  25 cm"" at the isocenlre plane. The two linacs were cah­
brated and maintained to produce 1.00±0.03 cGy' at die reference depth for each machine 
85 monitor unit (M U) for 10x10 cm ' field at 100 cm  focus to skin distance (FSD). Both linacs
are calibrated using ionisation chambers w ith cahbration factors traceable to a primary stan­
dard.
The flat panel detector measuring element is  an amorphous Sihcon thin film array on a glass 
substrate, in  w hich each pixel is  a photodiode and a thin film transistor (TFT) sw itch in  one 
90 circuit V isible hght photons reu ltin g  from  the conversion o f  x-rays in  the scintillator create 
electron-hole pairs in  the photodiode array. These electrons are collected by' a bias voltage  
and stored in  the photodiode capacitors ready for readout w hen the TFT sw itch is closed. The 
TFT switches are controlled by  the row driver winch is programmed to release the accumu­
lated charge in  the individual pixel capacitors o f  a w hole row o f  pixels at a time w hen trig- 
95 gered by' turning tiie TFT switches on and off. The pixel array is divided into separate readout
groups, each g?roiç is connected to the readout electronics via a multiple channel line. For the 
XRD 1640, there are 16 readout groups and 128 chaimels for each group, making a total o f  
1024 columns o f  pixels w'here each colum n also consists o f  512 pixels. The 16 readout 
groups are clustered in two electrically sqjarated parts. The iç p e r  part controls readout 
100 groups 1 throuÆ 8, and the low er part controls red o u t groqps 9 th r o u ^  16, illustrated in  
Figure 1. The row driver scans TFT switches from left to right in the upper readout group and 
from right to left in  the lower group. In each scan the accumulated charge in  a w hole row o f  
pixels is  released and transferred to the readout c ircu it Tw'o rows o f  pixels are readout sim ul­
taneously from both iqpper and lower readout groups o f  the detector each time the row' driver 
105 is inv'oked, then amplified and stored in the readout electronics’ capacitors o f  the Sam e grab­
ber. Each p ixel in the array is a separate entity' that has its ow n electrical properties and radia­
tion sensitivity. In addition, different readout groups are controlled by' différait subsystems in 
the detector panel.
Bad pixels that are dead or give inconsistent readings are corrected using an updated manu- 
110 fecturer provided bad pixels map unique to each device. In addition, each and every' p ixel has 
an individual intrinsic measurable signal resulting in an elevated measured signal value[15J, 
this is referred to as dark or offset currait. In this study', at least five frames w ere allow ed be­
fore starting the radiation beam to be used for offeet correction, and the acquisition is contia- 
ued after the end o f  irradiation to the mayimimi possible number o f  frames. Variable pixel 
115 gain across the imager is normalised in  gain calibration, w h id i is performed by' averaging a 
sequence o f  bad pixels and oflfeet corrected images that have bear irradiated w ith an opai, 
uniform beam  for the whole area o f  the imager. The median o f  all the pixels is calculated and 
taken as a reference to create a gain correction image, F^ure 2. How ev'er, the gain cahbration 
removes the beam  profile information resulting in an optimally flat beam profile. To correct 
120 for this the measured two-dimensional beam profile at depth o f  interest (i.e. dmax) is normal­
ised  to the central axis (CAX) dose and apphed to the EPID measurements to maintain do-
165 -
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sim etiic accuracy. Each EPID measurement is corrected for die linac ou^ ut fluctuation using 
the measured Linac output on the day o f  measurement.
125 Agurt 1 : Schem ntac of th e  XRD 1 640  r e a d o u t,  th e  d e te c to r  is dhrided in tw o  s e p a ra te  u p p e r ar»d lo w e r p a rts . Eadr po rt 
c o n ta in s  B ê n d e p e n d s i t  r e a d o u t g roups. R ead o u t ta& es p lace  ro w  by  row  ac ro ss  th e  r e a d o u t  g roups s ta r tin g  from  th e  
u p p e r  a n d  lo w e r en d s  o f th e  d e te c to r .  T he u p p e r  re a d o u t  g ro u p s  o re  sc an n e d  fro m  le f t  t o  r ig h t ar»d th e  lo w e r  o n e s  fro m  
right to  left.
'as7,%
130 A gure 2: T he ca lib ra tio n  im age u s e d  to  c o rre c t EPID m e a s u re m e n t:  fo r th e  d iffe ren ces  in pimd gain , 16  s u b  p a n e ls  th a t  
c o m p o se  th e  EPID can  b e  s e e n  a ligned  f ro m  to p  to  b o tto m .
2.2 EPID data acquisition
The EPID response was assessed oi'er the clinical range o f  interest from 1 to 500 M U. EPID 
measured data were captured by  the dedicated iViewGT computer using its X-ra) im aging 
135 software (XIS), without am,' furdier corrections, as 16 bit dqith raw Heinemann imaging
software (HIS) files. The dtiiam ic range for flie HIS images is  eq u iia la it to a gre^'scale 
range between 0 and 65535. The Tnatrimiim acquisition fime is limited b)' hardware capabili­
ties. w iiich in both EPID devices were enough to accommodate approximately 200 frames. 
A ll measurements were carried out using the maTimnm number o f  frames to stud}’ the EPID 
140 signal behaviour after the end o f  irradiation. EPID signal w as taken as flie average o f  the 25 x
25 pixels around the central axis. Signal qualitv' index (S qi) was evaluated for all measure- 
ments[59]. A ll corrections, linac ouqnit bad pixels, ofEset and gain corrections, and further 
processing and analv'sis w e e  carried out using custom  written MatLab codes.
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2.3 Phantom  atteau atio ii 
145 The phantom attenuation effect on the EPID signal was assessed using slabs of certified water 
equivalent solid water phantom manufectured b}^  Gammex hic, USA. The distance from the 
target in the Linac head to the centre of the phantom is kept constant at 100 cm by adjusting 
the focus-to-surfece distance (FSD). The phantom thickness range was from 0.1 to 25 cm. 
Since the phantom is placed on the treatment table, its effect cannot be ignored [60-62]. It 
150 was measured and found to correspond to an equivalent thickness of 0.7 cm of water, which 
has been added to the phantom thickness. The first measinement was an open field with no 
couch or phantom, the second was with the couch only, and then the different phantom thick­
nesses. All measuranents were carried out with 10 x 10 cm" field size.
155 f ig u re  3; T ra n ite n t  dosimctrY m e a s u re in e n t  se tu p . W ith  e a ch  frfuwitom th k fa v e s :, t h e  d is ta n c e  fro m  th e  x-ray ta r g e t  to
th e  m id d le  of th e  p h a n to m  d q r ih  a  k e p t c o n r ta n t  a t  100 cm . EPID FSD is c o n s ta n t  a t  1 60  cm .
2.4 EPID Com puter m odel
During image acquisition with the iViewGT EPID, peculiar patterns may be observed at the 
beginning of radiation beam deliver}’ and also at the end of irradiation. As the radiation beam 
160 starts, the first few’ frames show a gradient in the radiation beam intensif}’ across the fidd
wifri the highest iutensit}’ at the centre of the detector and the lowest towards the two ends of 
the detector along the Y axis as shown in Figure 4. This figure demonstrates a grev'scale image 
analogous to that observ^ ed in the XIS software on the iViewGT terminal during actual meas­
urements. After the first few frames, i\TewGT images exhibit a uniform radiation field. At 
165 the end of irradiation, a similar but converse pattern is observed wifli the hidiest intensities
now’ at the two ends and the lowest iutensit}’ at the centre of the EPID as shown in Figure 4. 
These patterns are obseiv’ed in all measurements, regardless of the EPID enqjloyed, dose, 
dose rate, integration time, field size and whether an imaging object is present or not Fur­
thermore, the gradient always starts at the centre of the EPID even with off centred and 
170 asvmmetiic fields. To investigate, and visuahse, the effect of the ikTewGT image formation
process on the measurements, a computer model for the EPID was designed using MatLab.
The EPID conqjuter model simulates the radiation pulses at the same Linac pulse repetition 
frequency, and the readout of the EPID at the same frequency as the iView-GT. Rows of pix-
-167-
- 5 -
els are read simultaneously from each end of the EPE) after each triggeiinz row driver pulse. 
175 The user defines the radiation dose to be delivered in terms of MU and the field size as a
square field directly in the code or as a complex field with the aid of another routine. This 
complex field routine is designed to obtain the field shape from a treatment plan Dicom RT 
file or other image formats supported ty’ MatLab such as l i t ,  JPG, PNG, etc In these latter 
images, a field shape may be defined by any graphics software as a closed dark outline on a 
180 white background. The image must be a square of at least 100 pixels in length and the field
must be outlined with resped to the ima% size that is normalised to 25.6 x 25.6 cm*.
Dose rate and intention time are selectable from a predefined list for the Linac in use. The 
instance of time in w’hich Linac pulses start during the first frame integration time is defined 
by an overloaded random number generator function. This function produces integers in the 
185 interv’al [ 1 ,5 1 2 ]  to represent the starting row number in the low s readout groiç. The corre­
sponding row in fire upper readout groiç is calculated by subtracting the scaled integer ran­
dom number from 1025 to produce an integer in the interval [ 5 1 3 ,1 0 2 4 ] .  There is also an 
option to disable this feature so that the first linac pulse prompts the beginning of first jframe 
formation from the two rows, number 1 and 1024. Furthermore, the user may define a spe- 
190 cific tim ing  for Linac pulse start-rqj in the first finme as an absolute time in microseconds, 
percentage of the integration time, or as a function of row number. Row’ number readout in­
creases in the lower readout grotqp towards the row number 512 then resets to row number 1 
after that, while the tpper readout groiç decreases towards the row’ number 513 then reset to 
row’ number 1024 representing the consecutive detector readout from the two ends towards 
195 the central rows.
The number of Linac pulse is calculated automatically from the MU setting and the selected 
dose rate value, and thus the tim ing  of the last linac signal during the end frame is not pro­
grammable and is solely a fimction of the number of linac radiation pulses. Linac dose rate 
start-tqj is optionally modelled to rise in three steps of 10 %, 60 % then 90 % in 500 milhsec- 
200 onds and then stabilises at IOO % by the md of the 4^ second. These dœe rate and time fig­
ures were taker from the literature[26, 32] and from the Eiekta beam ph}’sics corrective 
maintenance manual[63]. Radiation pulses are modelled as a 1024 x 1024 matrix of zeros 
outside the radiation field and 1 within the desired radiation field. Symmetric square and rec­
tangular radiation field matrixes are normalised to a two dimensional beam profile extracted 
205 from experimental ion chamber measurements in water at the deptii of maximiTm dose to ac­
count for linac beam intensif}’ variations across the field that result from the beam modifiers, 
particularly at field edges. The matrix is then scaled to the appropriate linac pulse value ac­
cording to the EPID in use. Cspacitance values were chosen after several test runs and com­
parisons with a 100 MU signal profile from measurements. There are also other options to 
210 control the detector pixel capacitance, displa}’ and result output format.
Computer model results can be compared to the experimental results in terms of signal profile 
comparison and quantitative comparison of the main features of the signal profile such as the 
total integrated signal maximum signal and r^idual signal A hbrar}’ of measured EPID sig­
nal profiles for different MU settings and field sizes is hnked to the main code for easy ac-
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215 cess, otherwise the user may select to extract the signal profile from any HIS file directly 
from the mam code for comparison.
5t«rt pHTtR-n Ere panern
220
f ig u re  4  : T he r ta r t- u p  (left) en d  e n d  (right) p a t t e m i  o k e r v e d  on  th e  îVïeiwGT c o m p u te r.  The f ir rt  few  f rn m e : ah tfsys 
sh o w  a  sim flor p a tte rn  reg a rd le ss  o f  d o se , d o s e  ra te ,  in te g ra tio n  tim e  a n d  rad ia tio n  fie ld  g e o m e try . T he e n d  p a tte rn  is 
son ito r t o  th e  s ta r t-u p  p a tte rn  b u t w ith  rev e rsed  g rad ie n t
3 Results
3.1 EPID Signal p rofile
Once the EPED is irradiated, the pixel readouts increase dramatically, depending on dose rate 
and integration time, to a hi^ ra" l’aine on the dynamic range {approximately 9,000 for EPID- 
225 1 and 40,000 for EPID -  2, both used with the festest integration time and hipest dose rate).
The readout then continues to reach a maximnm by the end of irradiatioiL After which the 
signal decav’s rapidly, this can be seen as a decaying tail in Figure 5. The total accumulated 
signal value of an irradiated pixel dqiends on the delivered dose only, and the signal v’alue in 
a particular frame dqiends on the dose delivered during flie integration time, or put simply is 
230 a function of both dose rate and integration time. The corrected EPID image signal profile. 
Figure 5, shows the zeroed baseline before radiation start, the EPID response signal during 
irradiation and the slow release of the residual signal (S^) after the end of irradiation. Distin­
guishable features of the EPID signal profile are labelled to simplifr’ the descrçtion of the 
EPID response, die label names and descriptions are summarised in Table 1. Each signal pro- 
235 file feature (X) is associated with three different v’alues, a frame number (FNs), a frame sig­
nal (FSs), and an integrated signal (Ss).
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f ig u re  5 : S g n a l p ro file  fro m  EPID-1 o f te r  b ad  p tx d , offoct en d  gain co rrec tio rts  fo r  IDO M U e t  a  d o g  ra te  o f  5 40  M U /m in  
a n d  u a n g  0 .433  « K o n d  in te g ra tio n  t s n e .  T he  f ra m e  f i i r t  r ig ra l  a f te r  k ra d ia tia n  FSq, th e  f ia m e  ÊiitHf m ax im um  s ç n e l  FS^ 
2 4 0  f ra m e  global m aw m u m  FSg, f ra m e  m ax im lan  F5^ a n d  te rm in a l m ax im um  FS^ a g n a l î  a re  hnghlçfited .
The observed EPID req>onse is delav^ ed until after the begmnmg of irradiation by at least one 
integration time. The first completed frame after starting the radiation (FNo) contains the first 
measurable firame signal (FSg), die value of this signal is variable and dqpends on the coinci­
dence of frame readout with the start of irradiatioiL The shorter the time between the begin- 
245 Tiing of frame formation and the start of the radiation beam the higher the FSp value. FNg is
fixed at a value of six in this studv’ for presentation purpose only. After sev’eral frames, or in­
tegration times, the frame signal increases to a much higher value, the initial maximum fr^ me 
signal (SFi), at the frame number FNi. The value of SFi is found to be independent of the de­
livered radiation dose and constant for a given dose rate and integration time combination, 
250 Figure 7. The value of SFi is also dependant on the electronic gain setting of the EPID. EPID
-  1 was set for a low gain setting resulting in an SF% value of around 14% of the dvnamic 
range and EPID — 2 was set for a higher gain widi an SFi value of around 60^4 of the dvnamic 
range, both at the hipest dose rate and festest integration time. The signal profile of EPID — 
1 is similar for all the dose range and exhibits a steady and slow increase during irradiation 
255 shown in Figure 5. EPID — 2 on die other hand has shown tw’o different patterns during irra­
diation, one for dose range lower than 150 hfU in which the signal profile is almost constant 
during irradiation, and the other is a signal profile with sli^ tly decreasing values during irra­
diation for the rest of the dose range. Figure 6.
The last corrçlete frame formed during irradiation is the frame of the global maximum  
260 (FNg), the accumulated signal during this frame’s integration time is the global maximum
signal (FSc^ l, and the total integrated EPID signal until the last frame prior to the end of irra­
diation is the global integrated signal (So). The frame immediately following is the frame of 
maximum signal (FNm), with the maximum frnme signal (FSm) and the maximum integrated 
signal (Sj^. However, radiation pulses may end at any point during the integration time of 
265 this frame. Hence, FSm signal wiU alwavns be less than the preceding FS© finme signal. The
integrated EPED signal after FS^ to the last frame with a measurable signal above the base­
line (F N t) represents the residual signal (Sk).
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Figure 6: Sgnal profOeî from EPID -  2 for 80 and 450 MU, a digbt difference is abserred in ffie signal profile 
270 of EPID -  2 in wMdi FSi is h i^ e r  tban ffie mean signal during irradiation for radiation doses higher than 100 
MU.
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f ig u re  7 : Initial f ra m e  signal (FSi) ex tra c te d  fro m  EPID -  2 m e a s u r e n e n ts  as  a  fu n c tio n  of A e  d e fw e re d  ra d ia tio n  d o se , FSi 
is c o n s ta n t  fo r a  g iven d o se  r a te  an d  in te g ra tio n  tim e  co m b in a tio n .
275 The total integrated EPID signal (Sj) is measured from the first frame FNq, to last measurable 
frame FNt, it is also equal to the sum of Sm and Sg.. The sh^e of the signal profile is differ­
ent for short irradiations and appears to have a Gaussian shape rather than the tvpical shapes 
described above, Figure S.
Short irradiations’ signal profiles are observ’ed when fire radiation dose is delivered in a time 
280 period less than twice the integration time. Ah firame readouts then are composed of signals
171
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from irradiated pixels and baseline values because inadiation does not last long enough for a 
single frame to be fonned. In such scenarios, the whole radiation dose is delivered in one or 
two frames while the EPID response is observed a few frames after the end of the radiation 
delivery. The main features of such signal profile are the first frame signal (FSc), peak frame 
285 signal (FSp) and the last frame signal (F S t). The previously described features are not distin­
guishable, especially the residual signal since die whole EPID response is observed to be 
measured after the end of irradiation. Peak signal increases uniformly widi delivered radia­
tion doses. Figure 9, to reach a maximum value close to that of FSi in longer irradiations. The 
increase in the peak signal value is more dramatic with smaller MU settings and less with
290 highff MU settings. The highest peak signal value corresponds to a radiation beam dehvered
in a time equivalent to twice the integration time. That value is very’ close to FS% in longer
irradiations.
Name Discretion
FNd Frame rvumba- of Uie first m easurable signal
FN| Frame number of the initial maximum signal
FNû Frame number of the global maximum signal
FNy Frame nunüier of the final maximum âgnaJ
FNj Frame number of the last measurable signal
FS(j The signal from the first measurable frame
FS, The frame sign^ of the initial maximum
FSq The frame signal of the gIcÆial maxâmum
FS|y, The frame signal of the final maximum
FSt The frame signal of the total maximum
FSp Peak signal
S r Total Integrated Signal
St Integrated Signal to the Initial majdmum
S m Integrated Signal to the final maximum plus the frat frame after FSo
S r Integrated signal from the second frame after FSq to FSr
MES Mean equilibrium signal
SQ| Signal quality index
TaUe 1: lift of abbreiiations and definiticms of signals used to describe the signal profile.
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2 9 5  Figure S: T he a g n s l  p r o f i te  fo r  1, 2 a n d  3  MU rad in d o n s  w fA  a d o se  r a te  o f  540 M U /m in  a n d  0 .4 3 3  s  in tc g rad o n  t im e . 
W ith  such  s h o r t  s ra d ia tio n s  th e  EPID resp o n se  a p p e a rs  a f te r  th e  ccm tpletion o f ra d ia tio n  d e S v s y  w hich  t a k e s  a  frac tio n  
o f  th e  in te g ra tio n  tim e , th e  signal pg^ofile a  d iffe re n t f rom  th a t  w ith  lo n g er irrad ia tio n s .
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f ig u re  9: T he v a lu e  o f  th e  p e a k  s ç n a l  re la tiv e  to  th e  re^> ective FS, w ith  equiE brium  in d ex  e q u a l to  o n e  w ith  th e  sam e  
3 0 0  d o se  r a t e  an d  in te g ra tio n  tim e  fo r EPID -  1 and  EPID -  2. FS? in cre a se s  w ith  t h e  d e liv e re d  raifia tton  d o se  to  rea c h  a
m ax im um  v a lu e  d o s e  t o  th e  resp ec tiv e  FSh Both  cu rves a re  sh o w in g  t h e  s a m e  FSr b e h a v io u r  e x c e p t  t h a t  EPID -  1 v a lu es  
a re  m uch  lo w er th a n  EPID — 2  th ie  to  th e  d iffe ren ce  In th e  d e te c to r  gain  se ttin g s . Aiso t h e  r e a d o u t eq u ilib rr ian  is 
a ch iev ed  a t  lo w er d o se  w ith  EPID -  2 d u e  to  th e  d iffé ren ce  in t h e  re fe re n c e  ca lib ra tio n  p o in t b e tw e e n  th e  tw o  U nacs,
w hich  resu lts  in  lo w er Linac -  2 d o se  ra te  c o m p e te d  to  l in a c  -  1. T he d o se  ran g e  is fro m  1 to  B M U, th e  d o se  r a te  is 540
3 0 5  M U /m ai fo r  E P ID -1  an d  4 80  M U /m in  fo r  EPID- 2 ,  a n d  th e  in teg ra tio n  tim e  i s 0 .433  s.
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3.2 EPID Dose response
The most iirçortant dosimetric parameter obtained from the EPID signal profile is the total 
integrated signal (Sx) which represents the total measurable radiation induced charge in the 
EPID. It is important to oiçhasise that Sj is the total 'measurable’ EPID sipial and not nec- 
310 essaril}  ^the total signal. This is a result of hardware limitations, particularly for long irradia­
tions whffe the EPID signal cannot be integrated to the point where frame readout reaches 
baseline vahie[59].
S t  is linear with the delivered radiation dose across the whole measurement range, independ­
ent of dose rate and integration time. Figure 10 shows Sx as a fimction of the delivered radia- 
315 tion dose for the range fixim 1 to 600 MU, including measurements with all different dose 
rates and integration times available The small doses ran^, from 1 to 10 MU, is e^ qjanded 
on the subset frame in the same figure. As a result of the EPID linear response to the deliv­
ered radiation dose, the EPID signal per MU is found to be constant and independent of de­
livered radiation dose, dose rate and integration time. Figure 11. For EPID — 1 the mean value 
320 for St per MU is 2380.0=0.2, and for EPID — 2 the mean is 11618.0^1.2. Both dose rate and
integration time have no obsenable influence on Sr beyond measurement uncertainties. 
Howe\^r, dose rate and integration time do affect FSi \alues shown in Figure 7. The flame 
signal during irradiation is linearly proportional to both the dose rate and integration time. 
Figure 12 and Figure 13.
325
Figure l(h  T he to ta l  in te g ra te d  sigrral c  firtear for t h e  w h a le  ran g e , th e  sm all rfose ran g e  is foghlighted  in t h e  s u b s e t  
fra m e . SoGd line  is th e  lin ea r f it cu rve.
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Figure 11: EPID signai p e r  rad ia tio n  d o se  is c o n s ta n t  a n d  in d e p e n d e n t o f th e  ra d ia tio n  d o se , d o se  r a te  a n d  in te g ra tio n  
3 3 0  tim e .
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Figure 12: T he  ^ n i d  p ro file s  o f  100  MU rad ia tio n  d o se  fo r d iffe re n t  d o se  r a te s  and  in teg ra tio n  tim e s. is cortstarrt as it 
is in d e p e n d e n t  o f  th e  d o se  r a te  a n d  in te g ra tio n  tim e . H ow ever, FS, is in flu en ced  by  d o se  r a te  a n d  in teg ra tio n  tim e ; th e  
h ig f« r  th e  d o se  r a te  and  th e  s lo w e r  t h e  in te g ra tio n  tirrte th e  h ig h er FS,.
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R gure 13: FS, as o fu n ctio n  of d o se  r a te  fo r  th e  d iffe re n t  av a ilab le  in te g ra tio n  tim e s, h s  va lu e  is in d e p e n d e n t  o f  th e  
rad ia tio n  d o s e  a n d  d e p e n d s  on ly  on  d o se  r a te  a n d  in te g ra tio n  t im e .  T he  so  Ed lin es  r e p re s e n t  S n ea r frt curves.
3.3 EPID Com puter M odel
The conçuter model results were in agreement with measured data, with the same readout 
effect obsen'ed in EPID measurements. Figure 4 and Figure 14, observable in the computed 
frame images. Figure 15. These effects, observed in the first and the last few frames, are at­
tributed to the lack of signal contribution from preceding (or snbsequait) fimnes as the radia­
tion has not started (or has ended). Signal profiles from EPID simulation were gaieraHy in 
agreement with the measured ones and demonstrated the same main features. However, there 
were some differences between the simulation and measured signal profiles. Figure 16. First, 
it took one or two frames in the simulation to overcome the n^out technique effect where 
the second finme’s signal is alwa^  ^ver}^  close to FSt while it took one or two frames longer 
in the actiM measurement. Figure 16. Second, the residual signal in the simulation results 
seems to last for a shorter period of time with a lower value than measurement, and the simu­
lated signal profile does not seem to be increasing during irradiation as observed in EPID — 1 
or decreasing as observ ed in some EPID -  2 measurements. These differences are due to the 
change in the detector’s sensitivity as it is being irradiated which was difficult to model accu­
rately. However, the differences between total integrated signal Sr from simulation and 
measunanent were small (<1 %) for the whole range of interest. The computer model had 
demonstrated that the readout technique results in half the EPID measured signal during any 
given frame being readout in the immediately succeeding frame. At the same time, frame 
readout signals are a combination of signal measured in the current frame and the immedi­
ately preceding one. From these measurements, and computer simulations, it is clear that the 
shape of the signal profile and the two dimensional fiame images are influenced by the read­
out technique
176
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Rgune 14: M e a su re d  ind iv idual tw o  d im en sio n a l b a m e  signals a p p e a r  to  s ta r t  fro m  th e  c e n tre  o f  th e  CP10 an d  p ro p a g a te  
la ts ra J y  in Che foflow ing fram es  a t  th e  b eg inn ing  o f  Era d ia t ion, a n d  th e  o f^x is ite  a t th e  e n d  o f  'r ra d is t io n , t h e  is a  r e s u lt  
o f  th e  EPS) r e a d o u t t e c h n iq u e
365
Figure 15: C o m u te r sim ulaition o f  th e  EMD r e s p o ts e  to  ra d ia tio n  d e s ig n e d  to  s tu d y  th e  e ffe c t o f  re a d o u t  tec h n iq u e  on  
th e  EPID signal « n th  d e fin ab le  d o s e , h e ld  size, d o se  r a te  a n d  in te g ra tio n  tim e . T he SM mdation re su lts  w e re  in  a g re e m e n t 
w ith  e x p e ra n e n ta i  resu lts  sh o a m  in Fygtn 14.
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Figure 16: T he  iViewGT c o m p u te r  m o d d  r e s id t i  w e re  in B g reem en t w ith  m ea s u re m e n ts ,  t h e  signal p ro file  f ro m  stm tda- 
tacwi in g ree n  is co m p a re d  to  t h a t  from  ex p e rim e n ta l m e a su re m e n t in  black fo r a rad ia tio n  d o s e  o f  i  M U [A), 10 MU (S) 
a n d  100 MU {C) a t  a d c s e  ra te  o f  480  M U /m in  an d  0 .433  s  in te g ra tio n  t im e . T he f ra m e  signals a re  e x p re s se d  in g ray  scale  
375 v a lu es .
3.4 Transient dose response
EPID response to delivered radiation dose in die presence of attenuating material between the 
radiation source and the EPID was evaluated using slabs of water equivalent phantom de­
signed for radiation therapy quality assurance purposes with a densitv’ of 1 W g/cm .^ The 
380 EPID signal decreased un iform ly with increased phantom thickness. Figure 17, and no effect 
on the EPID measured beam profile was noticed. This suggests that the EPID is suitable to
178-
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evaluate and détermine phantom thickness witii a simple calibration curve such as the one in. 
Figure 17.
11 r . i i ' i l ' j i i i
3 8 5  Figure 17 : M s s u r e d  S, a i  a  fu n c tio n  o f  ;A a n to m  th id tnesi. S , v a lu e s  arc  re la tiv e  to  th e  o p e n  fie ld  v a lu e . D ashed  line  
r e p re s e n ts  t h e  o c p o n e n tia l f it  cu rv e .
4 Discussion
4.1 EPID signal profile
Radiation response characteristics of a-Si based EPID de\ices have been discussed exten- 
3 9 0  sivel}' in the literature. How ei er, the majority' of the reiiewed literature does not indicate a
clear definition for the measured EPID signal either in terms of time duration or number of 
frames. In addition, the effect of the EPID integration time is often overlooked. One method 
of quantifying the EPID signal frequently described in the reviewed literature is by multçly- 
ing the number of frames by the averaged fiame signals. Although the generally reported 
3 9 5  EPID characteristic in the reviewed literature is the linear EPID dose response [5,19, 29, 64- 
72], some researchers have reported EPID imder-response to small radiation doses [7, 8,10, 
IS, 22 ,23,26,28,31,34,35,39,42,73]. Others however have contradicted that and reported 
a non-linear or sub-hnear EPID dose response [4,15, 20,21, 32,33,40]. Reported inaccurate 
EPID dosimetr}' characteristics may be explained by unclear definitions of the radiation beam 
4 0 0  properties in terms of EPID parameters. The experimental results obtained in this work dem­
onstrate that a-Si EPID devices exhibit linear response to the deliv ered radiation dose. This 
linearitv- implies that the EPID response is constant relative to the ddivered radiation dose, 
which was experimentally verified. Figure 11. However, if  the general definition of EPID re­
sponse signal inferred from the literature is applied to these results, conclusions similar to 
4 0 5  those discussed above could be obtained.
The terminology implemented in this work to describe and characterise the iViewGT signal 
profile could provide a workable structure for an a-Si based EPID dosimety s '^stem that in­
cludes the calibration process and routine measurements. This EPID dosimetry calibration
179-
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410
415
420
425
430
435
s '^stem is based on a through deciiption of the EPID response signal flrat accounts for die 
radiation beam properties and EPID characteristics.
Dose rate (MU/min) Maximum Sx relative 
toSx(%)
Threshold Dose for 
0.5% uncertaint}' in Sx 
(MU)
Maximum un­
certainty' in Sm + 
10 Frames
480 21 200 0.2
240 1.6 100 0.1
120 1.3 50
60 0.8 15
Tnbte 2 : Level o f m easurem ent ocDuracy suitabie to  tiie  application of in terest could be se t using th e  calibration data . If 
a 2.1% accuracy îevei ts acceptable, SM couhl be then  used instead  of ST to  save tim e. Higher accuracy levek are 
achievable w hen ST is approxim ated to  the sum of SM and th e  foDowrig ID fram es signal.
The EPID calibration process aims to correlate Sr signal magnitude to die linac MU setting. 
S t  must be measured accurately to attain the desired accuracy. However, auxiliary EPID 
hardware may limit the measurement accuracy of St with longer irradiations and fester inte­
gration times. This limitation can be overcome by using slower integration times in the cali­
bration process to evaluate St since it is independsit of the integration time. Another advan­
tage for this EPID dosimetr}' approach is that the magnitude of measurement uncertaint}'^  re­
lated to Sx measurements could be quantified from the calibration process. The measured 
data shows that Sx conprises less than 2.1 % of S t  with the highest dose rate and shortest in­
tegration time and less than that with lower dose rates. Table 2. Thus, if Sm is used to repre­
sent the EPID response signal instead of S t  the maximum measurement uncertainty would be 
less than 2.1 %. This may be a convenient compromise when such level of accuracy is ac- 
cqitable. In addition, accuracy of better than 0.5 % is achievable using Sm with the highest 
dose rate and shortest integration time for radiation doses more than 200 MU, and considera­
bly less for lower dose rates. Table 2. Furthermore, EPID response signal measurement accu- 
racy^  of approximately 0.2 % could be achieved by including the signals from ten frames after 
Sm- That means that Sx is approximated to the magnitude of fee sum of Sm and the ten fol­
lowing finme signals. Table 2. The data presented in Table 2 is obtained from EPID — 2 meas­
urements, EPID -  1 data for the hifeest dose rate and shortest integration time had shown 
similar behaviour with slightly higher Sx value relative to Sy, less than 2.5%.
The EPID signal from a suWe pixel or a group of pixels, reflects the radiation beam intensity' 
and geometry. The Linac MU setting (Dmu) used to produce the radiation beam or the radia­
tion dose to the calibration point, i.e. d.n.,_ could be calculated directly from fe e  EPID S t  sig­
nal using Equation 1.
Equation 1
-180-
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The constant C, the reciprocal of St per MU, should be established in the calibration process 
using a range of measurements sufficient to minimise the statistical uncatainfies to an ac- 
440 cq]table level.
With phantom measurements, the EPID signal is attenuated uniformly as a rœult of the in­
creased uniform phantom thickness. Measured transient EPID signal S t  value could be util­
ised to evaluate either the phantom thickness or the Linac MU settmg. In the first the water 
equivalent uniform thickness of the phantom with known setting could be calculated us- 
445 ing Equation 2. This equation is obtained by curve fitting to the measured transient EPID sig­
nals and solid water phantom thickness fi'om 0.0 to 20.0 cm
Pd =  Cs In +  C4
^STRef)
E q u a t io n  2
The value is the total integrated signal for the open equivalent square field wife fee 
same MU setting. The constants C3 and C+ are determined in the calibration process for the 
450 radiation qualitv' of interest If the phantom used is a uniform medium, then Equation 2 calcu­
lates the water equivalent length of the phantom along the radiation path which reflects the 
phantom physical dimensions. In the case of a complex phantom, such as anthropomorphic 
phantoms or patients, the measured length Pj represents the water equivalent length of fee 
phantom along the radiation path but does not reflect fee plysical dimensions of fee phantom. 
455 The reason behind that is that the higher densities in fee phantom will result in longer water 
equivalent lengths and lower densities will result in shorter water equivalent lengths.
The alternative useful utilisation of transient EPID signal is when the phantom geometiy is 
known, wife fee aid of CBCT for example. In this case, flie Linac MU settings could be cal­
culated using Equation 3, which is obtained b} solving Equation 2 for SxA'c/-.
S m e f  =  S t  e~^'- ^3 ^
460 Equations 1, 2, and 3, summarise the dosimetric data obtainable directly firom the EPID 
measunanents. Further EPID dosimetry- utilisation, such as in vivo dosimetry, will require 
further mathematical processing coupled with geometry information obtained by another 
means, such as CBCT, to estimate or calculate dose in vivo. Some authors had suggested dif­
férait approaches for EPID in vivo dosimetry. McDermott et al[74] and Zgtveld et al[75] 
465 have used measured transient EPID signal to calculate the delivered in vivo radiation dose in 
a homogenous vrolume reconstructed from patient contours. Van Elnqjt et al[38] have utilised 
Monte Carlo simulation to calculate in vivo dose fi’om measured transient EPID signal using 
patient !M\’-CBCT in treatment position. In another paper, Zijtveld et al had used a different 
approach to calculate in vivo dose distribution by creating TPS fluence maps fi’om fee meas- 
470 ured EPID signals and using the patient planning CT to recalculate fee TPS plan. Many other 
examples for the in vivo dose estimation or calculation based on measured EPID signal can 
be found iu the Iiterature[2], which generally are similar to the examples given above where 
the dose is calculated by the TPS or Monte Carlo mefeods, and fee patient geometry^  iu the 
treatment position is assumed to be uniform, modified to partially or totally match TPS CT.
181-
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475 Equation 2 was applied to the measured LV EPID image in this stud)' to calculate the phan­
tom thickness (PjX the LV EPID image was considered as 5%, and was obtained from 
open field measuremait without tiie LV phantom. The resultant image represents the phan­
tom dimensions along the beam axis, Z direction. Figure IS shows the LV EPID image com­
pared to the thickness image. The fonner image retains the radiation beam profile \'ariations. 
480 which is usually diminated in imaging applications, whilst ÜK titickness image does not suf­
fer that effect Anotho" adi'antage for die thickness image is the inçroved noise to signal ra­
tio. The three dimensional LV phantom im age is presŒited in Figure 19 where the nail screws 
appear to be pointing out of the phantom This is due to the hidrer stainless steel doisit)'^  rela- 
th'e to aluminium However, the phantom edges appear smeared in Figure 19 instead of being 
485 sharp due to radiation beam divergence.
Rgure IB ; LV pkJutoMi EPID image an ihe left is canrerted to {dinràci! ditnfnnon image on the righL the fosr ftxa- 
tioB mmk m the corner are made oat of a matmai higher m deaatr than the LV pkiaiom
490 Figure 19 : La^  Vega: tfaree-dimeiiùoaal usage: recuiraructed ftxMU EPID image uang Equanoc 2. The four 
ftiarp nan-: is  the comer: of the phantom (nghQ appear to be :tichisg out of the phantom becan:e their den- 
âtr i: higher Hian the mufons phantom maCeriaL The phantom edges ako are not diarp as they physically 
are doe to the effect of the radiation beam divergence.
4.2 R eadout technique  
495 The measured readouts from short irradiations that last for a time less than twice the integra­
tion time do not generate uniform inditidual fiame images Such frame signals are a combi-
182-
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nation of radiation induced charge and baseline signal (zero). For long irradiations, that last 
for a time longer than twice the integration time, any given frame signal during irradiation 
will be a combination of radiation induced charge during tire current and the previous frames 
500 integration times. For a steady dose rate and a givai integration time, the value of the signal
measured in the previous frame is equal, or ver)^  close, to the value of the measured signal in 
the current frame. This equilibrium between readouts is &e reason for the uniform two di­
mensional frame images during irradiation regardless of the readout cycle, and it explains the 
irregular field shapes observed in the two dimensional frame images in short irradiations 
505 where there is no readout equilibrium. Figure 20.
For a given radiation dose defined by ^fU setting and dose rate to achieve frame readout 
equilibrium with a certain integration time, at least one frame readout has to be started after 
the commencement of irradiation, hi addition, the radiation beam has to last at least to die end 
of the subsequent frame’s intention time, because the first frame will alw ay s suffer the 
510 readout start-iç effect and the fact that half the signals in any subsequent frame are generated
in the preceding one. In other words, in order to achieve readout equilibrium the irradiation 
time has to be long enough to accommodate the formation of at least two femes, or more than 
twice the integration time. The duration of radiation pulses or beam time in seconds can be 
calculated from the dose and dose rate using Equation 4. The ratio of beam time in Equation 4 
515 to the integration time represents the number of frames that can be formed with that radiation
dose, dose rate and integration time combination. This ratio à  useful to indicate whether that 
radiation dose, dose rate and integration time combination will result in readout eqpiihbrium 
or not When normalised to the nm'ninnrm number of frames required for equUibrium it could 
be used as an equUibrium index that daignâtes frame readout equilibrium with values more 
520 than unity. Equation 5.
60 T Ocre (MùO 
-  Doze Rate ( ^ ]  ^
EçulI ™  Equat»» 5
In measurements with equilibrium index less than one, frame readout equUibrium is not 
achievable. This has been observed in experimental measurements on both EPID -1 and EPID 
-  2, and in the computer model simulation. The individual two dimensional frames from both 
525 measurement and computer model is shown in Figure 20 for an irradiation with an equilibrium 
index of 0.26. Although the total integrated signal is uniform, none of the individual frames 
attains readout equUibrium. On the other hand, measurements with equilibrium index more 
than one do achieve readout equUibrium. The signal profile in such cases could be divided 
into three regions based on the readout equilibrium status. The first is the pre-equilibrium 
530 phase between the frames FNq and FNr- Second, the equUibrium phase starting from the 
frame FNi to the frame FNg. And lastly, the post-equihbrium phase starting at the frame FNm 
and continuing for several frames.
183
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Figure 20  : R e sd o u t te d i rw p te  e ffe c ts  a re  ofcsesved in th e  tndhndual f ra m e  crnfy, n»easurem «3it [A) an d  c o m p u te r  s m u la -  
535 t io n  (B), a n d  d o c s  n o t  in flu en ce  th e  to ta l  In te g ra te d  signal In b o th  m e a su re rn e n t (C) and  c o m p u te r  s im u la tio n  D^ji. In d iB
10 *  ID cm field  m e a s u re m e n t w ith  a  1 MLI racKatioo d o se , 4 K Î/M U  d o s e  r a te  a n d  0 .433 s  In te g ra tio n  t im e , f ra m e  eq u i­
librium  is n o t a ch iev ed  y e t  th e  to ta l  in te g ra te d  s ignal is un ifo rm  and  sq u a re .
4.3 The residual signal
Different definitions and methods to quantif}' fiie image lag and ghosting effects on the EPID 
540 signal have been proposed. These effects are generally quantified in terms of the measured
signal after d e end of irradiation [4, 9,13, IS, 20,30-32]. Sr is meaningftil with equihbiium 
indices more than unity. In the case where the equilibrium index is less than one, S r  cannot 
be defined because the whole signal profile, or at least part of it, is observed after the end of 
irradiation. In such scenarios, several frames are adequate to register aU the measurable EPID 
545 signals above baseline values.
Although Sr is clearly defined on the signal profile, its magnitude is not easy to quantifÿ^  ac­
curately for two reasons. The first is the hardware capacity that limits Sr measurements with 
long irradiations, and die second is the effect of the readout technique. FSm includes the 
EPID signal from the second half of the previous FNg integration time plus the last remaining 
550 linac pulses delivered during the first half of FNm integration time. In addition, FSm includes
some delayed residual signal that result fi:om the whole irradiation history and not only that in 
the last frame [2, 7,10, 12-14]. Hence, FS^ will always contain a part of die residual signal 
and therefore S r  is always under estimated. The amount of delayed residual signal being 
readout with FSm is variable and difficult to estimate since it depends on the coincidmce of 
555 the completion of fiame FNm formation and the end of irradiation, similar to the vaiiabihty of 
FSi. However, when considering the rapid decay of the residual signal, shown in the signal 
profiles in Figure 5, Figure 6 and Fgure 12, it is perceptible that a considerable amount of the 
delayed residual signal is potentially included iu FSm. Thus. S r  is significantly under esti­
mated and its value has a high uncertainty due to the measurement variability associated with 
560 the readout technique.
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0 .5 6 8 10 5 3 2
o
73
5
1 .1 3 6 1 9 1 0 5 3
c 2 .2 7 2 3 8 1 9 1 0 5
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Tablc 3: Minimum MU retting  required to  achieve readou t equilibrkim.
5 Conclusion
EPID psformance is influenced by electronic gain and readout technique as weU as the ab­
sorbed dose, dose rate and integration time. The readout technique has a clear effect on the 
565 EPID signal profile. The readout technique is such fliat it is impossible to measure the resid­
ual signal accurately. Nevertheless, a measured integrated signal may be defined that is not 
influenced by die readout technique and is independent of the dose rate and integration time. 
In addition, the EPID signal per MU using this definition is constant regardless of dose, dose 
rate and integration time. The EPID exhibits the desired radiation detector characteristics iu 
570 terms of linearity with radiation dose. The use of this signal profile based characterisation 
method described in this study may provide a practical frame work for EPID dosimetrv\
575
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Appendix 2
9 Sample EGSnrc input file
E xam ple EPID g e o m e try  #!GUI1.0
VACUUM
0 , 0 , 0 , 0 , 0 , 2 , 0 ,  IWATCHETC.
1 0 0 ,3 3 ,9 7 ,0 .9 9 , 0 , ,  0 ,0 ,  NCASE ETC.
 0 .0 ,0 .0 ,0 .0 ,0 .0 ,  IQIN, ISOURCE • OPTIONS
0, MONOENERGETIC
0 , 0 , , ,  0 , 0 ,0 ,  0 ,  ECUT,PCUT,IREJCT,ESAVE
0  PHOTON FORCING
0, SCORING INPUT 
0, DOSE COMPONENTS 
0 .0 , Z TO FRONT FACE
t t t t t n t t t t  s ta r t  of CM SLABS w ith  id e n tif ie r  EPID »««**••»»
20 .5 , RMAX 
EPID
8 , NSLABS 
0, ZMIN
0.1 0
AL521ICRU
0.1 0
AIR521ICRU
.5 ....... 0
CU521ICRU
0 . 0 5 , , , , , 0
ICRUTISSUE521ICRU
0.02 0
AU521ICRU
0.1 0
AIR521ICRU
0.1 0
AIR521ICRU
0.1 0
MG521ICRU
of all
#########################
:S tart MC T ran sp o rt P a ra m e te r:
Global ECUT=
Global PCUT=
Global SMAX= 5 
ESTEPE: 0.25  
XIMAX= 0.5
B ou n d ary  c ro ss in g  a lg o r ith m : EXACT 
S k in  depth  fo r  BCA: 0 
E lectron-step  a lg o r ith m : P R E S T A il 
S p in  e ffects: On
B rem s a n g u la r  s am p lin g : Sim ple 
B rem s cross sec tio n s : BH 
B ound C om pton sc a tte rin g : Off 
Com pton cro ss  sec tio n s : de fau lt 
P a ir  a n g u la r  s a m p lin g : S im ple 
P a ir  c ross sec tio n s: BH 
P ho toe lec tron  a n g u la r  s am p lin g : Off 
R ay le ig h  sc a tte r in g : Off 
A tom ic re la x a tio n s : Off 
E lec tron  im pact io n iz a tio n : Off 
P h o to n  cro ss  sec tio n s : si 
P h o to n  c ross-sections ou tpu t: Off
;Stop MC T ra n s p o rt P a ra m e te r:
#########################
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