Abstract. Here we study the recently introduced notion of a locally harmonic Maass form and its applications to the theory of L-functions. In particular, we find finite formulas for certain twisted central L-values of a family of elliptic curves in terms of finite sums over canonical binary quadratic forms. This yields vastly simpler formulas related to work of Birch and Swinnerton-Dyer for such L-values, and extends beyond their framework to special non-CM elliptic curves.
Introduction and Statement of Results
A celebrated result in analytic number theory, due to Dirichlet, is his so-called class number formula. This formula gives a deep relation between values of quadratic L-functions and class numbers of quadratic fields, which enumerate equivalence classes of binary quadratic forms. Given the historical importance of this result, it is natural to ask if similar formulas exist for other Lfunctions. A natural candidate to search for such formulas is the L-functions associated to rational elliptic curves. In this case, such formulas exist in special cases. For example, in a famous paper of Tunnell [26] , he gave a "strange" formula for the L-values of the quadratic twists of the strong Weil curve of conductor 32, which is well-known to be related to the study of congruent numbers. Moreover, beautiful formulas involving specializations of the Weierstrass ζ-function were given for such L-values in the case of CM elliptic curves by Birch and Swinnerton-Dyer in [4] .
Here, we offer a formula for the L-values associated to rational elliptic curves for a special sequence of conductors. As we shall see, this formula mirrors the classical Dirichlet class number formula, and applies to several non-CM elliptic curves not covered in the formulas of Birch and Swinnerton-Dyer. Specifically, we prove a general result relating central L-values of a set of elliptic curves to canonical sums over binary quadratic forms. Our proof is very different than those previously obtained in the literature, as it uses in an essential way the burgeoning theory of locally harmonic Maass forms defined in [6] , and it provides formulas which are more canonical than those of Tunnell and dramatically simpler than those of Birch and Swinnerton-Dyer.
To describe this result, we first require some notation. For a discriminant δ, we denote the set of binary quadratic forms of discriminant δ by Q δ . Splitting δ = DD 0 for two discriminants D 0 and
where χ D 0 is the genus character, and by abuse of notation we set Q(x) to be Q(x, 1). For x ∈ Q, this sum is furthermore finite. Our main result is the following, where we say that N is a dimension one level if dim(S 2 (N )) = 1 and the definition of a good discriminant for a level N is given in Section 2.1 (see Table 2 .1).
Remark. For x ∈ Q, one can interpret 
Remarks.
(1) It would be very interesting to extend the results of Theorem 1.1 to more general conductors.
However, there are several technical issues which arise. Some of the issues related to nondimension one levels are discussed by the third author's Ph.D. student Kar Lun Kong in [18] . (2) Using Waldspurger's Theorem in the form of the Kohnen-Zagier formula [17] , there is an analogous result for vanishing and non-vanishing of central values for L-series attached to weight k > 2 Hecke eigenforms and N is squarefree and odd. In that case, each term in the sum over Q defining F 0,N,D,D 0 above is multiplied by Q(x) k−1 . The main focuses of this paper are to extend this to include weight 2 via Hecke's trick and also to consider other levels which are not dimension one. ( 3) The formulas F 0,N,D,D 0 (x N,j ) may be written rather explicitly. To demonstrate the type of formulas that one obtains, we explicitly write the formulas for N = 32. Firstly, for all N we have
In the case of D 0 = −3, the genus character can be simplified to
2 For x 32,2 = 1/3, the sum becomes
To illustrate this result, we describe explicit versions of Theorem 1.1 related to combinatorial questions. Firstly, recall that a squarefree integer n is called congruent if n is the area of a right triangle with rational side lengths and noncongruent otherwise. The case N = 32 of Theorem 1.1 is well-known to apply to the study of congruent numbers by Tunnell's work [26] . Remark. In [24] , Skoruppa used the theory of skew-holomorphic Jacobi forms to obtain a similarlooking condition for discriminants D congruent to 1 modulo 8. One can use the theory here with a slightly modified genus character to obtain a condition equivalent to Skoruppa's result. However, his method appears to have an inherent dependence on the quadratic residue of D modulo 8; a subtle generalization of his result may lead to a condition identical to that obtained in Corollary 1.2, but it does not seem to directly follow from his theory in its current form. Table 1 .1 (constructed via GP/Pari code running for a couple of hours) illustrates the usage of Corollary 1.2 in checking for congruent numbers. Note that the calculation for Corollary 1.2 only proves that non-congruent numbers are not congruent (it would be an equivalence under the assumption of BSD); the congruent numbers may in practice be explicitly shown to be congruent, although this is a non-trivial exercise; see Figure 1 .3 in [15] for an example of Don Zagier's which shows that 157 is congruent. |D| congruent/non-congruent (assuming BSD)  -11  0  1  non-congruent  -19  0  1  non-congruent  -35  0  2  non-congruent  -219  2  2  congruent  -331  0  3  non-congruent  -371  4  4  congruent  -4219  6  9  non-congruent  -4347  8  8  congruent  -80011  28  40  non-congruent  -80075  44  44  congruent  -80155  24  32  non-congruent  -800003  138  140  non-congruent  -800011  72  81  non-congruent  -800027  86  94  non-congruent  -8000459  578  590  non-congruent  -8000467  190  200  non-congruent   3 As an amusing consequence, we next show how studying the parity of the values F 0,32,D,−3 (i.e., the parity of #S 32,−3D ) may lead to results about congruent numbers. In order to illustrate this idea, we re-investigate the well-known result that every prime p ≡ 3 (mod 8) is not a congruent number from this perspective. 
(1) One may explicitly compute 11  0  1  19  0  1  331  0  3  571  4  1  5227  10  5  5939  18  17  75011  70  83  75403  24  21  200171  102  117  200443  36  37  1300027  34  93  5500003  120  137  40500011  1254  1331  40500059  1186  1189 We conclude by considering another interesting combinatorial connection. Consider the classical question about representations of integers D as the sum of two rational cubes. There are a number of approaches to this problem. Villegas-Rodriguez and Zagier [28] give a good history of the problem and show a connection to the central L-value of the Dth quadratic twist E 27,D of the elliptic curve of conductor N = 27 given by x 3 + y 3 = 1. In particular, for p prime, the L-value of the quadratic twist is written as
where S p may be written as a trace of a certain algebraic number constructed with the theta series of weight 1 (see Theorem 1 of [28] ); they also show that S p is the trace of another algebraic number Remark. In light of Corollary 1.3 and the connection with the sums of cubes in Corollary 1.4, one is left to wonder whether there is a similar parity condition that might lead to the conclusion that certain primes are not the sum of two cubes. Although the case p ≡ −1 (mod 9) is not contained in Corollary 1.4, we note that it was conjectured by Sylvester that such p are the sum of two cubes. Even a modified version of the construction used in this paper would not be beneficial in that case, however, as one requires the BSD conjecture to obtain the claim in the reverse direction. The paper is organized as follows. In Section 2, we establish the basic definitions needed for the paper, including genus character, good discriminants, locally harmonic Maass forms, and Poincaré series, review the work of Kohnen, and give a few computational examples related to the dimension one levels. In Section 3, we describe a generalization of Kohnen's work using theta lifts, obtaining certain locally harmonic Maass forms as theta lifts; these locally harmonic Maass forms converge to the sums The genus character is independent of the choice of r and only depends on the SL 2 (Z)-equivalence class of Q (actually, it only depends on the genus of Q and is indeed a character on the abelian group formed by the elements of the class group with multiplication given by Gauss's composition law after factoring out by squares). We then define for x ∈ Q the sum
Remark. We note that for rational x, this sum is actually finite. In fact, if x = p/q then by [31] , we have
(note that this corrects a typo in [31] ). This bounds each of a, b, and c.
Explicit computations and good discriminants.
We call an odd discriminant D good for level N if the following hold:
(1) If N is not a perfect square, then
is a prime with p r N for some r ≥ 1, then
We next compile a list of data for each of the dimension one levels; specifically, in Table 2 .1 we choose one discriminant D 0 and compute the good discriminants D. We then give a brief list of the first few discriminants for which the sums in (2.2) are not invariant under Γ 0 (N ) and hence the central twist L(E D , 1) does not vanish by Theorem 1.1. Finally we give a pair of choices of x N,1 and x N,2 used to describe Theorem 1.1.
2.3.
The Work of Kohnen. In this section we review the main results of [16] which we need. We first recall a special set of cusp forms of weight 2k. For integers k ≥ 2, N ≥ 1, and discriminants D, D 0 with DD 0 > 0, let This series converges absolutely on compact sets and defines a cusp form of weight 2k on Γ 0 (N ). We require the corresponding cusp form in the case of k = 1, where the above series is not absolutely convergent. In this case, we define by the "Hecke trick"
This has an analytic continuation to s = 0, and we set
where [g] s=s 0 denotes the analytic continuation of g to s = s 0 . We note that in general, this is not a cusp form. We next describe how one uses these functions to obtain information about central critical L-values. Proposition 7 of [16] connects the inner product of cusp forms with this family of cusp forms and cycle integrals. To describe this, first define
where C Q is the image in Γ 0 (N )\H of the semicircle a|τ Although Kohnen assumed that N was squarefree and odd in [16] , this condition was not used in Proposition 7 of [16] , which we state here for general N .
Theorem 2.1 (Kohnen [16] Proposition 7). Let f ∈ S 2k (N ). Then we have that
In our situation, we require forms of more general level than those considered in Kohnen. For example, in the congruent number case when k = 1 and N = 32, there are technical difficulties both because of convergence for the k = 1 case and some results of Kohnen only holding for N squarefree and odd. However, we temporarily ignore these difficulties and motivate the definition of f k,N,D,D 0 with the following theorem of Kohnen for N squarefree and odd. 
Thus, if we pick a D 0 with L(f ⊗ χ D 0 , 1) = 0, then (again with N squarefree and odd)
Here . = means that the identity is true up to a non-zero constant.
We now discuss the basic argument for the proof of a condition analogous to that given in Theorem 1.1 for N squarefree and odd whenever the space of cusp forms is one-dimensional (this condition can be relaxed by using the Hecke operators). One would construct a locally harmonic Maass form with special properties whenever f k,N,D,D 0 = 0. Namely, the locally harmonic Maass form is a local polynomial (of degree at most 2k − 2) if and only if f k,N,D,D 0 = 0. Taking the limit of the resulting local polynomials towards cusps yields conditions resembling Theorem 1.1.
We now return to the complications arising from the fact that N is not necessarily squarefree and odd, but we assume that S 2k (N ) is one-dimensional. In this case, we use Waldspurger's Theorem [29] directly to obtain the connection to central critical L-values. We say that m > 0 is admissible for D 0 if (−1) k m is a fundamental discriminant and
∈ Q × 2 p for every prime p | N . In particular, the good discriminants in Table 2 .1 satisfy these conditions for k = 1 and the given level N , yielding admissible m > 0 for each of the listed discriminants D 0 in the cases considered. 
Remark. Admissible m 0 satisfying the conditions given in Lemma 2.3 may be found in practice by computing a few coefficients of the form f k,N,(−1) k m 0 ,D 0 and using the valence formula. For k = 1 we need to project into the subspace of cusp forms, while for k > 1 we only need to check one coefficient because S 2k (N ) is one-dimensional. For the choices of D 0 given in Table 2 
By Theorem 1 of [16] (which holds for general N ), Ω N,k is a weight k + 1 2 cusp form as a function of τ .
Since the space of cusp forms is one-dimensional, S 2 N t is trivial for all t > 1, and hence g k,
= 0 for all t > 1. Using the fact that the Eisenstein series are orthogonal to cusp forms, for f ∈ S 2k (N ) we hence have
Using an argument of Parson [20] , one can show that the action of the integral-weight Hecke operators on Ω N,k in the z variable equal the action of the half-integral weight operators on Ω N,k in the τ variable. Hence if f is a newform, we obtain that G f is an eigenform with the same eigenvalues as f . Thus, by Waldspurger's Theorem [29] , if m is admissible for D 0 , then the ratio of the mth coefficient and the m 0 th coefficient of G f is proportional to the ratio of the central
By our choice of m 0 , we have a m 0 = 0 and hence
2.4. Weak Maass forms. We begin by defining the notion of a weak Maass form, a comprehensive survey of which can be found in, e.g., [19] . Maass forms were introduced by Maass and generalized by Bruinier and Funke in [10] to allow growth at the cusps. Following their work, we define a weak 9 Maass form of weight κ ∈ 1 2 Z for a congruence subgroup Γ as follows. We first recall the usual weight κ hyperbolic Laplacian operator given by
For half-integral κ, we require that Γ has level divisible by 4. For this case we also define ε d for odd d by
Let s ∈ C be given and define λ κ,s := s −
is the multiplier of the theta function Θ(τ ) := n∈Z q n 2 with q := e 2πiτ .
(2) We have that ∆ κ (F ) = λ κ,s F. , and these operators act by [19] 
It is interesting to note here that in fact the image of D 2k−1 is the space orthogonal to cusp forms under the (regularized) Petersson inner product, which we see in the next subsection is very different from the local Maass form situation.
2.5. Poincaré series. In this subsection, we define several types of Poincaré series which provide useful bases for spaces of weak Maass forms and are used later in the paper to provide explicit examples of local Maass forms using theta lifts.
Denote the Dth weight 
where pr is Kohnen's projection operator (cf. p. 250 of [16] ) into the plus space and for κ ∈ 1 2 Z and m ∈ Z we define
Here the plus space of weight κ + 1 2 is the subspace of forms for which the nth coefficient vanishes unless (−1) κ n ≡ 0, 1 (mod 4). Moreover, for ,D . The Poincaré series P k+ 1 2 ,|D| are the classical weight k + 1 2 cuspidal Poincaré series. The definition for integral weight Poincaré series closely resemble the definition of (2.5), but we do not require these for our purposes here.
2.6. Locally harmonic Maass forms. In this section, we review some basic facts pertaining to and operators acting on locally harmonic Maass forms from [6, 7, 8] . We note that the results here are formally true in the case k = 1 as well once we have solved the convergence issues with the proofs adjusted mutatis mutandis. The main objects of this paper are locally harmonic Maass forms, which, as the name suggests, are closely related to weak Maass forms. These are a special case of a more general object, which we now define given a measure zero set E (the "exceptional set").
Definition 2.5.
A local Maass form with exceptional set E, weight κ ∈ 2Z, and eigenvalue λ κ,s on a congruence subgroup Γ ⊆ SL 2 (Z) is any function F : H → C satisfying:
For every τ ∈ E, there exists a neighborhood around τ on which F is real-analytic and
(4) We have that F has at most polynomial growth at the cusps. If F is a local Maass form of eigenvalue 0, then we call F a locally harmonic Maass form.
Note that the last condition on polynomial growth is impossible for harmonic weak Maass forms to satisfy (except for classical modular forms), so that although we lose continuity, we gain nicer growth conditions. These functions first arose as natural lifts under the ξ-operator of f k,D := f k,1,D,1 , which themselves are important in the theory of modular forms with rational periods, along with the theory of Shimura and Shintani lifts. We are particularly interested in the case when the exceptional set is formed by a special set of geodesics corresponding to a fundamental discriminant D.
We now give a summary of the important examples and maps between locally harmonic Maass forms proved in [6] . They define for each discriminant D > 0 a local Maass form F 1−k,D which has exceptional set E D . Moreover, it has the following remarkable relation to Kohnen's functions f k,D , for some non-zero constants α D , β D :
which we recall from above is an impossible property for weak Maass forms to satisfy. Using these facts, there is a useful decomposition for the local Maass form F 1−k,D in terms of the Eichler integrals, defined for f ∈ S 2k (N ) by
Here f c (z) := f (−z) is the cusp form whose Fourier coefficients are the complex conjugates of the coefficients of f . Recall that there exist non-zero constants c 1 and c 2 such that
It is then not difficult to show that there exist local polynomials P D of degree at most 2k − 2 (P D equals a fixed polynomial on each connected component of H\E D ) such that (2.10)
where α D and β D are the constants in (2.7). A similar decomposition for k = 1 was already remarked in [6] as having been studied by Hövel in [14] , and follows directly from the decomposition (2.7). Indeed, one sees that
is annihilated by both ξ 2−2k and D 2k−1 for τ / ∈ E D . Since ξ 2−2k (P D ) = 0, P D is locally holomorphic, while the only holomorphic functions annihilated by D 2k−1 are polynomials of degree at most 2k − 2. It turns out that the decomposition (2.10) plays a key role in our proof of Theorem 1.1 later.
Theta lifts
In this section we will define two theta lifts and study their relation. We remark that variants of both theta functions can be found in the literature. We give some references below but also provide the explicit construction of these functions for the convenience of the reader.
We recall the basic setup for vector-valued theta functions, following the exposition of Borcherds [5] . Let L be an even lattice with quadratic form Q of type (b + , b − ) and let L = L ′ /L be the associated finite quadratic module with the reduction of Q modulo Z as quadratic form. We write (·, ·) for the associated bilinear form so that 2Q(x) = (x, x). We let p be a homogeneous polynomial on R b + ,b − , homogeneous of degree m + on R b + and of degree m − on R b − . If α is an isometry from L ⊗ R to R b + ,b − , then the preimage of R b + defines a point z = z(α) in the Grassmannian Gr(L) of b + -dimensional positive definite subspaces of L ⊗ R. Similarly, the preimage of R b − is a b − dimensional negative definite subspace of L ⊗ R, equal to z ⊥ . We write λ z for the orthogonal projection to z and λ ⊥ z for the one to z ⊥ such that λ = λ z + λ z ⊥ for all λ ∈ L ⊗ R. If z = z(α), we sometimes also write λ α and λ α ⊥ .
Recall that there is a unitary representation ρ L of Mp 2 (Z) acting on the group ring C[L], called the Weil representation associated with L. For details we refer to [5] . We write e µ for the standard basis element of C[L] corresponding to µ ∈ L. The Weil representation is defined on the generators S = ( 0 −1 1 0 , √ τ ) and T = ( ( 1 1  0 1 ) , 1) by the formulas
Let N be the level of L. Then it is well-known (see for instance Lemma 5.15 of [25] ) that elements of the form (γ,
We do not need the general formula for this character. We just remark that if M = Z with quadratic form x 2 , and M = M ′ /M , then the theta function Θ M = Θ transforms as Θ(γτ ) = √ cτ + dχ M (γ)Θ M (τ ) and this transformation behavior is (usually) used to define a modular form of half-integral weight.
For γ ∈ L, we define an associated theta function via
By Theorem 4.1 of [5] , we find the expansion 
The group SL 2 (Q) acts on the rational quadratic space L ⊗ Z Q via isometries. The action, which we denote by γ. (a, b, c) , is given by
where we identify (a, b, c) with the matrix M (a, b, c).
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As the genus character χ D 0 only depends on a, b, c modulo D 0 , we may view it as a function on L(D 0 ). In [2] , it is shown that the linear map
is an intertwiner for the Weil representations attached to L sgn D 0 and L(D 0 ). We consider the map
given by e δ → e δ ⊗ e 0 . The following lemma is crucial for us.
where e 0 nd e 1 correspond to the elements 0, 1 ∈ Z/2Z. We have that
Proof: Using the formulas for the Weil representation we see that ρ L (γ) for γ ∈ Γ 0 (4) acts on
by Lemma 5.15 in [25] and (3.1). Directly above the lemma, loc. cit., the direct relation to ν θ is also stated. Since ρ N (γ) acts trivially on e 0 for γ ∈ Γ 0 (N ), we are done. We obtain the following scalar-valued theta function.
Proposition 3.2. For L and M as above the scalar-valued theta function
The claim follows directly from Now we specialize these functions by choosing an isometry α z of L ⊗ R with R 1,2 or R 2,1 for every z ∈ H ∼ = Gr(L). Here, we use the identification z ∈ H ∼ = Gr(L) given by
Then we let b 1 = b 1 (z) be a normalized basis vector for the positive line z, i.e.,
and let
and b 2 (z) = ℜ(Z) and b 3 (z) = ℑ(Z). Note that we have
where γ = a b c d acts on z ∈ H via the usual fractional linear transformation. We then let α z (ab 1 + bb 2 + cb 3 ) = (a, b, c) ∈ R 1,2 . For integers r, s ≥ 0 we let P r,s (a, b, c) = a r (b + ic) s (which is homogeneous of degree (r, s)) and define Having shown modularity of the relevant theta functions, we now look at the scalar-valued theta functions Θ * 1−k and Θ k more closely, translating the above definitions into language using sums over binary quadratic forms which will be needed to connect with the main functions in this paper. We first define Q z for an integral binary quadratic form Q = [a, b, c] as
The Fourier expansions (in τ ) of the theta functions are then easily seen to be given by
and
Remark.
(1) The first theta function, Θ * 1−k (z, τ ), is sometimes called the Millson theta function (cf. Section 2.6.2 of [1] ) and other variants appeared e.g. in [10, 6, 14] . We next compute the Fourier expansions (in τ ) of Θ k and Θ * 1−k as z approaches each cusp.
Proof: Since the arguments are similar, we only show (3.5). A direct computation yields
Moreover,
The claim hence follows. The two theta functions are related via the following differential equations. The following lemma follows mutatis mutandis as in the calculation in Lemma 3.3 of [7] , after twisting by a genus character.
Lemma 3.5. For every k ≥ 1, we have
We now define two theta lifts using the theta kernels constructed above. For a harmonic weak Maass form H of weight 3 2 − k for Γ 0 (4N ), we consider the regularized theta integral
Similarly, for a harmonic weak Maass form H of weight
The function Φ * 1−k (H) is modular of weight 2 − 2k in z and Φ k (H) is modular of weight 2k. Here, the integrals are regularized as follows.
For two real analytic functions F and G satisfying weight κ ∈ 1 2 Z modularity for Γ 0 (4N ), we define the regularized inner product
whenever it exists. Here
where we define the truncated fundamental domain for SL 2 (Z) by
Following the argument of Lemma 3.4 of [7] , Lemma 3.5 leads to the following lemma relating the regularized inner products of weak Maass forms against Θ k and Θ * 1−k . Lemma 3.6. Suppose that D is a discriminant and z / ∈ E D 0 D . Then for every s with Re(s) > max 1,
Proof: By the argument in Lemma 3.4 of [7] , one may reduce the first statement to showing that
as well as vanishing of similar integrals around other cusps of Γ 0 (4N ). For the cusps equivalent to ∞, 0, and 1 2 , the argument follows by the usual bounds for the M -Whittaker function (as shown in [7] ). The Poincaré series has no principal part at the cusps which are inequivalent to 0, The following diagram summarizes Lemmas 3.5 and 3.6, up to constants:
3.1. Theta lifts and spectral parameters. Define (for τ = u + iv, z = x + iy) (3.9) Remark. Following an argument in [6] , one could show that the functions F 0,N,D 0 ,D,s satisfy the necessary condition at the cusps, but we only need this for one special eigenvalue, so we do not work this out here.
Proof of Proposition 3.7:
We compute Φ * 1−k P 3 2 −k,|D|,s as in [7] , where P 3 2 −k,|D|,s was defined in (2.5). Unfolding the Poincaré series and following the proof of Theorem 1.3 (2) in [7] , we obtain
where
In the proof of Theorem 1.3 (2) of [7] , this integral was computed to be
; 2s; w .
We now plug in w =
to rewrite
and plug in k = 1 to yield (3.11)
The claim is hence equivalent to showing that for H = P . However, by Lemma 3.5 and Lemma 3.6 together with the fact that for κ ∈
We are mainly interested in the analytic continuation = 0, we obtain that F 0,N,D 0 ,D is a locally harmonic Maass form of weight 0.
It remains to show the growth condition at all cusps. In order to show that F 0,N,D 0 ,D is bounded at each cusp, we use (3.6) and pull the operator inside the theta lift and then using the same argument as that used to obtain (3.11) yields for H = P 3 2 −k,|D|,s that
Similarly, for the holomorphic modular form h = P k+ 1 2 ,|D| , we define
and for a discriminant D = −m, we then define
,|D| . Note that the exponential decay of the cusp form P 3 2 ,|D| and the polynomial growth of Θ 1 in the integration variable implies that regularization is unnecessary for the cusp form H = P 3 2 ,|D| . We next compute
By (3.7) and Lemma 3.6, for a weight 1 2 harmonic weak Maass form, we have
Hence for every weight 1 2 harmonic weak Maass form H, we have
We have also seen that (see the second and third identities of (3.12) together with Lemma 3.6)
(H) = ch for some constant c ∈ R and slashing commutes with the differential operators, we see that Proof: Note that both sides of (4.2) are analytic in for Re(s) > Hence by the identity theorem, it is sufficient to prove the identity for Re(s) sufficiently large. We use the representation (3.9) to explicitly compute P D 0 ,D,s for s sufficiently large. To compute P D 0 ,D,s , for z ∈ E D we compute (1)
Taking the limit z → x ∈ Q, the second sum becomes empty and Q z > 0 becomes Q(x, 1) > 0. This yields the function (1)
We now claim that We now show that the operator D := 
