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　第 1節 :導入ではCMDPと MDP の関係、強化学習におけるリグレット解析について大
雑把に説明し、論文全体の構成について記述している。
　第 2節 :準備ではまず離散時間有限 MDP の定義、方策、定常方策、具体的な最適化
の目的函数、それらに纏わる他の概念や函数の定義を与えている。次に強化学習のア




　第 3節 :制約付きUCRLアルゴリズム (以下、CUCRL)では、まず本論文で仮定してい
る 5つの条件を述べている : 1. CMDP が既約であること、 2. 報酬函数 Rが決定的な





れ以外の場合には永久に動作する。定理 3.1 と 3.2 は本論文の主定理である。それら




　第 4節では第 3節中の線形計画問題と、 CUCRL の動作中の学習におけるエピソード




























み付き総和 ( の極限値 ) の期待値を最大化することを目的とする。期待値を最大化
するような ( 観測された状態からの ) 行動の決定方法を最適 ( 定常 ) 方策と言い、















い後者について述べると、強化学習の場合には、 MDP についての一定の条件下で、 T
の函数として劣線形、即ち T で割ると T→∞ の時 0 に収束する函数でリグレットの
累積値が高い確率で抑えられる学習アルゴリズムがいくつか知られている。それら
の事実はそのアルゴリズムが最適方策を実質うまく学習できることを表している。
　制約付き強化学習では、環境は MDP に代わり CMDP(Constrained MDP) で表され
る。 MDP との違いは主な報酬の他に 1 つ以上の副報酬が存在することであり、副報
酬をある一定以上確保しつつ主報酬をできるだけ得ることを目的とする。ただし本










　以上により本論文は博士 (人間・環境学 ) の学位論文として価値あるものと認め
る。また、令和 2年 1月14日、論文内容とそれに関連した事項について試問を行っ
た結果、合格と認めた。
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