We propose a novel, motion planning based approach to approximately map the energy landscape of an RNA molecule. Our method is based on the successful probabilistic roadmap motion planners that we have previously successfully applied to protein folding. The key advantage of our method is that it provides a sparse map that captures the main features of the landscape and which can be analyzed to compute folding kinetics. In this paper, we provide evidence that this approach is also well suited to RNA. We compute population kinetics and transition rates on our roadmaps using the master equation for a few moderately sized RNA and show that our results compare favorably with results of other existing methods.
INTRODUCTION
Ribonucleic acid (RNA) molecules perform diverse and important functions such as synthesizing proteins, catalyzing reactions, splicing introns, and regulating cellular activities [21] . An RNA's nucleotide sequence, and the threedimensional structure of its energetically stable conformations determines how the RNA functions and interacts with its environment. The process by which an RNA molecule † Parasol Lab, Dept. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. (re)configures itself into an energetically stable conformation is called folding. There are two general, but related, issues for RNA folding: structure prediction and folding kinetics. The structure prediction problem is to predict the structure of the native conformation given the RNA's nucleotide sequence. Unlike the related protein folding problem, efficient algorithms do exist for some forms of RNA structure prediction [22, 26] . However, they do not provide insight into the folding process or the "energy landscape" which determines the folding kinetics.
Each RNA conformation is associated with an energy; the lower its energy, the more stable it is. The energy landscape can be thought of as adding this energy as another dimension to the other parameters specifying the conformation. As will described in detail later, the energy landscape encodes information about folding pathways, transition rates, intermediate states, and population kinetics. The size of the landscape grows exponentially with the sequence length, so it is infeasible to compute the complete landscape. To reduce this complexity, researchers focus on RNA planar secondary structures instead of three-dimensional conformations. Although this dramatically reduces the size of the landscape, it remains impractical to compute the complete landscape for sequences longer than about 40 nucleotides [4] .
There are at least three important reasons to study RNA energy landscapes and folding kinetics. First, a better understanding of the folding process will aid the development of more efficient structure prediction algorithms. Second, it has recently been discovered that catalytic RNA often fluctuate away from their native conformation to interact with other RNA, proteins, and ligands [21] , and we cannot model or predict these fluctuations without studying energy landscapes. Third, we must study energy landscapes and folding kinetics to understand how and why RNA molecules misfold.
In this paper, we propose a novel, motion planning based approach to approximately map the RNA's energy landscape. In particular, we develop a probabilistic roadmap (prm) [11] based approach that first samples RNA configurations and then connects them together to form a graph, or roadmap. The key advantage of our method is that it provides a sparse representation of the landscape that captures its main features and which can be analyzed to compute folding kinetics. We have previously applied this strategy to protein folding with considerable success [1, 2, 19, 20] , e.g., our method predicted the subtle folding differences between the structurally similar proteins G and L [20] . In this paper, we provide evidence that this approach is also well suited to RNA. In particular, we present results such as population kinetics and transition rates obtained using the master equation (Section 4.1) for a few moderately sized RNA and show that our results match results obtained with other existing methods quite well [25] .
PRELIMINARIES & RELATED WORK

RNA Primer
An RNA molecule is a sequence of nucleotides which differs from other RNA molecules in its bases. There are four types of bases: adenine (A), cytosine (C), guanine (G), and uracil (U). The complementary Watson-Crick bases, C-G and A-U, form stable, hydrogen bonds (base pairs) when they form a contact. The wobble pair G-U constitutes another strong base pair. These are the three most commonly considered base pairings [22, 27, 9] , and are also what we consider in our model. RNA Structure. Tertiary structure is a 3D spatial RNA conformation with a set of base pairs. Secondary structure is a planar representation of an RNA conformation. Although there are slightly differing definitions [3, 9] , secondary structure is usually considered to be a planar subset of the base pair contacts present (see Table 1 , case 3). Non-planar contacts, often called pseudo knots, are usually considered tertiary interactions and not allowed in secondary structure. Many definitions of secondary structure, including the one we adopt, eliminate other types of contacts that are not physically favored. Contacts considered invalid in our secondary structure are defined in Table 1 ; this definition is also used in [9] . Three common representations for RNA secondary structure are shown in Figure 1 [27] .
. . . ( ( ( ( ( ( . . . . ) ) ) . ) ) ) . The tertiary structure gives the most complete representation of RNA structure. However, the secondary structure is commonly used [26, 27, 9] because in many cases it provides sufficient information to study many aspects of folding while dramatically reducing the size of the RNA conformation space that must be explored. One justification for this simplification is that research has shown that the RNA folding process is hierarchical, i.e., secondary structure forms before tertiary structure [21, 27] . In this work, we focus on the first stage, the formation of secondary structure.
Energy Calculations. To represent the RNA folding energy landscape, we must be able to calculate the energy of any conformation. One commonly used energy function is the Turner or nearest neighbor rules [26] . This method involves determining the types of loops that exist in the molecule and looking up their free energy in a table of experimentally determined values. Intuitively, more contacts, especially adjacent contacts, typically yield more stable structures with lower energy. Much work has been done to make these rules more detailed and accurate.
RNA (Secondary Structure) Conformation Space. For a given RNA nucleotide sequence, an RNA (secondary structure) conformation is a planar set of valid base pairs. The secondary structure conformation space, C, of an RNA sequence contains all sets of base pairs that meet the criteria in Table 1 . The size of C grows exponentially as sequence length increases [27, 5] . Knowledge of the size of C is used to determine the feasibility of enumerating all conformations, or if some sampling will be needed. The size of C depends not only on the RNA sequence length but also on the sequence itself. Since exact computation of |C| requires enumerating C, it should be estimated.
Zuker and Sankoff [27] developed a close estimation of |C| using a stochastic approach to account for the effect of the specific sequence. Given an RNA sequence of length n, they calculate the probabilities pA, pC , pG, and pU of the occurrence of each nucleotide, i.e., the percentage of that nucleotide in the sequence. They then use p = 2(pApU +pCpG) as the probability of two bases making a contact and obtain the approximation |C| ≈ hn
. Unfortunately, however, the Zuker and Sankoff estimate doesn't fit our model because they do not consider the wobble pair G-U or the restriction of the minimal hairpin size to 5. We modified this formula to fit our model by including the wobble pair in the probability p = 2(pApU + pCpG + pU pG), and then scaling the probability p to p = p ·(n−3)(n−4)/n 2 to restrict the minimal hairpin size to 5. Our revised estimate results from substituting the new p in the equations for α and h.
As can be seen in Table 2 , our estimate can be a significantly better estimate of |C| for our model than the estimate used in [27] . Our exact enumeration results match Cupal [9] . It can also be seen that |C| grows exponentially with sequence length, and hence it becomes impractical to enumerate all conformations when the sequence length exceeds 40 nucleotides [4] and thus some type of sampling must be used instead.
PRMs and Protein Folding
Our approach to RNA folding is based on the probabilistic roadmap (prm) technique for motion planning [11] . Motion planning determines valid paths to move objects from one configuration to another. prms build graphs (roadmaps) that ideally approximate the topology of the feasible planning space, and can be used to answer many, varied queries quickly. Briefly, prms work by sampling points from the movable object's conformation space (C-space) and retaining those that satisfy feasibility requirements (e.g., collisionfree). The movable object's C-space is the set of all positions and orientations of the movable object, feasible or not [12] . Next, the retained points are connected to form a graph, or roadmap, using some simple local planning method (e.g., a straight line) to connect nearby points. During query processing, paths connecting the start and goal conformations are extracted from the roadmap using standard graph search techniques (see Figure 2) .
In previous work, we have used prms to study protein folding when the native structure is known [19, 2, 1, 20] . Here, the moving object is the protein, and the main difference from the usual prm application is that the collision- 
Case 3: (Planarity) The contacts must be planar (no pseudoknots), i.e., if i < k < j, then i < k < l < j detection feasibility test is replaced by a preference for low energy conformations. We have obtained promising results that were validated with experimental data for several moderate sized proteins, e.g., we were able to observe the subtle folding differences in the structurally similar proteins G and L [20] .
Related Work
Research on RNA folding falls into two categories: structure prediction and the study of folding kinetics. Structure prediction is commonly solved with dynamic programming. Nussinov introduced a dynamic programming solution to find the conformation with the maximum number of base pairs [14] . Zuker and Stiegler formulated an algorithm to address the minimum energy problem. Today, Zuker's MFOLD algorithm is widely used for structure prediction [22] . McCaskill's algorithm [13] uses dynamic programming to calculate the partition function Q = È s exp(−∆G(s)/kT ) over all secondary structures s, while Chen [3] uses matrices for approximation. As described in [3] , the partition function is "the sum of Boltzmann factors over all possible branching patterns in which the chain can be arranged into helices and intervening regions". As we will see, the partition function can also be used to study folding kinetics. Wuchty extended this algorithm to compute the density of states at a predefined energy resolution [24] . The ViennaRNA package is based on this work, and implements Zuker and McCaskill's algorithms as well as some energy functions [9] .
Several approaches other than thermodynamics have been used to investigate RNA kinetics, e.g., Gillespie [8] used a Monte Carlo algorithm to find folding pathways, and Shapiro et al. [18] used a genetic algorithm to study RNA folding pathways.
Several methods have been proposed that involve computations on the folding landscape. Dill [3] used matrices to compute the partition function over all possible secondary structures. Complete folding landscapes are approximated by this method. Wuchty modified Zuker's algorithm [24] to generate all the secondary structures within some given energy range of the native structure. Flammy and Wolfinger [7, 23] extended this algorithm to find local minima within some energy difference of the native state, then to connect them via energy barriers. The uses energy barrier tree to represent the energy landscape.
The master equation can be used to compute the population kinetics of the folding landscape. It uses a matrix of differential equations to represent the probability of transition between different conformations. Once solved, the dominate modes of the solution describe the general folding kinetics [15, 16, 10, 25] .
RNA FOLDING WITH PRMS
In this section, we discuss how to apply prms to study RNA folding. There are two main steps in our approach: constructing the roadmap and analyzing it. Constructing the roadmap requires sampling a set of RNA conformations and computing their energies. Next, we determine which conformations we should attempt to connect using a "local planner", i.e., a simple method to find transitions between RNA conformations. One difference from the protein folding application is that our C-space is not continuous but discrete, and hence our options for making the local connections are more restricted. The local planner also assigns weights to the transitions to reflect their energetic feasibility. This results in a roadmap (graph) of conformations (nodes) connected by transitions (edges) that represents the energy landscape and where each pathway is a sequence of conformational changes the RNA molecule goes through as it transforms from one conformation to another.
After the roadmap is built, we perform some analysis on it to study the population kinetics and provide insight into the folding process. We can identify transitional conformations where the folding process could be trapped or delayed, the folding rate, and representative folding pathways. In this work, we analyze the landscape via folding pathways and the master equation.
Energy computations are required to measure conformation feasibility and to calculate the roadmap edge weights (as discussed in Section 3.1.2). Our current implementation uses a third-party energy function relying on the Turner rules to determine the validity of a point in C-space. This energy function is part of the ViennaRNA package [9] .
Roadmap Construction
The goal of roadmap construction is to build an approximation of the energy landscape that captures its important features. The quality of our approximation depends on our node sampling and connection methods.
Node Generation
Our framework currently has three methods for generating RNA conformations: complete base-pair enumeration (for small RNA), stack-pair enumeration and maximal-contact sampling.
Complete Base-Pair Enumeration (BPE). Our discrete RNA C-space makes it possible to enumerate all the conformations for small RNA molecules. However, this is not feasible for molecules with more than around 40 nucleotides [4] . Let S be the set of all possible base-pair contacts. To generate a valid conformation, we first select one contact in S. Then we remove all contacts from S that would violate the criteria in Table 1 if combined with the already selected contacts. The process of iteratively selecting a valid contact from S and then removing invalid contacts from S continues until S is empty. Each time we select a new contact, we define a new secondary structure. To enumerate the entire space, we enumerate all possible combinations of a valid set of contacts from S as above. Figure 3 shows the complete enumeration for the RNA sequence ACGU-CACGU.
Stack-Pair Enumeration (SPE). This enumeration contains only those conformations containing stack-pair contacts. A stack-pair contact is a set of adjacent base-pair contacts, i.e., no contacts are isolated from the others. More formally, if a stack-pair contact has a contact [i, j], where i < j, then it must also have at least one of the contacts
. For example, the contacts in Figure 3 (c) form a stack, but the contacts in Figure 3 (f) do not because they are not adjacent. A conformation is a valid stack-pair conformation if it only has stack-pair contacts, i.e., if there are no isolated base pairs. The conformations in Figure 3 (a) , (c), (d), (h), and (j) are the enumeration of stack-pair conformations for RNA sequence ACGUCACGU. We favor these conformations because isolated base pairs are unstable. This simplification has been used in [25] . We can study larger RNA molecules with this method than is possible with complete enumeration because we can enumerate all stack-pair conformations without enumerating all conformations. The stack-pair enumeration is implemented similarly to the base-pair enumeration except that S contains stacks instead of base-contact pairs.
Maximal-Contact Sampling (MCS). In this method, nodes are generated in a more 'random' fashion. To get lower energy conformations, we only generate conformations with maximal contacts, i.e., no more contacts can be added to those conformations without causing a violation (Table 1) . First, we create a conformation c without any contacts. Then, single contacts are successively added until it is not possible to add a contact and maintain a valid conformation. This method biases the node distribution toward the areas of C-space with more contacts. Since more contacts usually means more stability for the conformation, the energy of these conformations is usually lower. Each time a contact is added, it is randomly selected from all currently feasible contacts, and the set of feasible contacts is updated. This continues until no more contacts can possibly be added. In Figure 3 , (a), (d), (e), (g) and (h) are the maximal-contact conformations.
Node Connection
After node generation, it would be expensive, and generally not necessary, to make all θ(n 2 ) connections. Here, we restrict our attention to connecting nearby conformations. This requires distance metrics to identify nearby conformations for connection and techniques for connecting them.
Distance Metrics. The distance metric defines which nodes are close to each other and which are far apart. Here we use base-pair distance (the number of contact pairs that differ between two conformations). This denotes the number of base pairs that have to be opened or closed to transform one conformation into another. Our approach can utilize other distance metrics such as string edit distance or tree edit distance [17] , but we found that base-pair distances perform the best on the RNA we have studied.
Identifying Nodes for Connection. Neighboring roadmap nodes are connected using a local planner. We use two different strategies for determining neighbors. One strategy attempts to connect a node with the k closest nodes and the other attempts to connect a node with all nodes within a fixed radius r.
Generating Transitional Conformations. Once the neighbors are determined, the local planner connects each pair of nodes by generating transitions between them. To generate a transition from conformation c1 to conformation c2, we first identify the set O of contacts to be opened (i.e., contacts in c1 and not in c2) and the set L of contacts to be closed (i.e., contacts in c2 but not in c1). See Figure 4 (a): contacts q1 and q2 are in O and contacts p1 and p2 are in L. To ensure that transitional conformations do not violate our planarity constraint, we construct a conflict graph G between O and L. G describes which contact pairs cannot exist together in a valid conformation. If one contact p ∈ L conflicts with another contact q ∈ O, then p cannot be closed until q is opened, and we have an edge from q to p in G. See Figure 4 (b): q1 and q2 conflict with p1; q2 conflicts with p2. A valid transition is a sequence of transitional conformations that doesn't violate G. Our framework can use any strategy to determine the order to open contacts in O and close contacts in L. The most naive method is to first open all the contacts in O and then to close all the contacts in L. This does not violate G, but it produces high energy transitional conformations. To find low energy transitions, we want to produce conformations with as many contacts as possible since they usually have lower energy. So, once we open a contact, we close all contacts in L that do not violate G. We use a greedy strategy to determine the order for opening the contacts. In particular, we sort the contacts in L according to the number of contacts in O they conflict with (given by their indegree in L). We select the contact in L with the smallest number of conflicts and open all the contacts in O that conflict with it. We then close all the contacts in L that have no conflicts. See Figure 4 (c): c3, c4 are the two transitional conformations generated for the connection. This is repeated until both O and L are empty. This strategy works well for the RNA we have studied.
Edge Weights. Edge weights are assigned to reflect the transition rate between neighboring conformations, i.e., the probability the molecule folds from one conformation to the other. Thus, edge weights reflect the energetic feasibility for the folding process on this edge.
When an edge (q1, q2) is added to the roadmap, it is assigned a weight that depends on the sequence of transitional conformations {q1 = c0, c1, c2, . . . , cn−1, cn = q2} determined by the local planner. For each pair of consecutive conformations ci and ci+1, the probability Pi of moving from ci to ci+1 is Pi =´e
where ∆Ei = E(ci+1) − E(ci), k is the Boltzmann constant, and T is the temperature of folding. For a detailed discussion of different rules to calculate the transition probabilities, please refer to [6] . The edge weight w(q1, q2) is calculated as
(Negative logs are used since each 0 ≤ Pi ≤ 1.) By assigning the weights in this manner, we can find the most energetically feasible path in our roadmap when performing queries. This is the same method used in our previous work on protein folding.
ROADMAP ANALYSIS
The roadmap is an approximation of the folding landscape, and it can be used to study individual folding pathways as well as the global folding kinetics.
A folding pathway is a sequence of transitional conformations the RNA molecules goes through during the folding process from any unfolded conformation to the native conformation. Similar to our previous work on protein folding [1] , we can extract folding pathways and compute the freeenergy profile, energy barriers, and important states of the folding process. From all the folding pathways to the native conformation, we extract the pathway with minimum total weight because this corresponds to the most energetically feasible path in our roadmap. Individual pathway results are provided for one case study in Section 5.3.
Beyond the study of specific folding pathways, we are interested in the global properties of the energy landscape. For example, how does the population of conformations in the landscape vary as a function of time, i.e., the population kinetics. Folding rates and transition states are also of great interest. These can all be studied using the master equation.
Folding Kinetics and the Master Equation
Master equation formalism has been developed for folding kinetics in a number of earlier studies [10, 25] . The stochastic process of folding is represented as a set of transitions among all n conformations (states). The time evolution of the population of each state, Pi(t), can be described by the following master equation:
where kij denotes the transition rate from state i to state j. Thus the change in population Pi(t) is the difference between transitions to state i and transitions from state i. The transition rates are computed from the edge weight:
is the constant coefficient adjusted according to experimental results.
If we use an n-dimensional column vector p(t) = (P1(t), P2(t), . . . , Pn(t)) to denote the population of all n conformational states, then we can construct an n × n matrix M to represent the transitions, where
The master equation can be represented in matrix form:
The solution to the master equation is:
where N is the matrix of eigenvectors Ni for the matrix M in equation 4 and Λ is the diagonal matrix of its eigenvalues λi. Pj(0) is the initial population of conformation j. From equation 6 , we see that the eigenvalue spectrum is composed of n modes. If sorted by magnitude in ascending order, the eigenvalues include λ0 = 0 and several small magnitude eigenvalues. Since all the eigenvalues are negative, the population kinetics will stabilize as time goes by. The population distribution p(t) will converge to the equilibrium Boltzmann distribution, and no mode other than the mode with the zero eigenvalue will contribute to the equilibrium. Thus the eigenmode with eigenvalue λ0 = 0 corresponds to the stable distribution, and its eigenvector corresponds to the Boltzmann distribution of all conformations in equilibrium. To validate our implementation, we compared our master equation results to the Boltzmann distribution, and they match exactly.
For the same reason, we see that the large magnitude eigenvalues correspond to the fast folding modes, that is, those modes which fold in a burst. Their contribution to the population will die away quickly. Similarly, the smaller the magnitude of the eigenvalue is, the more influence its corresponding eigenvector has on the global folding process. Thus, the global folding rates are determined by the slow modes.
For some folders (2-state folders), their folding rate is dominated by only one non-zero slowest mode. If we sort the eigen spectrum by ascending magnitude, there will be one other eigenvalue λ1 in addition to eigenvalue λ0, that is significantly smaller in magnitude than all other eigenvalues. This λ1 corresponds to the folding mode which determines the global folding rate. We will refer it as the master folding mode. Its corresponding eigenvector denotes its contribution to the population of each state. Hence, the large magnitude components of the eigenvector correspond to the states whose populations are most impacted by the master folding mode. These states are the transition states [15, 16] .
RESULTS AND DISCUSSION
With our kinetics analysis tools, we are able to evaluate our roadmap-based approximation of the energy landscape.
Generally, the best way to evaluate an approximation is to compare it to the exact method. Thus, ideally, we should compare the "exact" full base-pair enumeration (BPE) roadmap with the "approximate" stack-pair enumeration (SPE) and the maximal contact sampling (MCS) roadmaps. As previously mentioned, we can afford to do a full enumeration for RNA with up to around 40 nucleotides [4] . Also, there is currently a limit on the size of the master equation we can accurately handle (due to a limitation in our current implementation). For these reasons, we performed the full comparison on a 15 nucleotide sequence and a 21 nucleotide RNA hairpin sequence. As shown in Table 3 , we used all three sampling strategies to generate nodes for the roadmap. For the maximal-contact sampling, we tried to generate about twice as many nodes we got with the stackpair enumeration. We have also processed a 41 nucleotide RNA using stack-pair enumeration. Each of the roadmaps was connected using both the kclosest and the radius connection strategies described in Section 3.1.2. The parameters for these methods need to be carefully selected. The roadmap generated using complete base-pair enumeration and radius connections with r = 1 corresponds to a fine mesh on the energy landscape. Recall that our distance metric is the base-pair distance, therefore setting r = 1 creates transitions between all pairs of nodes differing by a single contact. This roadmap is used as a basis for comparison to determine appropriate k and r values for the other node generation methods. If we increase k or r, the connections will be more complete and more expensive. We want these parameters to be as small as possible yet still large enough to capture the important transitions. ((((....))) ). Figures (a) and (b) give a comparison the folding kinetics of the base-pair enumeration roadmap (142 conformations) to the stack-pair enumeration roadmap (15 conformations).
For the complete base-pair enumeration, we tested k = 5, 10, 15, 20, 30, and 40. We found the smallest values that closely matched the complete landscape for the 15nt and 21nt RNA, respectively. For the other sampling strategies, the distance between conformations is usually greater than 1, thus, we must use larger values for r and k. To determine the appropriate parameters, we compared the kinetics results using r = 1, 2, 5, 10, and 20, and k = 5, 10, 15, 20, 30, and 40. For the 21nt RNA, k = 40 always generated a close approximation to the complete energy landscape. Table 3 gives the parameters used in the results presented here. We only show results for the k-closest-connected roadmaps.
15nt RNA
Here we provide detailed results for the 15nt RNA. Figure 5 shows the population kinetics of the four most significant conformations calculated using the base-pair and stack-pair roadmaps. These conformations have the largest population during or after the folding process, so their existence is more likely to be observed in experiments. As illustrated in the two figures, their population kinetics are very similar to each other during the folding process. Hence, the stack-pair roadmap is a good approximation of the complete energy landscape. It preserves the main characteristics of the energy landscape while using notably fewer nodes (15 vs. 142) . Figures 6 and 7 demonstrate the similarities between the kinetics of the three maps. Most significant is the discovery that the eigenvalues for the base-pair enumeration and the stack-pair enumeration are approximately the same (Figure 6 ). In addition, the components of the eigenvectors (not shown due to space constraints) are nearly identical. Also in Figure 6 , we see that the folding rates of the maximal-contact sampling method are farther from the completely enumerated kinetics than the stack-pair kinetics are. We expected this because the stack-pair method encourages the formation of energetically stable conformations with stacks. The maximal-contact sampling is more random than the stack-pair method and does not attempt to capture the stability inherent in stacking pairs. Figure 7 compares the folding kinetics of the base-pair ((((....)) )). and a C-space size of 142. It illustrates the differences in the eigenvalues and overall folding rates for base-pair enumeration, stackpair enumeration, and maximal-contact sampling.
enumeration, stack-pair enumeration and maximal-contact sampling. Figure 7(a) shows the equilibrium solutions of the three folding landscapes. They all match very well with the Boltzmann distribution for this molecule. Figure 7 (b) illustrates the small differences in magnitude of the components of the second eigenvector for all three folding landscapes. Although the maximal-contact sampling varies more from the complete base-pair enumeration in eigenvector N1 than in N0, the differences in magnitude are still relatively small. These results indicate that given some specific conformations, it's possible to examine the folding kinetics of these conformations by computing the folding landscape of that set combined with some additional random sampling. This combination will approximate the slow mode eigenvectors. Figure 8 shows the similarities between the four smallest ((((....)) eigenvalues of the three roadmaps. Different from the results on the 15nt RNA, we found that except for the zero eigenvalue, the other three eigenvalues are comparable to each other. This means its folding behavior is different from the 15nt RNA examined above. As described in section 4.1, all three small modes have a non-negligible influence on the global folding rate. Hence, the contributions of their corresponding eigenvectors to the transition states should not be ignored. Comparison of the eigenvalues of the 21 nucleotide hairpin sequence UAUAUAUCGACAC-GAUAUAUA and a C-space of 5353 conformations. It illustrates the differences in the eigenvalues and overall folding rates for base-pair enumeration, the stack-pair enumeration, and the maximal-contact sampling.
21nt RNA
In Figure 9 , we compared the corresponding eigenvectors of the four small eigenvalues for the three roadmaps. Figure 9(a) shows the equilibrium of distributions, while (b), (c), and (d) show the contribution of the three eigenmodes on the transitional conformations. We found that in Figure 9 (a), (b), and (c), the eigenvectors for base-pair and stackpair roadmaps are very similar to each other. The random sampling for the maximal-contact conformations, however, missed some important conformations. Yet, for those sampled conformations, the values are similar in magnitude to the corresponding components in stack-pair and base-pair roadmaps. This means that although the random maximalcontact sampling is not accurate enough, it does capture some global properties of the folding process. Also we found that we can easily increase our approximation accuracy by connecting more conformations.
As illustrated above, using the roadmaps generated by three different strategies, we compared the kinetics analysis of two RNA molecules which have different folding behaviors. The roadmap generated by enumeration of base-pairs is the most accurate representation. However, it is not feasible to enumerate any RNA with more than 40 nucleotides. The stack-pair roadmap is still generated by a form of enumeration, but, clearly, this much smaller subset of the full enumeration can effectively approximate the energy landscape, even for RNA with different folding behaviors. The maximal-contact roadmap does not require enumeration and can be of any size we desire. Although its approximation is slightly inferior to the stack-pair roadmap, our preliminary work indicates that this approximation can be improved. Most important, our work demonstrates that we can effectively characterize the energy landscape using notably fewer conformations than exist in the complete enumeration. These results signify that more work into improving our sampling strategies will yield more concise and efficient representations of the energy landscape. Our method is applicable to much longer RNA sequences.
Folding Pathways Results
Similar to our previous work on protein folding [1] , we extract folding pathways and compute the free-energy profile, energy barriers, and important states of the folding process. From all the folding pathways to the native conformation, we extract the pathway with minimum total weight because this corresponds to the most energetically feasible path in our roadmap. For a given pathway, its energy profile shows the energy of each transitional conformation and it is easy for us to find the local minima and energy barriers on the pathway. These profiles provide an informal visualization of the folding process. (((((...) An example is given in Figure 10 . It shows the energy profile and folding pathway for a 21nt nucleotide RNA (GGCG-UAAGGAUUACCUAUGCC) from a misfolded conformation to the native state. It had to overcome a high energy barrier to reach the native conformation as shown in its energy profile in Figure 10 (a).
CONCLUSION
We have demonstrated that the prm method is a promising technique for studying RNA folding kinetics. prms allow us to efficiently characterize the folding landscape using small road-maps, and moreover, our roadmaps were suitable for computing the folding kinetics for the RNA we have studied so far. Our results also indicate that further work on more sophisticated generation and connection methods will yield better results, and this is the subject of current work. 
