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Работа посвящена оптимизации модели дыма Шредингера для 
вычислений на массивно–параллельных архитектура с учетом тягучести. 
В магистерской диссертации представлен способ ускорения алгоритма 
дыма Шредингера с помощью библиотеки ускоренных вычислений ArrayFire, 
которая поддерживает работу с OpenCL и CUDA. СUDA написана на 
объектно–ориентированно языке программирования С#. Приведены 
результаты тестов производительности. А также даны теоретические 
обоснования для внедрения параметра вязкости в алгоритм. 
Работа содержит 31 страниц, 3 главы, 21 рисунок, 15 источников. 






The work is devoted to optimization of the Schrödinger’s smoke model for 
computations on massively parallel architectures with account of viscosity. 
The master's thesis presents a way to accelerate the Schrödinger’s smoke 
algorithm using the ArrayFire accelerated computing library, which supports 
OpenCL and CUDA. CUDA is written in an object-oriented C# programming 
language. The results of performance tests are presented. As well as the theoretical 
justification for the introduction of the viscosity parameter in the algorithm.  
The work contains 31 pages, 3 chapters, 21 figure, 15 source. 




В работе рассматривается новый подход моделирования несжимаемых 
жидкостей – дым Шредингера. С его помощью можно визуализировать 
созданную модель. 
В компьютерной графике симуляция потока жидкости или газа является 
одной из наиболее любопытных и актуальных задач, ведь ее перед собой 
ставят специалисты в различных сферах деятельности – ученые, разработчики 
компьютерных игр, мультипликаторы.  
Изначально в компьютерной графике разработка симуляций жидкостей 
была исключительно для научных целей. Например, моделирование 
атмосферных явлений (рис.1). Это стало возможно благодаря методам 
вычислительной гидродинамики. И несмотря на то, что сейчас более 
популярней становятся другие отрасли применения симуляции жидкости, 
использование средств вычислительной гидродинамики в научных целях не 
теряет своей актуальности в компьютерной графике. Интересно то, что порой 
модели, созданные в научных целях, не уступают в своей зрелищности и 
реалистичности симуляциям, использующиеся в коммерческих целях.  
Рисунок 1. Моделирование атмосферных явлений по данным за октябрь 1979 г. 
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Наиболее популярным применением моделирования потока жидкостей 
являются спецэффекты в фильмах. Такие симуляции обычно требуют 
высокоточных вычислений и выглядят реалистично. На рис.2 представлена 
такая модель. 
Рисунок 2. Компьютерное моделирование воды в фильме Оз: Великий и Могучий. 




Не меньшей популярностью симуляция жидкостей пользуется в 
мультфильмах и компьютерных играх. И если в мультфильмах художники 
нередко стремятся создать реалистичные модели (рис.3), вычисления которых 
зачастую занимают часы и даже месяцы, то в компьютерных играх 
используются менее точные вычисления, которые производятся в режиме 
реального времени (рис. 4). 
 
  
Рисунок 3. Реализация воды в мультфильме Моана. 
 




При моделировании потока жидкости стоит учитывать несколько важных 
факторов. Пожалуй, одним из самых значимых условий является возможность 
отобразить некоторые физические характеристики потока в компьютерной 
модели, например, плотность, скорость, сжимаемость/несжимаемость, 
давление, теплопроводность и температура. Также возможность добавлять в 
модель объекты, мешающие движению потоку (различные препятствия), и 
конечно же симуляция взаимодействия двух жидкостей.  
В зависимости от поставленной задачи, может отдавать предпочтения 
различным типам моделей. Например, сеточные методы подходят для 
симуляции гладкой водной поверхности как нельзя лучше. А в методах с 
использованием частиц не возникнет трудностей с соблюдением закона 
сохранения массы (или эти проблемы можно решить путем небольших 
модификаций), и обычно работают быстрее сеточных симуляций. 
В последние годы популярность стали набирать так называемые 
смешанные методы, которые использует подходящие для решения задачи 
преимущества одной из групп методов. Однако гибридные методы требуют 
больших вычислительных затрат, которые не всегда себя оправдывают.  
Разработчики модели сталкиваются с такой сложной проблемой как 
поиск компромисса между реалистичностью симуляции и разумным 
использованием имеющихся вычислительных ресурсов. Для построения 
точной и реалистичной модели, как правило, используются суперкомпьютеры 
с большим объемом оперативной памяти и видеопамяти. 
Рассматриваемый в данной работе алгоритм, называющийся дымом 
Шредингера, был разработан и представлен на конференции SIGGRAPH в 
2016 году [1]. Он позволяет преодолевать традиционно возникающие 
проблемы в частях алгоритма, связанных с завихренностью и адвекцией 
потока. В то же время, по словам авторов этого метода, он дает реалистичные 
результаты, является стабильным и относительно несложным в реализации, 
при этом не требуя большого количества вычислительных ресурсов. Но у него 
есть некоторые недостатки.  
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Хоть алгоритм и не требует больших вычислительных ресурсов, 
некоторые из его частей являются ресурсозатратными (например, быстрое 
преобразование Фурье). Из–за этого увеличивается время на вычисления 
модели.  
В рамках данной магистратской диссертации была поставлена цель 
адаптировать модель дыма Шредингера для вычислений на массивно–
параллельных архитектурах, в которой также будет учитываться вязкость 
используемых веществ.  
Для достижения данной цели нужно было решить следующие задачи: 
1. Изучить алгоритм несжимаемого потока Шредингера и 
оптимизировать его с помощью объекто – ориентированного 
языка программирования C#. 
2.  Найти теоретическое обоснование добавления параметра 
вязкости вещества в существующую модель. 
3. Перенести полученный код на GPU с использованием библиотеки 
ускоренных вычислений ArrayFire, которая позволяет запускать 
приложения на CUDA или OpenCL для параллельных вычислений. 
4. Провести ряд тестов на производительность полученного кода.  
Работа структурирована следующим образом:  
• В первой главе рассказывается о подходите моделирования 
несжимаемый жидкостей, описывается его исходный алгоритм. 
• Вторая глава посвящена обоснованию параметра вязкости, который 
можно добавить в реализованную модель.  
• В третьей главе более подробно рассказывается о переносе 
алгоритма дыма Шредингера. Также представлены результаты ряда 
тестирований производительности к реализованного кода. 
• В заключении представлены выводы про проделанной работе. 
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Глава 1. Дым Шредингера 
В этой главе рассказывается о том, что такое дым Шредингера, 
описывается его исходный алгоритм.  
1.1 Что такое дым Шредингера 
Дым Щредингера – этот тезис вводит новый взгляд на динамику 
несжимаемой жидкости. В частности, формулируются и моделируются 
классические жидкости, с использованием ℂ2–значного уравнения 
Шредингера с учетом ограничения несжимаемость. Такой поток жидкости 
называется несжимаемым потоком Шредингера (ISF). Базовая динамическая 
система основана на гамильтоновой системе, и управляется за счет 
кинетической энергией жидкости вместе с энергией типа Ландау–Лифшица. 
Последнее гарантирует, что динамика из–за тонкие вихревые структуры, 
которые важны для моделирования, точно будут воспроизведены. Это 
позволяет надежно моделировать сложные явления, такие как вихревые следы 
и взаимодействующие вихревые нити, даже на сетках небольшого размера [3] 
(рис.1). 
Рисунок 1: Сравнение эксперимента (пары сухого льда, слева) с имитацией ISF 
(справа)  
1.2 Основной алгоритм дыма Шредингера 
Вычисления выполняются на трехмерной сетке (рис. 2): 
𝒱 = {0, … , 𝒩𝑥 − 1} × {0, … , 𝒩𝑦 − 1} × {0, … , 𝒩𝑧 − 1}  
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𝒩𝑥, 𝒩𝑦, 𝒩𝑧 – размеры сетки по соответствующим осям.  
Вершинах 𝑣 ∈ 𝒱 хранятся значения волновой функции 𝜓𝑣 ∈ ℂ
2, давления 
𝑞𝑣 ∈ ℝ, дивергенции 𝜉𝑣 ∈ ℝ. 
Дискретная скорость в алгоритме определяется как вес направленных 
ребер сетки 𝑣𝑤 ∈ ℰ: 
𝜂𝑣𝑤 = ħ 𝑎𝑟𝑔〈𝜓𝑣, 𝜓𝑤〉ℂ, 
𝜂𝑣𝑤 =  −𝜂𝑤𝑣 
значения которой хранятся в шахматном порядке в вершинах сетки. 












где 𝐴𝑣𝑤 – удвоенная площадь грани, 𝑙𝑣𝑤 – длина ребра сетки, 𝑉𝑣 – 
удвоенный объем ячейки.  
Рисунок 2. Трехмерная сетка с набором вершин для вычислений. Вершинах 𝑣 ∈ 𝒱 
хранятся значения волновой функции 𝜓𝑣 ∈ ℂ
2, давления 𝑞𝑣 ∈ ℝ, дивергенции 𝜉𝑣 ∈ ℝ. 
1.1.1. Базовый алгоритм несжимаемого потока Шредингера 
В этом алгоритме применяется оператор расщепления, выполняется 
нормализация, а также рассчитывается давление. Так же здесь можно 
проводить учет препятствий и плавучесть (с учетом гравитационных сил).  
Начальные значения авторы метода нашли с помощью подбора. 
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На вход подается начальное значение функции 𝜓(0), временной шаг  
𝑑𝑡 > 0, а также сила квантизации ħ > 0. 
Базовый алгоритм несжимаемого потока Шредингера представлен ниже.  
 
1.1.2. Уравнение Шредингера интегрированное по времени 
Данная функция приводить матрицу (сетку) к диагональному виду. Для 
этого используется алгоритм быстрого преобразования Фурье (БПФ). Для 
значений на гранях сетки – дискретное косинусное преобразование (ДКТ). 
Здесь 𝜆𝑣 – собственные значения трехмерного непрерывного оператора 
Лапласа. 
Функция интегрирования по времени уравнения Шредингера 
представлена ниже. 
 
Algorithm: Basic ISF 
Input:𝜓(0), 𝑑𝑡, ħ //начальное состояние и параметры 
for j← 0,1,2,… do 





 𝜓(𝑗+1) ← 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒𝑃𝑟𝑜𝑗𝑒𝑐𝑡(𝜓𝑡𝑚𝑝) 
end for 
Algorithm: Time integration of Schrödinger equation 
function 𝑆𝑐ℎ𝑟ö𝑑𝑖𝑛𝑔𝑒𝑟(𝜓, 𝑑𝑡, ħ) 
 ?̂? ← 𝐹𝐹𝑇3𝐷(𝜓) 
 ?̂? ← 𝑒𝑖𝜆𝑑𝑡
ħ
2?̂? 




1.1.3. Расчет давления 
Данная функция рассчитывает давление несжимаемой жидкости как 
внутри, так и на его стенки ограничивающего объема. 
Функция расчета давления представлена ниже. 
 
1.3. Тест производительности 
Реализованный алгоритм дыма Шредингера был протестировали на CPU 
и GPU. 
Бенчмарк (усредненние по набору из трех запусков) реализации 
заданного количества частиц (ось x), выполненная за время, измеряющиеся в 
миллисекундах (ось y). Синяя (нижняя) линия показывает время, затраченное 
на реализацию GPU. Красная (вверхняя) линия показывает время процессора. 
Algorithm: Divergence free constrain 
function 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒𝑃𝑟𝑜𝑗𝑒𝑐𝑡(𝜓) 
 for each 𝑣𝑤 ∈ ℰ do 
  ?̃?𝑣𝑤 = 𝑎𝑟𝑔〈𝜓𝑣, 𝜓𝑤〉ℂ 
 end for 
 for each 𝑣 ∈ 𝒱 do 







 end for 
 𝜉 ← 𝐹𝐹𝑇3𝐷(𝜉) 
 𝜉 ← 𝜉 {?̃?
−1
0
, 𝑖𝑓?̃? ≠ 0  
 𝑞 ← 𝐼𝑛𝑣𝐹𝐹𝑇3𝐷(𝜉) 




Результаты теста были получены на процессоре Intel i5 7–го поколения с GPU, 
интегрированным на том же чипе[2].  
Полученные после проведения испытаний, результаты представленные 
ниже (рис.3), демонстрируют, что модель можно ускорить даже для 
использования на встроенных графических процессорах без каких–либо 
кардинальных изменений в ее логике. 
 
Рисунок 3. Бенчмарк реализации заданного количества частиц, выполненная за 
время, измеряющиеся в миллисекундах. 
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Глава 2. Вязкость 
В этой главе рассказывается о теоретической возможности добавления 
параметра вязкости в алгоритм моделирования несжимаемых жидкостей, 
которая позволит моделировать вязкие несжимаемые жидкости. 
2.1. Уравнение неразрывности 
Данное уравнение является выражением закона сохранения массы в 
элементарном объеме, или по–другому – связи изменения потока массы газа 
или жидкости и скорости изменения плотности вещества со временем в 
пространстве [7]. 




+ div 𝜌𝑣 =
𝜕𝜌
𝜕𝑡
+ 𝜌 div 𝑣 + 𝑣 ∙  𝑔𝑟𝑎𝑑 𝜌 = 0 
где 𝜌 = 𝜌(𝑥, 𝑦, 𝑧, 𝑡) – плотность газа или жидкости, 𝑣 = 𝑣(𝑥, 𝑦, 𝑧, 𝑡) – 
вектор скорости газа или жидкости в точке, имеющей координаты (𝑥, 𝑦, 𝑧) в 
момент времени 𝑡, вектор 𝜌𝑣 – плотность потока жидкости.  
Если уравнение составляется для однородной несжимаемой жидкости, то 
𝜌 = 𝑐𝑜𝑛𝑠𝑡 и уравнение имеет вид: 
div 𝑣 = 0 
Из этого предполагается, что поле скорости можно считать 
соленоидальным (или вихревым). 
2.2. Уравнение сохранения импульса 
Вид этого уравнения зависит от наличия или отсутствия трения. 
Уравнение Навье–Стокса применяется для потоков с трением, уравнение 
Эйлера используется для потоков без трения. 
2.2.1. Уравнение Эйлера 
Данное уравнение является уравнением движения идеальной жидкости. 
Уравнение Эйлера для движения идеальной жидкости в поле тяжести имеет 
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следующий вид [7]. 
𝜕𝑣
𝜕𝑡




где 𝜌(𝑥, 𝑦, 𝑧, 𝑡) – плотность жидкости, 𝑝(𝑥, 𝑦, 𝑧, 𝑡) – давление в жидкости, 
𝑣(𝑥, 𝑦, 𝑧, 𝑡) – вектор скорости жидкости, 𝑔(𝑥, 𝑦, 𝑧, 𝑡) – вектор напряженности 
силового поля, ∇ – оператор набла для трехмерного пространства. 
2.2.1. Уравнение Навье–Стокса 
Уравнение Навье–Стокса – система дифференциальных уравнений в 
частных производных, которой описывается движение вязкой ньютоновской 
жидкости. В случае несжимаемой жидкости данная система состоит из двух 
уравнений – движения и неразрывности, однако в гидродинамике под 
уравнением Навье – Стокса понимается только одно уравнение движения. [6] 
Уравнение для жидкости в векторном виде записывается так: 
𝑑?⃗?
𝑑𝑡
= −(?⃗? ∙ ∇)?⃗? + 𝜈∆?⃗? −
1
𝜌
∇𝑝 + 𝑓 
где ?⃗? = (𝑣1, 𝑣2, … , 𝑣𝑛) – векторное поле скоростей, 𝑡 – время, ∇ – 
оператор набла, ∆ – векторный оператор Лапласа, 𝜈 – коэффициент 
кинематической вязкости, 𝜌 – плотность, 𝑝 – давление, 𝑓 – векторное поле 
массовых сил. 
При учете сжимаемости жидкости, а также постоянства динамической и 




+ (?⃗? ∙ ∇)?⃗?) = −∇𝑝 + 𝜂∆?⃗? + (𝜁 +
𝜂
3
) ∇ div ?⃗? 
где 𝜂 – коэффициент динамической (сдвиговой) вязкости, 𝜁 – 
коэффициент объемной вязкости. 
2.3. Вязкая несжимаемой жидкости 
В случае несжимаемой жидкости плотность 𝜌 = 𝑐𝑜𝑛𝑠𝑡, а уравнение 
неразрывности имеет вид  
div 𝑣 = 0 
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Если предположить, что вязкость будет постоянной по всему объему, то 















































































2.4. Метод проекционного ограничения скорости 
Мы строим первую форму скорости через проекцию ограничения, 
которая обеспечивает ограничение скорости и впоследствии обеспечивает 
исчезающую дивергенцию через проекцию давления. 
Метод проекционного ограничения скорости представлен ниже. 
 
Чтобы смоделировать струю (рис.4), потребуется применить 
фиксированную скорость в некоторой области Ω, сопле и на протяжении всего 
моделирования. 
Algorithm: Velocity constraint projection 
function 𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛(𝜓, Ω, 𝑘, ħ, 𝑡) 
 𝜓𝑡𝑚𝑝 ←  𝜓  
 𝜓𝑡𝑚𝑝|Ω ← 𝜉
𝑘,𝑡,ħ(|𝜓1|, |𝜓2|)
𝑇 




Рисунок 4. Смоделированная струя с применением фиксированной скорости в 
некоторой области Ω, сопле и на протяжения. Слева на право уменьшается параметр 
квантовой завихренности, иллюстрирующий более мелкие детали. 
 
Для этого мы используем метод принудительного воздействия на объем. 
[12]. Этот метод был разработан для стандартного метода моделирования 




𝑣(𝑣 ∙ ∇)𝑣 = 𝜈∆𝑣 − ∇𝑝 −
1
𝜂
𝑋Ω(𝑣 − 𝑣Ω ) 




Глава 3. Реализация 
3.1. Этапы реализации 
На рисунке 5 показаны какие этапы надо пройти, чтобы получить 
конечную реализацию кода. 
 
Рисунок 5. Этапы переноса алгоритма 
3.2 Библиотека ArrayFire 
Библиотека ускоренных вычислений ArrayFire представляет собой 
упрощенный способ для распараллеливания вычислительных операций с 
помощью включения в него GPU.  
ArrayFire – это универсальный вычислительный инструмент со 
свободным доступом к своему открытому исходному коду, который облегчает 
процесс разработки программного обеспечения для параллельных и массивно 
– параллельных архитектур, включая процессоры, графические процессоры и 
другие аппаратные ускорители [9]. 
Библиотека имеет ряд своих особенностей таких как [13]:  
• Доступно на C/C ++, Python  
• Объединяет и расширяет все доступные библиотеки CUDA и 
OpenCL, включая такие реализации FFT, BLAS и LAPACK 
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• Позволяет заменить 10 – 100X строк в исходном коде CUDA или 
OpenCL на несколько строк кода ArrayFire 
• Простая интеграция с приложениями CUDA и OpenCL 
• Содержит множество функций, необходимых для ускорения кода, 
включая арифметику, линейную алгебру, статистику, обработку 
сигналов изображений и связанных с ними алгоритмов 
• Поддерживает манипуляции с векторами, матрицами и N – 
мерными массивами 
3.3 CUDA 
CUDA – это параллельная вычислительная платформа, разработанная 
компанией NVIDIA для общих вычислений на графических процессорах 
(GPU) [14]. С помощью CUDA разработчики могут значительно ускорить 
вычислительные приложения, используя мощность графических процессоров.  
В GPU–ускоренных приложениях последовательная часть рабочей 
нагрузки выполняется на CPU, который оптимизирован для однопоточной 
производительности, в то время как вычислительная часть приложения 
работает на тысячах ядер GPU параллельно.  
Инструментарий CUDA от NVIDIA предоставляет все необходимое для 
разработки GPU–ускоренных приложений. Инструментарий CUDA включает 
библиотеки с ускорением GPU, компилятор, средства разработки и среду 
выполнения CUDA. 
3.4. OpenCL 
OpenCL (Open Computing Language) –это низкоуровневый API для 
вычислений, работающий на графических процессорах с поддержкой CUDA 





В дополнение к OpenCL, NVIDIA поддерживает различные библиотеки 
с ускорением GPU и высокоуровневые программные решения, которые 
позволяют разработчикам быстро начать работу с GPU-вычислениями. 
3.5. Тестирования 
На рисунках 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 представлены результаты 
тестов скорости, зависящей от объемов. 
На рисунках 17, 18, 19 результаты загрузки ЦП. 



















































Все следующие задачи были реализованы: 
1. Изучить алгоритм несжимаемого потока Шредингера и 
оптимизировать его с помощью объекто – ориентированного 
языка программирования C#. 
2.  Найти теоретическое обоснование добавления параметра 
вязкости вещества в существующую модель. 
3. Перенести полученный код на GPU с использованием библиотеки 
ускоренных вычислений ArrayFire, которая позволяет запускать 
приложения на CUDA или OpenCL для параллельных вычислений. 
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