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This paper is concerned with stability under perturbations of functional 
differential equations. The type of perturbations considered are general 
enough to include perturbations in the arguments of the dependent variable. 
The method of investigation uses Lyapunov functionals to obtain scalar 
differential equalities whose solutions dominate the solutions of the perturbed 
equation. 
NOTATIONS AND BASIC DEFINITIONS 
In discussing functional differential equations, we will use the standard 
notation introduced by Hale; see [2]. Given a function X: [--4, A] + Rn, A, 
4 > 0, for 0 < t < A, denote by X$ the function x restricted to [t - q, t], 
that is, for 0 ,( t < A, -q < 0 < 0, ~~(0) = x(t + 8). 
By a functional differential equation is meant an equation of the form 
3i’(t> = f(4 4. (1) 
Here f is a mapping from R x C[--q, 0] into R”, where C[--q, 0] is the 
space of continuous functions from [-q, 0] to Rn. The norm on C[-q, 0] is 
given by II 4 II = ~uP-~w~ I W)l 2 where I +(0)l is a vector norm in Rn. 
Standard existence and uniqueness theorems apply to (1); see [2] for details. 
On occasion we will need to consider the restriction of x to the interval 
[t - 2q, t], rather than [t - q, t]. (For x defined on [-q, A), this is meaning- 
ful only for t 3 q.) Accordingly, we will also consider the space C[-2q, 0] 
of continuous functions from [-2p, 0] to Rn. The norm on C[-2q, 0] is 
given by II 9 I lz9 = ~UP-~,SBG~ / 4(0)l. For + E C[-q, 01, imbed 4 into C[-2q, 0] 
by some trivial extension so that I/ 4 (j = II 4 llsn, (e.g., 4(Q) = 4(--q), for 
-2q < e < -q). 
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By a functional V is meant a map from R x C -+ R. Given a functional V, 
define rr(t, +), the derivative of V with respect to Eq. (l), as follows: Let 
x,(t, , $) denote the solution of (l), defined for t 3 t, , with the initial con- 
dition aQt,, ,$) = 4. Then 
rr(t, +) is the upper right-hand derivative of V(t, +) along solutions of (1). 
1. ILLUSTRATION OF THE BASIC NOTION 
Consider the equation 
At) = -%47 (1.1) 
where L is a bounded linear map from C[--q, 0] into Rn, 11 L 11 < H. Let 
yt(t, , 4) denote the solution of (1.1) through 4 at t = t, . 
Suppose the origin is exponentially stable in (1. l), that is, for t > t, , and 
all 4, we have 
II ~t(& , +)II d Ke-“(t-to) II + II , a>o, K>l. (l-2) 
As is well known, there is a converse theorem due to Hale and Yoshizawa 
which asserts the existence of a functional I’(+) linear in + satisfying 
(a> lid II G W$> < KII$ II, 
(b) G.l(d) G -~W#- 
(1.3) 
Clearly, solving the inequality (1.3b), and using the bounds in (1.3a), one 
can obtain the estimation in (I .2), so (1.2) and (1.3) are equivalent. 
Hale goes on to consider the perturbed equation 
At) = Lb%) + w, 347 (1.4) 
when Y is some continuous map from R x C[--q, 0] into Rn. It can be 
readily shown, using the fact that I’ is linear in 4, therefore Lipschitzian, that 
V satisfies 
VI.4 < --olv + fir I qt, y,)l * (1.5) 
If we make some suitable assumption about Y, e.g., j Y(t, r#~)j < G(t, II+ II), 
with G(t, I) nondecreasing in r, then we obtain, using (1.5) and (1.3a), 
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and again by (1.3a), if u is a maximal solution of the differential inequality 
(1.6), ]I yt(t,, , $)]I < u(t), where now yt is a solution of (1.4). 
This is all well and good if Y possesses a bound G with suitable properties 
with respect to the CO-norm on [-q,O]. But if the equation we wish to 
analyze is j(t) = -uy(t) + by(t - r - I), for example, it is natural to 
let L(4) = --a9YO) + W--r), and Y(4) = !I[$(---r - ~(4)) - $(--r)]. The 
appropriate bound on Y in this case is 
which now involves the Cl norm of $ on [--4, 01. 
The purpose of this paper is to modify the functional V(4) in such a 
manner so that the modified functional W can be shown to satisfy a differential 
inequality similar to (1.6), but now reflecting the Cl-bound on Y. 
The procedure is as follows. The estimate (1.2) on the norm of yt can be 
extended to an estimate of 11 yt /Ia9 , the sup norm over [-2q, 01. This is 
evident as 
II Yt(to 3 4>112, = sup II Yt+6+0 9 4111 --4seso 
< sup Ke-“(t+e-tO) 114 Ij 
9 
< lYemqe-+-to) 11 r$ /I 
< Kle--) 11 I$ /lzq , where Kl = Ke”‘. (l-8) 
Now define W(+), using (1.8) and ]j yt /lag , so that W satisfies (1.3), with 
jj 4 I] replaced by I] 4 ]]aa. throughout, and Kr replacing K. 
Again it is easy to show that W satisfies 
We will first use a CO-estimate for Y, in our example, namely, 
Thus, on the interval [to , to + 41, W satisfies 
Wl,4 < --0rW + 2bW. 
Now, for t > to + q, note that 
(1*9) 
IN + 41 < H II yt+s II + 2 I b I II yt+e II < (H + 2 I b I) II yt 11~ .
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So, for t > t, + Q, 
I w, Yt)l d I b I 19, I * I dYt>l 
d I b I (H + 2 I b I) II Yt 1129. I dYt)l 9 
and for t >, to + q, W satisfies 
WI., < --0rw + Kl I b I (H + 2 I b I> I dYt>l w. 
I f  we now assume 1 T(+)[ is dominated by some function monotonic in 11 (b (I , 
e.g., I +$)I < g(ll$ II>, we obtain 
w1.4 < (-a + Kl I b I (H + 2 I b I)kv)) w (1.10) 
and by suitable hypotheses ong( W), we can obtain stability results concerning 
solutions of (1.4). 
Of course, inequality (1.9) applies on the initial lag interval, but this is 
linear in W, and the solution at to + q can clearly be expressed in terms of the 
initial conditions at t, . So the controlling inequality is (l.lO), and solutions 
of this scalar differential inequality dominate solutions of (1.4), even though 
the perturbation Y is not necessarily small in the CO norm, but depends in an 
intrinsic manner on the Cl-norm. 
A typical example of the results obtainable in this fashion is to assume that 
1 T(+)I = O((l 4 [I) as / 4 I + 0. Then for W sufficiently small, (1.10) reduces to 
I&‘i.* < -(a/2) W, and the origin in (1.4) is locally exponentially stable. 
The remaining portion of this paper consists of various generalizations 
of the above, generalizing the type of estimate assumed, the type of perturba- 
tion Y allowed, and the unperturbed equation need not be linear. Section 4 
deals with applications to further illustrate the theory. 
2. THE UNPERTURBED EQUATION 
Consider the equation 
9w = -wP Yth (2-l) 
where L(t, 4) maps R x C[-q, 0] into R”, L is continuous in t, linear in $ 
and I L(t, 4)l < H II+ [I , for some constant H > 0, and all t > 0. Lety,(t, , 4) 
denote the solution of (1) through + at t = to . 
Assume that for all t, to , t > to 3 0, and all 4 E C[-q, 01, yt(to , 4) satisfies 
II MO , d>ll < Wo) eeG(t)-a(tJ’ II 4 II y (24 
where K is continuous and positive for t > 0, and 01 has a continuous deriva- 
tive for t > 0. 
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The following lemma is well known, [l]. 
LEMMA 2.1. Assume the solutions of (2.1) satisfy (2.2). Then there is a 
functional V(t, $), continuous for t 3 0, $ E C[-q, 01, which satisjies the 
following 
(4 II411 d Vt,+)<~(t)Il~//, 
(b) %,(t, $1 < -44 W, 4>, 
(4 I w $1) - w Ml G Wt) II 74 - 42 II * 
As in Section 1, it is easy to establish: 
(2.3) 
LEMMA 2.2. Assume 01 satisfies at least one of the following, for t > 0: 
(i) I &(t)j < C, (ii) h(t) < 0, or (iii) k(t) > 0. Then yt(t, , +) satis$es 
II yt(to , 9% ,< JWd e-(a(t)-o(to)) II4 L9 j (2.4) 
where under condition (i), K,(t,) = eQK(t,,), /? = cz; ;f  (ii) is valid, KI = K, 
,5 = 01, and if (iii) is satis$ed, /3(t) = a(t - q). 
K,(t,) z K(to) ea(to)-m(to-g). 
Using estimate (2.4), the same arguments used to establish Lemma 2.1 
imply the foIlowing lemma. 
LEMMA 2.3. Assume the solutions of (2.1) satisfy (2.4). Then there is a 
functional W(t, $), continuous for t 2 0, 4 E C[-q, 01, which satisjes the 
following. 
(4 II + L G WC4 $1 G W) II 9 ll2Q , 
(b) ~dt, d) < -/$t) W(t, 44, (2.5) 
(cl I W(t, 41) - W(t, ~z)l G fw) II 41 - 42 II%2 * 
With only weak restrictions on a(t) and K(t), a lemma similar to Lemma 2.1 
also appears in Hale [l] which applies to nonlinear systems, namely, the 
following. 
LEMMA 2.4. Consider the system 
n(t) = g(t, Xt), (2.6) 
g continuous in (t, 4) and LipschitGan in 4, for t 3 0, jj 4 11 < B, whose solutions 
satisfy (2.2). I f  al(t) is nondecreasing, K(t) bounded, and if, for some R, 0 < k < 1, 
there exists a T > 0 such that for all t > 0 
K(t) e-kralt+Tkaw < 1, 
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then there exists a function V(t, $), continuous for t > 0, I/ + 11 < B, such that 
(4 II $ II < W, +) d K(t) II 4 II y 
(b) %,k $4 < 41 - 4 2(t) W +h (2.7) 
(4 II W,#4 - Vt,+d G eLT SUP exp(+ + 4 - 4))) * IIA - 944. 
OS47 
Here L is a Lipschitz constant for g. 
Just as Lemma 2.1 has its nonlinear counterpart in Lemma 2.4, so does 
Lemma 2.3. We may state the following. 
LEMMA 2.5, Assume solutions of (2.6) satisfy (2.2), and let g, 01 and K 
satisfy the conditions of Lemma 2.4. Then there exists a functional W(t, $) 
continuous in t, +, for t 3 0, jj 4 (I < B such that 
and 
K,(t) = K(t) ea(t)-a(t-q), B(t) = 4 - 4h 
K,(t) = eLT sup e(l-P)a(t-w+r)-a(t-g). 
OS&T 
Here we must assume 
&(t) e--k[~(t+~)--4(t)l < 1. 
Proof. Equation (2.2) and k(t) > 0 imply by Lemma 2.2 that (2.4) is 
valid with Kr , /3 as given above. Then Lemma 2.4 applied to (2.4) gives 
Lemma 2.5. 
3. THE PERTURBED EQUATION 
Now consider the perturbed equation 
i(t) = L(t, 3) + Y(t, 4, (3.1) 
where Y(t, +) is continuous for t > 0, $ E C[-p, 01, and L is as in (2.1). The 
following lemma is also in [ 11. 
LEMMA 3.1. Assume that solutions of (2.1) satisfy (2.2), and let V(t,+) be 
the functional defined in Lemma 2.1. Then 
~3.& $1 < --6(t) w $4 + K(t) I WY +>I , for t > 0, + E C[--q, 01. 
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From Lemmas 2.2, 2.3, and 3.1, we readily obtain the following. 
LEMMA 3.2. Assume that the solutions of (2.1) satisfy (2.2), and assume (Y 
satisfies one of the hypotheses of Lemma 2.2. Let W be the functional defined in 
Lemma 2.3. Then 
Lemma 3.1 also may be applied to the nonlinear problem. 
LEMMA 3.3 Consider the perturbed equation 
i(t) = g(t, zt) + Y(t, 4 (3.2) 
where g and Y are continuous in (t, $), Lipschitxiun in rj for t > 0, 11 (b I[ < B. 
Assume that solutions of (2.6) satisfy (2.2), and assume that the conditions of 
Lemma 2.5 are valid. Then 
%.,ct, d> < -0 - 4 B(t) w, 4 + K,(t) WY 5% 
where W(t, d), /3 and K, are as defined in Lemma 2.5. 
The following two assumptions on Y(t, 4) will be referred to subsequently 
as the basic hypothesis. 
Assume 
I w, $>I d M(t, II 4 II), fort30, IICII <B, (3.3) 
and, if 4 E C[-q, 0] h as a continous derivative $, assume 
I w $41 < m II d II f II d II>, for t 3 0, II C II G B. (3.4) 
Here M(t, r), N(t, r, s) are continuous in all arguments, M is nondecreasing 
in t and I, independently, and N is nondecreasing in r and s independently. 
In addition, assume M(t, 0) = 0 for t 3 0. 
Then we may state the following. 
THEOREM 3.4. Assume solutions of (2.1) satisfr (2.2), and a(t) satisfies one 
of the conditions of Lemma 2.2. Assume Y satisjies the basic Hypotheses 3.3 and 
3.4. Let z,(t, 4) denote a solution of (3.1) with initial condition 4 at t = t, . Let 
u(t) be the maximal solution of: 
ti = -p(t) u + KI(t) M(t, u), for to < t d to + q (3.5) 
and 
zi = -&t> u + K,(t) N(t, u, Hu + M(t, 4, for t 3 to + 4, (3.6) 
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with u(tO) = W(t, , 4). Then for ? 3 t, , and wherever u(t) is deJned, we have: 
II ~&II 9 b)ll < u(t)* (3.7) 
Proof. From Lemma 3.2, it is clear that on [to, t, + Q], 3.3 implies 
%.I(4 54 < -B(t) v9 $) + W) w4 5% 
using 2Sa. For t > t,, + 4, (3.1) and (3.3) imply 
I 2(.(t + e)l < H II ~,+,(t, , #II + JW + 4 II ~t+&o ,4>II), 
(3.8) 
so that 
II f, II < HII it l/w + W, II Zt l/z/J, t 3 t, + q- (3.9) 
And for t > t, + q, .zt has a continuous derivative ,& , so (3.4) and (3.9) imply 
I W, 41 6 W, II it II , H II it l/w + We II it II). (3.10) 
By Lemma 3.2, it follows that for t 3 to + q, 
%.,(t, C) < -b(t) JV, +) + W) W, JW, 4h HW, 4) + Wt, Wt, +))I, 
(3.11) 
using (3.10), and (2.5a) again. 
From standard arguments, (see [3]), it follows that as W(t, zt) satisfies (3.8) 
and (3.1 l), then W(t, zt) < u(t) w h erever u(t) is defined. But again by (2.5a), 
II at II < W(t, zt), and (3.7) follows. This completes the proof of Theorem 1. 
Remark 3.5. Observe that in (3.5), u = 0 is a solution. So by the usual 
continuity theorems (see [3]), given t, , q, u(t) is defined on the interval 
[to , t, + q], and u(t, + q) can be made as small as desired, provided only 
that u(t,,) is sufficiently small. Thus (3.6) is the equation which governs 
solutions of (3.1) for large t. 
Theorem 3.4 also has a nonlinear version. 
THEOREM 3.6. Consider the perturbed equation (3.2), and assume Lemma 
3.3 is valid. Assume Y(t, q%) satisJies the basic Hypotheses 3.3 and 3.4. 
Assume 
I At> $11 < G(t, II 4 II), t 20, II411 GB, (3.12) 
where G(t, I) is continuous and monotonic in both variables. Let z,(t, , 4) denote a 
solution of (3.2) through 4 at t = 0. Let u(t) be a maximal solution of 
zi = -(1 - k)fi(t) u + KS(t) Iw(t, u), for to < t < cl + 4, (3.13) 
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c = 41 - h) ,B(t) * + K,(t) N(t, u, G(t, *) + M(t, *>>, 
with 
Go) = wto 3 $1. 
Then for t 3 t,, , and wherever u(t) is defined, we have 
II 4to 3 +>ii G w 
for t > t, + 4, 
(3.14) 
(3.15) 
The proof of Theorem 3.6 proceeds exactly as that of Theorem 3.4 and will 
not be given. Note also that Remark 3.5 applies to (3.13) also, so Eq. (3.14) 
governs solutions of (3.2) for large t. 
4. APPLICATIONS 
The purpose of this section is to illustrate the use of Theorem 3.4, for as 
stated, it is somewhat general in form. The applications of Theorem 3.6 
are similar, and will be discussed only briefly. 
In order to apply Theorem 3.4, one must be able to provide estimates on 
the behavior, for large t, of solutions of (3.6). 
zi = -B(t) u + Kl(t) N(t, u, Hu + M(t, u)). 
Here M, N bound the perturbation Y in the Co, Cl norm respectively, 
and p, Ki reflect the stability properties of the unperturbed equation. 
The following two simplifying assumptions include the most important 
types of stability, and certainly the types most usually present. These assump- 
tions are made only to simplify the following. Equation (3.6) can be analyzed 
under much more general hypotheses; see for example [l]. 
P(t) = of, (T > 0, K,(t) a constant, for all t > 0. (4.1) 
B(t) = 0, and Kl a constant, for all t 2 0. (4.2) 
Of course 4.1 is equivalent to assuming (2. I) is exponentially asymptotically 
stable, and 4.2 is equivalent to assuming 2.1 is uniformly stable. 
M, the CO-bound on Y is not as significant as the Cl-bound N, so for 
simplicity, let us assume M is independent of t, that is, 
for t 3 0, 4 E CL-q, 01, II C II < & (4.3) 
where m(r) is continuous and nondecreasing in I, m(0) = 0. 
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With the above assumptions, the dominating equation (3.6) reduces to one 
of two types. 
If (4.1) and (4.3) are assumed, (3.6) becomes 
ti = --o-u + K,N(t, u, Hu + m(u)), (4.4) 
or, if (4.2) and (4.3) are assumed, we have 
zi = K,N(t, u, Hu + m(u)). (4.5) 
To consider (4.4) first, a natural question to ask, since the unperturbed 
system is exponentially stable, is “what conditions on N and m imply u + 0 
as t -+ cc ?“. 
One simple condition is the following well-known result. 
THEOREM 4.1. Assume 4.1 and 4.3 are satisfied. Suppose there exists a 
continuous function #(t), t 3 0, such that 
NO, u, Hu + m(u)) < W) I u I , for t 3 0, j u 1 < D. (4.6) 
Then, ;f  there exists positive constants T, T,, , and y, y  < I, such that 
1 
s 
t+T  
-L 
4(s) ds < g for t > T,, , 
1 
(4.7) 
then Eq. (4.4) is exponentially stable at u = 0. 
Remark 4.2. Condition 4.7 includes the following 
N(t, u, Hu + m(u)) = o(I u I) as Iu/-+O, (4.8) 
uniformly in t for t >, 0, for we may take z)(t) = E, for a suitable small con- 
stant E, in some D-neighborhood of u = 0. 
G(t)+0 as t-co, (4.9) 
(4.7) is valid for T,, sufficiently large, and T = 1. 
s oa Kt) dt < ~0, 
(4.10) 
for again (4.7) is valid for T,, sufficiently large, and T = 1. 
Now the next question is: What types of perturbations Y will provide 
estimates satisfying (4.6) ? A simple class of examples is furnished by the 
following. 
j(t) = i A&y@ - r&N, 
61 
(Unperturbed Equation) (4.11) 
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where the origin is exponentially stable, ri(t) E [0, T], ri and Ai are continuous, 
Ai bounded in norm, for t >, 0. 
At) = i 4t>Y(t - yiw - Ti(4 Yd 
i=l 
(Perturbed Equation), (4.12) 
where each ~$(t, 4) is a continuous functional from R x C[-q, 0] -+ R, 
4 > r, and we will need some additional conditions to assure the equation 
is a retarded equation with bounded lags. 
Let 
Y(t, I$) = i &(t) [$(-r&) - Ti(4 $>) - d(-r&>)l* 
i=l 
Clearly 1 Y(t, +)I < 2H /I + 11 , where 
H = m;x i 1 A,(t)1 . 
i=l 
So m(s) = 2Hs. And if 4 has a continuous derivative, it is also clear that 
I W +>I G W, II 4 II) II 4 II 3 
where I ~~(t, $)I < ~(t, II 4 11) for 1 < i < k. Assuming ~(t, U) monotonic in u, 
let N(t, U, s) = HT(~, U) s. Then 
N(t, u, Hu + m(u)) = HT(t, u) (3fh) = 3H%(t, u) u. 
Referring to (4.6), clearly 
#(t) = 3H%(t, D), for t 3 0, I u I < D. 
So (4.7) is satisfied if either ~(t, u) -+ 0 as u + 0, uniformly for t 3 0; or 
~(t, D) + 0 as t --+ co; or s: ~(t, D) dt < co, for under these assumptions, 
(4.8), (4.9) or (4.10), respectively, are valid. 
In addition, we must require that for some q > Y, 0 < yi(t) + Ti(t, 4) < q 
for I # ) < D. If ~(t, u) -+ 0 as u ---f 0, uniformly for t > 0, this can be 
obtained for D sufficiently small. In the other two cases above, this becomes 
an additional assumption. 
The foregoing is summarized in the following. 
THEOREM 4.3. Consider 
j(t) = i A&)y(t - r&> - 4, YtD 
i=l 
(4.12) 
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Assume the unperturbed equation (ri = 0) is exponentially stable, 0 < ri(t) < Y, 
ri , A, are continuous, and &, 1 Ai < H, for t > 0, and constants T and H. 
Assume T(t, u) is continuous in t and u, monotonic in u, and 1 Ti(t, +)I < T(t, 11 $J 11) 
for 114 11 < B. Assume there is a constant D < B and q > r such that 
0 < ri(t) + Ti(t, 4) < q for (14 (1 < D, t > 0. Then the origin in (4.12) is 
exponentially stable, if 7 satis$es any of the following. 
7(t, u) -+ 0 as u + 0, uniformily in t for t 3 0, (4.13) 
r(t, D) + 0 as t-03, (4.14) 
s 
om T(t, D) dt < co. (4.15) 
Theorem 4.3 includes some examples in Grossman and Yorke [5] on 
exponential stability for perturbed delay equations. 
The perturbations in the lag considered thus far are bounded lags which 
become small either as ]I + II -+ 0 or t -+ co. The method of approach used is 
sufficiently simple that more general lags are allowed. Consider the following. 
THEOREM 4.4. Consider 4.12 
j(t) = i Ai(t) y(t - ri(t> - Ti(t, Yt))* 
i=l 
Assume the unperturbed equation (Ti = 0) is exponentially stable, i.e., 
I rt(to , #II < Ke-+to) II + II , and 0 < ri(t) < Y, Yi , A, are continuous, and 
Cf=, I Ai < H, for t 3 0 and constants I, H. Assume T(t, u) is continuous 
in t, and u, monotonic in u, and 0 < ri(t, 4) < T(t, II 4 11) for II+ 11 < B, 
1 < i < k. Given q > r, assume there exists constants D, k, a, b, a > 0, 
k<q--r,suchthatforO<u<D, 
r(t, u) < k + uatb, (4.16) 
and, given E > 0, there exists 6 > 0 and T 3 0 such that for 0 < u < 6, 
t >, T, 
7(t, u) < e + UQP. (4.17) 
Then given y < 1, there exists a constant K, and a continuous function p(t), 
=ch that if II d II < &J, ad yt is a solution of (4.12) with yt, = 4, then 
(I yt I/ < K4e-(1--v)o(t--to) I/+ 11 , for t >, t, . 
Proof. 11 yt )I is dominated by u(t), the maximal solution of 
li < --oil + 2KeaQHu, for to < t < to + q, (4.18) 
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and 
with 
zi < -uu + 3Ke”gH2T(t, u) u, for t 3 to + 4, 
u&J = w, > 4). 
(4.19) 
Of course, one must note in this case that (4.12) is meaningful only for those 
solutions yt such that ~(t, /[ yt 11) < q - r. S o u dominates solutions of (4.12) 
only under these additional restrictions. 
Choose y < 1, and to > 0. Given K, 0 above, let Ki = &+. Choose E 
in (4.17) so that E . 3K,H2 < yo/2. This determines 6 and T. Equation (4.18) 
shows that u(t, + q) may be made as small as desired by taking u(t,) suffi- 
ciently small. If t, + q < T, then, from (4.16), for / u / ,( min(D, l), (4.19) 
becomes 
zi = (-u + 3KlH2(k + Tb)) u, to+q<t<T. (4.20) 
And again, from (4.20) it follows that u(T) may be made as small as desired 
by taking u(t,, + q) sufficiently small. So for t 3 max(T, t, + q), (4.19) 
becomes 
ti = (-u + 3KlH2c + 3KlH2uatb) u. (4.21) 
But for U( T) small enough, it is known (see [4, pp. 318-319]), that the maximal 
solution u(t) of (4.21) satisfies 
1 u(t)1 < K2e-c1-v)oct-T) 1 u(t)/ , for t > T, 
and some constant Ka . It follows that if 114 // < p(tJ, then u(t), the maximal 
solution of (4.18) and (4.19), with u(t,,) = W(t,, ,$) satisfies 
for t 3 t, , for some K4 > 0. (4.22) 
Further, p(tJ may be further restricted so that 
a 
pa& e 
-a&vb(t-t ) h ot &q-k--r, for t > t, . (4.23) 
Then IIyt // < u(t) allows the conclusions that by (4.22), zero is asymp- 
totically stable in (4.12), and from (4.23), the lag in (4.12) is restricted to the 
interval [-q, 0] for those solutions whose initial condition is bounded in 
norm by p(t,). This completes the proof of Theorem 4.4. 
As a concrete example of the above theorem, note that for 1 b 1 < a, the 
origin is exponentially stable for any lag Y  in 
see [2, pp. 54-551. 
j(t) = -q(t) + by@ - r); 
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Theorem 4.3 allows the conclusion that the origin is still exponentially 
stable for the following equations 
j(t) = -ay(t) + by@ - y  -y”(t)), 
9(t) = -y(t) + by (t - r - *, ) 
j(t) = -arc4 + by(t - y  - 7(t)), 
where 0 < y(t) < c, and sz 7(t) dt < 00, and 17 need not approach zero as 
t--,cQ. 
Theorem 4.4 allows a similar conclusion for 
j(t) = -y(t) + by(t - y  - t”y(t)), 
although in this case the stability is not uniform. 
In the case where the unperturbed equation is uniformly stable, i.e., Eq. 
(4.5) dominates solutions, the same analysis as above leads to the following. 
THEOREM 4.4. Consider 4.12 
j(t) = i A,(t) y(t - rJt> - %@,Yt>)* 
i=l 
Assume the unperturbed equation (T$ = 0) is uniformly stable, 0 < ri(t) < r, ri , 
Ai are continuous, and CF=, / A,(t)1 < Hfor t 3 0, and some constants r and H. 
Assume there are constants q > Y, and D < B such that 0 < Ti(t, 4) + ri(t) < q 
for t > 0, + E C[-q, 01, II+ I/ < D. Let T(t, u) be continuous in t and u, mono- 
tonic in u, and I Ti@, $11 ,< T(t, II + II), for II $ II < Q 1 G i < A. If 
sr T(t, 0) dt < co, then the origin in (4.12) is stiZ1 uniformly stable. 
The proof consists simply of noting that now solutions of (4.12) are 
dominated by solutions of the equation 
C(t) = 3KH2T(t, u) u, 
and solutions to this are clearly uniformly bounded for all t > 0. 
An example of a nonlinear system is given by 
i)(t) = i %(t,Y(t))Y(t - yiw, (4.24) 
i=l 
where we assume the origin is exponentially stable, i.e., (2.2) is satisfied, with 
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or(t) = at, u > 0, K(t) = K > 0. Assume further ri(t), ai(t, y) are continuous 
in t, y, aj is lipschitzian on y with Lipschitz constant Lj , and 0 < rj(t) < r, 
Here H(t, u) is continuous and monotonic in t and U. 
Sufficient conditions on the a, and ri for exponential stability appear in the 
literature; see [2] or [6], for examples. One can readily verify that if 
then the conditions of Lemma 2.4 and Lemma 2.5 are satisfied for 
T = (log K)/ko + q/k and the Lipschitz constant for V(t, 9) and W(t, $) is 
K, = e(L+(l--k)o)T, where L = C$ L+ . 
If we consider the perturbed equation 
j(t) = i fZj(t, y(t)) y(t - ‘iCt) - Ti(tP Yt)), (4.25) 
i=l 
where as before 0 < rj(t) + Ti(t, +) < q, for some q > Y  and I] 4 ]I < D < B, 
with j Ti(t, +)I < T(t, ]I 4 11) for all i, the dominating equation in this case, a 
specialization of (3.14), is 
Ii = -(l - k) ou + 3KszP(t, u) T(t, U) 24. (4.26) 
And accordingly, the role of the function 4(t) in the previous analysis is 
played by 3K2H2(t, U) T(t, U) here. If one assumes H(t, U) is uniformly 
bounded for t > 0, 1 u I < B, this reduces to the cases considered above. This 
case includes some results of Stephan [6]. 
The boundedness of H is clearly a reasonable hypothesis, but there are 
evidently other assumptions one could discuss in analyzing (4.26). These will 
not be discussed further. 
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