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Запропонована обчислювальна технологiя побудови метамоделей для задач оптимального синтезу
антен. Дана обчислювальна технологiя створена з використанням методiв iнтелектуального аналiзу
даних, штучного iнтелекту та сучасних комп’ютерних методiв планування експерименту. Для побудови
апроксимацiйної моделi застосовано математичний апарат штучних нейронних мереж, а саме RBF-
мережi. Комп’ютерний план експерименту виконано за допомогою ЛП𝜏 -послiдовностей Соболя (𝜉1, 𝜉2),
якi в загальному випадку рiвномiрно заповнюють точками простiр пошуку в одиничному гiперкубi.
Верифiкацiя запропонованої технологiї виконана на тестових функцiях цiлi двох змiнних. Отриманi
метамоделi мають достатньо високу точнiсть апроксимацiї та покращену обчислювальну ефективнiсть.
Створена обчислювальна технологiя побудови метамоделей забезпечує високу швидкiсть моделювання,
що робить можливим реалiзацiю процедури оптимального синтезу антен. Ця технологiя є ефективною
та коректною для бiльш складних задач апроксимацiї багатовимiрних гiперповерхонь.
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Вступ
В теорiї антен задачi синтезу випромiнюючих
структур з апрiорi заданими властивостями пред-
ставляють найбiльший iнтерес i характеризуються
суттєвими труднощами при їх рiшеннi [1, 2]. При
цьому в якостi початкових даних для проектуван-
ня розглядається частiше за все заздалегiдь зада-
ний розподiл електромагнiтного поля в просторi.
Окрiм дiаграми спрямованостi можуть також ви-
користовуватися i iншi критерiї, наприклад, такi,
що формулюють вимоги до коефiцiєнту спрямованої
дiї антени, завадозахищеностi, мiнiмiзацiї впливу
одних випромiнюючих елементiв на iншi. Резуль-
татом синтезу є визначення форми, просторової
конфiгурацiї та геометричних параметрiв випромi-
нюючої структури, якi забезпечують реалiзацiю не-
обхiдних критерiальних характеристик або кожної
окремо, або всiх в сукупностi [3, 4]. Аналiз випро-
мiнюючої структури, як правило, виконується на
основi громiздкого чисельного рiшення задач еле-
ктродинамiки, записаних у виглядi iнтегральних чи
диференцiальних рiвнянь теорiї поля в частинних
похiдних iз вiдповiдними граничними та початко-
вими умовами, що само по собi не є тривiальним i
вимагає достатньо великих затрат часу [5,6].
Структурно-параметрична постановка задач
синтезу антен є бiльш доцiльною та перспектив-
ною у порiвняннi з їх можливим параметричним
формулюванням в сенсi досягнення максимально
ефективних технiчних параметрiв згенерованих
випромiнюючих конструкцiй [7, 8]. Складнощi фор-
малiзацiї в реалiзацiї такого пiдходу можуть бути
вiднесенi до одного iз його недолiкiв, але далеко
не єдиного. Значнi обчислювальнi i часовi ресурси,
якi необхiднi для генерацiї структур-претендентiв
iз обов’язковим визначенням кращих геометри-
чних показникiв для кожного варiанту, призводять
до важко переборних, а в деяких випадках не-
переборних, складнощiв при виборi оптимальної
альтернативи [9, 10].
При рiшеннi задач синтезу даного класу ефе-
ктивним представляється застосування методу су-
рогатної оптимiзацiї, який використовується для
широкого кола задач, зокрема в аерокосмiчнiй про-
мисловостi, турбiнобудуваннi, будiвництвi та iн-
ших [11–15]. Основна iдея методу полягає в насту-
пному [16–19]. Цiльова функцiя, що задана алго-
ритмiчно i базується на обчислювально-затратних
математичних методах моделювання електродина-
мiчних процесiв, замiнюється iншою, отриманою
шляхом апроксимацiї, менш точною у порiвняннi
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з початковою, але яка має значно бiльш високу
обчислювальну ефективнiсть.
Така замiна робить реально можливим рiшен-
ня задачi оптимального синтезу в оптимiзацiйнiй
постановцi. Замiнюючу функцiю, отриману в ре-
зультатi апроксимацiї, називають метамоделлю. На
вiдмiну вiд побудованих на фiзичних принципах
метамоделi отримують iз застосуванням методiв iн-
телектуального аналiзу даних та використанням
навчального набору з метою максимально точної пе-
редачi поведiнки функцiї цiлi, яку моделюють. На-
вчальна вибiрка даних складається iз певної суку-
пностi пар “точка-значення функцiї”. Пiд “точкою”
розумiють вхiдний вектор в багатовимiрному про-
сторi, який характеризує в даному випадку ознаки
конструкцiї антени, а також умови її функцiонува-
ння. “Значення функцiї” представляють собою вихi-
дний вектор, який описує критерiальнi властивостi
випромiнюючої структури, що проектується. Надалi
метамодель використовують у розв’язку задачi син-
тезу з використанням сучасних ефективних методiв
оптимiзацiї [20–22,27].
Має сенс на першому етапi дослiджень розроби-
ти узагальнену обчислювальну технологiю побудови
метамоделей з наступним її тестуванням на скла-
дних поверхнях вiдгуку; на другому — з використа-
нням цiєї технологiї побудувати метамоделi антен
рiзних типiв з подальшим їх синтезом на завершаль-
ному етапi, дотримуючись логiки, запропонованої,
наприклад, в роботах [23–26]. В данiй статтi основна
увага сконцентрована на створеннi загальної обчи-
слювальної технологiї побудови метамоделей.
1 Аналiз дослiджень щодо по-
будови метамоделей
Дослiдниками в областi оптимiзацiї пропонує-
ться широке коло методiв побудови метамоделей,
що вiдрiзняються пiдходами до апроксимацiї. Серед
найбiльш застосованих алгоритмiв видiляють: алго-
ритми нелiнiйного регресiйного аналiзу Polynomial
Regression, регресiї на основi гаусiвських проце-
сiв [12, 13], Multivariate Nonparametric Regression,
Support Vector Regression та iнш.; крiгiнг (ядерну
гребеневу регресiю); адаптивнi алгоритми регресiй-
ного аналiзу МАRSplines [28]; еволюцiйнi алгори-
тми самоорганiзацiї, зокрема, iтерацiйний алгоритм
групового методу обробки даних МГУА; алгори-
тми штучних нейронних мереж Artificial Neural
Networks [29].
В полiномiальних моделях проблемою є вибiр
порядку моделей, отже вiд апрiорi визначеного її
виду значною мiрою залежить точнiсть вiдтворення
поверхнi вiдгуку функцiї цiлi. На практицi порядок
моделi змiнюють iтеративно в бiк пiдвищення.
Регресiя на основi гаусiвських процесiв передба-
чає наявнiсть апрiорних знань щодо коварiацiйної
функцiї, що є необхiдним при оцiнюваннi параме-
трiв цих процесiв. Крiм того, обчислювальна скла-
днiсть методу невиправдано висока.
Створенню метамоделей за допомогою крiгiнгу
присвячена наступна робота [19]. Розрахунок пара-
метрiв моделi виконується методом максимальної
правдоподiбностi. Метод передбачає виконання до-
сить громiздких матричних перетворень для розра-
хунку виходу моделi i, як наслiдок, суттєвих затрат
часу зi збiльшенням розмiрностi задачi.
Одним iз методiв рiшення регресiйних задач,
де не використовують передбачення про вид фун-
кцiональної залежностi мiж змiнними, є багатомiрнi
адаптивнi сплайни (МАRS-сплайни). Для розра-
хунку невiдомих коефiцiєнтiв використовують ме-
тод найменших квадратiв або градiєнтний метод.
Основним недолiком методу найменших квадратiв
є значнi часовi затрати на розрахунок коефiцiєнтiв
моделi у випадку рiшення задачi великої розмiрно-
стi.
Метод МГУА заснований на сортуваннi поступо-
во ускладнених моделей iз вибором їх оптимальної
структури. В якостi базових моделей використову-
ються полiноми, нелiнiйнi функцiї. Метод потребує
додаткових затрат часу на пошук ефективного виду
моделi.
Потужним апаратом для апроксимацiї скла-
дних залежностей є штучнi нейроннi мережi [30].
В багатьох випадках застосування обмежуються
двома типами мереж: багатошаровим персептро-
ном (MLP-мережi), мережi на основi радiально-
базисних функцiй (RBF-мережi). Багатошаровий
персептрон прямого розповсюдження складається iз
вхiдного шару, який має велику кiлькiсть сенсорних
елементiв; одного або декiлькох прихованих шарiв
обчислювальних нейронiв iз рiзноманiтними фун-
кцiями активацiї та вихiдного нейрону. Для навча-
ння нейронної мережi використовують алгоритми
нелiнiйної оптимiзацiї, в тому числi сучаснi мета-
евристичнi, що забезпечують пошук глобального
екстремуму. Для пiдвищення ефективностi рiшення
задачi за допомогою багатошарового персептрону,
окрiм вдалого вибору алгоритму навчання, необ-
хiдно застосовувати методи оптимiзацiї структури
мережi для кожної конкретної задачi.
Мережа на основi радiально-базисних функцiй
має в своєму складi: вхiдний шар, з’єднуючий мере-
жу з середовищем спостереження; прихований шар
(або промiжний) – складається з радiальних еле-
ментiв з ядерними базисними функцiями активацiї;
лiнiйний вихiдний шар – звичайний одношаровий
персептрон, який в результатi налаштування ваг ви-
значає вихiд мережi. Дана мережа має ряд переваг,
серед яких наявнiсть всього лише одного прихова-
ного шару нейронiв, що iстотно спрощує характерну
для нейронних мереж задачу вибору кiлькостi при-
хованих шарiв i робить цей вибiр визначеним, i
швидке навчання, обумовлене можливiстю застосу-
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вання добре вивчених методiв лiнiйної оптимiзацiї
при пiдборi параметрiв лiнiйної комбiнацiї у вихi-
дному шарi мережi. До недолiкiв RBF-мережi вiдно-
сять бiльшу чутливiсть до “прокляття розмiрностi”.
Одним iз вiдомих пiдходiв побудови метамоде-
лей є використання декiлькох моделей [31,32], тобто
гiбридний. Такий пiдхiд використовують, якщо роз-
мiрнiсть простору вхiдних параметрiв достатньо ве-
лика, а апроксимуюча залежнiсть характеризується
нелiнiйною та нерегулярною поведiнкою i викори-
стання стандартних методiв побудови метамоделей
не дає необхiдну точнiсть. Тодi передбачається роз-
биття простору пошуку на декiлька областей, в
яких виконується побудова апроксимацiйної зале-
жностi, а загальна метамодель будується за допомо-
гою “зшивки” апроксимацiй. Але цей метод вiдзна-
чається значною складнiстю та використовується на
практицi рiдко.
Таким чином, для побудови апроксимацiйної мо-
делi, на думку авторiв, найбiльш перспективним є
математичний апарат штучних нейронних мереж.
Для подальших дослiджень в чисельних експери-
ментах використовується RBF-мережа з ядерною
функцiєю активацiї Гауса.
Метою даних дослiджень є створення адекватної
обчислювальної технологiї побудови метамоделей,
яка дозволяє забезпеченням високої швидкостi мо-
делювання, ефективну реалiзацiю в прийнятному
часовому вiдрiзку процедури оптимiзацiї антен i
яка є першим етапом виконання задачi сурогатного
синтезу.
Реалiзацiя технологiї вимагає рiшення декiль-
кох задач, якi мають значний вплив одна на одну:
побудови метамоделi засобами багатовимiрної апро-
ксимацiї поверхнi вiдгуку, що тягне за собою задачу
вибору плану експерименту i, на завершальному
етапi, встановлення iнформативностi i валiдностi
отриманої метамоделi.
2 Побудова метамоделей
Вихiд RBF-мережi формується як лiнiйна ком-
















де ?⃗? – вхiдний вектор ?⃗? = (𝑥1, 𝑥2, ..., 𝑥𝑙), 𝑙 —
кiлькiсть змiнних цiльової функцiї; 𝑚 – кiлькiсть
нейронiв прихованого шару; 𝑤𝑘 – вага зв’язку ви-
хiдного нейрона з 𝑘-м нейроном прихованого шару;
𝜙𝑘 (?⃗?) – гаусiвська функцiя активацiї прихованого
шару; 𝑎𝑘 – ширина 𝑘-го нейрона; 𝑟𝑘 – радiус 𝑘-го
нейрона:





+ (𝑥𝑧 − 𝑐𝑥2𝑘)
2
+ ... + (𝑥𝑙 − 𝑐𝑥𝑙𝑘)
2
,
?⃗?𝑘 – вектор координат центру 𝑘-го нейрона, який
мiстить координати 𝑐𝑥1𝑘, 𝑐𝑥2𝑘, ..., 𝑐𝑥𝑙𝑘.
Завдання апроксимацiї RBF-мережею зводиться
до оптимального вибору ваг вихiдного шару, кiль-
костi радiальних функцiй (нейронiв), а також їх
параметрiв: центрiв розташування цих функцiй та
їх ширини, якi є нелiнiйними параметрами прихова-
ного шару. З цiєю метою мiнiмiзується функцiонал






𝑤𝑘 · 𝜙𝑘 (?⃗?) − 𝑓𝑘
]︃2
→ min,
де 𝑓𝑘 — вiдповiдне iстинне значення функцiї вiдгуку
в точках заданого плану.
Оскiльки процес навчання нейронної мережi ви-
конується за точними значеннями цiльової функцiї в
точках вхiдного вектора ?⃗?, то виникає завдання по-
будови плану експерименту. Топологiя гiперповерх-
нi вiдгуку може бути досить складною, тому доцiль-
ним є використання не класичних методiв плануван-
ня експерименту, а комп’ютерних методiв заповнен-
ня багатовимiрного простору пошуку випробуваль-
ними точками. Комп’ютернi методи забезпечують
однорiдне заповнення точками простору пошуку, в
яких в подальшому розраховуються значення то-
чної цiльової функцiї. Вiдомими комп’ютерними
алгоритмами, що реалiзують цю операцiю, є генера-
тори послiдовностi точок Холтона, Чебишева, Собо-
ля. На даний час ЛП𝜏 -послiдовностi Соболя мають
кращi властивостi рiвномiрного розподiлу точок в
одиничному гiперкубi нiж будь-якi iншi вiдомi науцi
послiдовностi. Теорiя побудови ЛП𝜏 -послiдовностей
(𝜉1, 𝜉2, . . . , 𝜉52), алгоритми їх генерацiї та властиво-
стi наведенi в роботi [33]. ЛП𝜏 -послiдовностi дозво-
ляють у порiвняннi iз регулярними планами отри-
мати таке розташування точок плану експерименту,
коли вони забезпечують з максимальною ймовiрнi-
стю їх близьке розмiщення до екстремумiв та пере-
гинiв багатовимiрної поверхнi вiдгуку. Слiд також
вiдзначити, що в задачах багатовимiрної апрокси-
мацiї поверхнi саме точки екстремуму та перегину
є найбiльш iнформативними для створення метамо-
делi.
Перелiченi переваги застосування ЛП𝜏 -
послiдовностей при плануваннi багатофакторного
експерименту для отримання регресiйних моде-
лей дозволяють їх ефективне використання для
вирiшення задач сурогатної оптимiзацiї. Рис. 1 а
графiчно демонструє результати застосування ЛП𝜏 -
послiдовностей Соболя (𝜉1, 𝜉4) для планiв з рiзною
кiлькiстю точок в одиничному квадратi. За допомо-
гою ЛП𝜏 -послiдовностей Соболя можна отримати
рiзноманiтнi плани, комбiнуючи варiанти можливих
рiвномiрних послiдовностей, наприклад, (𝜉1, 𝜉3),
(𝜉1, 𝜉7) i т.п. (див. рис. 1 б, в). На рис. 1 г показа-
но розташування ЛП𝜏 -послiдовностей для малої
кiлькостi точок N=16 в тривимiрному просторi
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k=3, а на рис. 1 д розташування вказаних точок
в пiдпросторах меншої розмiрностi 𝑘 = 2 для
поєднання факторiв (𝜉1, 𝜉2, 𝜉4). ЛП𝜏 -послiдовностi
характеризуються наступною властивiстю: прое-
кцiї 𝑁 точок в 𝑘-вимiрному просторi на будь-яку
грань багатомiрного одиночного куба утворюють
також рiвномiрно розподiленi послiдовностi i, тому,
мiстять 𝑁 проекцiй точок [33].
Аналiз розташування точок (див. рис. 3 г) на
двовимiрних проекцiях (рис. 1 е) показує, що в ко-
жному iз пiдiнтервалiв факторiв довжиною 0,125,
по кожному фактору рiвномiрно розташовано двi
точки, а в кожному iз квадратiв (або на його грани-
цi) розмiром 0, 125× 0, 125 розташована одна точка.
При використаннi ЛП𝜏 -послiдовностей бажаною є
перевiрка кореляцiї згенерованих послiдовностей,
проте ця процедура не є обов’язковою, оскiльки до-
ведено факт слабкої корельованостi згенерованих
ЛП𝜏 -послiдовностей [34] та виявлено послiдовностi
iз помiрною корельованiстю, яких необхiдно уника-
ти. Також доведеним є той факт, що iз збiльшенням
кiлькостi точок плану N ймовiрнiсть отримання в
планi експерименту точок, достатньо близько роз-
ташованих до точок екстремумiв та перегинiв по-
верхнi вiдгуку, наближається до одиницi, при цьому
коефiцiєнт кореляцiї мiж рiзноманiтними ефектами
наближається до нуля [34].
Для верифiкацiї запропонованої технологiї ви-
користовувалися тестовi функцiї цiлi двох змiнних
𝑓1(𝑥, 𝑦), 𝑓2(𝑥, 𝑦), 𝑓3(𝑥, 𝑦), для яких розраховували-
ся значення функцiї в точках плану експеримен-
ту 𝑁 = 255, згенерованих за допомогою ЛП𝜏 -
послiдовностей (𝜉1, 𝜉2) (рис. 2). Вибiр таких функцiй
з малим числом змiнних обумовлено можливiстю
вiзуалiзацiї чисельних результатiв дослiджень для
подальшого аналiзу. Але слiд зазначити, що ство-
рена обчислювальна технологiя є ефективною та
коректною для бiльш складних задач апроксимацiї
багатовимiрних гiперповерхонь.
Отриманi координати зондувальних точок та
розрахованi значення цiльової функцiї в цих точках
(рис. 2 б, г, е) складають таблицю вихiдних даних
для виконання другого етапу — побудови метамо-
делi. Для побудови RBF-метамоделей використано
автоматичну та задану користувачем стратегiї по-
будови з випадковим подiлом вибiрок у наступному
спiввiдношеннi: 70 % – навчальна, 15 % – кон-
трольна, 15 % – тестова. Навчальна та контрольна
вибiрки застосовувалися при побудовi метамоделi,
а тестова — для крос-верифiкацiї. На етапi навча-
ння нейронних мереж вiдбiр кращих проводився
за показниками: коефiцiєнт детермiнацiї 𝑅2; вiдно-
шення стандартних вiдхилень похибки прогнозу та
навчальних даних 𝑆.𝐷.𝑟𝑎𝑡𝑖𝑜; середня вiдносна ве-
личина модельної похибки MAPE,%; залишковий




Рис. 1. Генерацiя ЛП𝜏 -послiдовностей для заповнення простору пошуку точками зондування: а) послiдов-
ностi (𝜉1, 𝜉4) при рiзнiй кiлькостi точок 𝑁 = 1. . . 16, 32, 64; б), в) послiдовностi (𝜉1, 𝜉2), (𝜉1, 𝜉3) та (𝜉1, 𝜉2),
(𝜉1, 𝜉7) вiдповiдно; г) розташування точок ЛП𝜏 -послiдовностей (𝜉1, 𝜉2, 𝜉4) в тривимiрному факторному
просторi; д) матричне представлення послiдовностей (𝜉1, 𝜉2, 𝜉4) в двовимiрних проекцiях
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𝑓1(𝑥, 𝑦) = 𝑥















· cos(𝑥) + 10
(а) (в) (д)
(б) (г) (е)
Рис. 2. Поверхнi вiдгуку точних функцiй цiлi: а), в), д) – цiльовi функцiї 𝑓1(𝑥, 𝑦), 𝑓2(𝑥, 𝑦), 𝑓3(𝑥, 𝑦)
вiдповiдно; б), г), е ) – плани апроксимацiї 𝑁 = 255, нанесенi на лiнiї рiвня цiльових функцiй
𝑓1(𝑥, 𝑦), 𝑓2(𝑥, 𝑦), 𝑓3(𝑥, 𝑦)
В табл. 1 наведенi найкращi RBF-метамоделi
за вказаними показниками для тестових цiльових
функцiй.
На рис. 3 а, в, д наведено результати чисельно-
го моделювання та вiдновлення поверхнi вiдгуку,
вiдтвореної за допомогою метамоделi RBF-2-130-
1(44) на точках навчальної вибiрки поверхнi вiдгуку
𝑓1(𝑥, 𝑦), на рис. 4 а, в, д – за допомогою метамоде-
лi RBF-2-150-1(6) для поверхнi вiдгуку 𝑓2(𝑥, 𝑦), на
рис. 5 а, в, д – за допомогою метамоделi RBF-2-185-
1(10) для поверхнi вiдгуку 𝑓3(𝑥, 𝑦).
Заключним етапом побудови метамоделi є пере-
вiрка її адекватностi. В процесi її створення викону-
ється багатоступенева валiдацiя, мета якої полягає в
контролi багатьох чисельних показникiв, отриманих
при побудовi метамоделi, включаючи якiсть нейрон-
ної мережi та оцiнки вiдновлення з її використа-
нням поверхнi вiдгуку. Для перевiрки вiдповiдно-
стi отриманої функцiї вiдгуку експериментальним
даним необхiдно визначити: адекватнiсть матема-
тичної моделi за критерiєм Фiшера (адекватнiсть
зазвичай встановлюється перевiркою 𝐹 -критерiю гi-
потези про статистичну незначну вiдмiннiсть дис-
персiї адекватностi 𝜎2𝑅 та дисперсiї вiдтворюваностi
𝜎2𝐷 результатiв експериментiв, за якими були отри-
манi коефiцiєнти математичної моделi [34]. Якщо
𝐹 експ𝜈𝐷;𝜈𝑅 > 𝐹
крит
𝛼;𝜈𝐷;𝜈𝑅 ,
де 𝐹 експ𝜈𝐷;𝜈𝑅 =
𝑀𝑆𝐷
𝑀𝑆𝑅
модель адекватна i прогноз
результатiв по моделi не суперечить результатам
дослiдiв); оцiнку вiдповiдностi нулю рiзницi (зали-
шкiв) мiж фактичним i прогнозованим значенням
залежної змiнної; оцiнку вiдповiдностi залишкiв
нормальному розподiлу (для перевiрки нормально-
стi розподiлу залишкiв використовують критерiй
Колмогорова-Смiрнова, 𝜒2-квадрат та iншi).
Перевiрка моделi на iнформативнiсть проводи-
ться шляхом розрахунку множинного коефiцiєнту
кореляцiї 𝑅 та перевiрки його статистичної значу-
щостi. Для подальших обчислень зручно викори-
стовувати 𝑅2-коефiцiєнт детермiнацiї (мiру визна-
ченостi). Коефiцiєнт детермiнацiї 𝑅2 показує вiдно-
шення мiж розсiюванням, що зумовлено рiвнянням
регресiї 𝑓𝑖 вiдносно загального середнього за всiма
результатами дослiдiв 𝑓 , та розсiюванням результа-
тiв спостережень 𝑓𝑖 вiдносно загального середнього







= 1 − 𝑆𝑆𝑅
𝑆𝑆𝑇
. (2)
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Табл. 1 Кращi RBF-метамоделi
№ п/п Метамодель 𝑅2 для навчальної, контрольної, те-
стової вибiрок
𝑆.𝐷.𝑟𝑎𝑡𝑖𝑜 MAPE,% 𝑀𝑆𝑅
цiльова функцiя 𝑓1(𝑥, 𝑦)
1 RBF-2-115-1(5) 0,998;0,994; 0,996 0,0533 11,13 0,000276
2 RBF-2-120-1(1) 0,996;0,995;0,991 0,0756 10,34 0,000455
3 RBF-2-130-1(44) 0,998;0,997;0,997 0,0439 6,42 0,000201
4 RBF-2-200-1(146) 0,999;0,99;0,994 0,0604 8,41 0.000266
5 RBF-2-190-1(138) 0,999;0,977;0,981 0,0978 7,47 0,000592
цiльова функцiя 𝑓2(𝑥, 𝑦)
6 RBF-2-149-1(10) 0,998;0,996;0,997 0,666 18,14 0,109
7 RBF-2-120-1(126) 0,998; 0,99; 0,989 0,0711 10,42 0,000519
8 RBF-2-142-1(143) 0,97; 0,95;0,97 0,0763 8,74 0,000577
9 RBF-2-150-1(5) 0,9994;0,998;0,998 0,0303 7,6 0,000107
10 RBF-2-150-1(6) 0,997; 0,996; 0,997 0,0256 7,13 0,0000824
цiльова функцiя 𝑓3(𝑥, 𝑦)
11 RBF-2-185-1(4) 0.992; 0,989; 0,991 0,0405 6,6 0,000103
12 RBF-2-185-1(7) 0.995; 0,993; 0,995 0,0411 3,4 0,000105
13 RBF-2-185-1(8) 0.991; 0,99; 0,993 0,0413 10,94 0,000107
14 RBF-2-185-1(3) 0.996; 0,989; 0,992 0,0441 7,1 0,000103
15 RBF-2-185-1(13) 0,996;0,992; 0,991 0,0401 3,6 0,000102
16 RBF-2-185-1(10) 0,995; 0,994; 0,992 0,0308 5,39 0,000092
Перевiрку гiпотези про значущiсть множинно-
го коефiцiєту кореляцiї (iнформативнiсть моделi)
виконують з використанням 𝐹–критерiю Фiшера
(𝐹 експ𝜈𝐷;𝜈𝑅 > 𝐹
крит








дель вважають iнформативною при 𝑅2 > 0, 95
та значимо достовiрною при рiвнi значущостi за
𝐹–критерiєм 𝑝 ≤ 0, 05 (достовiрнiсть ≥ 0,95) [34].
На етапi вiдтворення поверхнi вiдгуку адеква-
тнiсть отриманої метамоделi оцiнювалася за пока-
зниками:































лишкiв – 𝑀𝑆𝑅 =
𝑆𝑆𝑅
𝑁−𝑛−1 , загальний – 𝑀𝑆𝑇 =
𝑆𝑆𝑇
𝜈𝑇
, де 𝜈𝐷 = 𝑛, 𝜈𝑅 = 𝑁 − 𝑛 − 1, 𝜈𝑇 = 𝑁 − 1
число степенiв свободи;
– дисперсiя вiдтворюваностi 𝜎2𝐷 =
𝑆𝑆𝐷
𝑁−1 , дис-






– стандартнi похибки оцiнки вiдтворюваностi –
𝑠𝐷 =
√︀
𝜎2𝐷, оцiнки адекватностi – 𝑠𝑅 =
√︀
𝜎2𝑅,
загальна – 𝑠𝑇 =
√︀
𝜎2𝑇 ;
– коефiцiєнт множинної детермiнацiї 𝑅2;





– середня вiдносна величина модельної похибки










де ?̂?𝑖 = 𝑓𝑖 − 𝑓𝑖 – залишки; 𝑓𝑖 – задана залежна
змiнна; 𝑓𝑖 – вихiдний параметр розрахований
за допомогою регресiйної моделi; 𝑁 — кiль-
кiсть спостережень; 𝑛 — кiлькiсть заданих
незалежних змiнних.
3 Результати чисельних експе-
риментiв
На рис. 3 б, г, е наведено результат вiдновлення
поверхнi вiдгуку, отриманої за допомогою метамоде-
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лi RBF-2-130-1(44), що виконано у всьому дiапазонi
𝑥 ∈ [0; 1], 𝑦 ∈ [0; 1] з кроком 0,033, тобто на 900
точках. В табл. 2 наведено результати розрахункiв




Рис. 3. Нейронна мережа RBF-2-130-1(44): а) гiстограма залишкiв метамоделi 𝑁=255; б) гiстограма
залишкiв вiдтвореної функцiї; в) дiаграма розсiювання значень цiльової та апроксимацiйної функцiй;
г) дiаграма розсiювання значень цiльової та вiдновленої функцiй; д) лiнiї рiвня вiдтвореної на точках
навчальної вибiрки поверхнi вiдгуку; е) лiнiї рiвня вiдновленої поверхнi вiдгуку 𝑁=900
(а) (в) (д)
(б) (г) (е)
Рис. 4. Нейронна мережа RBF-2-150-1(6): а) гiстограма залишкiв метамоделi 𝑁 = 255; б) гiстограма
залишкiв вiдтвореної функцiї; в) дiаграма розсiювання значень цiльової та апроксимацiйної функцiй;
г) дiаграма розсiювання значень цiльової та вiдновленої функцiй; д) лiнiї рiвня вiдтвореної на точках
навчальної вибiрки поверхнi вiдгуку; е) лiнiї рiвня вiдновленої поверхнi вiдгуку 𝑁 = 900
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(а) (в) (д)
(б) (г) (е)
Рис. 5. Нейронна мережа RBF-2-185-1(10): а) гiстограма залишкiв метамоделi 𝑁 = 255; б) гiстограма
залишкiв вiдтвореної функцiї; в) дiаграма розсiювання значень цiльової та апроксимацiйної функцiй;
г) дiаграма розсiювання значень цiльової та вiдновленої функцiй; д) лiнiї рiвня вiдтвореної на точках
навчальної вибiрки поверхнi вiдгуку; е) лiнiї рiвня вiдновленої поверхнi вiдгуку 𝑁 = 961
Табл. 2 Перевiрка адекватностi та iнформативностi метамоделi RBF-2-130-1(44)
Компонент
дисперсiї N=900
Сума квадратiв Середнiй квадрат Дисперсiя Стандартна похибка оцiнки
регресiї 𝑆𝑆𝐷=42,4325 𝑀𝑆𝐷=21,2162 𝜎
2
𝐷=0,0472 𝑠𝐷=0,217254
залишкiв 𝑆𝑆𝑅=0,1819 𝑀𝑆𝑅=0,000202 𝜎
2
𝑅=0,000202 𝑠𝑅=0,000416




𝐹 експ𝜈𝐷;𝜈𝑅 > 𝐹
крит
𝛼;𝜈𝐷;𝜈𝑅
𝐹 експ2;897 = 105030; 𝐹
крит











На рис. 4 б, г, е наведено результат вiдновлення
поверхнi вiдгуку, отриманої за допомогою метамо-
делi RBF-2-150-1(6), що виконано у всьому дiапазонi
𝑥 ∈ [−4; 2], 𝑦 ∈ [0, 5; 1, 5] з кроком 0,033, тобто на 900
точках. В табл. 3 наведено результати розрахункiв
щодо перевiрки адекватностi метамоделi на етапi
вiдтворення поверхнi вiдгуку.
На рис. 5 б, г, е наведено результат вiдновлення
поверхнi вiдгуку, отриманої за допомогою метамоде-
лi RBF-2-185-1(10), що виконано у всьому дiапазонi
𝑥 ∈ [−4; 10], 𝑦 ∈ [0; 15] з кроком 0,033, тобто на 961
точках. В табл. 4 наведено результати розрахункiв
щодо перевiрки адекватностi метамоделi на етапi
вiдтворення поверхнi вiдгуку.
Досить цiкавим є порiвняльний аналiз метамо-
делей тестових функцiй, отриманих за допомогою
MLP – [35] та RBF–нейронних мереж. Чисельнi екс-
перименти показали, що для функцiї, представленої
на рис. 2 в, бiльшу точнiсть отримано для MLP-
моделi (MAPE𝑅𝐵𝐹 = 7,13 %, MAPE𝑀𝐿𝑃 = 5,57 %).
Але для iнших тестових функцiй ця закономiрнiсть
не завжди витримується. Так для функцiї, яка iлю-
струється на рис. 2 д, бiльшої точностi (MAPE =
3,4 %) вдалося отримати для RBF–метамоделi.
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Табл. 3 Перевiрка адекватностi та iнформативностi метамоделi RBF-2-150-1(6)
Компонент
дисперсiї N=900
Сума квадратiв Середнiй квадрат Дисперсiя Стандартна похибка оцiнки
регресiї 𝑆𝑆𝐷=56,2631 𝑀𝑆𝐷=28,1315 𝜎
2
𝐷=0,070153 𝑠𝐷=0,264864
залишкiв 𝑆𝑆𝑅=0,1169 𝑀𝑆𝑅=0,000145 𝜎
2
𝑅=0,000145 𝑠𝑅=0,012




𝐹 експ𝜈𝐷;𝜈𝑅 > 𝐹
крит
𝛼;𝜈𝐷;𝜈𝑅
𝐹 експ2;897 = 194010; 𝐹
крит











Табл. 4 Перевiрка адекватностi та iнформативностi метамоделi RBF-2-185-1(10)
Компонент
дисперсiї N=961
Сума квадратiв Середнiй квадрат Дисперсiя Стандартна похибка оцiнки
регресiї 𝑆𝑆𝐷=49,4749 𝑀𝑆𝐷=24,7374 𝜎
2
𝐷=0,05135 𝑠𝐷=0,227014
залишкiв 𝑆𝑆𝑅=0,4131 𝑀𝑆𝑅=0,000429 𝜎
2
𝑅=0,000429 𝑠𝑅=0,020721




𝐹 експ𝜈𝐷;𝜈𝑅 > 𝐹
крит
𝛼;𝜈𝐷;𝜈𝑅
𝐹 експ2;958 = 57662; 𝐹
крит











Таким чином, представляється доцiльним вико-
ристання обох пiдходiв до побудови метамоделей, а
їх вибiр визначається особливостями поверхнi вiд-
гуку апроксимованої функцiї.
Висновки
Аналiз отриманих результатiв чисельних експе-
риментiв свiдчить щодо високої ефективностi за-
пропонованої обчислювальної технологiї побудови
метамоделей, яка створена з використанням методiв
iнтелектуального аналiзу даних, штучного iнтеле-
кту та сучасних комп’ютерних методiв планування
експерименту. Метамоделi, що побудованi з її вико-
ристанням, характеризуються досить високою то-
чнiстю апроксимацiї та покращеною обчислюваль-
ною ефективнiстю. Саме цi переваги дозволяють їх
використання при оптимальному сурогатному син-
тезi антен.
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Применение нейрокомпьютинга на
этапе построения метамоделей в про-
цессе оптимального суррогатного син-
теза антенн
Гальченко В.Я., Трембовецкая Р.В., Тычков В.В.
Предложена вычислительная технология построе-
ния метамоделей для задач оптимального суррогатно-
го синтеза антенн. Данная вычислительная технология
создана с использованием методов интеллектуального
анализа данных, искусственного интеллекта и современ-
ных компьютерных методов планирования эксперимен-
та. Для построения апроксимационной модели применен
математический аппарат искусственных нейронных се-
тей, а именно RBF-сети. Компьютерный план экспери-
мента выполнен с помощью ЛП𝜏 -последовательностей
Соболя (𝜉1, 𝜉2), которые в общем случае равномер-
но заполняют точками пространство поиска в едини-
чном гиперкубе. Верификация предложенной техноло-
гии выполнена на тестовых функциях цели двух пе-
ременных. Полученные метамодели имеют достаточно
высокую точность аппроксимации и улучшенную вычи-
слительную эффективность. Созданная вычислитель-
ная технология построения метамоделей обеспечивает
высокую скорость моделирования, что делает возмо-
жным реализацию процедуры оптимального синтеза
антенн. Эта технология является эффективной и кор-
ректной для более сложных задач аппроксимации мно-
гомерных гиперповерхностей.
Ключевые слова: синтез антенн; суррогатная опти-
мизация; метамодель; компьютерный план эксперимен-
та; ЛП𝜏 -последовательность; поверхность отклика; ней-
ронная сеть
The neurocomputing using of the
development metamodels stage in the
optimal surrogate antennas synthesis
process
Halchenko V.Ya., Trembovetska R.V., Tychkov V.V.
Introduction. A computational developing
metamodels technology for optimal antenna synthesis
problems is proposed. This computational technology is
created using methods of data mining, artificial intelligence
and modern computer methods of experiment planning.
To develop an approximation model, the mathemati-
cal apparatus of artificial neural networks, namely the
RBF-network, is applied.
Analysis of metamodels developing research. The
computer experiment plan is performed with the help of
Sobol’s 𝐿𝑃𝜏 -sequences (𝜉1, 𝜉2), which in the general case
uniformly fill the points with the search space in the
unit hypercube. Verification of the proposed technology is
performed on test functions of the two variables goal. The
obtained metamodels have rather high accuracy of approxi-
mation and improved computational efficiency. The created
computing metamodels developing technology of provides
high modeling speed which makes a possible realization of
optimum antennas synthesis procedure. This technology is
effective and correct for more complex problems of approxi-
mating multidimensional hypersurfaces.
Metamodels developing. To develop the RBF-
metamodel, an automatic and user-defined strategy with
random sampling is used in the ratio: 70% - training,
15% - control, 15% - test. Training and control samples
were used in the metamodel developing, and the test -
for cross-verification. At the stage of training best neural
networks selection was carried out by indicators: determi-
nation coefficient 𝑅2; standard forecast error deviations
ratio and learning data 𝑆.𝐷.𝑟𝑎𝑡𝑖𝑜; average relative model
error magnitude MAPE,%; residual average squared error
𝑀𝑆_𝑅; residues histogram; scattering diagrams.
Results of numerical experiments. Obtained
metamodels for test functions 𝑓1(𝑥, 𝑦) - RBF-2-130-1 (44);
𝑓2(𝑥, 𝑦) - RBF-2-150-1 (6); 𝑓3(𝑥, 𝑦) - RBF-2-185-1 (10)
have a high enough approximation accuracy and improved
computational efficiency. For these metamodels, we checked
the adequacy and informativeness of Fisher’s criterion.
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The results of metamodels checking adequacy calculations
at the stage of response surface recovery are presented.
The created computing metamodels developing technology
provides a high simulation speed, which makes possible
the implementation of the procedure for optimal antennas
synthesis. This technology is effective and correct for
more complex problems of multidimensional hypersurfaces
approximation.
Conclusions. The numerical experiments results
analysis is evidence of the high efficiency of the proposed
computing developing metamodels technology, which is
created using methods of intellectual data analysis, artifici-
al intelligence and modern computer experiment planning
methods. The metamodels developing with its use are
characterized by fairly high accuracy of approximation and
improved computational efficiency. It is these advantages
that allow their using with the optimal surrogate antennas
synthesis.
Key words: antenna synthesis; surrogate optimizati-
on; metamodel; computer experiment plan; 𝐿𝑃𝜏 -sequence;
response surface; neural network
