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Abstract
We present, in a unified way, a Stein methodology for infinitely divisible laws (without Gaus-
sian component) having finite first moment. Based on a correlation representation, we obtain a
characterizing non-local Stein operator which boils down to classical Stein operators in specific
examples. Thanks to this characterizing operator, we introduce various extensions of size bias
and zero bias distributions and prove that these notions are closely linked to infinite divisibil-
ity. Combined with standard Fourier techniques, these extensions also allow obtaining explicit
rates of convergence for compound Poisson approximation in particular towards the symmet-
ric α-stable distribution. Finally, in the setting of non-degenerate self-decomposable laws, by
semigroup techniques, we solve the Stein equation induced by the characterizing non-local Stein
operator and obtain quantitative bounds in weak limit theorems for sums of independent ran-
dom variables going back to the work of Khintchine and Le´vy.
1 Introduction
Since its inspection in the normal setting (see [36]) Stein’s method of approximation has enjoyed
tremendous successes in both theory and applications. Starting with Chen’s [9] initial extension to
the Poisson case the method has been developed for various distributions such as compound Poisson,
geometric, negative binomial, exponential, Laplace. (We refer the reader to Chen, Goldstein and
Shao [10] or Ross [33] for good introductions to the method, as well as more precise and complete
references.)
The methodology developed for the distributions just mentioned is often ad hoc, the funda-
mental equations changing from one law to another and it is therefore not always easy to see their
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common underlying thread/approach. There is, however, a class of random variables for which a
common methodology is possible. The class we have in mind is the infinitely divisible one, and it is
the purpose of these notes to study Stein’s method in this context. Our results will, in particular,
provide a common framework for all the examples mentioned above in addition to presenting new
ones.
As far as the content of the paper is concerned, the next section introduces the basic infinitely
divisible terminology and some examples. The third one provides a functional characterization of
infinitely divisible laws from which distance estimates follows: this is the content of Theorem 3.1.
Various comparisons with previously known situations are then made. In particular, we respectively
extend the notions of size-bias and zero-bias distributions in Corollary 3.1 and in Proposition 3.1 to
infinitely divisible distributions with Le´vy measure satisfying certain moment assumptions. Section
4 shows how the new characterizations obtained in the previous section lead, via Fourier methods,
and for infinitely divisible sequences, rates of convergence results in either Kolmogorov or smooth
Wasserstein distance, in particular for compound Poisson approximations. In Section 5, the solution
to the fundamental equation is presented and its properties are studied when the target limit law
belongs to the class of non-degenerate self-decomposable distributions. In Section 6, the developed
Stein methodology is applied to obtain some quantitative approximation results for classical weak
limit theorems for sums of independent random variables leading to Theorem 6.1 which is the main
result of the section and is complemented by some more explicit corollaries. Finally, we conclude
this manuscript by addressing further extensions of our ideas and results for potential future work.
2 Preliminaries
Let X ∼ ID(b, σ2, ν) be an infinitely divisible random variable, i.e., let ϕ the characteristic function
of X be given for all t ∈ R by
ϕ(t) = eitb−σ
2 t
2
2
+
∫+∞
−∞ (e
itu−1−itu1|u|≤1)ν(du), (2.1)
for some b ∈ R, σ ≥ 0 and a positive Borel measure ν on R such that ν({0}) = 0 and ∫ +∞−∞ (1 ∧
u2)ν(du) < +∞. The measure ν is called the Le´vy measure of X, and X is said to be without
Gaussian component (or to be purely Poissonian or purely non-Gaussian) whenever σ2 = 0. (We
refer the reader to Sato [35], for a good introduction to infinitely divisible laws and Le´vy pro-
cesses.) The representation (2.1) is the standard one we will mainly be using throughout these
notes with the (unique) generating triplet (b, σ2, ν). However, different types of representation for
the characteristic function are also possible. Two of these are presented next. First, if ν is such
that
∫
|u|≤1 |u|ν(du) < +∞, then (2.1) becomes
ϕ(t) = eitb0−σ
2 t2
2
+
∫+∞
−∞ (e
itu−1)ν(du), (2.2)
where b0 = b−
∫
|u|≤1 uν(du) is called the drift ofX. This representation of the characteristic function
is cryptically expressed as X ∼ ID(b0, σ2, ν)0. Second, if ν is such that
∫
|u|>1 |u|ν(du) < +∞, then
(2.1) becomes
ϕ(t) = eitb1−σ
2 t
2
2
+
∫+∞
−∞ (e
itu−1−itu)ν(du), (2.3)
where b1 = b +
∫
|u|>1 uν(du) is called the center of X. This last representation is now cryptically
written as X ∼ ID(b1, σ2, ν)1. In fact, b1 = EX as, for any p > 0, E|X|p < +∞ is equivalent to∫
|u|>1 |u|pν(du) < +∞. Also, for any r > 0, Eer|X| < +∞ is equivalent to
∫
|u|>1 e
r|u|ν(du) < +∞.
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Various choices of generating triplets (b, σ2, ν) provide various classes of infinitely divisible laws.
The triplet (b, 0, 0) corresponds to a degenerate random variable, (b, σ2, 0) to a normal one with
mean b and variance σ2, the choice (λ, 0, λδ1), where λ > 0 and where δ1 is the Dirac measure
at 1, corresponds to a Poisson random variable with parameter λ. For ν finite, with the choice
b0 = b −
∫
|u|≤1 uν(du) = 0, σ
2 = 0 and further setting ν(du) = ν(R)ν0(du), where ν0 is a Borel
probability measure on R, (2.2) becomes
ϕ(t) = eν(R)
∫+∞
−∞
(eitu−1)ν0(du), (2.4)
i.e., X is compound Poisson: X ∼ CP(ν(R), ν0). Next, let X ∼ NBin0(r, p), i.e., let the support
of X be the non-negative integers and let
P(X = k) =
Γ(r + k)
Γ(r)k!
pr(1− p)k, k = 0, 1, 2, . . .
where r > 0 and 0 < p < 1. Then, X ∼ ID(b, 0, ν) with ν(du) = r∑∞k=1 k−1qkδk(du) and
b0 = b −
∫
|u|≤1 uν(du) = 0, i.e., b = rq, and so EX = rq/p, where as usual q = 1 − p. If instead,
X ∈ NBin(r, p), i.e., if
P(X = k) =
Γ(r + k − 1)
Γ(r)(k − 1)! p
r(1− p)k−1, k = 1, 2, . . .
then X ∼ ID(b, 0, ν) with b = 1 + rq and ν(du) = r∑∞k=1 k−1qkδk(du) and so EX = r/p.
If X has a Gamma distribution with parameters α > 0 and β > 0, i.e., if X has density
βαΓ(α)−1xα−1e−βx1(0,+∞)(x), then X ∼ ID(b, 0, ν) with ν(du) = αe−βuu−11(0,+∞)(u)du and
b0 = 0, i.e., b =
∫ 1
0 αe
−βudu = α(1 − e−β)/β. If X is the standard Laplace distribution with
density e−|x|/2, x ∈ R, then X ∼ ID(b, 0, ν) where ν(du) = e−|u||u|−1du, u 6= 0 and b0 = 0, i.e.,
b =
∫
|u|≤1 ue
−|u||u|−1du = 0. More generally, if X has a two-sided exponential distribution with
parameters α > 0 and β > 0, i.e., if X has density αβ(α+ β)−1(e−αx1[0+∞)(x) + eβx1(−∞,0)(x)),
x ∈ R, then once more X ∼ ID(b, 0, ν) with ν(du)/du = e−αuu−11(0,+∞)(u) − eβuu−11(−∞,0)(u)
and b0 = 0, i.e., b =
∫
|u|≤1 uν(du) = α
−1(1− e−α)− β−1(1− e−β). Finally, if X is a stable vector,
say, on Rd, then ν is given by ν(B) =
∫
Sd−1 σ(dξ)
∫∞
0 1B(rξ)
dr
r1+α
, 0 < α < 2, where σ (the spherical
component of ν) is a finite positive measure on the unit sphere Sd−1 of Rd (S0 = {−1, 1}) and B a
Borel set of Rd. Now, X is symmetric if and only if σ is symmetric in which case the characteristic
function of X becomes ϕ(t) = e−Cα
∫
Sd−1
|〈t,ξ〉|ασ(dξ), where Cα =
√
πΓ((2−α)/2)
α2αΓ((1+α)/2) . Moreover, X is
rotationally invariant if and only if σ is uniform on Sd−1 and then ϕ(t) = e−Cα,d‖t‖
α
, t ∈ Rd,
where Cα,d = Cα
∫
Sd−1 |〈 t‖t‖ , ξ〉|ασ(dξ) does not depend on t. In particular, if σ is uniform on Sd−1,
Cα,d = Γ(d/2)Γ((2 − α)/2)/α2αΓ((d + α)/2). Therefore, if X is an α-stable random variable, its
Le´vy measure is given by
ν(du) :=
(
c1
1
uα+1
1(0,+∞)(u) + c2
1
|u|1+α1(−∞,0)(u)
)
du. (2.5)
where c1, c2 ≥ 0 are such that c1 + c2 > 0. The symmetric case corresponds to c1 = c2 and
b = 0, which we write as X ∼ SαS. The class of infinitely divisible distributions is vast and also
includes, among others, Student’s t-distribution, the Pareto distribution, the F-distribution, the
Gumbel distribution. Besides these classical examples let us mention that any log convex density
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on (0,+∞) is infinitely divisible and so are many classes of log-concave measures (see [35, Chapter
10]).
In the rest of this text, the terminology Le´vy measure is used to denote a positive Borel measure
on R which is atomless at the origin and which integrates out the function f(x) = min(1, x2).
Moreover, as in [35], for a real function f , increasing means f(s) ≤ f(t) for s < t, and decreasing
means f(s) ≥ f(t) for s < t. When the equality is not allowed, we say strictly increasing or strictly
decreasing. Finally, we denote by ln the natural logarithm.
3 Characterization and Coupling
We are now ready to present our first result which characterizes ID laws via a functional equality.
This functional equality involves Lipschitz functions and we have to agree on what is meant by
“Lipschitz.” Below, the functions we consider need not be defined on the whole of R but just on a
subset of R containing RX , the range of X ∼ ID(b, 0, ν), and RX + Sν , where Sν is the support of
ν. For example, if X is a Poisson random variable, a Lipschitz function (with Lipschitz constant
1) is then defined on N and is such that |f(n+ 1)− f(n)| ≤ 1, for all n ∈ N.
Now, as well known, a Lipschitz function f defined on a subset S of R can be extended, without
increasing its Lipschitz semi-norm where, as usual, the Lipschitz semi-norm of f is ‖f‖Lip =
supx 6=y |f(x) − f(y)|/|x − y|. (This can be done in various ways, e.g., for any x ∈ R, let f˜(x) =
infz∈S(f(z)+ |x− z|). Then, for any y ∈ R, f˜(x) ≤ infz∈S(f(z)+ |x− y|+ |y− z|) = |x− y|+ f˜ (y).
Another extension is given via f¯(x) = supz∈S(f(z)−|x− z|).) Now, in the integral representations
and as integrands, f and f˜ are indistinguishable. Therefore, and since we do not wish to distinguish
between, say, discrete and continuous random variables, in the sequel, Lipschitz will be understood
in the classical sense, i.e., f ∈ Lip with Lipschitz constant C > 0, if |f(x) − f(y)| ≤ C|x − y|,
for all x, y ∈ R, and f could then be viewed as the Lipschitz extension f˜ . Throughout the text,
the space of real-valued Lipschitz functions defined on some domain D is denoted by Lip(D),
while the space of bounded Lipschitz ones is denoted by BLip(D). Endowed with the norm
‖ · ‖BLip = max(‖ · ‖∞, ‖ · ‖Lip), BLip(D) is a Banach space, with ‖f‖∞ = supx∈R |f(x)|. Finally,
we denote the closed unit ball of Lip(D) by Lip(1) and similarly BLip(1) denotes the closed unit
ball of BLip(D).
Theorem 3.1. Let X be a random variable such that E|X| < +∞. Let b ∈ R and let ν be a positive
Borel measure on R such that ν({0}) = 0, ∫ +∞−∞ (1 ∧ u2)ν(du) < +∞ and ∫|u|>1 |u|ν(du) < +∞.
Then,
E
(
Xf(X)− bf(X)−
∫ +∞
−∞
(f(X + u)− f(X)1|u|≤1)uν(du)
)
= 0, (3.1)
for all bounded Lipschitz function f if and only if X ∼ ID(b, 0, ν).
Proof. Note at first that, by the assumption on ν and f , the left-hand side of (3.1) is well defined
and note also that throughout the proof, interchanges of integrals and expectations are perfectly
justified. The direct part of the statement is, in fact, a particular case of a covariance representation
obtained in [15, Proposition 2]. Indeed, if X ∼ ID(b, 0, ν) and if f and g are two bounded Lipschitz
functions, then
Cov(f(X), g(X)) =
∫ 1
0
Ez
∫ +∞
−∞
(f(Xz + u)− f(Xz))(g(Yz + u)− g(Yz))ν(du)dz, (3.2)
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where (Xz, Yz) is a two-dimensional ID vector with characteristic function defined by ϕz(t, s) =
(ϕ(t)ϕ(s))1−zϕ(t + s)z, for all z ∈ [0, 1], for all s, t ∈ R and where ϕ is the characteristic function
of X. Since Xz =d Yz =d X where =d stands for equality in distribution, taking g(y) = y (which
is possible by first taking gR(y) = y1|y|≤R +R1y≥R − R1y≤−R for R > 0 and then passing to the
limit), (3.2) becomes
EXf(X)− EXEf(X) = E
∫ +∞
−∞
(f(X + u)− f(X))uν(du). (3.3)
To pass from (3.3) to (3.1), just note that since E|X| < +∞, differentiating the characteristic
function of X, shows that EX = b+
∫
|u|>1 uν(du). To prove the converse part of the equivalence,
i.e., that (3.1), when valid for all f bounded Lipschitz, implies that X ∼ ID(b, 0, ν), it is enough
to apply (3.1) to sines and cosines or equivalently to complex exponential functions and then to
identify the corresponding characteristic function. For any s ∈ R, let f(x) = eisx, x ∈ R. (3.1)
becomes
EXeisX − bEeisX = EeisX
∫ +∞
−∞
(eisu − 1|u|≤1)uν(du). (3.4)
Let ϕ(s) = EeisX , then (3.4) rewrites as
ϕ′(s) = iϕ(s)
(
b+
∫ +∞
−∞
(eisu − 1|u|≤1)uν(du)
)
. (3.5)
Integrating out the real and imaginary parts of (3.5) leads, for any t ≥ 0, to:
ϕ(t) = exp
(
itb+ i
∫ t
0
∫ +∞
−∞
(eisu − 1|u|≤1)uν(du)ds
)
= exp
(
itb+ i
∫ +∞
−∞
∫ t
0
(eisu − 1|u|≤1)u ds ν(du)
)
= exp
(
itb+
∫ +∞
−∞
(eitu − 1− itu1|u|≤1)ν(du)
)
.
A similar computation for t ≤ 0 finishes the proof.
Remark 3.1. (i) Both the statement and the proof of Theorem 3.1 carry over to X ∼ ID(b, σ2, ν).
The corresponding version of (3.1) which characterizes X is then
E(Xf(X)− bf(X)− σ2f ′(X) −
∫ +∞
−∞
(f(X + u)− f(X)1|u|≤1)uν(du)) = 0. (3.6)
In particular, if ν = 0, (3.6) is the well known characterization of the normal law with mean b = EX
and variance σ2.
(ii) There are other ways to restate Theorem 3.1 for X such that E|X| < +∞. For example, if
X ∼ ID(b, 0, ν), then
Cov(X, f(X)) = E
∫ +∞
−∞
(f(X + u)− f(X))uν(du). (3.7)
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Conversely, if (3.7) is satisfied for all bounded Lipschitz functions f , then X ∼ ID(b, 0, ν), where
b = EX− ∫ +∞−∞ u1|u|>1ν(du). In case ∫|u|≤1 |u|ν(du) < +∞, a further characterizing representation
is
EXf(X)−
(
b−
∫
|u|≤1
uν(du)
)
Ef(X) = E
∫ +∞
−∞
f(X + u)uν(du), (3.8)
or equivalently,
EXf(X)− b0Ef(X) = E
∫ +∞
−∞
f(X + u)uν(du), (3.9)
i.e.,
EXf(X)−
(
EX −
∫ +∞
−∞
uν(du)
)
Ef(X) = E
∫ +∞
−∞
f(X + u)uν(du). (3.10)
Let us now specialize (3.1), (3.8) and (3.9) to various cases, some known, some new.
Example 3.1. (i) Of course, if X ∼ ID(λ, 0, λδ1), i.e., when X is a Poisson random variable with
parameter λ = EX > 0, then (3.1) becomes the familiar
EXf(X) = EXEf(X + 1). (3.11)
More generally, if ν(du) = cδ1(du), then X ∼ ID(b = EX, 0, cδ1).
(ii) If X ∼ NBin0(r, p), then, as indicated before, b0 = 0, ν(du) = r
∑+∞
k=1 q
kδk(du)/k, with
q = 1− p, and so (3.9) becomes
EXf(X) = rE
∞∑
k=1
f(X + k)qk
= rqEf(X + 1) + rE
∞∑
k=2
f(X + k)qk
= rqEf(X + 1) +
∞∑
k=2
∞∑
j=0
f(j + k)r
Γ(r + j)
Γ(r)j!
prqjqk
= rqEf(X + 1) +
∞∑
ℓ=2
f(ℓ)prqℓ
r
Γ(r)
ℓ−2∑
k=0
Γ(r + k)
k!
= rqEf(X + 1) +
∞∑
ℓ=2
f(ℓ)prqℓ
1
Γ(r)
Γ(r + ℓ− 1)
(ℓ− 2)!
= rqEf(X + 1) + qEXf(X + 1), (3.12)
since Γ(t + 1) = tΓ(t), t > 0. Now, (3.12) is exactly the negative binomial characterizing identity
obtained in [6].
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(iii) If X ∼ NBin(r, p), (3.1) becomes
EXf(X) = Ef(X) + rE
∞∑
k=1
f(X + k)qk
= Ef(X) +
∞∑
k=1
∞∑
j=1
f(j + k)r
Γ(r + j − 1)
Γ(r)(j − 1)! p
rqj−1qk
= Ef(X) +
∞∑
ℓ=2
f(ℓ)prqℓ−1
r
Γ(r)
ℓ−1∑
k=1
Γ(r + k − 1)
(k − 1)!
= Ef(X) +
∞∑
ℓ=2
f(ℓ)prqℓ−1
1
Γ(r)
Γ(r + ℓ− 1)
(ℓ− 2)!
= Ef(X) + qE((r +X − 1)f(X + 1)), (3.13)
which, in view of the previous example, is exactly the expected characterizing equation since X−1 ∼
NBin0(r, p).
(iv) If X ∼ CP(ν(R), ν0), then (3.1) or (3.8)–(3.10) becomes
EXf(X) = E
∫ +∞
−∞
f(X + u)uν(du) = ν(R)E
∫ +∞
−∞
f(X + u)uν0(du), (3.14)
and (3.14) is the characterizing identity for the compound Poisson law given in [4].
(v) If X is the standard Laplace distribution with density e−|x|/2, x ∈ R. Then, ν(du)/du =
exp(−|u|)/|u|, b = 0, ∫ 1−1 uν(du) = 0, and (3.1) or (3.8)-(3.10) becomes
EXf(X) = E
∫ +∞
−∞
f(X + u)sign(u)e−|u|du
= 2Ef(X + sign(L)L)
= E
∫ +∞
0
(f(X + u)− f(X − u))e−udu
= E(f(X + Y )− f(X − Y )), (3.15)
where L is a standard Laplace random variable independent of X, while Y is a standard exponential
random variable independent of X.
(vi) If X is a Gamma random variable with parameters α > 0 and β > 0, then, see [23], for f
“nice”,
E((βX − α)f(X)) = EXf ′(X). (3.16)
But, X is infinitely divisible with ν(du) = α1(0,+∞)(u) exp(−βu)/udu, and it follows from (3.1)
that
EXf(X) = α
1− e−β
β
Ef(X)
+ αE
∫ ∞
0
(f(X + u)− f(X)1|u|≤1)e−βudu. (3.17)
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Equivalently from (3.8)–(3.10), since b0 = 0, and since EX = α/β,
EXf(X) = E
∫ +∞
−∞
f(X + u)uν(du)
= αE
∫ +∞
0
f(X + u)e−βudu
=
α
β
Ef(X + Y )
= EXEf(X + Y ),
where Y is an exponential random variable, with parameter β, independent of X. Thus, Theo-
rem 3.1 implies the existence of an additive size bias (see e.g. [10, Section 2]) distribution for
the gamma distribution. Moreover, it says that the only probability measure which has an additive
exponential size bias distribution is the gamma one.
(vii) To complement this very partial list, let us consider an example, where the literature is
sparse (for the symmetric case, see [2, 41]), namely the stable case. At first, let X be a symmetric
α-stable random variable with α ∈ (1, 2), i.e., let X ∼ SαS. Then, b = 0 and (3.1) becomes
EXf(X) = E
∫ +∞
−∞
(
f(X + u)− f(X)1{|u|≤1}
)
uν(du)
= c
(
− E
∫ 0
−∞
(
f(X + u)− f(X)1{|u|≤1}
) du
(−u)α
+ E
∫ +∞
0
(
f(X + u)− f(X)1{|u|≤1}
)du
uα
)
= cE
∫ +∞
0
(
f(X + u)− f(X − u))du
uα
,
and, therefore, the previous integral is a fractional operator acting on the test function f . Let us
develop this point a bit more by adopting the notation of [34, Section 5.4]. The Marchaud fractional
derivatives, of order β, of (a sufficiently nice function) f are defined by
D
β
+(f)(x) :=
β
Γ(1− β)
∫ +∞
0
f(x)− f(x− u)
u1+β
du,
D
β
−(f)(x) :=
β
Γ(1− β)
∫ +∞
0
f(x)− f(x+ u)
u1+β
du.
Note that the above operators are well defined for bounded Lipschitz functions as soon as β ∈ (0, 1).
Then, in a more compact form
EXf(X) = CαE(D
α−1
+ (f)(X)−Dα−1− (f)(X)), (3.18)
where Cα = cΓ(2− α)/(α − 1). Now, for X ∼ SαS, [1, Proposition 3.2] or [41, Theorem 4.1] put
forward the following characterizing equation
EXf ′(X) = αE∆
α
2 f(X), (3.19)
where ∆α/2 is the fractional Laplacian defined via
∆
α
2 f(x) := dα
∫
R
f(x+ u)− f(x)
|u|1+α du,
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and where dα = Γ(1 + α) sin(πα)/(2π cos(απ/2)).
Taking f ′ (nice enough) as a test function in the right-hand side of (3.18), leads to
Dα−1+ (f
′)(x)−Dα−1− (f ′)(x) :=
α− 1
Γ(2− α)
∫ +∞
0
f ′(x+ u)− f ′(x− u)
uα
du.
Moreover,
∆
α
2 f(x) := dα
∫
R
f(x+ u)− f(x)
|u|1+α du
= dα
(∫ +∞
0
∫ u
0
f ′(x+ t)dt
du
u1+α
−
∫ 0
−∞
∫ 0
u
f ′(x+ t)dt
du
(−u)α+1
)
=
dα
α
(∫ +∞
0
f ′(x+ u)
du
uα
−
∫ +∞
0
f ′(x− v)dv
vα
)
=
dα
α
∫ +∞
0
(f ′(x+ u)− f ′(x− u))du
uα
, (3.20)
showing the equivalence of the two characterizing identities (3.18) and (3.19) for X ∼ SαS. For
the general stable case with Le´vy measure given, with c1 6= c2, by (2.5), then in a straightforward
manner,
EXf(X) := c2,αE(D
α−1
+ (f)(X)) − c1,αE(Dα−1− (f)(X)) +
(c1 − c2)
α− 1 Ef(X), (3.21)
where
c1,α = c1
Γ(2− α)
α− 1 , c2,α = c2
Γ(2− α)
α− 1 . (3.22)
(viii) Another class of infinitely divisible distributions which is of interest in a Malliavin calculus
framework is the class of second order Wiener chaoses. As well known, if X belongs to this class
and if =d denotes equality in distribution, then
X =d
+∞∑
k=1
λk(Z
2
k − 1),
where (Zk)k≥1 is a sequence of iid standard normal random variables and where the sequence of
reals (λk)k≥1 is square summable. Equivalently, the characteristic function of X is given by
ϕ(t) = exp
(∫ +∞
−∞
(eitu − 1− itu)ν(du)
)
,
where
ν(du)
du
=

∑
λ∈Λ+
e−u/(2λ)
2u


1(0,+∞)(u) +

∑
λ∈Λ−
e−u/(2λ)
2(−u)


1(−∞,0)(u), (3.23)
with Λ+ = {λk : λk > 0} and Λ− = {λk : λk < 0}. Thus, X ∼ ID(b, 0, ν) with b = −
∫
|u|>1 uν(du)
and ν as in (3.23). The corresponding characterizing equation is therefore:
EXf(X) = E
∫ +∞
−∞
(f(X + u)− f(X))uν(du), (3.24)
since also EX = 0.
9
As a first corollary to Theorem 3.1, the following characterizing identities result extends the notion
of additive size bias distribution to infinitely divisible probability measure with finite non-zero
mean and such that
∫ +1
−1 |u|ν(du) < +∞.
Corollary 3.1. Let X be a nondegenerate random variable such that E|X| < +∞. Let ν be a Le´vy
measure such that ∫ +∞
−∞
|u|ν(du) < +∞, (3.25)
and let b0 = b−
∫ 1
−1 uν(du), b ∈ R. Assume further that
m±0 = max(±b0, 0) +
∫
R
ν˜±(du) 6= 0 (3.26)
with ν˜(du) = uν(du). Then,
EXf(X) = m+0 Ef(X + Y
+)−m−0 Ef(X + Y −), (3.27)
for all bounded Lipschitz functions f , where the random variables Y +, Y − and X are independent
with Y + and Y − having respective law
µY ±(du) =
b±0
m±0
δ0(du) +
ν˜±(du)
m±0
, (3.28)
if and only if X ∼ ID(b, 0, ν).
Proof. Let f be a bounded Lipschitz function. By (3.9),
EXf(X) = b0Ef(X) + E
∫ +∞
−∞
f(X + u)uν(du). (3.29)
Now since since E|X| < +∞ and thanks to (3.25), ν˜(du) = uν(du) is a finite signed measure and
so its Jordan decomposition is given by
ν˜(du) = ν˜+(du)− ν˜−(du) = u1(0,+∞)(u)ν(du) − (−u)1(−∞,0)(u)ν(du).
Therefore, (3.29) becomes
EXf(X) = b+0 Ef(X)− b−0 Ef(X) + E
∫ +∞
0
f(X + u)ν˜+(du)− E
∫ 0
−∞
f(X + u)ν˜−(du).
Now,
m+0 = b
+
0 +
∫
R
ν˜+(du) = b
+
0 +
∫ +∞
0
uν(du),
m−0 = b
−
0 +
∫
R
ν˜−(du) = b−0 +
∫ 0
−∞
(−u)ν(du),
(b0 = b
+
0 − b−0 and m+0 −m−0 = EX) and, therefore, introducing the random variables Y + and Y −
proves the direct implication. The converse implication follows directly from Theorem 3.1 or by
first taking f(x) = eitx, t ∈ R, in (3.27) and then, as previously done in the proof of the theorem,
by solving a differential equation.
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Remark 3.2. (i) If m−0 = 0 and m
+
0 6= 0, Proposition 3.1 still holds with identity (3.27) being
replaced by
EXf(X) = m+0 Ef(X + Y
+)
for all bounded Lipschitz functions f . A similar proposition holds true when m−0 6= 0 and m+0 = 0.
(ii) When X ∼ ID(b, 0, ν) is non-negative, then necessarily the support of its Le´vy measure is in
(0,+∞), the condition ∫ 10 udν(u) < +∞ is automatically satisfied and b0 ≥ 0 (see [35, Theorem
24.11]). In this context, for EX < +∞, b0 = EX −
∫ +∞
0 uν(du), m0 = m
+
0 = EX and so, when
EX > 0, the characterizing equation (3.27) becomes,
EXf(X) = EXEf(X + Y ), (3.30)
where Y is a random variable independent of X whose law is given by
µY (du) =
b0
EX
δ0(du) +
u1(0,+∞)(u)
EX
ν(du). (3.31)
This agrees with the standard notion of size bias distribution for finite mean non-negative random
variable (see e.g. [3]) and recovers and extends a result there.
The pair (Y +, Y −) in (3.27) will be called the additive size-bias pair associated with X.
(iii) For X ≥ 0 with finite first moment, there is a natural relationship between size bias distribution
and equilibrium distribution with respect to X (see [30]). Corollary 3.1 also leads naturally to an
extension of this relationship. Namely, for X as in the corollary and f bounded Lipschitz,
Ef(X)− f(0) = EXf ′(UX),
= m+0 Ef
′(U(X + Y +))−m−0 Ef ′(U(X + Y −)),
where U is a uniform random variable on [0, 1] independent of X, Y + and Y −.
(iv) Let us consider a non-trivial example for which the assumption (3.25) is not satisfied. Let X
be a second order Wiener chaos random variable such that, for all k ≥ 1, λk > 0, with further∑
k≥1 λk = +∞. Then, for the Le´vy measure νN given via
νN (du) = 1(0,+∞)(u)
N∑
k=1
exp
(
− u2λk
)
2u
du,
we have∫ +1
−1
|u|νN (du) =
N∑
k=1
λk
(
1− exp
(
− 1
2λk
))
≥
(
1− exp
(
− 1
2λmax
)) N∑
k=1
λk −→
N→+∞
+∞
where λmax = maxk≥1 λk. So, by monotone convergence,
∫ +1
−1 |u|ν(du) = +∞. In particular,
the Rosenblatt distribution belongs to this class of second Wiener chaos random variables, since
asymptotically λk ∼
k→+∞
CDk
D−1, for some CD > 0 and D ∈ (0, 1/2) (see Theorem 3.2 of [39]).
As seen in some of the examples presented above, characterizing identities can involve local
operators, e.g., derivatives, while our generic characterization is non-local, involving difference
operators. Let us explain, next, how to pass from one to the other also encouraging the reader to
contemplate how this passage is linked to the notion of zero bias distribution (see [16]) with an
additive structure.
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Remark 3.3. Let us present a general methodology for X ∼ ID(b, 0, ν) such that X ≥ 0 and 0 <
EX < +∞ to pass from the non-local characterization of Theorem 3.1 to a local characterization.
Again, since X ≥ 0, then necessarily the support of ν is in (0,+∞), ∫ 10 uν(du) < +∞ and b0 ≥ 0
(see [35]). Hence, from the finite mean assumption and for all v > 0, η(v) =
∫ +∞
v uν(du) < +∞.
Therefore, denoting by µ the law of X, for any bounded Lipschitz function f ,
Cov(X, f(X)) = E
∫ +∞
0
(f(X + u)− f(X))uν(du)
=
∫ +∞
0
∫ +∞
0
(∫ u
0
f ′(x+ v)dv
)
uν(du)µ(dx)
=
∫ +∞
0
∫ +∞
0
f ′(x+ v)η(v)dvµ(dx)
=
∫ +∞
0
f ′(y)(η ∗ µ)(dy), (3.32)
where η ∗µ is the convolution of the law µ with the positive Borel measure η(dv) = η(v)dv. In case
η ∗ µ is absolutely continuous with respect to the Lebesgue measure, denoting its Radon-Nikody´m
derivative by h, then h(y) =
∫ y
0 η(y − v)µ(dv), and (3.32) becomes
Cov(X, f(X)) =
∫ +∞
0
f ′(y)h(y)dy. (3.33)
In particular, when X has an exponential distribution, then h(y) = ye−y and (3.33) becomes the
classical relation
Cov(X, f(X)) = EXf ′(X). (3.34)
In general, η ∗ µ is not a probability law, it is a positive measure, not necessarily finite, since∫ +∞
0 η(v)dv =
∫ +∞
0 u
2ν(du). In case X is nondegenerate with EX2 < +∞, i.e., ∫ +∞1 u2ν(du) <
+∞, (3.32) can be rewritten as
Cov(X, f(X)) = η((0,+∞))Ef ′(X + Y ), (3.35)
where η((0,+∞)) = ∫ +∞0 u2ν(du) < +∞, and Y , with law η/η((0,+∞)), is independent of X.
In view of our previous corollary, it is a simple matter to modify the above arguments when the
condition X ≥ 0 is omitted. The corresponding result is given by the following proposition, whose
proof is briefly sketched and whose statement is, again, also related to the notion of zero-bias
distribution (see [16]).
Proposition 3.1. Let X be a nondegenerate random variable such that EX2 < +∞. Let b ∈ R,
and let ν 6= 0 be a Le´vy measure such that∫
|u|>1
u2ν(du) < +∞. (3.36)
Then,
Cov(X, f(X)) =
(∫ +∞
−∞
u2ν(du)
)
Ef ′(X + Y ), (3.37)
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for all bounded Lipschitz functions f , where the function η is defined by
η(v) := η+(v)1(0,+∞)(v) + η−(v)1(−∞,0)(v),
with η+ and η− respectively defined on (0,+∞) and on (−∞, 0) via
η+(v) =
∫ +∞
v
uν(du), η−(v) =
∫ v
−∞
(−u)ν(du),
and where the random variables X and Y are independent, with the law of Y given by
µY (du) =
η(u)∫ +∞
−∞ u
2ν(du)
du,
if and only if X ∼ ID(b, 0, ν).
Proof. Let us first sketch the proof of the direct implication. If µ denotes the law of X, then from
Theorem 3.1, and our hypotheses, it follows that for any bounded Lipschitz function,
Cov(X, f(X)) =E
∫ +∞
−∞
(f(X + u)− f(X))uν(du)
=
∫ +∞
−∞
∫ +∞
0
(f(x+ u)− f(x))uν(du)µ(dx)
+
∫ +∞
−∞
∫ 0
−∞
(f(x+ u)− f(x))uν(du)µ(dx)
=
∫ +∞
−∞
∫ +∞
0
(∫ u
0
f ′(x+ v)dv
)
uν(du)dµ(dx)
+
∫ +∞
−∞
∫ 0
−∞
(∫ 0
u
f ′(x+ v)dv
)
(−u)ν(du)µ(dx)
=
∫ +∞
−∞
∫ +∞
0
f ′(x+ v)η+(v)dvµ(dx)
+
∫ +∞
−∞
∫ 0
−∞
f ′(x+ v)η−(v)dvdµ(dx)
=
∫ +∞
−∞
∫ +∞
−∞
f ′(x+ v)
(
η+(v)1(0,+∞)(v)
+ η−(v)1(−∞,0)(v)
)
dvµ(dx)
=
∫ +∞
−∞
∫ +∞
−∞
f ′(x+ v)η(v)dvµ(dx). (3.38)
The conclusion then easily follows from the very definition of Y and the assumption (3.36). The
converse implication is a direct consequence of the converse part of Theorem 3.1 or follows, as
before, by taking f(x) = eitx, t ∈ R in (3.37).
Remark 3.4. (i) The previous proposition can, in particular, be applied to the two sided expo-
nential distribution with parameters α > 0 and β > 0. In this case, the Le´vy measure is given by
13
ν(du)/du = e−αu/u1(0,+∞)(u) − eβu/u1(−∞,0)(u). Then, the condition (3.36) is readily satisfied,
and the law of Y has the following density
fY (t) =
α2β2
α2 + β2
(
e−αt
α
1(0,+∞)(t) +
eβt
β
1(−∞,0)(t)
)
. (3.39)
(ii) As done in Corollary 3.1, Proposition 3.1 extends the notion of zero-bias distribution to all
infinitely divisible nondegenerate distributions with finite variance. The random variable Y in
(3.37) will be called the extended zero-bias distribution associated with X.
(iii) Another possible writing for (3.37), more in line with (3.27), is
Cov(X, f(X)) = η+ ((0,+∞))Ef ′(X + Y +) + η− ((−∞, 0))Ef ′(X + Y −), (3.40)
where Y + and Y − have respective law
µY +(du) =
η+(u)1(0,+∞)(u)
η+((0,+∞)) du,
µY −(du) =
η−(u)1(−∞,0)(u)
η−((−∞, 0)) du,
and where
η+ ((0,+∞)) =
∫ +∞
0
u2ν(du), η− ((−∞, 0)) :=
∫ 0
−∞
u2ν(du).
It is important to note that the stable distributions with α ∈ (1, 2) do not satisfy either the
assumptions of Corollary 3.1 or those of Proposition 3.1. Nevertheless, our next result which is
a mixture of the two previous ones characterizes infinitely divisible distributions with finite first
moment, and in particular, the stable ones. For this purpose, we introduce the following functions
respectively well-defined on (0, 1) and on (−1, 0),
η+(v) =
∫ 1
v
uν(du), η−(v) =
∫ v
−1
(−u)ν(du).
Note that since ν is a Le´vy measure, for all v ∈ (0, 1),
vη+(v) ≤
∫ 1
v
u2ν(du) ≤
∫ 1
0
u2ν(du) < +∞,
and similarly for η−.
Proposition 3.2. Let X be a nondegenerate random variable such that E|X| < +∞. Let b ∈ R
and let ν be a Le´vy measure such that
0 6=
∫
|u|>1
|u|ν(du) < +∞,
∫ 1
−1
u2ν(du) 6= 0. (3.41)
Then,
Cov(X, f(X)) =
(∫ 1
−1
u2ν(du)
)
Ef ′(X + U) +mEf(X + V+)−mEf(X + V−), (3.42)
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for all bounded Lipschitz functions f , where m± and m are defined by
m+ =
∫ +∞
1
uν(du), m− =
∫ −1
−∞
(−u)ν(du), m = m+ +m−,
and where the random variables X, U , V+ and V− are independent, with the laws of U , V+ and V−
respectively given by
µU (du) =
η+(u)1(0,1)(u) + η−(u)1(−1,0)(u)∫ +1
−1 u
2ν(du)
du,
µV+(du) =
m−
m
δ0(u) +
u
m
1(1,+∞)(u)ν(du),
µV−(du) =
m+
m
δ0(u) +
−u
m
1(−∞,−1)(u)ν(du),
if and only if X ∼ ID(b, 0, ν).
Proof. First, let X ∼ ID(b, 0, ν), and denote its law by µ. Then, from Theorem 3.1, for any
bounded Lipschitz function,
Cov(X, f(X)) = E
∫ +∞
−∞
(f(X + u)− f(X))uν(du)
= E
∫
|u|≤1
(f(X + u)− f(X))uν(du) + E
∫
|u|>1
(f(X + u)− f(X))uν(du).
Now, performing steps similar to thoses of Proposition 3.1 and Corollary 3.1 for, respectively, the
first and second terms of the previous sum. For the first one,
E
∫
|u|≤1
(f(X + u)− f(X))uν(du) = E
∫ 1
0
(f(X + u)− f(X))uν(du) + E
∫ 0
−1
(f(X + u)− f(X))uν(du)
=
∫ +∞
−∞
∫ 1
0
(∫ u
0
f ′(x+ v)dv
)
uν(du)dµ(dx)
+
∫ +∞
−∞
∫ 0
−1
(∫ 0
u
f ′(x+ v)dv
)
(−u)ν(du)µ(dx)
=
∫ +∞
−∞
∫ 1
0
f ′(x+ v)η+(v)dvµ(dx)
+
∫ +∞
−∞
∫ 0
−1
f ′(x+ v)η−(v)dvdµ(dx)
=
∫ +∞
−∞
∫ +∞
−∞
f ′(x+ v)
(
η+(v)1(0,1)(v)
+ η−(v)1(−1,0)(v)
)
dvµ(dx)
=
∫ +∞
−∞
∫ +∞
−∞
f ′(x+ v)η(v)dvµ(dx).
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For the second term,
E
∫
|u|>1
(f(X + u)− f(X))uν(du) = E
∫
|u|>1
f(X + u)uν(du)− Ef(X)
∫
|u|>1
uν(du)
= E
∫ +∞
1
f(X + u)uν(du) − E
∫ −1
−∞
f(X + u)(−u)ν(du)
− Ef(X)
∫
|u|>1
uν(du)
= m (Ef(X + V+)− Ef(X + V−)) .
The conclusion then easily follows from the very definition of U , V+ and V− and the assumption
(3.41). The converse implication is a direct consequence of the converse part of Theorem 3.1 or
follows, as before, by taking f(·) = eit·, t ∈ R in (3.42).
4 General Upper Bounds by Fourier Methods
The Fourier methodology developed in [2] to study the Stein-Tikhomirov method (see [38]) pro-
vides rates of convergence in Kolmogorov or in smooth-Wasserstein distance for sequences (Xn)n≥1
converging towards X∞. This approach leads to quantitative estimates when X∞ is either a second
order Wiener chaos, or the Dickman distribution or the symmetric α-stable one. Corollary 3.1, or
Proposition 3.1 or, even, the stable characterizing identities of the previous section allow extensions
of the aforementioned estimates to classes of infinitely divisible sequences. The forthcoming results
are general and intersect some of those on the Dickman distribution presented in [2]. Before stating
them, recall that the smooth Wasserstein distance, dWr , for r ≥ 0, is given by
dWr(X,Y ) = sup
h∈Hr
|Eh(X)− Eh(Y )|, (4.1)
where Hr is the set of continuous functions which are r-times continuously differentiable such that
‖h(k)‖∞ ≤ 1, for all 0 ≤ k ≤ r, where h(0) = h and h(k) is the k-th derivative of h, while very
classicaly, the Kolmogorov distance is
dK(X,Y ) := sup
x∈R
|P(X ≤ x)− P(Y ≤ x)|.
Note that, by an approximation argument, dK(X,Y ) ≤ dW0(X,Y ), and that by another approxima-
tion argument (see e.g. Appendix A of [2] or Lemma A.3 of the Appendix), the smooth Wasserstein
distance dWr , for r ≥ 1 admits the following representation
dWr(X,Y ) = sup
h∈C∞c (R)∩Hr
|Eh(X)− Eh(Y )|, (4.2)
where C∞c (R) denotes the space of compactly supported, infinitely differentiable functions on R.
Moreover, the smooth Wasserstein distances and the classical Wasserstein distances are ordered in
the following way
dWr(X,Y ) ≤ dW1(X,Y ) ≤W1(X,Y ) ≤Wp(X,Y ) (4.3)
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for all r ≥ 1 and where, for all p ≥ 1 and for all random variables X,Y with finite absolute p-th
moment
W pp (X,Y ) = inf E|X − Y |p (4.4)
with the infimum taken over the set of probability measures on R×R with marginals given by the
law of X and the law of Y . Recall also that convergence in Wasserstein-p distance is equivalent to
convergence in law and convergence of the p-th absolute moments (see e.g. [40, Theorem 6.9]).
Theorem 4.1. Let Xn ∼ ID(bn, 0, νn), n ≥ 1, be a sequence of nondegenerate random variables
converging in law towards X∞ ∼ ID(b∞, 0, ν∞) (nondegenerate), with also E|Xn| < +∞, E|X∞| <
+∞ and ∫ +1
−1
|u|νn(du) < +∞,
∫ +1
−1
|u|ν∞(du) < +∞, (4.5)
n ≥ 1. Further, for all t ∈ R, let
|ϕ∞(t)|
∫ |t|
0
ds
|ϕ∞(s)| ≤ C∞|t|
p∞ , (4.6)
where ϕ∞ is the characteristic function of X∞ and where C∞ > 0, p∞ ≥ 1. Let the law of X∞ be
absolutely continuous with respect to the Lebesgue measure and have a bounded density. Then,
dK(Xn,X∞) ≤ C ′∞∆
1
p∞+2
n ,
where
∆n =|(mn0 )+ − (m∞0 )+|+ |(mn0 )− − (m∞0 )−|
+ (m∞0 )
+
E|Y +n − Y +∞ |+ (m∞0 )−E|Y −n − Y −∞ |.
where (mn0 )
±, Y ±n and (m∞0 )
±, Y ±∞ are the quantities defined in Corollary 3.1 respectively associated
with Xn and X∞.
Proof. From Corollary 3.1 applied to Xn and X∞, let
∆±n (t) := (m
n
0 )
±ϕY ±n (t)− (m
∞
0 )
±ϕY ±∞ (t),
S∞(t) := (m∞0 )
+ϕY +∞(t)− (m
∞
0 )
−ϕY −∞ (t),
εn(t) := ϕn(t)− ϕ∞(t)
where ϕY ±n and ϕY ±∞ are the characteristic functions of Y
±
n and Y
±∞ . Now, thanks to the identity
(3.27) applied to the test functions f(·) = eit.,
1
i
d
dt
(
ϕ∞(t)
)
= ϕ∞(t)S∞(t),
1
i
d
dt
(
ϕn(t)
)
= ϕn(t)S∞(t) + ϕn(t)∆+n (t)− ϕn(t)∆−n (t).
Subtracting these last two expressions gives, recalling also that the characteristic function of an ID
law never vanishes,
d
dt
(
εn(t)
)
=
εn(t)
ϕ∞(t)
d
dt
(ϕ∞(t)) + iϕn(t)(∆+n (t)−∆−n (t)),
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since,
S∞(t) =
1
iϕ∞(t)
d
dt
(ϕ∞(t)).
Then, straightforward computations imply that for all t ≥ 0:
εn(t) = iϕ∞(t)
∫ t
0
ϕn(s)
ϕ∞(s)
(
(∆+n (s)−∆−n (s))
)
ds,
and similarly for t ≤ 0. Let us next bound the difference, ∆+n (s)−∆−n (s). First,
|∆+n (s)−∆−n (s)| ≤ I + II + III + IV,
where
I := |(mn0 )+ − (m∞0 )+|,
II := |(mn0 )− − (m∞0 )−|,
III := (m∞0 )
+|ϕY +n (s)− ϕY +∞(s)| ≤ (m
∞
0 )
+|s|E|Y +n − Y +∞ |,
IV := (m∞0 )
−|ϕY −n (s)− ϕY −∞ (s)| ≤ (m
∞
0 )
−|s|E|Y −n − Y −∞ |.
Hence,
|εn(t)| ≤ |ϕ∞(t)|
∫ t
0
ds
|ϕ∞(s)|
(|(mn0 )+ − (m∞0 )+|+ |(mn0 )− − (m∞0 )−|)
+ |ϕ∞(t)|
∫ t
0
|s|ds
|ϕ∞(s)|
(
(m∞0 )
+
E|Y +n − Y +∞ |+ (m∞0 )−E|Y −n − Y −∞ |
)
.
Then, using (4.6), together with the definition of ∆n, leads to:
|εn(t)| ≤ C∞(|t|p∞ + |t|p∞+1)∆n. (4.7)
Since the law of X∞ has a bounded density applying the classical Esseen inequality (see e.g. [31,
Theorem 5.1]) gives, for all T > 0,
dK(Xn,X∞) ≤ C1
∫ T
−T
|εn(t)|
|t| dt+ C2
‖h‖∞
T
, (4.8)
where C1 and C2 are positive (absolute) constants, while ‖h‖∞ is the essential supremum of the
density h of the law of X∞. Next, plugging (4.7) into (4.8),
dK(Xn,X∞) ≤ C ′1
(
T p∞ + T p∞+1
)
∆n +
C ′2
T
.
The choice T = (1/∆n)
1
p∞+2 concludes the proof.
Remark 4.1. (i) Let us briefly discuss the growth condition on the limiting characteristic function
ϕ, namely, the requirement that for all t ∈ R,
L(ϕ)(t) := |ϕ(t)|
∫ |t|
0
ds
|ϕ(s)| ≤ C|t|
p, (4.9)
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for some C > 0 and p ≥ 1. When the limiting law is the standard normal one, the functional L(ϕ)
is the Dawson integral associated with the normal distribution. It decreases to 0 at infinity, and
for t ∈ R,
L(ϕ)(t) := e
−t2
2
∫ |t|
0
e
s2
2 ds ≤ 2|t|
1 + t2
. (4.10)
Different behaviors are possible for this (generalized Dawson) functional, see [2]. As detailed below,
in a general gamma setting, (4.9) holds true with p = 1 while in the stable case (see Lemma 10 of
Appendix B in [2]), for 1 < α < 2, and t > 0,
L(ϕ)(t) ≤ (t1−α/c+ Ce−ctα) , (4.11)
where C =
∫ c−1/α
0 e
csαds and c = c1 + c2. In particular, C ≤ e/c1/α. Moreover, for t small, (4.11)
can be replaced by,
L(ϕ)(t) ≤ |t|.
Then, for some constant C ′ > 0 only depending on α and c, and for all t ∈ R,
L(ϕ)(t) ≤ C ′ |t|
1 + |t|α . (4.12)
For the Dickman distribution as considered in [2], a linear growth can also be obtained from
the corresponding characteristic function.
(ii) As well known,
dK(Xn,X∞) ≤
√
2‖h‖∞W1(Xn,X∞), (4.13)
where again ‖h‖∞ is the supremum norm of h, the bounded density of the law of X∞, and where
W1 denotes the 1-Wasserstein distance as in (4.4) which also admits the following representation
W1(X,Y ) = sup
h∈Lip(1)
|Eh(X)− Eh(Y )|,
for X,Y random variables with finite first moment. Therefore, to go beyond the bounded density
case, e.g., to consider discrete limiting laws, it is natural to explore convergence rates in (smooth)
Wasserstein. Under uniform (exponential) integrability, such issues can be tackled. For example,
instead of the bounded density assumption, let, for some λ > 0 and α ∈ (0, 1],
sup
n≥1
E eλ|Xn|
α
< +∞, i.e., sup
n≥1
∫
|u|>1
eλ|u|
α
νn(du) < +∞, (4.14)
then,
dWp∞+2(Xn,X∞) ≤ C ′∞∆n| ln∆n|
1
2α , (4.15)
where ∆n is as in the previous theorem. The proof of (4.15) uses the pointwise estimate (4.7)
combined with the assumption (4.14) and with the statement and conclusion of [2, Theorem 1].
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Proposition 3.1 also provides quantitative upper bounds on the Kolmogorov distance. This is the
content of the next proposition whose statement is similar to that of Theorem 4.1.
Proposition 4.1. Let Xn ∼ ID(bn, 0, νn), n ≥ 1, be a sequence of nondegenerate random variables
converging in law towards X∞ ∼ ID(b∞, 0, ν∞) (nondegenerate) and such that E|Xn|2 < +∞,
E|X∞|2 < +∞, n ≥ 1. Let also, for all t ∈ R,
|ϕ∞(t)|
∫ |t|
0
ds
|ϕ∞(s)| ≤ C∞|t|
p∞ , (4.16)
where ϕ∞ is the characteristic function of X∞ and where C∞ > 0, p∞ ≥ 1. Let the law of X∞ be
absolutely continuous with respect to the Lebesgue measure and have a bounded density, then
dK(Xn,X∞) ≤ C ′∞∆
1
p∞+3
n , (4.17)
where
∆n = |ηn − η∞|+ |EXn − EX∞|+ E|Yn − Y∞|, (4.18)
where Yn and Y∞ are the random variables defined in Proposition 3.1 respectively associated with
Xn and X∞ respectively and where,
ηn :=
∫ +∞
−∞
u2νn(du), η∞ :=
∫ +∞
−∞
u2ν∞(du).
Proof. The proof of this proposition is very similar to the proof of Theorem 4.1 and so it is only
sketched. From Proposition 3.1 applied to Xn and X∞, let:
mn := EXn, m∞ := EX∞,
∆n(t) := t(η∞ϕY∞(t)− ηnϕYn(t)) + i(mn −m∞),
R∞(t) := −tη∞ϕY∞(t) + im∞,
ε(t) := ϕn(t)− ϕ∞(t).
Next, thanks to the identity (3.37) applied to the test functions f(·) = eit.,
d
dt
(
ϕn(t)
)
= R∞(t)ϕn(t) + ϕn(t)∆n(t),
d
dt
(
ϕ∞(t)
)
= R∞(t)ϕ∞(t).
Subtracting the last two expressions,
d
dt
(
εn(t)
)
=
ε(t)
ϕ∞(t)
d
dt
(ϕ∞(t)) + ϕn(t)∆n(t).
Then, straightforward computations imply that for all t ≥ 0,
εn(t) = ϕ∞(t)
∫ t
0
ϕn(s)
ϕ∞(s)
∆n(s)ds,
and similarly for t ≤ 0. Hence, using (4.16) together with standard computations,
|εn(t)| ≤ C∞(|t|p∞ + |t|p∞+1 + |t|p∞+2)∆n.
Finally, proceeding as in the end of the proof of Theorem 4.1 concludes the proof.
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Remark 4.2. (i) Since the random variables (Y ±n , Y ±∞) (resp. (Yn, Y∞)) in Theorem 4.1 (resp. Propo-
sition 4.1) are independent of (Xn,X∞), one can choose any of their couplings. In particular, the
definition of ∆n of Theorem 4.1 can be replaced by
∆n = |(mn0 )+ − (m∞0 )+|+ |(mn0 )− − (m∞0 )−|
+ (m∞0 )
+W1(Y
+
n , Y
+
∞) + (m
∞
0 )
−W1(Y −n , Y
−
∞). (4.19)
Similarly the quantity ∆n of Proposition 4.1 can be replaced by,
∆n = |ηn − η∞|+ |EXn − EX∞|+W1(Yn, Y∞). (4.20)
(ii) Recall that the Wasserstein-1 distance between two random variables X and X˜ both having
finite first moment, and respective law µ and µ˜ can also be represented as,
W1(X, X˜) =
∫ +∞
−∞
|Fµ(t)− Fµ˜(t)|dt, (4.21)
where Fµ and Fµ˜ are the respective cumulative distribution functions of µ and µ˜. Combining the
above with Proposition 3.1, (4.20) becomes,
∆n = |ηn − η∞|+ |EXn − EX∞|+
∫ 0
−∞
∣∣∣∣
∫ t
−∞
(−v)(t− v)
(
νn(dv)
ηn
− ν∞(dv)
η∞
)∣∣∣∣ dt
+
∫ +∞
0
∣∣∣∣
∫ +∞
0
v(v ∧ t)
(
νn(dv)
ηn
− ν∞(dv)
η∞
)
+
∫ 0
−∞
v2
(
νn(dv)
ηn
− ν∞(dv)
η∞
) ∣∣∣∣dt. (4.22)
(iii) Next, for the second order chaoses Xn =
∑+∞
k=1 λn,k(Z
2
k − 1)/2, n ≥ 1 and X∞ =∑+∞
k=1 λ∞,k(Z
2
k − 1)/2, with λn,k > 0 and λ∞,k > 0, for all k ≥ 1, ∆n in (4.22) becomes
∆n = 2
∫ +∞
0
∣∣∣∣∣
+∞∑
k=1
(λ2∞,ke
− t
2λ∞,k − λ2n,ke
− t
2λn,k )
∣∣∣∣∣ dt. (4.23)
Similar computations can be done using (4.19) and (4.21).
(iv) Again, the Kolmogorov distance can be replaced by a smooth Wasserstein one. (Replacing also
the bounded density assumption.) Indeed, if for some λ > 0 and α ∈ (0, 1], sup
n≥1
E eλ|Xn|
α
< +∞,
then
dWp∞+3(Xn,X∞) ≤ C ′∞∆n| ln∆n|
1
2α ,
as easily seen by simple modifications of the techniques presented above.
(v) Any sequence of infinitely divisible distributions converging in law has a limiting distribution
which is itself infinitely divisible, e.g., [35, Lemma 7.8]. It is thus natural to ask for conditions
for such convergence as well as for quantitative versions of it. In this regard, [35, Theorem 8.7]
provides necessary and sufficient conditions ensuring the weak convergence of sequences of infinitely
divisible distributions. Namely, it requires that, as n→ +∞,
βn = bn +
∫ +∞
−∞
u
(
c(u)− 1|u|≤1
)
νn(du) −→ β∞,
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and that,
u2c(u)dνn =⇒ u2c(u)dν∞,
for some bounded continuous function c from R to R such that c(u) = 1 + o(|u|) ,as |u| → 0, and
c(u) = O(1/|u|) as |u| → +∞. Therefore, Theorem 4.1 and Proposition 4.1 provide quantitative
versions of these results.
The previous results do not encompass the case of the stable distributions since neither (4.5) nor
E|X∞|2 < +∞ are satisfied. To obtain quantitative convergence results toward more general
ID distributions, let us present a result for some classes of self-decomposable laws. Below and
elsewhere, we follow [35], and use the terminology increasing or decreasing in a non-strict manner.
Proposition 4.2. Let Xn ∼ ID(bn, 0, νn), n ≥ 1, be a sequence of nondegenerate random variables
converging in law towards X∞ ∼ ID(b∞, 0, ν∞) (nondegenerate) such that E|Xn| < +∞, n ≥ 1,
E|X∞| < +∞, and,
νn(du) :=
ψ1,n(u)
u
1(0,+∞)(u)du+
ψ2,n(−u)
(−u) 1(−∞,0)(u)du,
ν∞(du) :=
ψ1,∞(u)
u
1(0,+∞)(u)du+
ψ2,∞(−u)
(−u) 1(−∞,0)(u)du,
where ψ1,n, ψ2,n, ψ1,∞ and ψ2,∞ are decreasing functions on (0,+∞). Let also, for all t ∈ R,
|ϕ∞(t)|
∫ |t|
0
ds
|ϕ∞(s)| ≤ C∞|t|
p∞ , (4.24)
where ϕ∞ is the characteristic function of X∞ and where C∞ > 0, p∞ ≥ 1. Finally, let the law
of X∞ be absolutely continuous with respect to the Lebesgue measure and have a bounded density.
Then,
dK(Xn,X∞) ≤ C ′∞(∆n)
1
p∞+2 ,
where
∆n =|EXn − EX∞|+
∫ 1
0
|u||ψ1,n(u)− ψ1,∞(u)|du +
∫ +∞
1
|ψ1,n(u)− ψ1,∞(u)|du
+
∫ 0
−1
|u||ψ2,n(−u)− ψ2,∞(−u)|du +
∫ −1
−∞
|ψ2,n(−u)− ψ2,∞(−u)|du.
Proof. Again, this proof is very similar to the proof of Theorem 4.1 and so it is only sketched. Let,
mn := EXn, m∞ := EX∞,
∆n(t) := mn −m∞ +
∫ +∞
−∞
(eitu − 1)uνn(du)−
∫ +∞
−∞
(eitu − 1)uν∞(du),
S∞(t) := m∞ +
∫ +∞
−∞
(eitu − 1)uν∞(du),
εn(t) := ϕn(t)− ϕ∞(t).
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Applying the identity (3.7) to Xn and X∞ with f(·) = eit. gives
d
dt
(ϕn(t)) = i∆n(t)ϕn(t) + iS∞(t)ϕn(t),
d
dt
(ϕ∞(t)) = iS∞(t)ϕ∞(t),
and thus,
d
dt
(εn(t)) =
ϕ′∞(t)
ϕ∞(t)
εn(t) + i∆n(t)ϕn(t).
Therefore, for all t ≥ 0,
εn(t) = iϕ∞(t)
∫ t
0
ϕn(s)
ϕ∞(s)
∆n(s)ds,
and similarly for t ≤ 0. Let us now bound the quantity ∆n(·).
|∆n(s)| ≤ |mn −m∞|+
∣∣∣∣
∫ +∞
−∞
(eisu − 1)uνn(du)−
∫ +∞
−∞
(eisu − 1)uν∞(du)
∣∣∣∣
≤ 2(1 + |s|)
(
|mn −m∞|++
∫ 1
0
|u||ψ1,n(u)− ψ1,∞(u)|du +
∫ +∞
1
|ψ1,n(u)− ψ1,∞(u)|du
+
∫ 0
−1
|u||ψ2,n(−u)− ψ2,∞(−u)|du+
∫ −1
−∞
|ψ2,n(−u)− ψ2,∞(−u)|du
)
,
≤ 2(1 + |s|)∆n.
This implies,
|εn(t)| ≤ C∞(|t|p∞ + |t|p∞+1)∆n.
To conclude the proof, proceed as in the end of the proof of Theorem 4.1.
Remark 4.3. Recalling (4.12), note that the stable distributions do satisfy the assumptions of
Proposition 4.2. However, the very specific properties of their Le´vy measure entail detailled com-
putations in order to reach a precise rate of convergence. To illustrate how our methodology can
be adapted to obtain a rate of convergence towards a stable law, we present an example pertaining
to the domain of normal attraction of the symmetric α-stable distribution. Let 1 < α < 2 and set
c = (1− α)/(2Γ(2 − α) cos(απ/2)) and λ = (2c)1/α. Then, denote by f1(x) := α2λ(1 + |x|λ )−α−1 the
density of the Pareto law with parameters α > 0 and λ > 0. As well known, this random variable
is infinitely divisible, see [37, Chapter IV, Example 11.6], and belongs to the domain of normal
attraction of the symmetric α-stable distribution, [31]. Our version of the Pareto density differs
from the one considered in [12, 20, 41] given by f(x) := αλα/(2|x|α+1)1|x|>λ, which is not infinitely
divisible. Indeed, since it is a symmetric distribution, its characteristic function is real-valued, and
by standard computations,
ϕ(s) = 1− sα + α
∫ 1
0
1− cos(λys)
yα+1
dy ≤ 1− sα + αs
2λ2
2(2 − α) ,
s > 0. Now, it is not difficult to see that the above right-hand side can take negative values, e.g.
for α = 3/2 and s = 2, contradicting infinite divisibility.
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Proposition 4.3. Let (ξi)i≥1 be a sequence of iid random variables such that ξ1 ∼ f1. For 1 <
α < 2, let Xn =
∑n
i=1 ξi/n
1
α , n ≥ 1, and let X∞ ∼ SαS have characteristic function ϕ∞(t) =
exp(−|t|α), t ∈ R. Then,
dK(Xn,X∞) ≤ C
n
2
α
−1 , (4.25)
for some C > 0 which depends only on α.
Proof. Let ϕn be the characteristic function of Xn, n ≥ 1. Adopting the notation of the proof of
Proposition 4.2, for all t ≥ 0,
εn(t) = iϕ∞(t)
∫ t
0
ϕn(s)
ϕ∞(s)
∆n(s)ds,
and similarly for t ≤ 0. But, thanks to the identity (3.7) applied to Xn and X∞ with f(·) = eis.,
i∆n(s) =
ϕ′n(s)
ϕn(s)
− ϕ
′∞(s)
ϕ∞(s)
.
Moreover, for s > 0,
ϕ′∞(s)
ϕ∞(s)
= −αsα−1.
By standard computations, for s > 0,
ϕ1(s) = α
∫ +∞
1
cos(λs(y − 1)) dy
yα+1
= cos(λs)
(
1− sα +
∫ 1
0
1− cos(λsy)
yα+1
αdy
)
+ sin(λs)
(∫ +∞
1
sin(λsz)
zα+1
αdz
)
= 1− sα + ψ1(s) + ψ2(s) + ψ3(s),
where
ψ1(s) =
∫ 1
0
1− cos(λsy)
yα+1
αdy,
ψ2(s) = (cos(λs)− 1)
(∫ +∞
1
cos(λsz)
zα+1
αdz
)
,
and,
ψ3(s) = sin(λs)
(∫ +∞
1
sin(λsz)
zα+1
αdz
)
.
Then,
ϕ′n(s)
ϕn(s)
= n1−
1
α
ϕ′1
(
s
n
1
α
)
ϕ1
(
s
n
1
α
)
=
−αsα−1 + n1− 1αψ′1
(
s
n
1
α
)
+ n1−
1
αψ′2
(
s
n
1
α
)
+ n1−
1
αψ′3
(
s
n
1
α
)
1− sαn + ψ1
(
s
n
1
α
)
+ ψ2
(
s
n
1
α
)
+ ψ3
(
s
n
1
α
) .
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implying that,
∆n(s) =
−αsα−1 + n1− 1αψ′1
(
s
n
1
α
)
+ n1−
1
αψ′2
(
s
n
1
α
)
+ n1−
1
αψ′3
(
s
n
1
α
)
1− sαn + ψ1
(
s
n
1
α
)
+ ψ2
(
s
n
1
α
)
+ ψ3
(
s
n
1
α
) + αsα−1
=
n1−
1
αψ′1
(
s
n
1
α
)
+ n1−
1
αψ′2
(
s
n
1
α
)
+ n1−
1
αψ′3
(
s
n
1
α
)
− α s2α−1n + αsα−1(ψ1
(
s
n
1
α
)
+ ψ2
(
s
n
1
α
)
+ ψ3
(
s
n
1
α
)
)
1− sαn + ψ1
(
s
n
1
α
)
+ ψ2
(
s
n
1
α
)
+ ψ3
(
s
n
1
α
) .
Before, bounding the quantity εn let us provide bounds for the functions ψ1, ψ2 and ψ3 and their
derivatives. For s > 0,
|ψ1(s)| ≤ C1s2, |ψ2(s)| ≤ C2s2, |ψ3(s)| ≤ C3s2, (4.26)
and,
|ψ′1(s)| ≤ C4s, |ψ′2(s)| ≤ C5(s+ s2), |ψ′3(s)| ≤ C6s,
for some strictly positive constants, Ci, i = 1, ..., 6, depending only on α. Therefore, for t > 0,
|εn(t)| ≤ |ϕ∞(t)|
∫ t
0
∣∣∣ϕn−11 ( s
n
1
α
)∣∣∣
|ϕ∞(s)|
∣∣∣∣n1− 1αψ′1
(
s
n
1
α
)
+ n1−
1
αψ′2
(
s
n
1
α
)
+ n1−
1
αψ′3
(
s
n
1
α
)
− αs
2α−1
n
+ αsα−1
(
ψ1
(
s
n
1
α
)
+ ψ2
(
s
n
1
α
)
+ ψ3
(
s
n
1
α
)) ∣∣∣∣ds
≤ C|ϕ∞(t)|
∫ t
0
∣∣∣ϕn−11 ( s
n
1
α
)∣∣∣
|ϕ∞(s)|
(
s
n
2
α
−1 +
s2
n
3
α
−1 +
s2α−1
n
+
sα+1
n
2
α
)
ds,
and so
|εn(n
1
α t)| ≤ Cn|ϕ∞(n
1
α t)|
∫ t
0
|ϕn−11 (u)|
|ϕ∞(n 1αu)|
(
u+ u2 + u2α−1 + uα+1
)
du.
Let us now detail how to bound the ratio |ϕn−11 (u)|/|ϕ∞
(
n
1
αu
)
|. For 0 < u ≤ t
|ϕn−11 (u)|
|ϕ∞
(
n
1
αu
)
|
≤ enuα+(n−1) lnϕ1(u)
≤ enuα+(n−1)(−uα+ψ1(u)+ψ2(u)+ψ3(u))
≤ een(ψ1(u)+ψ2(u)+ψ3(u)).
By (4.26), we can choose ε ∈ (0, 1) such that 0 < C(ε) = max
u∈(0,ε)
(|ψ1(u)|+ |ψ2(u)|+ |ψ3(u)|)/uα < 1,
since α ∈ (1, 2). Then, for 0 < u ≤ t ≤ ε,
|ϕn−11 (u)|
|ϕ∞
(
n
1
αu
)
|
≤ eenC(ε)uα ,
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which implies that, for 0 < t ≤ ε < 1,
|εn(n
1
α t)| ≤ Cne−n(1−C(ε))tα (t2 + t3 + t2α + tα+2) .
A similar bound can also be obtained for −ε ≤ t < 0. Setting T := εn1/α, applying Esseen’s
inequality, and if hα denotes the density of the SαS-law, we finally get
dK(Xn,X∞) ≤ C ′1
∫ +εn 1α
−εn 1α
|εn(t)|
|t| dt+ C2
‖hα‖∞
εn
1
α
≤ C ′1
∫ +ε
−ε
|εn(n 1α t)|
|t| dt+ C2
‖hα‖∞
εn
1
α
≤ C ′1
∫ +ε
0
Cne−n(1−C(ε))t
α (
t+ t2 + t2α−1 + tα+1
)
dt+ C2
‖hα‖∞
εn
1
α
≤ C ′1
∫ n 1α ε
0
e−(1−C(ε))t
α
(
t
n
2
α
−1 +
t2
n
3
α
−1 +
t2α−1
n
+
tα+1
n
2
α
)
dt+ C2
‖hα‖∞
εn
1
α
≤ Cε,α
(
1
n
2
α
−1 +
1
n
3
α
−1 +
1
n
+
1
n
2
α
)
+ C2
‖hα‖∞
εn
1
α
,
for some Cε,α > 0 depending only on ε and on α. This concludes the proof of the proposition.
Remark 4.4. The above result has to be compared with the ones available in the literature but
for other types of Pareto laws. Very recently, and via Stein’s method, a rate of convergence in
1-Wasserstein and for stable limiting laws is obtained in [41]. When specialized to the Pareto law
with density f(x) := αλα/(2|x|α+1)1|x|>λ, described in the previous remark, this rate is of order
n−(2/α−1) (see [41]), which via the inequality (4.13) provides a rate of the order n−(1/α−1/2) in
Kolmogorov distance. Moreover, a convergence rate of order n−(2/α−1) in Kolmogorov distance
is known to hold for the same Pareto law (see e.g., [12] and references therein). The results of
[14] also imply a rate of convergence of order n−(2/α−1) in Kolmogorov distance for the Pareto law
considered in Proposition 4.3 (see Corollary 1 in [14]). At a different level, the rate n−(2/α−1) also
appears when one considers the convergence, in supremum norm, of the corresponding densities
towards the stable density, see [20].
Remark 4.5. Analyzing the proof of Proposition 4.3, it is clearly possible to generalize the previous
result, beyond the Pareto case, to more general distributions pertaining to the domain of normal
attraction of the symmetric α–stable distribution. Indeed, consider distribution functions of the
form
∀x > 0, F (x) = 1− (c+ a(x))
xα
,
∀x < 0, F (x) = (c+ a(−x))
(−x)α ,
where the function a is defined on (0,+∞) and such that lim
x→+∞a(x) = 0. Moreover, let a be
bounded and continuous on (0,+∞) and such that lim
x→+∞xa(x) < +∞. Then, by straightforward
computations ∫ +∞
−∞
eitxdF (x) = 1− tα + ψ(t),
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where ψ is a real-valued function satisfying |ψ(t)| ≤ C1|t|2 and |ψ′(t)| ≤ C2|t|, for some C1 > 0 and
C2 > 0, two constants depending only on α and a. Assuming as well that the probability measure
associated with the distribution function F is infinitely divisible, it follows that
dK(Xn,X∞) ≤ C
n
2
α
−1 ,
where Xn =
∑n
i=1 ξi/n
1
α , with ξi iid random variables such that ξ1 ∼ F , where X∞ ∼ SαS and
where C > 0 only depends on α and a.
A further simple adaptation of the proofs of the previous results leads to explicit rates of conver-
gence for the compound Poisson approximation of some classes of infinitely divisible distributions.
First, the next result gives a Berry-Esseen type bound.
Theorem 4.2. Let X ∼ ID(b, 0, ν) nondegenerate be such that E|X| <∞ and such that
∫ +1
−1
|u|ν(du) <∞. (4.27)
Let ϕ, its characteristic function, be such that, for all t ∈ R,
|ϕ(t)|
∫ |t|
0
ds
|ϕ(s)| ≤ C|t|
p, (4.28)
where C > 0 and p ≥ 1, and let the law of X be absolutely continuous with respect to the Lebesgue
measure and have a bounded density. Let Xn, n ≥ 1, be compound Poisson random variables each
with characteristic function,
ϕn(t) := exp
(
n
(
(ϕ(t))
1
n − 1
))
. (4.29)
Then,
dK(Xn,X) ≤ C ′
(
1
n
) 1
p+2
(
|b0|+
∫ +∞
−∞
|u|ν(du)
) 2
p+2
. (4.30)
Proof. Clearly, ϕn(t)→ ϕ(t), for all t ∈ R, and so the sequence (Xn)n≥1 converges in distribution
towards X. Then, adopting the notations of the proof of Theorem 4.1,
1
i
d
dt
(
ϕn(t)
)
= ϕn(t)S(t) + ϕn(t)∆
+
n (t)− ϕn(t)∆−n (t).
Moreover, thanks to (4.29),
d
dt
(
ϕn(t)
)
=
ϕ′(t)
ϕ(t)
(
ϕ(t)
) 1
nϕn(t) = iS(t)
(
ϕ(t)
) 1
nϕn(t),
since
S(t) =
1
iϕ(t)
d
dt
(ϕ(t)).
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Thus,
∆+n (t)−∆−n (t) = S(t)
((
ϕ(t)
) 1
n − 1
)
,
which implies that:
εn(t) = iϕ(t)
∫ t
0
ϕn(s)
ϕ(s)
S(s)
((
ϕ(s)
) 1
n − 1
)
ds. (4.31)
Therefore,
|εn(t)| ≤ |ϕ(t)|
∫ t
0
1
|ϕ(s)| |S(s)|
(
ϕ(s)
) 1
n − 1|ds. (4.32)
Next, by the very definition of S, Corollary 3.1, and straightforward computations,
S(s) = m+0 ϕY +(s)−m−0 ϕY −(s)
=
(
b+0 +
∫ +∞
−∞
eisuν˜+(du)
)
−
(
b−0 +
∫ +∞
−∞
eisuν˜−(du)
)
= b0 +
∫ +∞
−∞
eisuν˜(du).
Thus,
|S(s)| ≤ |b0|+
∫ +∞
−∞
|u|ν(du). (4.33)
Moreover, further straightforward computations lead to:
|(ϕ(s)) 1n − 1| ≤ |s|
n
(
|b0|+
∫ +∞
−∞
|u|ν(du)
)
. (4.34)
Combining (4.28) and (4.32)–(4.34) gives
|εn(t)| ≤ C 1
n
(
|b0|+
∫ +∞
−∞
|u|ν(du)
)2
|t|p+1. (4.35)
To conclude the proof of this theorem, proceed as in the end of the proof of Theorem 4.1.
Proposition 4.4. Let X ∼ ID(b, 0, ν) nondegenerate be such that E|X|2 <∞. Let ϕ, its charac-
teristic function, be such that, for all t ∈ R,
|ϕ(t)|
∫ |t|
0
ds
|ϕ(s)| ≤ C|t|
p, (4.36)
where C > 0 and p ≥ 1. Further, let the law of X be absolutely continuous with respect to the
Lebesgue measure and have a bounded density. Let Xn, n ≥ 1, be compound Poisson random
variables each with characteristic function,
ϕn(t) := exp
(
n
(
(ϕ(t))
1
n − 1
))
. (4.37)
Then,
dK(Xn,X) ≤ C ′
(
1
n
) 1
p+4
(
|EX|+
∫ +∞
−∞
u2ν(du)
) 2
p+4
. (4.38)
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Proof. The proof is similar to the proof of Theorem 4.2 and so it is only sketched. Clearly, ϕn(t)→
ϕ(t), for all t ∈ R and so the sequence (Xn)n≥1 converges in distribution towards X. Then, with
the previous notations,
d
dt
(
ϕn(t)
)
= R(t)ϕn(t) + ∆n(t)ϕn(t).
Moreover, thanks to (4.37),
d
dt
(
ϕn(t)
)
=
ϕ′(t)
ϕ(t)
(
ϕ(t)
) 1
nϕn(t) = R(t)
(
ϕ(t)
) 1
nϕn(t),
since
R(t) =
1
ϕ(t)
d
dt
(ϕ(t)).
Thus,
∆n(t) = R(t)
((
ϕ(t)
) 1
n − 1
)
,
which implies that:
εn(t) = ϕ(t)
∫ t
0
ϕn(s)
ϕ(s)
R(s)
((
ϕ(s)
) 1
n − 1
)
ds.
Therefore,
|εn(t)| ≤ |ϕ(t)|
∫ t
0
1
|ϕ(s)| |R(s)|
(
ϕ(s)
) 1
n − 1|ds. (4.39)
By the very definition of R, Proposition 3.1, and straightforward computations, we have
R(s) = −s
(∫ +∞
−∞
u2ν(du)
)
ϕY (s) + iEX
= i
∫ +∞
−∞
(
eisu − 1)uν(du) + iEX.
Thus,
|R(s)| ≤ |EX|+ |s|
∫ +∞
−∞
u2ν(du). (4.40)
Moreover, further straightforward computations lead to:
|(ϕ(s)) 1n − 1| ≤ |s|
n
(
|EX|+ |s|
∫ +∞
−∞
v2ν(dv)
)
. (4.41)
Combining (4.36) and (4.39)–(4.41) gives
|εn(t)| ≤ C 1
n
(
|EX|+ |t|
∫ +∞
−∞
u2ν(du)
)2
|t|p+1,
≤ C 1
n
(
|EX|+
∫ +∞
−∞
u2ν(du)
)2
(|t|p+1 + |t|p+2 + |t|p+3).
To conclude the proof of this proposition, proceed as in the end of the proof of Proposition 4.2.
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Remark 4.6. (i) Under the condition
A := sup
s∈R
∣∣∣∣
∫ +∞
−∞
(eisu − 1)uν(du)
∣∣∣∣ <∞, (4.42)
the upper bound on the Kolmogorov distance in Proposition 4.4 becomes
dK(Xn,X) ≤ C ′
(
1
n
) 1
p+2
(|EX|+A) 2p+2 , (4.43)
which is comparable to the one obtained in Theorem 4.2, and is, for instance, verified in case the
Le´vy measure of X satisfies the assumptions of Theorem 4.2.
(ii) Once more, versions of Theorem 4.2 and of Proposition 4.4 can be derived for the smooth
Wasserstein distance. Let us develop this point a bit more: assume that X has finite exponential
moment, namely, that Eeλ|X| is finite for some λ > 0. This condition implies that the characteristic
function ϕ is analytic in a horizontal strip of the complex plane containing the real axis. Then,
by the very definition of ϕn and the use of the Le´vy-Raikov Theorem (see e.g. Theorem 10.1.1 in
[24]), it follows that ϕn is analytic at least in the same horizontal strip. Moreover, in this strip,
still by its very definition (ϕn)n≥1 converges pointwise towards ϕ. Then, eη|Xn| (for some η > 0)
are uniformly integrable. Therefore, if Eeλ|X| is finite and if the assumptions (4.27) and (4.28) hold
true, (4.35) and [2, Theorem 1] lead to,
dWp+2(Xn,X) ≤ C
√
lnn
n
(
|b0|+
∫ +∞
−∞
|u|ν(du)
)2
, (4.44)
for some constant C only depending on the limiting distribution.
We now present some examples illustrating the applicability of our methods.
(i) Let X be a compound Poisson X ∼ CP(ν(R), ν0), then for all t ∈ R,
Lϕ(t) ≤ eν(R)
∫+∞
−∞
(cos(ut)−1)ν0(du)
∫ |t|
0
eν(R)
∫ +∞
−∞
(1−cos(us))ν0(du)ds ≤ e2ν(R)|t|.
(ii) The gamma random variable with parameters α ≥ 1 and β > 0 satisfies the assumptions
of Theorem 4.2. Indeed, (4.27) and the boundedness of the density are automatically verified, and
moreover
|ϕ(t)|
∫ |t|
0
ds
|ϕ(s)| ≤ |t|,
for all t ∈ R.
(iii) Let q ≥ 3 and let (λ1, ..., λq) be q non-zero distinct reals. Let X :=
∑q
k=1 λk(Z
2
k−1), where
the {Zi, i = 1, ..., q} are iid standard normal random variables. Clearly X is infinitely divisible
and its Le´vy measure is given by
ν(du)
du
:=

∑
λ∈Λ+
e−u/(2λ)
2u


1(0,+∞)(u) +

∑
λ∈Λ−
e−u/(2λ)
2(−u)


1(−∞,0)(u),
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where Λ+ = {λk : λk > 0} and Λ− = {λk : λk < 0} have finite cardinality, and so the condition
(4.27) is verified. Moreover ϕ(t) :=
∏q
j=1 e
−itλj/(1 − 2itλj)1/2 and thus
1
(1 + 4λ2maxt
2)
q
4
≤ |ϕ(t)| ≤ 1(
1 + 4λ2mint
2
) q
4
,
with λmax = max
k≥1
|λk| and λmin = min
k≥1
|λk|. This readily implies that X has a bounded density and
that, for all t ∈ R,
|ϕ(t)|
∫ |t|
0
ds
|ϕ(s)| ≤ C|t|,
where
C := sup
t∈R
(
(1 + 4λ2maxt
2)
q
4
(1 + 4λ2mint
2)
q
4
)
=
(
λmax
λmin
)q/2
.
(iv) More generally, let (λk)k≥1 be an absolutely summable sequence such that |λk| 6= 0, for all
k ≥ 1. Let X := ∑+∞k=1 λk(Z2k − 1) where (Zk)k≥1 is a sequence of iid standard normal random
variables. Since (λk)k≥1 is absolutely summable, the condition (4.27) is verified. Let us now fix
N ≥ 3 and assume that the absolute values of the eigenvalues (λk)k≥1 are indexed in decreasing
order, i.e. |λ1| ≥ |λ2| ≥ ... ≥ |λN | ≥ .... Then,
ψN (t)
(1 + 4t2|λ1|2)
N
4
≤ |ϕ(t)| ≤ ψN (t)
(1 + 4t2|λN |2)
N
4
,
where
ψN (t) :=
+∞∏
k=N+1
1
(1 + 4t2λ2k)
1
4
.
Since 0 ≤ ψN (t) ≤ 1, it is clear that X has a bounded density. Moreover, for each N , ψN is a
decreasing function, thus,
|ϕ(t)|
∫ |t|
0
ds
|ϕ(s)| ≤ C|t|, (4.45)
with
C := sup
t∈R
(
(1 + 4λ21t
2)
q
4
(1 + 4λ2N t
2)
q
4
)
=
(
λ1
λN
)q/2
.
The next theorem pertains to quantitative convergence results inside the second Wiener chaos.
Theorem 3.1 of [27] puts forward the fact that a sequence of second order Wiener chaos random
variables converging in law, necessarily converges towards a random variable which is the sum of
a centered Gaussian random variable (possibly degenerate) and of an independent second order
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Wiener chaos random variable. It is, therefore, natural to consider convergence in law for the
following random variables
+∞∑
k=1
λn,k(Z
2
k − 1) =⇒n→+∞
+∞∑
k=1
λ∞,k(Z2k − 1).
To study this issue, below, ℓ1 denotes the space of absolutely summable real-valued sequences and
for any such sequence λ = (λk)k≥1 ∈ ℓ1, let ‖λ‖ℓ1 :=
∑+∞
k=1 |λk|.
Theorem 4.3. Let (λn)n≥1 be a sequence of elements of ℓ1, converging (in ‖·‖ℓ1) towards λ∞ ∈ ℓ1.
Moreover, let |λ∞,k| 6= 0 and |λn,k| 6= 0, for all k ≥ 1, n ≥ 1, and further, let
∑+∞
k=1 λ
2
n,k =∑+∞
k=1 λ
2
∞,k = 1/2. Next, set Xn =
∑+∞
k=1 λn,k(Z
2
k − 1), n ≥ 1, X∞ =
∑+∞
k=1 λ∞,k(Z
2
k − 1), and let
∆n := |‖λ+n ‖ℓ1 − ‖λ+∞‖ℓ1 |+ |‖λ−n ‖ℓ1 − ‖λ−∞‖ℓ1 |
+ ‖λ+n − λ+∞‖ℓ1 + ‖λ−n − λ−∞‖ℓ1 ,
where Λ±n := {λ±n,k, k ≥ 1} = {λn,k, λn,k > 0 (< 0)}, and similarly for Λ±∞. Then,
dK(Xn,X∞) ≤ C ′∞
√
∆n. (4.46)
and
dW2(Xn,X∞) ≤ C ′′∞∆n
√
| ln∆n|, (4.47)
for some positive constants C ′∞, C ′′∞ depending only on X∞.
Proof. Since, λn, n ≥ 1, and λ∞ are absolutely summable, the conditions (4.5) of Theorem 4.1 are
satisfied. Then, from the proof of Theorem 4.1 and, for all t ≥ 0,
εn(t) = iϕ∞(t)
∫ t
0
ϕn(s)
ϕ∞(s)
(
∆+n (s)−∆−n (s)
)
ds. (4.48)
Let us compute the quantities ∆+n and ∆
−
n . By definition,
bn0 = −
∫ +∞
−∞
uνn(du) = −
∑
λ∈Λ+n
λ+
∑
λ∈Λ−n
(−λ).
Thus,
(bn0 )
+ =
∑
λ∈Λ−n
(−λ), (bn0 )− =
∑
λ∈Λ+n
λ,
ν˜+n (du) =
1
2
∑
λ∈Λ+n
e−
u
2λ
1(0,+∞)(u)du, ν˜−n (du) =
1
2
∑
λ∈Λ−n
e−
u
2λ
1(−∞,0)(u)du.
This implies that:
(mn0 )
+ = (mn0 )
− = ‖λn‖ℓ1 ,
ϕY +n (t) =
1
(mn0 )
+

(bn0 )+ + ∑
λ∈Λ+n
λ
1− 2itλ

 ,
ϕY −n (t) =
1
(mn0 )
−

(bn0 )− + ∑
λ∈Λ−n
−λ
1− 2itλ

 .
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Then, after straightforward computations
∆+n (s)−∆−n (s) = bn0 − b∞0 +
∑
λ∈Λ+n
λ
1− 2isλ −
∑
λ∈Λ+∞
λ
1− 2isλ
+
∑
λ∈Λ−∞
−λ
1− 2isλ −
∑
λ∈Λ−n
−λ
1− 2isλ.
Therefore,
|∆+n (s)−∆−n (s)| ≤|‖λ+n ‖ℓ1 − ‖λ+∞‖ℓ1 |+ |‖λ−n ‖ℓ1 − ‖λ−∞‖ℓ1 |
+ ‖λ+n − λ+∞‖ℓ1 + ‖λ−n − λ−∞‖ℓ1 .
Combining the previous bound together with (4.45) and (4.48) entails,
|εn(t)| ≤ C∞|t|∆n.
Finally, proceeding as in the proof of Theorem 4.1,
dK(Xn,X∞) ≤ C ′∞
√
∆n.
As for the upper bound on the smooth Wasserstein distance, recall the following tail property of
second Wiener chaoses: there exists K > 0 such that for all X in the second Wiener chaos having
unit variance and for all x > 2:
P(|X| > x) ≤ exp (−Kx) ,
(see e.g. [18, Theorem 6.7]). This tail estimate implies that
sup
n≥1
E eη|Xn| <∞, E eη∞|X∞| <∞,
for some η, η∞ > 0, and [2, Theorem 1] finishes the proof of the theorem.
Remark 4.7. In the previous theorem, one could also consider (λn)n≥1 such that, for all n ≥ 1,
there exists kn ≥ 1 (converging to +∞ with n) such that for all k = 1, ..., kn |λn,k| 6= 0 and
for all k ≥ kn + 1, λn,k = 0. The quantity ∆n would then depend on the remainder term,
Rn :=
∑+∞
k=kn+1
|λ∞,k|.
To conclude this discussion on the compound Poisson approximation of infinitely divisible
distributions let us consider the stable case. Clearly, and as already indicated, an α-stable random
variable satisfies neither the hypotheses of Corollary 3.1 nor those of Proposition 3.1. Nevertheless,
the identities (3.18) and (3.21) lead to our next result.
Theorem 4.4. Let α ∈ (1, 2) and let X be an α–stable random variable with Le´vy measure given
by (2.5) where c1, c2 ≥ 0 are such that c1 + c2 > 0, and with characteristic function ϕ. Let Xn,
n ≥ 1, be compound Poisson random variables each having a characteristic function
ϕn(t) := exp
(
n
(
(ϕ(t))
1
n − 1
))
. (4.49)
Then,
dK(Xn,X) ≤ C 1
n
1
α+1
, (4.50)
where C > 0 depends only on α, c1 and c2.
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Proof. Thanks to (3.21) with f(·) = eit.,
d
dt
(ϕ(t)) = iϕ(t)
(
c2
∫ +∞
0
(1− e−itu)du
uα
− c1
∫ +∞
0
(1− eitu)du
uα
+
c1 − c2
α− 1
)
. (4.51)
Next, set
S(t) :=
(
c2
∫ +∞
0
(1− e−itu)du
uα
− c1
∫ +∞
0
(1− eitu)du
uα
+
c1 − c2
α− 1
)
.
Moreover, from (4.49),
d
dt
(ϕn(t)) =
ϕ′(t)
ϕ(t)
(ϕ(t))
1
nϕn(t) = iS(t)(ϕ(t))
1
nϕn(t).
Introducing the quantity ∆n(t) := S(t)((ϕ(t))
1
n − 1),
d
dt
(ϕn(t)) = iS(t)ϕn(t) + iϕn(t)∆n(t). (4.52)
subtracting (4.51) from (4.52) and setting εn(t) = ϕn(t)− ϕ(t), lead to
d
dt
(εn(t)) = iS(t)εn(t) + iϕn(t)∆n(t).
Thus, for t ≥ 0,
εn(t) = iϕ(t)
∫ t
0
ϕn(s)
ϕ(s)
∆n(s)ds,
and similarly for t ≤ 0. Let us bound S. For s > 0,
|S(s)| ≤ c2
∫ +∞
0
|1− e−isu|du
uα
+ c1
∫ +∞
0
|1− eisu|du
uα
+
|c1 − c2|
α− 1
≤ (c1 + c2)sα−1 2
2−α
(2− α)(α − 1) +
|c1 − c2|
α− 1 ,
using ∫ +∞
0
|1− eisu|du
uα
≤ sα−1
(∫ 2
0
du
uα−1
+ 2
∫ +∞
2
du
uα
)
≤ |s|α−1 2
2−α
(2− α)(α − 1) .
Moreover,
∣∣∣(ϕ(s)) 1n − 1∣∣∣ ≤ |s|
n
(
(c1 + c2)|s|α−1 2
2−α
(2− α)(α − 1) +
|c1 − c2|
α− 1
)
,
and
ϕ(s) := exp
(
isEX − c|s|α
(
1− iβ tan πα
2
sgn(s)
))
,
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with c = c1 + c2 and β = (c1 − c2)/(c1 + c2). This implies that, for t > 0,
|εn(t)| ≤ 1
n
|ϕ(t)|
∫ t
0
1
|ϕ(s)|
(
(c1 + c2)s
α−1 2
2−α
(2− α)(α− 1) +
|c1 − c2|
α− 1
)2
|s|ds
≤ 1
n
e−ct
α
∫ t
0
ecs
α
s
(
(c1 + c2)s
α−1 2
2−α
(2− α)(α − 1) +
|c1 − c2|
α− 1
)2
ds
≤ 2
n
(
(c1 + c2)
22−α
(2 − α)(α − 1) +
|c1 − c2|
α− 1
)2
(t+ t2α−1)
(
e−ct
α
∫ t
0
ecs
α
ds
)
≤ 2C
n
(
(c1 + c2)
22−α
(2− α)(α − 1) +
|c1 − c2|
α− 1
)2
(t2 + t2α)
1 + tα
,
where (4.12) is used to obtain the last inequality and where C > 0 only depends on α, c1 and c2.
Therefore, for all t ∈ R
|εn(t)| ≤ C
′
n
(t2 + |t|2α)
1 + |t|α ,
for some C ′ > 0 depending only on α and c. To conclude the proof of this theorem, we proceed as
in the end of the proof of Theorem 4.2: by Esseen inequality,
dK(Xn,X) ≤ C1
∫ T
−T
|εn(t)|
|t| dt+ C2
‖hα‖∞
T
,
where C1 > 0, C2 > 0, while hα is the density of the stable distribution. Thus,
dK(Xn,X) ≤ C
′
1
n
(∫ T
0
t
1 + tα
dt+
∫ T
0
t2α−1
1 + tα
dt
)
+ C2
‖hα‖∞
T
.
Now, the idea is to exploit the different behaviors of the functions t → t/(1 + tα) and t →
t2α−1/(1 + tα) at 0 and at infinity to optimize the powers of T appearing on the right-hand side of
the previous inequality. Then, for T ≥ 1,∫ T
0
t
1 + tα
dt ≤
∫ ε
0
t
1 + tα
dt+
∫ T
ε
t
1 + tα
dt
≤ ε
2
2
+ ε1−αT
≤ CT 2α+1 ,
where we optimized in ε in the last line and where C > 0 only depends on α. Similarly,∫ T
0
t2α−1
1 + tα
dt ≤ CTα.
Thus,
dK(Xn,X) ≤ C
n
(
Tα + T
2
α+1
)
+ C2
‖hα‖∞
T
.
Finally, choosing T = n
1
α+1 finishes the proof of the theorem.
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For symmetric α-stable distribution, and in view of the proof of Proposition 4.3, the rate of
convergence obtained above can be improved to n1/α. This is the content of the next result.
Theorem 4.5. Let α ∈ (1, 2) and let X ∼ SαS with characteristic function given by ϕ(t) =
exp(−|t|α). Let Xn, n ≥ 1, be compound Poisson random variables each having characteristic
function
ϕn(t) := exp
(
n
(
(ϕ(t))
1
n − 1
))
.
Then,
dK(Xn,X) ≤ C
n
1
α
, (4.53)
where C > 0 only depends on α.
Proof. From the proof of Proposition 4.3 (with its notations), for t ≥ 0,
εn(t) = iϕ(t)
∫ t
0
ϕn(s)
ϕ(s)
∆n(s)ds.
Moreover, for all 0 ≤ s ≤ t,
|∆n(s)| ≤ s
2α−1
n
,
hence,
∣∣∣εn(n 1α t)∣∣∣ ≤ Cn ∣∣∣ϕ(n 1α t)∣∣∣
∫ t
0
∣∣∣∣∣ϕn(n
1
α s)
ϕ(n
1
α s)
∣∣∣∣∣ |s|2α−1ds.
We next detail how to bound the ratio
∣∣∣ϕn (n 1α s) /ϕ(n 1α s)∣∣∣. For 0 ≤ s ≤ t ≤ 1,
∣∣∣∣∣∣
ϕn
(
n
1
α s
)
ϕ
(
n
1
α s
)
∣∣∣∣∣∣ ≤ exp (n(exp(−sα)− 1 + sα)) .
Now, pick ε ∈ (0, 1) such that 0 < C(ε) = max
s∈(0,ε)
(exp(−sα)− 1 + sα)/sα < 1. Then,
∣∣∣εn (n 1α t)∣∣∣ ≤ Cne−n(1−C(ε))tαt2α.
A similar bound can also be obtained for t ≤ 0. Setting T := εn1/α, and applying Esseen’s
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inequality, we finally get
dK(Xn,X∞) ≤ C ′1
∫ +εn 1α
−εn 1α
|εn(t)|
|t| dt+ C2
‖hα‖∞
εn
1
α
≤ C ′1
∫ +ε
−ε
|εn(n 1α t)|
|t| dt+ C2
‖hα‖∞
εn
1
α
≤ C ′1
∫ +ε
0
Cne−n(1−C(ε))t
α
t2α−1dt+ C2
‖hα‖∞
εn
1
α
≤ C ′1
∫ n 1α ε
0
e−(1−C(ε))t
α t2α−1
n
dt+ C2
‖hα‖∞
εn
1
α
≤ Cε,α
n
+ C2
‖hα‖∞
εn
1
α
,
for some Cε,α > 0, depending only on ε and α, and where again hα is the (bounded) density of the
SαS-law. This concludes the proof of the theorem.
5 Stein Equation
Having found in Section 3 that the operator Agen given for all f ∈ BLip(R), by
Agenf(x) = xf(x)− bf(x)−
∫ +∞
−∞
(f(x+ u)− f(x)1|u|≤1)uν(du),
characterizes X ∼ ID(b, 0, ν), the usual next step in Stein’s method is to show that for any h ∈ H
(a class of nice functions),
Agenf(x) = h(x) − Eh(X), (5.1)
has a solution fh which also belongs to a class of nice functions. (Of course for X ∼ ID(b, σ2, ν),
the integral operator Agen becomes an integro-differential operator given by
Agenf(x) = xf(x)− σ2f ′(x)− bf(x)−
∫ +∞
−∞
(f(x+ u)− f(x)1|u|≤1)uν(du).)
Then, when interested in comparing the law of some random variable Y to the law of X, one
needs to estimate
sup
h∈H
|Eh(Y )− Eh(X)| = sup
h∈H
|EAgenfh(Y )|.
In the sequel, we develop a semigroup methodology to solve a corresponding Stein equation for
non-degenerate self-decomposable laws on R. Semigroup methods have been initiated in [5, 17]
and mainly developed for multivariate normal approximation or for approximation of diffusions.
To start with, recall that by definition X, having characteristic function ϕ, is self-decomposable if
for any γ ∈ (0, 1),
ϕγ(t) :=
ϕ(t)
ϕ(γt)
, (5.2)
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t ∈ R, is itself a characteristic function ([35, Definition 15.1]). Moreover, recall also that non-
degenerate self-decomposable laws are infinitely divisible and absolutely continuous (see [35, Propo-
sition 15.5] and [37, Chapter V, Section 6, Theorem 6.14]). The class of self-decomposable distri-
butions comprise many of the infinitely divisible ones. To name but a few, the stable distributions,
the gamma distributions, the second Wiener chaos type distributions, the Laplace distribution,
the Dickman distribution, the Pareto distribution, the log-normal distribution, the logistic distri-
bution, the Student’s t distribution are all self-decomposable. We refer the reader to [35, 37] for
more examples and properties of self-decomposable distributions. Next, as usual denote by S(R)
the Schwartz space of infinitely differentiable rapidly decreasing real-valued functions defined on
R, and by F the Fourier transform operator given, for f ∈ S(R), by
F(f)(ξ) =
∫ +∞
−∞
f(x)e−ixξdx. (5.3)
For X ∼ ID(b, 0, ν), let also
β∗ := sup
{
β ≥ 1 :
∫
|u|>1
|u|βdν(u) < +∞
}
. (5.4)
For X ∼ ID(b, 0, ν) non-degenerate and self-decomposable with law µX , let fX be its Radon-
Nikodym derivative with respect to the Lebesgue measure, S(fX) = {x ∈ R, 0 ≤ fX(x) < +∞}
and N(fX) = {x ∈ R, fX(x) = 0}. Thanks to [35, Theorem 28.4], fX is continuous on S(fX)
(actually on R or on R \ {b0} if b0 exists). The integrability properties of the measure |u|ν(du) on
{|u| ≤ 1}, ensure that the following alternatives hold true, e.g. see [35, Chapter 5, Section 24]
• If ∫|u|≤1 |u|ν(du) < +∞, then the support of µX (denoted by Supp(µX)) is [b0,+∞) or
(−∞, b0] or R.
• If ∫|u|≤1 |u|ν(du) = +∞, then the support of µX is R.
Before solving the Stein equation (5.1), we start with:
Proposition 5.1. Let X ∼ ID(b, 0, ν) be self-decomposable with law µX , characteristic function
ϕ and such that E|X| < ∞. Let (P νt )t≥0 be the family of operators defined, for all t ≥ 0 and for
all f ∈ S(R), via
P νt (f)(x) =
1
2π
∫ +∞
−∞
F(f)(ξ)eiξxe−t ϕ(ξ)
ϕ(e−tξ)
dξ. (5.5)
Then, µX is invariant for (P
ν
t )t≥0 and (P νt )t≥0 extends to a C0-semigroup on Lp(µX), with 1 ≤
p ≤ β∗. Its generator A, is defined for all f ∈ S(R) and for all x ∈ R, by
A(f)(x) = 1
2π
∫ +∞
−∞
F(f)(ξ)eiξx(iξ)
(
−x+ EX +
∫ +∞
−∞
(
eiuξ − 1
)
uν(du)
)
dξ (5.6)
= (EX − x)f ′(x) +
∫ +∞
−∞
(
f ′(x+ u)− f ′(x))uν(du). (5.7)
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Proof. First, it is easy to see that for any f ∈ S(R),
P ν0 (f)(x) = f(x), limt→+∞P
ν
t (f)(x) =
∫ +∞
−∞
f(x)µX(dx),∫ +∞
−∞
P νt (f)(x)dµX(x) =
∫ +∞
−∞
f(x)µX(dx).
Next, let s, t ≥ 0 and f ∈ S(R). Then, on the one hand,
P νt+s(f)(x) =
1
2π
∫ +∞
−∞
F(f)(ξ)eiξe−(t+s)x ϕ(ξ)
ϕ(e−(t+s)ξ)
dξ,
while on the other hand
P νt (P
ν
s (f))(x) =
1
2π
∫ +∞
−∞
F(P νs (f))(ξ)eiξe
−tx ϕ(ξ)
ϕ(e−tξ)
dξ
=
1
2π
∫ +∞
−∞
esF(f)(esξ)ϕ(e
sξ)
ϕ(ξ)
eiξe
−tx ϕ(ξ)
ϕ(e−tξ)
dξ
=
1
2π
∫ +∞
−∞
F(f)(ξ)eiξe−(t+s)x ϕ(ξ)
ϕ(e−(t+s)ξ)
dξ,
since F(P νt (f))(ξ) = etF(f)(etξ)
ϕ(etξ)
ϕ(ξ)
. The semigroup property is therefore verified on S(R).
Now, let t ∈ (0, 1) and let f ∈ S(R). Then,
1
t
(P νt (f)(x)− f(x)) =
∫ +∞
−∞
F(f)(ξ)eiξx 1
t
(
eiξx(e
−t−1) ϕ(ξ)
ϕ(e−tξ)
− 1
)
dξ
2π
.
But by Lemma A.1 of the Appendix,
lim
t→0+
1
t
(
eiξx(e
−t−1) ϕ(ξ)
ϕ(e−tξ)
− 1
)
=
(
−x+ EX +
∫ +∞
−∞
(
eiuξ − 1
)
uν(du)
)
(iξ).
Moreover, applying Lemma A.2 of the Appendix, for t ∈ (0, 1),∣∣∣∣1t
(
eiξx(e
−t−1) ϕ(ξ)
ϕ(e−tξ)
− 1
)∣∣∣∣ ≤ C(1 + |ξ|)(E|X| + |x|+ |ξ|+ 1),
for some numerical constant C > 0 independent of t. Thus,
lim
t→0+
1
t
(P νt (f)(x)− f(x)) = A(f)(x),
and, therefore, the generator of (P νt )t≥0 on S(R) is indeed A. Let t ≥ 0, f ∈ S(R) and 1 ≤ p ≤ β∗.
Since X is self-decomposable, there exists a probability measure µt such that
ϕ(ξ)
ϕ(e−tξ)
=
∫ +∞
−∞
eiuξµt(du), (5.8)
and therefore,
P νt (f)(x) =
∫ +∞
−∞
f(u+ e−tx)µt(du). (5.9)
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The previous representation allows to extend the semigroup to Cb(R), the space of bounded con-
tinuous functions on R endowed with the supremum norm, and P νt (Cb(R)) ⊂ Cb(R). Therefore,
P νt is a contraction semigroup on Cb(R) such that for all f ∈ Cb(R) and for all t > 0,∫
R
P νt (f)(x)dµX(x) =
∫
R
f(x)dµX(x). (5.10)
and such that for all f ∈ Cb(R) and for all x ∈ R
lim
t→0+
P νt (f)(x) = f(x). (5.11)
Indeed, one can check the invariance property (5.10) on Cb(R) by noting that the probability
measure (µX ⊗ µt) ◦ ψ−1t , with ψt(x, y) = e−tx + y, is equal to µX . Similarly, one can check the
pointwise convergence property (5.11) by using the fact that, by the Le´vy continuity theorem,
µt ◦ ϕ−1t,x , where ϕt,x(u) = e−tx + u, for all u ∈ R, converges weakly towards δx as t → 0+. The
semigroup property of (P νt ) on Cb(R) follows by similar arguments. Finally,∫ +∞
−∞
|P νt (f)(x)|p µX(dx) ≤
∫ +∞
−∞
P νt (|f |p)(x)µX(dx)
≤
∫ +∞
−∞
|f(x)|pµX(dx).
A standard approximation argument concludes the proof of the proposition.
Remark 5.1. (i) It is important to note that the representation (5.9) also allows to extend the
semigroup to the space of continuous functions on R vanishing at ± infinity. Moreover, this exten-
sion is a Feller semigroup (e.g. one can apply [32, Proposition 2.4]).
(ii) Self-decomposable distributions are naturally associated with Ornstein-Uhlenbeck type Markov
processes. Indeed, thanks to [35, Theorem 17.5], for any self-decomposable distributions µ, one
can find an Ornstein-Uhlenbeck type Markov process such that µ is its invariant measure. Hence,
from a heuristic point of view, it seems legitimate to implement a semigroup method to solve a
Stein equation associated with a self-decomposable law.
(iii) When ν is the Le´vy measure of a symmetric α stable distribution, the generator of the semi-
group (P νt )t≥0 boils down to
A(f)(x) = −xf ′(x) +
∫ +∞
−∞
(
f ′(x+ u)− f ′(x))uν(du)
= −xf ′(x) +
∫ +∞
0
(
f ′(x+ u)− f ′(x− u)) cdu
uα
,
which is, thanks to (3.20), proportional to the one considered in [41].
(iv) Recall that since µX is non-degenerate and self-decomposable, its Le´vy measure admits the
following representation ν(du) = ψ(u)/|u|, where ψ is a positive function increasing on (−∞, 0)
and decreasing on (0,+∞) ([35, Corollary 15.11]). Then, the probability measure µt (defined by
(5.8)) is infinitely divisible. Denoting by νt the Le´vy measure corresponding to µt, one easily checks
that
νt(du) =
ψ(u)− ψ(etu)
|u| du.
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With the help of the previous proposition, we now wish to solve the Stein equation associated
with the operator A. More precisely, for any Lipschitz function or bounded Lipschitz function h,
we wish to solve the following integro-differential equation
(EX − x)f ′(x) +
∫ +∞
−∞
(
f ′(x+ u)− f ′(x))uν(du) = h(x)− Eh(X). (5.12)
Using classical semigroup theory ([29, Chapter 2] or [13, Chapter 1]), the next step is to prove that∫ +∞
0
(P νt (h)(x) − Eh(X)) dt
is well defined when h is a (bounded) Lipschitz function. Let h be a continuously differentiable
function on R such that ‖h‖∞ ≤ 1 and ‖h′‖∞ ≤ 1. Since
|P νt (h)(x) − Eh(X)| =
∣∣∣∣
∫ +∞
−∞
h(y + e−tx)dµt(dy)−
∫ +∞
−∞
h(y)dµX(y)
∣∣∣∣
≤
∫ +∞
−∞
|h(y + e−tx)− h(y)|dµt(y) + dW1(µt, µX)
≤ e−t|x|+ dW1(µt, µX),
we need to estimate the rate at which µt converges towards µX in smooth Wasserstein-1 distance.
Based on [2, Theorem 2], we begin by estimating the rate at which µt converges towards µX in
smooth Wasserstein-2 distance.
Proposition 5.2. Let X ∼ ID(b, 0, ν) be non-degenerate self-decomposable with law µX , charac-
teristic function ϕ and such that E|X| < ∞. Let Xt, t ≥ 0, be random variables each having a
characteristic function
ϕt(ξ) =
ϕ(ξ)
ϕ(e−tξ)
, ξ ∈ R. (5.13)
Then,
dW2(Xt,X) ≤ Ce−
2
3
t, (5.14)
for t large enough and for some C > 0 independent of t.
Proof. Let Xt be a random variable with law µt given by (5.8). Then, Xt admits the following
representation
Xt =d (1− e−t)EX +X1t +X2t , (5.15)
where X1t and X
2
t are independent and respectively defined, for all ξ ∈ R and for all t > 0, via
EeiξX
1
t = exp
∫
|u|≤1
(
eiuξ − 1− iuξ
)
νt(du), Ee
iξX2t = exp
∫
|u|>1
(
eiuξ − 1− iuξ
)
νt(du)
with νt being the Le´vy measure of Xt. Moreover, from [25, inequality 13]
E |Xt| ≤ (1− e−t)E |X|+
(∫
|u|≤1
|u|2νt(du)
) 1
2
+ 2
∫
|u|≥1
|u|νt(du), (5.16)
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which implies, in particular, that supt>0 E|Xt| < +∞, since νt(B) ≤ ν(B) for all Borel sets B.
Then, hypothesis (H2’) of [2, Theorem 2] is satisfied for γ = 1. Let us next estimate the difference
between ϕt and ϕ the respective characteristic functions of µt and µX . Since
|ϕt(ξ)− ϕ(ξ)| ≤
∣∣∣∣ ϕ(ξ)ϕ(e−tξ)
∣∣∣∣ |1− ϕ(e−tξ)|
≤ E|X||ξ|e−t,
for t large enough, (5.14) is a straightforward application of [2, Theorem 2].
To link the smooth-Wasserstein-2 distance to the smooth Wasserstein-1 distance, a further technical
lemma is needed.
Lemma 5.1. Let X and Y be two random variables such that dW2(X,Y ) < 1. Then,
dW1(X,Y ) ≤ C
√
dW2(X,Y ) (5.17)
for some constant C > 0.
Proof. Let h be a bounded Lipschitz function such that ‖h‖∞ ≤ 1 and ‖h′‖∞ ≤ 1. Let hε be a
regularization by convolution of h with
‖hε‖∞ ≤ 1, ‖h− hε‖∞ ≤ ε,
‖hε‖Lip(1) ≤ 1, ‖h′′ε‖∞ ≤ Cε−1,
for some constant C > 0 only depending on the convoluting function. Taking ε ∈ (0, C),
|Eh(X) − Eh(Y )| ≤ 2ε+ |Ehε(X)− Ehε(Y )|
≤ max(2, C)(ε + ε−1dW2(X,Y )).
Choosing ε = C
√
dW2(X,Y )/(1 + C) concludes the proof of the lemma.
Remark 5.2. It is clear from the previous arguments, that
sup
h∈C1(R)
‖h‖∞≤1, ‖h′‖∞≤1
|Eh(X) − Eh(Y )| = sup
h∈BLip(1)
|Eh(X)− Eh(Y )|.
Combining Proposition 5.2 together with Lemma 5.1 yields,
|P νt (h)(x)− Eh(X)| ≤ e−t|x|+ Ce−
1
3
t, (5.18)
which implies that
∫ +∞
0 |P νt (h)(x) − Eh(X)|dt < +∞ and which ensures the existence of the
function
fh(x) = −
∫ +∞
0
(P νt (h)(x) − Eh(X)) dt, x ∈ R. (5.19)
Let us now study the regularity of fh.
Lemma 5.2. Let h be a continuously differentiable function such that ‖h‖∞ ≤ 1 and ‖h′‖∞ ≤ 1.
Then, fh is differentiable on R and ‖f ′h‖∞ ≤ 1.
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Proof. Since
d
dx
(P νt (h)(x)) = e
−t
∫ +∞
−∞
h′(xe−t + y)µt(dy),
it is clear that fh is differentiable and that ‖f ′h‖∞ ≤ 1.
When h is a bounded Lipschitz function, the existence of higher order derivatives for fh is linked
to the behavior at ±∞ of the characteristic function of the probability measure µt as well as to
heat kernel estimates for the density of µt. To illustrate these ideas, let us provide some examples.
(i) Let X be a gamma random variable with parameters (α, 1). Then, for all ξ ∈ R,
∣∣∣∣ ϕ(ξ)ϕ(e−tξ)
∣∣∣∣ =
(
1 + e−2tξ2
1 + ξ2
)α
2
,
is a decreasing function of ξ on R+ and thus,
e−αt ≤
∣∣∣∣ ϕ(ξ)ϕ(e−tξ)
∣∣∣∣ ≤ 1.
Similar upper and lower bounds hold for more general probability laws pertaining to the second
Wiener chaos.
(ii) Let X be a Dickman random variable. Then, for all ξ ∈ R,
ϕ(ξ)
ϕ(e−tξ)
= exp
(∫ 1
0
eiuξ
1− eiuξ(e−t−1)
u
du
)
.
Using standard asymptotic expansion for the cosine integral [28, Formulae 6.12.3, 6.12.4 and 6.2.20,
Chapter 6], for all ξ ∈ R,
C1
1 + |ξ|e−t
1 + |ξ| ≤
∣∣∣∣ ϕ(ξ)ϕ(e−tξ)
∣∣∣∣ ≤ C2 1 + |ξ|e−t1 + |ξ| ,
for some C1 > 0, C2 > 0 not depending on t.
(iii) Let X be a SαS random variable with α ∈ (1, 2). Then, for all ξ ∈ R,
ϕ(ξ)
ϕ(e−tξ)
= e−(1−e
−αt)|ξ|α.
By Fourier inversion, µt admits a smooth density q such that, for all k ≥ 0,
q(k)(t, y) =
1
2π
∫ +∞
−∞
(
ϕ(ξ)
ϕ(e−tξ)
)
eiyξ(iξ)kdξ.
Moreover, denoting by pα(t, y) the probability transition density function of a one dimensional
α-stable Le´vy process and noting that q(t, y) = pα(1− e−αt, y),
|q′(t, y)| ≤ C 1− e
−αt(
(1− e−αt) 1α + |y|
)α+2 ,
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thanks to Lemma 2.2 of [11]. Following the proof of Proposition 4.3 in [41], this implies that the
function fh admits a second order derivative uniformly bounded such that
‖f ′′h‖∞ ≤ Cα‖h′‖∞,
for some constant Cα > 0, only depending on α.
The previous examples point out that for some specific target laws the semigroup solution to
the Stein equation (5.12) with h a bounded Lipschitz function might not reach second order differ-
entiability. Nevertheless, if h is a C2(R) function such that ‖h‖∞ + ‖h′‖∞ + ‖h′′‖∞ ≤ 1, then fh
is twice differentiable with
‖f ′′h‖∞ ≤
1
2
.
In this situation, it is possible to partially transform the non-local part of the Stein operator into
an operator acting on the second derivative. This is the purpose of the next lemma whose proof is
very similar to the one of Lemma 4.6 of [41] and, as such, only sketched.
Lemma 5.3. Let ν be a Le´vy measure such that
∫
|u|>1 |u|ν(du) < +∞. Let f be a real-valued
differentiable function with Lipschitzian first derivative. Then, for all N > 0, and all x ∈ R,∫ +∞
−∞
(f ′(x+ u)− f ′(x))uν(du) =
∫ +N
−N
Kν(t,N)f
′′(x+ t)dt+RN (x), (5.20)
where Kν(t,N) and RN (x) are respectively given by
Kν(t,N) = 1[0,N ](t)
∫ N
t
uν(du) + 1[−N,0](t)
∫ t
−N
(−u)ν(du),
RN (x) =
∫
|u|>N
(f ′(x+ u)− f ′(x))uν(du).
Proof. For N > 0 and x ∈ R,∫ +∞
−∞
(f ′(x+ u)− f ′(x))uν(du) =
∫ N
0
(f ′(x+ u)− f ′(x))uν(du)
+
∫ 0
−N
(f ′(x+ u)− f ′(x))uν(du) +RN (x). (5.21)
For the first term on the right-hand side of (5.21),∫ N
0
(f ′(x+ u)− f ′(x))uν(du) =
∫ N
0
(∫ u
0
f ′′(x+ t)dt
)
uν(du)
=
∫ N
0
f ′′(x+ t)
(∫ N
t
uν(du)
)
dt, (5.22)
while similar computations for the second term lead to∫ 0
−N
(f ′(x+ u)− f ′(x))uν(du) =
∫ 0
−N
f ′′(x+ t)
(∫ t
−N
(−u)ν(du)
)
dt. (5.23)
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Combining (5.22) and (5.23) gives∫ +∞
−∞
(f ′(x+ u)− f ′(x))uν(du) =
∫ +N
−N
Kν(t,N)f
′′(x+ t)dt+RN (x).
Next, we study the regularity properties of the non-local part of the Stein operator. For this
purpose, denote it by
T (f)(x) :=
∫ +∞
−∞
(
f ′(x+ u)− f ′(x)) uν(du). (5.24)
Proposition 5.3. Let ν be a Le´vy measure such that
∫
|u|>1 |u|ν(du) < ∞. Let f be a twice
continuously differentiable function such that ‖f ′‖∞ < +∞ and ‖f ′′‖∞ < +∞.
(i) If
∫
|u|≤1 |u|ν(du) < +∞, then
‖T (f)‖Lip < +∞.
(ii) If
∫
|u|≤1 |u|ν(du) = +∞ and if there exist γ, β > 0 and C1, C2 > 0 such that for R > 0,∫
|u|>R
|u|ν(du) ≤ C1
Rγ
,
∫
|u|≤R
|u|2ν(du) ≤ C2Rβ,
then,
sup
x 6=y
|T (f)(x)− T (f)(y)|
|x− y| ββ+γ
< +∞.
Proof. Let us start with (i). Let x, y ∈ R, x 6= y. Then,
|T (f)(x)− T (f)(y)| ≤
∣∣∣∣
∫ +∞
−∞
(
f ′(x+ u)− f ′(y + u)− f ′(x) + f ′(y))uν(du)∣∣∣∣
≤ 2‖f ′′‖∞|x− y|
∫ +∞
−∞
|u|ν(du).
which shows that
‖T (f)‖Lip ≤ 2
∫ +∞
−∞
|u|ν(du)‖f ′′‖∞. (5.25)
Next, let us prove (ii). Let R > 0 and x, y ∈ R, x 6= y. Then,
|T (f)(x)− T (f)(y)| ≤
∣∣∣∣
∫ +∞
−∞
(
f ′(x+ u)− f ′(y + u)− f ′(x) + f ′(y))uν(du)∣∣∣∣
≤
∫
|u|≤R
∣∣f ′(x+ u)− f ′(y + u)− f ′(x) + f ′(y)∣∣ |u|ν(du)
+
∫
|u|>R
∣∣f ′(x+ u)− f ′(y + u)− f ′(x) + f ′(y)∣∣ |u|ν(du).
≤ 2‖f ′′‖∞
(∫
|u|≤R
|u|2ν(du) + |x− y|
∫
|u|>R
|u|ν(du)
)
≤ 2C‖f ′′‖∞
(
Rβ +
|x− y|
Rγ
)
.
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Choosing R = |x− y| 1γ+β ,
|T (f)(x)− T (f)(y)| ≤ 2C‖f ′′‖∞|x− y|
β
β+γ .
This concludes the proof of the proposition.
Remark 5.3. When ν is the Le´vy measure of a SαS probability distribution, the exponents γ and
β are respectively equal to α − 1 and 2 − α and so β/(γ + β) = 2 − α which is exactly the right
order of Ho¨lderian regularity needed for optimal approximation results as in [41].
To end this section, we solve the Stein equation (5.12) for h a real valued function infinitely
differentiable with compact support and with ‖h‖∞ ≤ 1, ‖h′‖∞ ≤ 1 and ‖h′′‖∞ ≤ 1. This
solution ensures, via the representation (4.2), the existence of quantitative bounds on the smooth
Wasserstein-2 distance as will be shown in the results of the next section. Note also that, thanks to
the Fourier approach in defining the semigroup (P νt )t≥0, the function fh is a solution to the Stein
equation (5.12) on the whole real line.
Lemma 5.4. Let X ∼ ID(b, 0, ν) be nondegenerate, self-decomposable and such that E|X| < ∞.
Let h be a real valued function on R belonging to C∞c (R) such that ‖h‖∞ ≤ 1, ‖h′‖∞ ≤ 1 and
‖h′′‖∞ ≤ 1. Let fh be the function given by (5.19). Then, for all x ∈ R,
(EX − x)f ′h(x) +
∫ +∞
−∞
(
f ′h(x+ u)− f ′h(x)
)
uν(du) = h(x)− Eh(X). (5.26)
Proof. Let h ∈ C∞c (R) such that ‖h‖∞ ≤ 1, ‖h′‖∞ ≤ 1 and ‖h′′‖∞ ≤ 1 and let fh be given by
(5.19). Let hˆ be defined by hˆ = h − Eh(X). Let ψ ∈ S(R). Now, by Fourier arguments as in the
proof of Proposition 5.1
d
dt
〈P νt (h);ψ〉 = 〈A(P νt (h));ψ〉, (5.27)
where 〈f ; g〉 = ∫ +∞−∞ f(x)g(x)dx. Then, integrating from 0 to +∞,∫ +∞
0
d
dt
〈P νt (h);ψ〉dt =
∫ +∞
0
〈A(P νt (h));ψ〉dt. (5.28)
Let us deal with the left-hand side of equality (5.28). By definition,∫ +∞
0
d
dt
〈P νt (h);ψ〉dt = limt→+∞〈P
ν
t (h);ψ〉 − lim
t→0+
〈P νt (h);ψ〉.
Straightforward applications of the dominated convergence theorem imply∫ +∞
0
d
dt
〈P νt (h);ψ〉dt = 〈Eh(X) − h;ψ〉.
To conclude we need to deal with the right hand side of (5.28). First, note that A(P νt (h)) =
A(P νt (hˆ)). Then, ∫ +∞
0
〈A(P νt (h));ψ〉dt = 〈
∫ +∞
0
A(P νt (hˆ))dt;ψ〉
= −〈A(fh);ψ〉,
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where the interchange of integrals is justified by Fubini theorem. Then, for all ψ ∈ S(R),
〈A(fh) + Eh(X)− h;ψ〉 = 0.
Now, for x ∈ R and for 0 < ε ≤ 1, consider the function ψε belonging to S(R) and defined by, for
all y ∈ R
ψε(y) =
1√
2πε
exp
(
−(x− y)
2
2ε2
)
. (5.29)
Thanks to the dominated convergence theorem and the regularity of fh and h, it follows that
lim
ε→0+
〈A(fh) + Eh(X) − h;ψε〉 = A(fh)(x) + Eh(X) − h(x) = 0,
finishing the proof of the lemma.
6 Applications
Self-decomposable distributions appear naturally as limiting laws of sum of rather general inde-
pendent random variables (see [22, 19]). In order to provide quantitative convergence estimates
in such general weak limit theorems, let us introduce some notations. Let (Zk)k≥1 be a sequence
of independent real-valued random variables, (bn)n≥1 be a sequence of strictly positive reals such
that bn → 0 and bn+1/bn → 1, n→ +∞ and finally, let (cn)n≥1 be a sequence of reals. Set
Sn = bn
n∑
k=1
Zk + cn, (6.1)
where {bnZk, k = 1, ..., n, n ≥ 1} is assumed to be a null array, namely, if ϕbnZk is the characteristic
function of bnZk, then
lim
n→+∞ max1≤k≤n
|ϕbnZk(t)− 1| = 0, (6.2)
uniformly in t on any compact subset of R. Then, if (Sn)n≥1 converges in law, the limit is self-
decomposable (see [35, Theorem 15.3]). Conversely, if the limiting law is self-decomposable, one
can always find (Zk)k≥1, (bn)n≥1 and (cn)n≥1 as above such that (Sn)n≥1 converges in law towards
this limit. In the sequel, we quantitatively revisit this result with the help of the Stein methodology
developed in the previous sections. First, we need the following straightforward lemma.
Lemma 6.1. Let (Zk)k≥1, (bn)n≥1 and (cn)n≥1 be as above, let E|Zk| <∞ for all k ≥ 1 and let f
be Lipschitz. Then, for all n ≥ 1,
ESnf
′(Sn) =
(
cn + bn
n∑
k=1
EZk
)
Ef ′(Sn) + bn
n∑
k=1
E1bn|Zk|≤N Z˜k(f
′(Sn)− f ′(Sn,k))
+ bn
n∑
k=1
E1bn|Zk|>N Z˜k(f
′(Sn)− f ′(Sn,k)), (6.3)
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with Sn,k = Sn−bnZk, Z˜k = Zk−EZk and N ≥ 1. Moreover, if f is twice continuously differentiable
with ‖f ′‖∞ < +∞ and ‖f ′′‖∞ < +∞, then
ESnf
′(Sn) =
(
cn + bn
n∑
k=1
EZk
)
Ef ′(Sn) + bn
n∑
k=1
E1bn|Zk|>NZk(f
′(Sn)− f ′(Sn,k))
+
n∑
k=1
∫ +∞
−∞
EKk(t,N)f
′′(Sn,k + t)dt
− bn
n∑
k=1
EZkE(f
′(Sn)− f ′(Sn,k)), (6.4)
with
Kk(t,N) = EbnZk1bn|Zk|≤N (10≤t≤bnZk − 1bnZk≤t≤0). (6.5)
Proof. For f Lipschitz, the first part of the lemma follows from
EZ˜kf
′(Sn) = EZ˜k(f ′(Sn)− f ′(Sn,k)), (6.6)
which is valid for all k ≥ 1, from the independence of Z˜k and Sn,k, and since EZ˜k = 0. For
f twice continuously differentiable with ‖f ′‖∞ < +∞ and ‖f ′′‖∞ < +∞, the result follows by
computations similar to the proof of [41, Lemma 4.5] using also Lemma 5.3.
In the next theorem, let X ∼ ID(b, 0, ν) be non-degenerate, self-decomposable with law µX and
such that E|X| <∞. Let further (Sn)n≥1 be as in (6.1) with E|Zk| < +∞, for all k ≥ 1. From the
results of the previous section (Lemma 5.4), for any h ∈ C∞c (R) with ‖h‖∞ ≤ 1, ‖h′‖∞ ≤ 1 and
‖h′′‖∞ ≤ 1,
|Eh(Sn)− Eh(X)| =
∣∣∣∣E
(
(EX − Sn)f ′h(Sn) +
∫ +∞
−∞
(
f ′h(Sn + u)− f ′h(Sn)
)
uν(du)
)∣∣∣∣ . (6.7)
The next theorem upperbounds (6.7).
Theorem 6.1. (i) Let
∫
|u|≤1 |u|ν(du) < +∞. Then, for n,N ≥ 1,
dW2(Sn,X) ≤
∣∣∣∣∣EX − (cn + bn
n∑
k=1
EZk)
∣∣∣∣∣+ bnn
(
n∑
k=1
E|Zk|
)(∫ +∞
−∞
|u|ν(du)
)
+
1
2
b2n
n∑
k=1
|EZk|E|Zk|
+ 2
∫
|u|>N
|u|ν(du) + 2bn
n∑
k=1
E|Zk|1|bnZk|>N +
1
2
n∑
k=1
∫ +N
−N
∣∣∣∣Kν(t,N)n −Kk(t,N)
∣∣∣∣ dt.
(ii) Let
∫
|u|≤1 |u|ν(du) = +∞ and let there exist γ > 0, β > 0 and C1 > 0, C2 > 0 such that for
R > 0 ∫
|u|>R
|u|ν(du) ≤ C1
Rγ
,
∫
|u|≤R
|u|2ν(du) ≤ C2Rβ. (6.8)
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Then, for n,N ≥ 1,
dW2(Sn,X) ≤
∣∣∣∣∣EX − (cn + bn
n∑
k=1
EZk)
∣∣∣∣∣+ Cγ,β b
β
β+γ
n
n
(
n∑
k=1
E|Zk|
β
β+γ
)
+
1
2
b2n
n∑
k=1
|EZk|E|Zk|
+ 2
∫
|u|>N
|u|ν(du) + 2bn
n∑
k=1
E|Zk|1|bnZk|>N +
1
2
n∑
k=1
∫ +N
−N
∣∣∣∣Kν(t,N)n −Kk(t,N)
∣∣∣∣ dt,
for some Cγ,β > 0 only depending on γ and β.
Proof. Let us start with the proof of (i). Assume that
∫
|u|≤1 |u|ν(du) < +∞. Let h ∈ C∞c (R) be
such that ‖h‖∞ ≤ 1, ‖h′‖∞ ≤ 1 and ‖h′′‖∞ ≤ 1. Then,
|Eh(Sn)− Eh(X)| =
∣∣∣∣E
(
(EX − Sn)f ′h(Sn) +
∫ +∞
−∞
(
f ′h(Sn + u)− f ′h(Sn)
)
uν(du)
)∣∣∣∣
≤
∣∣∣∣∣E
(
EX − (cn + bn
n∑
k=1
EZk)
)
f ′h(Sn)
∣∣∣∣∣
+
∣∣∣∣∣E bn
n∑
k=1
Z˜k(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))− T (fh)(Sn)
∣∣∣∣∣
≤
∣∣∣∣∣EX −
(
cn + bn
n∑
k=1
EZk
)∣∣∣∣∣+
∣∣∣∣∣E 1n
n∑
k=1
T (fh)(Sn,k)− T (fh)(Sn)
∣∣∣∣∣
+
∣∣∣∣∣E bn
n∑
k=1
Z˜k(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))−
1
n
n∑
k=1
T (fh)(Sn,k)
∣∣∣∣∣
≤
∣∣∣∣∣EX −
(
cn + bn
n∑
k=1
EZk
)∣∣∣∣∣+ bnn
(∫ +∞
−∞
|u|ν(du)
) n∑
k=1
E|Zk|
+
∣∣∣∣∣E bn
n∑
k=1
Z˜k(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))−
1
n
n∑
k=1
T (fh)(Sn,k)
∣∣∣∣∣ , (6.9)
where we have successively used Lemma 5.2 and Proposition 5.3 (i). Next, we need to bound
I :=
∣∣∣∣∣Ebn
n∑
k=1
Z˜k(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))−
1
n
n∑
k=1
T (fh)(Sn,k)
∣∣∣∣∣ .
First,
I ≤
∣∣∣∣∣E bn
n∑
k=1
EZk(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))
∣∣∣∣∣
+
∣∣∣∣∣E bn
n∑
k=1
Zk(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))−
1
n
n∑
k=1
T (fh)(Sn,k)
∣∣∣∣∣
≤ 1
2
b2n
n∑
k=1
|EZk|E|Zk|+
∣∣∣∣∣Ebn
n∑
k=1
Zk(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))−
1
n
n∑
k=1
T (fh)(Sn,k)
∣∣∣∣∣ .
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Let N ≥ 1. Now, from Lemma 5.3,
1
n
n∑
k=1
T (fh)(Sn,k) = 1
n
n∑
k=1
(∫ +N
−N
Kν(t,N)f
′′
h (Sn,k + t)dt+RN (Sn,k)
)
,
and moreover,
1
n
n∑
k=1
E|RN (Sn,k)| ≤ 2
∫
|u|>N
|u|ν(du).
Therefore,
I ≤ 1
2
b2n
n∑
k=1
|EZk|E|Zk|+ 2
∫
|u|>N
|u|ν(du) +
∣∣∣∣Ebn
n∑
k=1
Zk(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))
− 1
n
n∑
k=1
∫ +N
−N
Kν(t,N)f
′′
h (Sn,k + t)dt
∣∣∣∣,
and from Lemma 6.1,
Ebn
n∑
k=1
Zk(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k)) = bn
n∑
k=1
E1bn|Zk|>NZk(f
′
h(Sn,k + Zkbn)− f ′h(Sn,k))
+
n∑
k=1
∫ +∞
−∞
EKk(t,N)f
′′
h (Sn,k + t)dt.
Then,
I ≤ 1
2
b2n
n∑
k=1
|EZk|E|Zk|+ 2
∫
|u|>N
|u|ν(du) + 2bn
n∑
k=1
E|Zk|1|bnZk|>N
+
1
2
n∑
k=1
∫ +N
−N
∣∣∣∣Kν(t,N)n −Kk(t,N)
∣∣∣∣ dt. (6.10)
Combining (6.9) and (6.10) proves part (i). For the proof of (ii), proceed in a similar way.
Remark 6.1. (i) Using Lemma 5.1, it is possible to transfer the bounds on dW2(Sn,X) to bounds
on dW1(Sn,X).
(ii) The approach just developed generalizes the methodology developed for the SαS distribution
in [41]. Note that in this case, due to regularizing properties of the probability transition density
function of the one dimensional α-stable Le´vy process, it is possible to obtain quantitative upper
bounds in Wasserstein-1 distance. At the level of the semigroup solution to the Stein equation, this
can be viewed by a gain of one order of differentiability with a test function h only Lipschitz. In this
regard, Theorem 6.1 can be compared with Theorem 2.1 of [41] (from which several quantitative
convergence results follow).
(iii) As first noticed in [41], the quantity
1
2
n∑
k=1
∫ +N
−N
∣∣∣∣Kν(t,N)n −Kk(t,N)
∣∣∣∣ dt,
is the L1 analog of the L2 Stein discrepancy considered e.g. in [7, 8, 26, 21]. As such, it seems to
be the appropriate Stein quantity to deal with sums of independent summands.
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To illustrate the abstract bounds obtained in the previous theorem, we consider the important
case where the sequence of random variables, (Zk)k≥1, is a sequence of independent and identically
distributed random variables such that E|Zk| < +∞, k ≥ 1. In this situation, thanks to [35,
Theorem 15.7], the limiting self-decomposable law is actually stable. Recall that an infinitely
divisible probability measure, µ, is stable if, for any a > 0, there are b > 0 and c ∈ R such that,
for all t ∈ R
ϕ(t)a = ϕ(bt)eict, (6.11)
where ϕ is the characteristic function of µ. Also, by [35, Theorem 14.3(ii)], any non-degenerate
stable distribution with index α ∈ (0, 2) has a Le´vy measure given by (2.5). Note finally that,
when ν is given by (2.5) with α ∈ (1, 2), ∫|u|≤1 |u|ν(du) = +∞ and that, for all R > 0,∫
|u|>R
|u|ν(du) = c1 + c2
α− 1
1
Rα−1
,
∫
|u|≤R
|u|2ν(du) = c1 + c2
2− α R
2−α. (6.12)
Corollary 6.1. Let X be a non-degenerate stable random variable with index α ∈ (1, 2) and
Le´vy measure given by (2.5). Let (Sn)n≥1 be as in (6.1) with (Zk)k≥1 independent and identically
distributed and with E|Z1| < +∞. Then, for n,N ≥ 1,
dW2(Sn,X) ≤ |EX − (cn + nbnEZ1)|+ Cα(bn)2−αE |Z1|2−α +
n
2
b2n|EZ1|E|Z1|
+ 2
c1 + c2
α− 1
1
Nα−1
+ 2nbnE|Z1|1|bnZ1|>N +
1
2
∫ +N
−N
|Kν(t,N)− nK1(t,N)| dt, (6.13)
where Cα > 0 only depends on α, c1 and c2, and, for all t ∈ R, t 6= 0 and N ≥ 1, n ≥ 1
Kν(t,N) = c11[0,N ](t)
tα−1 −Nα−1
α− 1 + c21[−N,0](t)
N1−α − (−t)1−α
1− α ,
K1(t,N) = EbnZ11bn|Z1|≤N (10≤t≤bnZ1 − 1bnZ1≤t≤0).
Proof. This is a direct application of (ii) Theorem 6.1 (β = 2 − α and γ = α − 1) together with
the fact that the random variables Zk are identically distributed. Moreover, thanks to (2.5) with
α ∈ (1, 2) and to Lemma 5.3, for all t ∈ R, t 6= 0, and for all N ≥ 1
Kν(t,N) = c11[0,N ](t)
tα−1 −Nα−1
α− 1 + c21[−N,0](t)
N1−α − (−t)1−α
1− α . (6.14)
This concludes the proof of the corollary.
Remark 6.2. By assuming further properties on the tails behavior of the law of Z1 as done, for
example in [41, Theorem 2.6 and Corollary 2.7], it is possible to extract explicit rates of convergence
from the right-hand side of (6.13). For further details, we refer the reader to the proofs of [41,
Theorem 2.6 and Corollary 2.7].
Finally, as a last example, let (Zn,k)1≤k≤n, n≥1 be a null array (see e.g. [35, Definition 9.2]), namely,
for each fixed n ≥ 1, Zn,1, ..., Zn,n are independent random variables and, for all ǫ > 0
lim
n→+∞ max1≤k≤n
P (|Zn,k| > ǫ) = 0. (6.15)
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Let (Sn)n≥1 be the sequence of row sums associated with this triangular array, namely, for all n ≥ 1
Sn =
n∑
k=1
Zn,k. (6.16)
By a result of Khintchine (see e.g. [35, Theorem 9.3]), if for some cn ∈ R, for all n ≥ 1, the
distribution of Sn + cn converges in distribution to X with distribution µ, then µ is infinitely
divisible. Thus, by a straightforward adaptation of the proofs of Lemma 6.1 and Theorem 6.1, the
following result holds.
Theorem 6.2. Let X ∼ ID(b, 0, ν) be non-degenerate, self-decomposable with law µX and such
that E|X| < ∞. Let (Sn)n≥1 be given by (6.16) such that E|Zn,k| < ∞, for all n ≥ 1, for all
k = 1, ..., n and let cn ∈ R, for all n ≥ 1.
(i) Let
∫
|u|≤1 |u|ν(du) < +∞. Then, for n,N ≥ 1,
dW2(Sn + cn,X) ≤
∣∣∣∣∣EX − (cn +
n∑
k=1
EZn,k)
∣∣∣∣∣+ 1n
(
n∑
k=1
E|Zn,k|
)(∫ +∞
−∞
|u|ν(du)
)
+
1
2
n∑
k=1
|EZn,k|E|Zn,k|
+ 2
∫
|u|>N
|u|ν(du) + 2
n∑
k=1
E|Zn,k|1|Zn,k|>N +
1
2
n∑
k=1
∫ +N
−N
∣∣∣∣Kν(t,N)n −Kk(t,N)
∣∣∣∣ dt,
where, for all t ∈ R, for all N ≥ 1 and for all 1 ≤ k ≤ n
Kk(t,N) = EZn,k1|Zn,k|≤N (10≤t≤Zn,k − 1Zn,k≤t≤0). (6.17)
(ii) Let
∫
|u|≤1 |u|ν(du) = +∞ and let there exist γ > 0, β > 0 and C1 > 0, C2 > 0 such that for
R > 0 ∫
|u|>R
|u|ν(du) ≤ C1
Rγ
,
∫
|u|≤R
|u|2ν(du) ≤ C2Rβ. (6.18)
Then, for n,N ≥ 1,
dW2(Sn + cn,X) ≤
∣∣∣∣∣EX − (cn +
n∑
k=1
EZn,k)
∣∣∣∣∣+ Cγ,βn
(
n∑
k=1
E|Zn,k|
β
β+γ
)
+
1
2
n∑
k=1
|EZn,k|E|Zn,k|
+ 2
∫
|u|>N
|u|ν(du) + 2
n∑
k=1
E|Zn,k|1|Zn,k|>N +
1
2
n∑
k=1
∫ +N
−N
∣∣∣∣Kν(t,N)n −Kk(t,N)
∣∣∣∣ dt,
for some Cγ,β > 0 only depending on γ and β.
We finish our manuscript by briefly addressing, among many others, three possible extensions
and generalizations of our current work which will be presented elsewhere. A first possible direction
of future research is to solve the Stein equation associated with general infinitely divisible distri-
butions with finite first moment (not only the self-decomposable target laws). A second possible
direction of research to which our methods are amenable is the study of extensions to multivariate
(and even infinite dimensional) settings of the results presented here. (In particular, see [15] for
the validity of the multivariate covariance representation.) A third direction would be to attempt
at removing the finite first moment assumption which is present throughout our hypotheses.
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A Appendix
This section is devoted to the proof of two technical results used in the previous sections.
Lemma A.1. Let X ∼ ID(b, 0, ν) be self-decomposable with characteristic function ϕ and such
that E|X| <∞. Let x, ξ 6= 0. Then,
lim
t→0+
1
t
(
eiξx(e
−t−1) ϕ(ξ)
ϕ(e−tξ)
− 1
)
=
(
−x+ EX +
∫ +∞
−∞
(
eiuξ − 1
)
uν(du)
)
(iξ).
Proof. Let x, ξ 6= 0. First, it is clear that
lim
t→0+
1
t
(eiξx(e
−t−1) − 1) = −iξx. (A.1)
Next, since X is infinitely divisible with finite first moment, for all t ≥ 0,
ϕ(ξ)
ϕ(e−tξ)
= eiξEX(1−e
−t)e
∫ +∞
−∞
(
eiuξ−eiuξe−t−iuξ(1−e−t)
)
ν(du)
.
Now, from (A.1),
lim
t→0+
1
t
(eiξEX(1−e
−t) − 1) = iξEX,
moreover,
lim
t→0+
e
∫ +∞
−∞
(
eiuξ−eiuξe−t−iuξ(1−e−t)
)
ν(du)
= 1.
So, to conclude the proof, one needs to show that
lim
t→0+
1
t
(
e
∫ +∞
−∞
(
eiuξ−eiuξe−t−iuξ(1−e−t)
)
ν(du) − 1
)
=
∫ +∞
−∞
(
eiuξ − 1
)
uν(du)(iξ).
For this purpose, let us show that
lim
t→0+
1
t
∫ +∞
−∞
(
eiuξ − eiuξe−t − iuξ(1− e−t)
)
ν(du) =
∫ +∞
−∞
(
eiuξ − 1
)
uν(du)(iξ). (A.2)
For the real part of (A.2), one wants to prove
lim
t→0+
1
t
∫ +∞
−∞
(
cos(uξ)− cos(uξe−t)) ν(du) = − ∫ +∞
−∞
sin(uξ)uν(du)ξ.
Noting that for all u 6= 0
lim
t→0+
1
t
(
cos(uξ)− cos(uξe−t)) = −ξu sin(uξ), (A.3)
this is a straightforward application of the dominated convergence theorem. The imaginary part
of (A.2) is treated in a similar fashion.
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Lemma A.2. For any t ≥ 0, let Yt be an ID random variable such that E|Yt| < +∞, EYt = 0 and
with Le´vy measure
νt(du) =
ψ(u)− ψ(etu)
|u| du,
where ψ is a nonnegative function increasing on (−∞, 0) and decreasing on (0,+∞) and such that∫
|u|≤1
|u|ψ(u)du <∞,
∫
|u|>1
ψ(u)du <∞.
Then, for all ξ ∈ R and for all t ∈ (0, 1)
1
t
∣∣∣EeiξYt − 1∣∣∣ ≤ Cψ(|ξ|+ |ξ|2)
for some Cψ > 0 only depending on ψ.
Proof. Let ξ 6= 0 and t ∈ (0, 1). First, since E|Yt| <∞ and since Yt has zero mean,
EeiξYt = e
∫+∞
−∞ (e
iuξ−1−iuξ)νt(du).
Then,
∣∣∣e∫ +∞−∞ (eiuξ−1−iuξ)νt(du) − 1∣∣∣ ≤ |ξ| max
ω∈[0,|ξ|]
∣∣∣∣
∫ +∞
−∞
u
(
eiuω − 1) νt(du)
∣∣∣∣ .
Moreover, for ω ∈ [0, |ξ|]∣∣∣∣
∫ +∞
−∞
u
(
eiuω − 1) νt(du)
∣∣∣∣ ≤ |ω|
∫
|u|≤1
|u|2νt(du) + 2
∫
|u|>1
|u|νt(du).
Let us bound the two terms
∫
|u|≤1 |u|2νt(du) and
∫
|u|>1 |u|νt(du). It is sufficient for our purpose to
consider these integrals on (0,+∞) since similar arguments provide the same type of bounds on
(−∞, 0). For the first term,
∫ 1
0
u
(
ψ(u) − ψ(etu)) du = ∫ 1
0
uψ(u)du −
∫ 1
0
uψ(etu)du
=
∫ 1
0
uψ(u)du − e−2t
∫ et
0
uψ(u)du
=
∫ et
1
uψ(u)du + (1− e−2t)
∫ et
0
uψ(u)du
≤ sup
1<u<e
|uψ(u)|(et − 1) + (1− e−2t)
∫ e
0
uψ(u)du.
Thus, ∫
|u|≤1
|u|2νt(du) ≤ Cψ((et − 1) + (1− e−2t)).
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for some constant Cψ > 0 only depending on ψ. For the second term∫ +∞
1
(ψ(u) − ψ(etu))du =
∫ +∞
1
ψ(u)du − e−t
∫ ∞
et
ψ(u)du
≤
∫ et
1
ψ(u)du+ (1− e−t)
∫ ∞
1
ψ(u)du
≤ Cψ
(
(et − 1) + (1− e−t)) .
The conclusion of the lemma then follows.
Lemma A.3. Let r ≥ 1, and let X and Y be two random variables. Then,
dWr(X,Y ) = sup
h∈C∞c (R)∩Hr
|Eh(X)− Eh(Y )| . (A.4)
Proof. Let r ≥ 1 and X and Y be two random variables with respective laws µX and µY . First,
note that
dWr(X,Y ) ≥ sup
h∈C∞c (R)∩Hr
|Eh(X)− Eh(Y )| .
Now, let h be in Hr. Let (hε)ε>0 be a regularization of h by convolution such that
‖h− hε‖∞ ≤ ε, ‖h(k)ε ‖∞ ≤ 1, 0 ≤ k ≤ r.
Let φ be a compactly supported infinitely differentiable even function with values in [0, 1] and such
that φ(x) = 1, for x ∈ [−1, 1]. Let M ≥ 1 and set φM (x) = φ(x/M), for all x ∈ R. Next, denote
by hM,ε the C
∞
c (R) function defined, for all x ∈ R, via
hM,ε(x) = φM (x)hε(x).
Then,
|Eh(X)− Eh(Y )| ≤ |EhM,ε(X)− EhM,ε(Y )|+ E |h(X)− hM,ε(X)| + E |h(Y )− hM,ε(Y )|
≤ |EhM,ε(X)− EhM,ε(Y )|+ E |h(X) − hε(X)| + E |hε(X)− hM,ε(X)|
+ E |h(Y )− hε(Y )|+ E |hε(Y )− hM,ε(Y )|
≤ |EhM,ε(X)− EhM,ε(Y )|+ 2ε+ E |hε(X)− hM,ε(X)|+ E |hε(Y )− hM,ε(Y )|
≤ |EhM,ε(X)− EhM,ε(Y )|+ 2ε+
∫
R
|1− φM (x)| dµX(x) +
∫
R
|1− φM (y)| dµY (y).
Now, choosing M ≥ 1 large enough so that∫
R
|1− φM (x)| dµX(x) +
∫
R
|1− φM (y)| dµY (y) ≤ 2ε,
it follows that, for such M ≥ 1,
|Eh(X)− Eh(Y )| ≤ |EhM,ε(X) − EhM,ε(Y )|+ 4ε.
Moreover, for all x ∈ R, for all M ≥ 1 and for all ε > 0
|hM,ε(x)| ≤ 1,
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while, for all x ∈ R and for all 1 ≤ k ≤ r,
|h(k)M,ε(x)| ≤
k∑
p=0
(
k
p
)
|h(k−p)ε (x)||φ(p)M (x)|
≤

1 + Ck k∑
p=1
1
Mp

 ,
for some Ck > 0 which only depends on k and on φ. Thus,
|Eh(X)− Eh(Y )| ≤

1 + Cr r∑
p=1
1
Mp

 sup
h∈C∞c (R)∩Hr
|Eh(X)− Eh(Y )|+ 4ε,
for some appropriate constant Cr > 0 only depending on r > 0 and on φ. Letting first M → +∞
and then, ε→ 0+ gives the result.
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