Abstract
imaging with non-stationary objects. This would be an enormous boon to studies 
26
In the present theoretical study, we use a phantom of the animal model 27 C. elegans to examine the feasibility to automatically predict its movement and 
Introduction

40
A major challenge in biological science is to relate molecular regulation at the cellular 41 level to response and behaviour at the organism level. Knowing this relationship lies at 42 the foundation of every disease, and indeed also in understanding the healthy organism. 43 An experiment establishing this relationship, as schematically shown in Fig. 1 , requires 44 i) in vivo cellular-level detection of regulation-relevant molecules, such as metabolites A freely moving organism is subject to a stimulus (mechanical, chemical, light, etc.) causing a response at all levels of detail (metabolomic, behaviour, etc.). The experiment designer relates the correlated output to a biological hypothesis and may adapt the stimulus.
Small organisms such as C. elegans are biological model organisms useful for 50 studying many human disorders, including neurodegenerative diseases [1, 2] . Model 51 organisms have been the mainstay of biological sciences for decades, and thus a broad 52 knowledge base already exists starting from the genome level, through developmental 53 cycles, and up to behavioural response to applied stress. These platforms offer the 54 opportunity to address the connection between molecular phenotype, which can be 55 conveniently implemented due to the very rapid yet standardized life cycle of C. elegans, 56 to behaviour. What remains is the technological challenge of satisfying the three 57 requirements for robustly linking phenotype to behaviour.
58
Nuclear magnetic resonance (NMR), which is a noninvasive and non-destructive metabolites are typically below mmol levels, requiring high sensitivity to detect. NMR 65 is a non-ionizing technique, making it superior to computed tomography (CT) based on 66 X-rays.
67
Although MRI microscopy currently only achieves spatial resolutions down to 4 µm, 68 new techniques are partially overcoming these limits, such as the use of nitrogen 69 vacancy centers in diamond, or the use of hyperpolarisation techniques. The encoding of 70 the MRI signal occurs due to magnetic field gradients ∇ x B over the region of interest 71 through the Larmor relation ω = γB for the signal frequency ω; any gradient in B 72 results in a gradient in ω. The gyromagnetic ratio γ is specific to the nucleus of interest, 73 and is 42.6 MHz T −1 for protons. In conventional MRI, it is assumed that the organism 74 (or object) being imaged is fixed in space, so that spatio-temporally varying magnetic necessarily requires repeated measurements to bring the signal level above the noise.
80
In clinical applications of MRI, free body motion remains a challenge and there is a 81 concerted effort underway to i) collect the MRI data faster than the motion; ii) collect 82 the MRI data at moments when motion is minimal (triggering); iii) track patient 83 motion and correct the MRI data during post processing; iv) track the motion and 84 guide the spatial encoding to reflect the instantaneous geometrical configuration [3] [4] [5] [6] .
85
Whilst these methods have been highly successful to control artefacts due to breathing, 86 heartbeat, and low amplitude head movement, their assumptions for the kinematics of 87 the underlying movement is limiting. For example, the head is motion-captured in a 88 model that assumes rigid six-degree-of-freedom body movement involving translations 89 and rotations (x, y, z, θ x , θ y , θ z ) along the three orthogonal Cartesian axes. and accuracy with which image analyses can be performed, and aim to reduce the need 101 for expert knowledge e.g. in medical image analysis [7] . These technologies are entering 102 public awareness through the automation of highly complex processes, such as 103 trajectory generation for self-driving vehicles (road, aerial) and surveillance for public 104 safety. This is accomplished by real-time processing of dynamic images, in which 105 accuracy and speed are of paramount importance.
106
Advances in image and data processing algorithms are expected to make real-time 107 dynamic spectrum imaging (achieving a hyperspectral imaging cube or hypercube)
108
possible at all electromagnetic wavelengths. For example, recording image and spectral 109 data over 500 × 500 pixels, with a spectral resolution of 5 nm over the visible spectrum, 110 at 5 f s −1 has already been demonstrated [8] . Enormous data storage and processing
111
power is required to perform such operations with sufficient spectral, spatial, and 112 temporal resolution, and has motivated an increased effort in sparse imaging modalities. 113 In the case of MRI, the situation is even more acute since data is acquired in
114
( k, t)-space ( k being the spatial frequency), yet the observer requires the transformed 115 data in ( x, t) space. Hence, a large number of acquired data is associated with each final 116 image pixel or voxel, and motion or geometrical warping during imaging will introduce 117 errors into the reconstruction algorithms. To obtain sufficient acquired signal power per 118 voxel volume, object tracking must be implemented in order to ensure correct spatial 119 and spectral co-localization over time. This is especially important in MRI microscopy, 120 which depends on accumulated sampling for sufficient image resolution. The prediction 121 horizon will therefore be dependent on the signal acquisition time at a given frame rate 122 and voxel spatial resolution.
123
In this contribution we consider the preconditions for performing MRI experiments 124 on unburdened small organisms. We will focus our attention on the nematode 125 C. elegans, mainly because it fits in best with our own efforts towards in vivo 126 metabolomic profiling, but we will address the underlying problem in more generality so 127 that it is relevant also for other organisms.
128
In this contribution we explore the possibility to completely remove the requirement 129 of organism immobilisation, by providing the host observing technical system (e.g., a 
135
To gain insight into how movement prediction can enhance MRI signal detection, the 136 paper introduces:
137
• Data of a virtual phantom, combining high resolution electron microscope slice 138 images [9] with conventional video-recordings of C. elegans moving in a Petri dish 139 (Section 2.1);
140
• A new concept for location prediction in C. elegans, and detailed movement each slice as follows: first, we removed the background from the TEM images and scaled 165 them such that the dimensions of the body part in each slice were realistic. Second, we 166 inverted the color map of the images, since the white regions of the TEM images 167 corresponded to low density material, and therefore would appear dark in MR imaging 168 due to the low proton signal intensity. Finally, we reduced the number of pixels of the 169 TEM images to 64 × 64, which corresponded to an MRI in-plane resolution of 170 approximately 1.6 µm, and then assigned the voxel signals to the virtual MR slices.
171
Although such a high volumetric resolution lies beyond the capabilities of currently 172 available MRI scanners, it was chosen on purpose to allow more accurate assessment of 173 the prediction algorithm. In order to adjust the gradient system of the MRI, the worm needs to be detected and 177 its future positions need to be predicted. Therefore, we introduced a new concept of 
Worm detection
189
This section briefly covers the worm detection and movement prediction. Further details 190 are provided in the Appendix, Section 3.
191
The preprocessing for the worm detection aims to reduce the computational 192 complexity and consists of a grayscale conversion (standard Matlab conversion) of the 193 videos as well as a decrease of the resolution by a factor of 9 ( Fig. 3c ). For the The direction of motion is determined by relying on the position of the head and the 197 COG. The COG is calculated based on the foreground pixels of the segmentation and is 198 smoothed to obtain variations for future predictions (1st order low-pass filtering over 199 time). The position of the head is computed utilizing difference-images (Fig. 3e ) of the 200 last 10 frames in the video. Fig. 3f shows the detected head. introduce a normalized coordinate s along it (head: s = 0, tail: s = 1, see Fig. 3b, 3g) . 207 Assuming that each worm segment moves according to the current shape of the 208 worm, following its predecessor segment with the velocity of the worm 1 , the velocity and 209 the shape is used to predict the location s c of the POI after ∆k time steps using 210 1 The assumption is not perfectly valid, but it significantly simplifies processing and delivers reasonable results (see also Fig. 4) . (Fig. 3h-j) 2 .
211
The prediction quality is evaluated using an Euclidean distance. Given the 
251
• The entire process is repeated until all the lines of k-space (in our case 64 lines) 252 are complete.
253
Once the imaging procedure is complete, the program reconstructs the anticipated MR 254 image from the k-space data via Fourier transform.
255
Algorithm 1 Gradient-echo MR imaging 1: procedure GRE(TE,TR) Echo time and repetition time.
2: s = 0 s parametrises slice position along worm axis.
3:
while s = 1 do cycle through the slices.
4:
s ← s + δs Next slice.
5:
Initialize time counter.
6:
Number of k-space lines.
7:
k = −π Set initial phase.
8:
J = 1 Set index.
9:
while t = N · T R do
10:
Pos. Pred. Predict next position.
11:
Mov. Grad. Update imaging gradient.
12:
Exc. Excite slice.
13:
t ← t + TE/2 Advance time to half echo time.
14:
Ph. Enc. (k + J · 2π/N ) Phase encode.
15:
t ← t + TE/2 Advance time to echo time.
16:
Freq. Enc. Frequency encode.
17:
Echo Signal acquisition.
18:
t ← t + TR − TE Advance time to next line. The simulation is integrated into an interactive graphical user interface (GUI) to 256 enable the user to set and change the imaging parameters easily and execute the 257 processing without any programming skills (Fig. 5) .
258
The simulated MRI signals can be chosen by the user and are either MR-like signals 259 translated from real transmission electron microscopy (TEM) images, or any virtual 260 MR-like images provided by the user.
261
To start the simulation, an arbitrary slice of interest (with coordinate s) within the 262 worm's body is selected. For this point, the simulated MR image of a slice without 263 movement is shown. In the display, the slice position s is denoted by a red line 264 perpendicular to the center line of the worm, while the predicted position to which the 265 virtual imaging gradient coordinate is set is denoted by a green line. Furthermore, the software allows the user to set the TR and TE imaging parameters, 267 and to choose the prediction horizon (a value between 1 and 10 frames), which refers to 268 the number of frames ahead for which the predicted worm position will be calculated.
269
Our algorithm does not correct for the worm motion occurring during recording of a 270 line of k-space. This is equivalent to the assumption that the MRI pulse sequence is 271 based on very short echo times, which is possible, but taken at the expense of increased 272 acquisition bandwidth and thus reduced signal-to-noise ratio (SNR). 
Simulation paradigms
274
We performed three MRI simulations using the optical video dataset from Section 2.1 to: 275 
confirm that the prediction enhances the MR imaging of the moving worm in
282
In all the simulations, the repetition time (TR) was set to 83 ms, which corresponds to 283 the frame rate of the optical video on which the prediction was based.
284
We evaluate the simulation by quantifying the structural similarity s xy ∈ {0, 1} ∈ R 285 between the true image and simulated image as introduced in [10] . Identical images 
293
The results are illustrated in Fig. 6a , each row shows the true slice on the left, the 294 simulated MR image based on the prediction algorithm in the middle, and the 295 simulated image when no position prediction is involved on the right.
296
Clearly, the prediction algorithm significantly reduces the motion artifacts that 297 would otherwise occur if the gradient system did not follow the worm as it moves.
298
Moreover, we observe that prediction quality varies along the worm's body. More 299 specifically, the prediction performs better for the slices from the body and tail when 300 compared with prediction of the head. This is axiomatic, since the worm rapidly moves 301 its head laterally whilst scavenging for nutrition, thus the motional entropy of the head 302 is higher (see also Fig. 4 ). Fig. 6b shows that the quality of the prediction-based MR images are higher for 307 slices from the body and tail than the images taken near the head where the prediction 308 uncertainty is usually higher. pixels in the MR image. Fig. 7 demonstrates the results of this simulation -the rows 317 correspond to the different resolution ratios while the columns depict the original slice, 318 the image with prediction, and the image without prediction. The figure shows that the 319 efficiency of the prediction declines as the desired resolution of the MR image increases 320 (pixel size decreases), or alternatively, the optical resolution should be higher or at least 321 equal to the desired MR resolution for a high quality prediction-based MR image.
322
Indeed, the commercial optical imaging solutions can easily meet such demands of high 323 resolution; however, upon implementation, any increase in number of pixels will be at 324 the expense of the prolonged processing time needed for prediction. Nevertheless,
325
considering the large potential for parallel computing co-processors, good compromises 326 can be found. 
Prediction horizon (Simulation 3)
328 Simulation 3 varies prediction horizons for one slice (s = 0.52). Fig. 8 illustrates the 329 results of this simulation: Fig. (1a -10a) are the prediction-based simulated images for 330 prediction horizons of ∆k 1 to 10, respectively. In contrast, Fig. (1b -10b) increases, leading to the conclusion that one should, whenever possible, minimize the 335 prediction horizon. Of course, in an actual hardware realization of the system, the 336 choice of the prediction horizon will be bounded by the speed of the image acquisition 337 and processing units.
338
The effect of increasing the prediction horizon is described quantitatively in Fig. 8c 339 by measuring the structural similarity between the original slice and the simulated Moreover, a statistical assessment of the effect of the prediction horizon on the 345 quality of the MR imaging was done: Regarding simulation results of four slices along 346 the worm using the given eight videos it can be shown that the accuracy of prediction 347 and thus the MRI quality decays with the increased prediction horizon but is in mean 348 for all parameter combinations roughly three times better than without prediction.
349
Results are shown in the Appendix, Fig. S1 .
3 Discussion
351
The results demonstrate that our prediction algorithm can markedly improve MR image 352 quality of arbitrarily moving and deforming objects. The complete processing pipeline 353 (including functions which will not be used in real-time processing, e.g. rotation, 
357
Decreasing the resolution of the optical video offers an additional option to reduce 358 processing time up to a factor of 8 without significant loss of quality. Based on the 359 current implementation, real-time processing is already possible for sample frequencies 360 smaller than 13 Hz and application of the algorithm to a real MRI system is feasible.
361
For the predictive information to be useful, the characteristic time of sample motion 362 t motion and predictive accuracy needs to be determined. This can be done by recording 363 a freely moving sample with the desired optical setup followed by an image analysis 364 routine as described in this report. Models of the motion kinematics can be tested in 365 order to maximize the prediction horizon given a user-specified predictive accuracy 
375
With the timescales of motion and predictive calculation defined, one must evaluate 376 whether MRI is possible by comparing to the instrumental timescale. 3 The shortest 377 relevant timescale is the time between spatial encoding steps, which in the case 378 exemplified here is the repetition time T R (T R includes T E and the data acquisition 379 time). It is during T R that prediction and hardware adjustments must be done prior to 380 the subsequent spatial encoding step. In the MRI simulations described here, T R was 381 83 ms (including a T E of 4 ms) while t pred was 76 ms. Given the organism motion and 382 hardware/experiment timescale regimes, one can estimate the potential for sample 383 imaging with correction, summarized as follows:
384
• t motion < T R: the object is not MR imageable without motion artifacts.
385
Conditions to slow the natural motion of the sample should be identified and
386
implemented.
387
• T R < t motion , t pred : the object is MR imageable. Careful choice of T E and T R 388 must be done so that the prediction calculation is complete before the next spatial 389 encoding period. This places a restriction on the types of contrast that can be implemented.
391
• t pred < T R < t motion : the object is MR imageable. There is no restriction on the 392 contrast weightings that can be implemented.
393
To further improve the predictive quality, it is important to have kinematic models 394 appropriate to the organism to be imaged. C. elegans is a convenient model for this 395 reason given the advanced studies about behavioural phenotypes [12] [13] [14] and motion 396 decomposition using so-called Eigenworms [15] . Extension of these models to organisms 397 featuring similar motion characteristics should be straightforward (i.e.
398
oscillation/undulation along the long axis -worms, snakes, swimming fish). As the 399 kinematics becomes more complicated and/or sporadic, it will become necessary to 400 introduce a method to guide the organism in order to introduce a predictive nature to 401 its motion (food source, temperature gradient, etc.). Alternatively, shorter prediction 402 horizons can be targeted together with faster calculation algorithms [4, [16] [17] [18] and MR 403 imaging sequences, most likely at the expense of image resolution.
404
chosen heuristically for the given dataset. Raw videos are streams of RGB images with 465 m rows and n columns at each frame k = 1, ..., K. Indices i, j denote x-and y-position 466 in the image, and index r denotes the color:
We use a standard MATLAB conversion to convert the images to grayscale and keep only 1/z 2 of all pixels to speed up subsequent performance (every z-th line, every z-th column is kept, here z = 3, see Fig 3) :
here : c 1 = 0.2989, c 2 = 0.5870, c 3 = 0.1140.
To segment the worm, a simple threshold segmentation will be erroneous due to 468 illumination effects, noise, and dark corners. To be independent of illumination effects, 469 we generate a background image excluding the worm by calculating at each pixel 
where the operators ⊕ and respectively denote the dilation and erosion. To obtain the 474 worm segment, we subtract the background estimation from each image frame (Fig 3d) . 475 As a threshold for the segmentation of the worm, we choose the 1st percentile x 0.01 k 476 of all m · n pixels in the difference image at every time step (assuming that the worm 477 covers an area of less than 1% of the image). We then discard all remaining objects 478 except the biggest one. As an outcome, we obtain image frames X worm [k] of the 479 segmented worm.
480
Within the worm segment, the direction of the worm needs to be identified. This can 481 be done by estimating the position of the head and the center of gravity (COG). We 
T .
487
To find the head, the moving parts of the worm need to be identified. Observations 488 show that the head is always moving left/right, the tail does not. We calculate an 489 optical flow image which contains the difference of two succeeding segmentations
We use the integer values to distinguish between pixels where the worm moved to (value 491 1), and those, where it came from (value -1). For each time sample, we then sum up the 492 last 10 optical flow images X mov [k] (this could also be done by simply subtracting 
498
If k = 1 (video just started), we set the head estimation to the COG, and if no head 499 estimation can be calculated (e.g. due to missing movement), we retain the last one. As 500 a final step, we smooth (low-pass filtering over time) the estimated head position values. 501 The resulting time series is denoted (
502
The center of gravity is predicted by linear extrapolation (quadratic functions do not 503 work!) according to
a i , b i are estimated based on the last five values of 
508
The segmented worm is filtered with a Gaussian convolution filter (to remove noisy 509 edges), and the segment is thinned to a line (skeletonization, see Fig. 3g ).
510
To predict an arbitrary position within the worm (which can be identified by a 
521
Similarity measure
522
We compare the simulation outcome to the true image by the structural similarity 
5 The shape does not stay exactly the same, however this assumption simplifies processing and causes only small errors. α, β, and γ are weights of the luminance, contrast, and structure respectively. Within 528 this paper we assumed an equal effect of the three terms, thus α = β = γ = 1. 
