Appropriate field data are required to check the reliability of hydrodynamic models simulating the dispersion of soluble substances in the marine environment. This study deals with the collection of physical measurements and soluble tracer data intended specifically for this kind of validation.
7. When the tracer is released in an area difficult to simulate by modelling, it should allow a discrimination of dispersion models in terms of accuracy. Natural tracers cannot generally be used because of the multiplicity of their source terms and the complexity of the phenomena governing their production and fate in the marine environment.
While the conditions of release can be known for artificial tracers, there are often many release points. Such tracers can also be involved in bio-geochemical processes, and therefore their conservative behaviour in the marine environment cannot be guaranteed.
Radioactive tracers have particularly interesting specific properties, as they generally meet criteria 1 and 2. As regards criteria 4 and 5, some radionuclides exhibit long-term conservative behaviours in seawater: i.e. 125 Sb, 99 Tc, 3 H (tritium) and to a lesser extent, 137 Cs, 134 Cs and 90 Sr. Between 1970 and 1995 extensive measurements of all these radionuclides were carried in the seas of north-western Europe (Bailly du Bois et al. 1993 Bois et al. , 1997 Bois et al. and 2002 Bailly du Bois and Guéguéniat 1999; Bailly du Bois and Dumas 2005; Guéguéniat et al. 1994 Guéguéniat et al. , 1995a Guéguéniat et al. , 1995b Guéguéniat et al. , 1997a Guéguéniat et al. and 1997b Hermann et al. 1995; Kautsky 1988; Kershaw and McCubbin 1999; Povinec et al. 2003) . Reductions in fluxes released during the period from 1980 to 2000 have led to significant decreases in concentrations in the marine environment. Out of the radionuclides mentioned above, only tritium released from nuclear fuel re-processing plants has not undergone a reduction since 1980, while it nevertheless fully satisfies the first six criteria, having a radioactive half-life of 12.4 yr which can be accounted for by the models. The two main sources of tritium are the plants at Sellafield and La Hague, discharging into the Irish Sea and the English Channel, respectively. These plants can be differentiated in terms of the 7 th criterion:
 The Sellafield outfall is in an area of moderate currents (maximum: 0.5 m/s) and homogeneous bathymetry (10 to 30 m), where short-term dispersion appear classical.

The La Hague outfall is close to the Cap de La Hague ( Fig. 1 ), which forms a physical boundary between the Normandy-Brittany Gulf in the west and the middle sector of the Channel towards the east. Because of the coastal geometry, the tide wave coming from the Atlantic is blocked in the west-facing bay formed by the Normandy-Brittany Gulf. This embayment is characterised by considerable tidal ranges (more than 14 m near the Mont St Michel). The Cap de la Hague represents a bottleneck for the water masses involved during the emptying and filling of this bay two times every day (Online resource 1: tide propagation over the English Channel). This is why the tidal currents close to the cape are amongst the strongest in Europe (5 m/s during spring tide), with great differences in tidal range near the outfall (varying from 6 m to 11 m, from the north to the south of the Cap de La Hague, see chapter 3.2). This area is also characterised by varied topography, with pronounced bathymetric gradients (depths from 20 to 100 m), the presence of islands, as well as numerous bays and shallows. Based on residual tidal currents, Salomon et al. (1988 Salomon et al. ( , 1991 have established the long-term dispersion trajectories of dissolved substances. A divergence zone close to the release (see Fig.  2 ) outfall divides waters flowing into the Normandy-Brittany Gulf from the waters forming part of the general flow from west to east up the Channel and towards the Straits of Dover. As a result, small differences in the conditions of release can lead to opposing directions of dispersion in the medium-term (see chapter 3.3.2 and Bailly du Bois and Dumas, 2002, Fig. 2 ).
-2. Salomon et al. 1991) Because of these morphological and hydrodynamical characteristics, the Cap de La Hague is one of the most difficult areas to model from the point of view of dispersion of soluble substances. A model validated in this area can be considered as robust, and can be applied with confidence to others macro-tidal seas of the European continental shelf.
Fig. 2 Mean residual tidal currents in the Cap de La Hague region (according to
From an operational point of view, it is also advantageous to have dispersion models fully validated in the English Channel. Such models can be used to simulate the consequences of chronic or accidental releases. The English Channel is particularly sensitive to accidental pollution: a quarter of the world's trade passes through its waters, there are numerous hazards for shipping, and its coasts are subject to strong anthropogenic pressures (fishing, industry and tourism). Frequent accidents occur at sea leading to pollution spills, the most recent examples being the Erika, the Ievoli Sun (2000), the Tricolor (2003) and the Ece (2006) .
Much data has been gathered on the dispersion of releases from the La Hague plant into the Channel and North Sea. Data for validation of dispersion models over a month or year are abundant (Bailly du Bois et al., , 1997 Bois et al., and 2002 Bailly du Bois and Guéguéniat 1999; Bailly du Bois and Dumas 2005; Guéguéniat et al. 1994 Guéguéniat et al. , 1995a Guéguéniat et al. , 1995b Guéguéniat et al. , 1997a Guéguéniat et al. and 1997b Hermann et al. 1995; Kautsky 1988; Kershaw and McCubbin 1999; Povinec et al. 2003) . For shorter time scales and smaller areas, the sampling strategy must be linked closely to the conditions of release from the outfall to obtain data that are relevant for validation. The DISPRO project was initiated because data were inadequate with this purpose in view.
The behaviour of tritium ( 3 H) released as HTO is strictly conservative as this species represents a constituent part of the seawater and have the same behaviour in seawater as H 2 O. Concentrations higher than a few Bq/l can be easily measured by liquid scintillation, without the need for radio-chemical preparation. Sampling is easy because the required volumes are small (8 ml). Tritium is a radio-tracer that is highly suitable as regards collection and the carrying out of high-frequency measurements in the environment close to the outfall.
Tritium has been extensively studied as a tracer of water masses labelled by atmospheric nuclear testing. However, given the detection constraints for rapid measurement, this radionuclide has been rarely used for tracking the dispersion of industrial emissions in the marine environment. In this context, Pujol and Sanchez-Cabeza (2000) and Baeza et al (2006) studied the dispersion of tritium released by a nuclear power plant into a river.
The releases from the AREVA-NC nuclear fuel reprocessing plant represent the main source of tritium in the Channel. Releases are of the order of 10 16 Bq/yr, 100 times greater than those from a nuclear power plants. In view of the mean flux of water from the Channel to the North Sea, estimated at 126 000 m 3 /s (Bailly du Bois and Dumas 2005), these releases would lead to mean concentrations of 2.5 Bq/l in the Straits of Dover. Given the concentrations of tritium in seawater entering the Channel (around 0.2 Bq/m 3 ; Bailly du Bois et al. 2002) , the labelling due to the La Hague plant is clear and easily measurable in the eastern Channel. In the coastal areas closest to the outfall, the mean concentration is 11.6 Bq/m 3 (mean for 2002-2005 at Goury; Connan et al. 2006) . On average, the La Hague plant carries out one release per day with a tritium concentration of around 10 8 Bq/l. The dilution factor of 10
The results presented here are intended to supplement the data already available for the validation of dispersion models in macro-tidal seas over the short term (1 hour to 1 week) and in a limited area (1 km to 30 km). This domain corresponds to the zone of maximum impact of pollutants in the event of an anthropogenic release.
The study area is located in the coastal waters around the Cap de La Hague, in the central sector of the English Channel, within a radius of 30 km of the release point at the La Hague plant outfall (Fig. 1) .
While it is crucial to have the possibility of measuring a conservative tracer for the validation of dispersion models, physical data also remain essential for testing the other outputs of the model.
Physical data

Bathymetry
Bathymetry is an essential input for hydrodynamic models used to simulate dispersion during the hours following a release. The data provided by the French hydrographic service (SHOM − Service Hydrographique et Océanographique de la Marine, HISTOLYTH data, www.shom.fr) are indispensable.
As some of the SHOM data come from surveys dating back to 1929, additional data were gathered during campaigns by the CNRS -INSU oceanographic research vessel Côtes de la Manche.
Since 2001, all of the bathymetric surveys undertaken by the Côtes de La Manche as part of the DISPRO project and during other missions and transects have been made available to the scientific community by CNRS/INSU (ftp.dt.insu.cnrs.fr /pub/daufin/cdlm). SHOM tools have been used to remove the tides in order to reference depths to the hydrographic datum. The available data cover the entire Channel and part of the Bay of Biscay. In 2008 and 2010, high resolution sonar lateral data have been obtained with Ifremer-Haliotis, a light vessel specially designed for imagery and bathymetry measurements in shallow waters. Specific methods have been used to process different overlapping bathymetric datasets with variable precision (Bailly du Bois 2011). This tool gives a bathymetry file usable for models covering the studied area with an average resolution of 50 m (Dataset #762186).
3.2
Tide-gauge measurements A pronounced tidal range gradient is observed in the area around Cap de La Hague, so this particular pattern needs to be reproduced accurately by models in order to simulate the dispersion of soluble substances. When comparing models with measurements, or with a view to operational use, the models must also be able to reproduce the timing and amplitude in water-surface levels which are linked with tidal currents.
Tide gauges were deployed at three stations around the Cap de la Hague to obtain data characteristic of the tide at a high sampling frequency on both sides of the 'boundary' formed by the Cap de la Hague, between areas with contrasting tidal regimes (Fig. 1) .
The tide gauges operated at a depth range of 0−10 m, accurate to 3 cm and with a resolution of 0.3 cm every 15 s. They were deployed from the coast, at depths close to the lowest low water level. Fig. 1 shows their locations. Difficulties in implementation and data recovery prevented us for establishing an absolute reference datum for vertical positioning of the gauges. The data collected are nevertheless useable to ascertain the tidal cycle timing and amplitude of the tides. A total of 685 tidal cycles were measured; the dates and levels of high and low waters were extracted (Datasets #762255, #762256 and #762257). Table 1 reports the measurement periods and main parameters. The mean tidal range varies by 2 m between two points at a distance of 5 km along a straight line to the south and north of the Cap de La Hague; the mean propagation time of the tide between these two points is 28 minutes. The greatest differences are 3 m for tidal range and more than 2 hrs for propagation of the tide. Table 1 Compilation of tide-gauge data
Currents
3.3.1
Eulerian measurements Current measurements were acquired from several stations around the Cap de la Hague over periods of 14−25 hours, using a SONTEK ADP profiler with a frequency of 1 000 kHz placed on the seabed (Erreur ! Source du renvoi introuvable., Fig. 1 , Datasets #762262-762381). Current profiles were collected every 15 s, with vertical resolution of 2 m. The currents measured are strongly constrained by the local topography, whereas the spatial resolution and bathymetry data used in the models do not generally allow a faithful reproduction of this topography.
For this reason, some measurement stations were chosen in areas where the bathymetry appeared more homogeneous and where currents were representative of the overall hydrodynamics of the area (Omonville, Vauville, Flamanville, numbers 2, 5, 6, 9 and 10 in Fig. 1 ). Nonetheless, all of the measurements were useable for validation of models in either two or three dimensions. The models must have very accurate resolution and appropriate bathymetric data to be able to simulate the currents measured near the coast.
It was not possible to take samples directly in the Blanchard race since the moorings used could not withstand current speeds in excess of 2.5 m/s.
3.3.2
Tracking of drifters Two Argos drifters were released on 15 March 2007 (Datasets #762193 and #762198). These devices are described by Niiler et al. (1995) and validated as being reliable for tracking water-mass movements: they consist of a surface buoy with a GPS receiver and a transmission link towards the ARGOS system. A cable and a 5m holey sock are immersed at a depth 15 m. Their drift is representative of the surface currents in this layer. Theses two drifters were released at the same time at a distance of 100 m apart in the Blanchard race, and then tracked every 30 minutes over 13 days. They were separated by a distance of 54 km from each other at the time of their retrieval. The trajectories shown in Fig. 3 . 3 illustrate the variability of currents in the Cap de la Hague area. The residual trajectories observed comply with those simulated by the lagrangian residual current method with barycentric coordinates (Fig. 2, according to Salomon et al. 1991) . The observed drifter trajectories confirm the existence of divergent current trajectories in this area (Fig. 3) . Such divergence occurs when topography constrain water masses to strong variations of speed or directions (Islands, straights, gulf and capes …). 
Collection of tracer data
Sampling strategy
Before La Hague plant construction, data were acquired using rhodamine as a dye tracer to test the best release location and conditions (Rhodoleïa operations, 1962 and 1963 Ausset and Farges 1968 Lapicque 1974) indicate that the plume can be identified at the surface beyond a distance of 500 m from the release point; the plume is about 300 m wide at a distance of 1 km from the outfall. The associated dilution coefficients are of the order of 10 -5 to 10 -6 . Most of the data acquired were qualitative, their accuracy being limited by the techniques used at that time. For releases since 2001, and assuming the dilution coefficients given above, the expected concentrations for tritium released in the form of HTO would be 2 000 Bq/l and 200 Bq/l at 500 m and 1 km from the release point, respectively. Releases containing tritium take place almost every day over periods of one to three hours.
The local hydrodynamic conditions (currents of 1-5 m/s over a depth of 20 m) lead to the vertical homogenization of concentrations after one hour (Ausset and Farges 1968; Lapicque 1974) , which explains why, during the DISPRO project, we decided to measure only surface concentrations 1 km from the outfall along the plume dispersion axis and use a two-dimensional model for simulations. At a later stage, we plan to carry out appropriate sampling to investigate vertical dispersion during the minutes following release at less than 1 km from the outfall. (1) Tidal coefficient represents the magnitude of the tide, corresponding to the semi-diurnal tidal amplitude divided by the mean spring equinox tidal amplitude in Brest. Minimum, average and maximum values are 20, 70, and 120, respectively. 
Positioning in the plume during the campaigns
Tracer measurements are useful for validation if they provide a better understanding of the position and dilution of the release plume over time. During the hours following release, this implies, in principle, that we have knowledge of the time of release and the area in which the plume will be located close to the outfall. The dynamics of the currents and duration of releases impose precise positioning in time (15 mins) and space (100 m) to ensure that the sampling zones traversed by the ship's track encompass the plume area (Fig. 6 ). The planning and timing of releases were transmitted to the vessel by the radiological protection department (Service de Protection Radiologique -SPR) of the AREVA-NC plant. The Mars model (see chapter 5 ; Lazure and Dumas 2008) , with a horizontal resolution of 110 m, was used onboard to simulate dispersion prior to release and allow positioning of the vessel during the hours following the start of release. The procedure functioned well, allowing the tracking of 32 individual releases with an average of 300 measurements per release, under varying hydrodynamic and meteorological conditions.
4.4
Release data The release data provided by the SPR of the AREVA-NC plant were checked and edited for use in the models. The quantity released, as well as time and date of start and end, are indicated for each release (Dataset #762186) . Time of release is calculated by the SPR from the flow rate and volume of the 5 km outfall pipe. Uncertainty with regard to release times is estimated at 15 minutes.
Tritium measurements
For tracer measurements, we collect water samples at a high frequency knowing exactly the time and place of sampling. Samples were collected under way every 30 s over two to five hours following each release, i.e. 250 to 600 samples per release. This sampling frequency was increased for tracking over greater distances.
One objective was to minimize the transit time of the water from the sea to the vial. As tracer concentrations become vertically homogenized one hour after release, samples were taken near the surface (3 m) with the onboard fire fighting pump running continuously at a high flow rate. The sea water was pressurized (2−4 hPa) by a by-line connected to a MICROPUMP® pump, and was then filtered at 0.2 µm through a Sartorius Minisart® filter cartridge. Each sample comprises 30 to 50 ml of sea water collected in 5 to 15 s. Given the speed of the vessel, these samples represent the concentration in sea water integrated over a horizontal distance of 25 to 75 m. The location and number of each sample was recorded automatically. The overall transit time of the sea water between the surface and sampling bottle is evaluated at 15 s, based on transects carried out close to the outfall where the plume is still in alignment. During the five days following collection, the samples were prepared for measurement by mixing 12 ml of Ultimagold LLT cocktail with 8 ml of filtered seawater in 20-ml low diffusion Packard® vials. The vials were stored at 5° C away from the light until measurement with a Packard Tri-Carb 2700TR Liquid Scintillation Analyser. The standard solutions and calculation of concentrations by volume from raw data were handled entirely by the LRC.
An inter-comparison study was carried out in 2003 involving the measurement of tritium in seawater, using a standard reference value of 20.1  1.3 Bq/l; the value obtained by the LRC was 18.0  1.5 Bq/l; the mean value for the participating laboratories was 18.8  1.7 Bq/l (IRSN 2003).
Tritium model/measurements comparison method
Since hydrodynamic models have a limited coverage, it is therefore difficult to use them to simulate tracer concentrations resulting from releases made several months or years ago. This also applies to background levels corresponding to natural and anthropogenic inputs (fallout from atmospheric nuclear testing over the entire northern hemisphere). When these concentrations are not accessible via modelling, they need to be estimated from measurements carried out in the region and on a wider scale.
For tritium concentrations in waters entering the Channel, we obtained values from campaigns in the Atlantic and Channel (GEDYMAC, ATMARA, ARCANE, CIROLANA, OVIDE and ASPEX campaigns). For the period 2001-2009, the background level is estimated currently at 0.1-0.2 Bq/m 3 .
As regards tritium derived from previous releases, we can calculate concentrations using models with a wide footprint and over extended periods so as to define initial conditions for detailed models. Background levels can also be estimated from the measurements presented here. However, it must be emphasised that the Cap de la Hague area is at the boundary between waters coming from the western Channel, which are only weakly labelled, and waters from the Normandy-Brittany Gulf, which are affected by releases from the AREVA-NC plant over several months (Fraizier et al. 1992 , Boust et al. 1995 Salomon et al. 1991; Bailly du Bois and Guéguéniat 1999) . The background concentration resulting from previous labelling is therefore not homogeneous.
The discrepancies between simulated and measured concentrations are calculated conventionally by comparing the simulated values with measurements taken at the same dates and places. Statistical comparisons can be applied to these two series of values. Examples of this kind of comparison are presented in Bailly du Bois and Dumas, 2005. In the vicinity of an outfall, the representativity of dispersion simulations can be assessed in finer detail, release by release. Such a method is presented below.
The sampling strategy adopted is to transect the release plume as many times as possible during dispersion of the release. Each transect is given an identification number.
Usable transects are selected when measurements indicate that the release plume has actually been intersected, and that the release can be identified with confidence by simulating the dispersion of the release in question. The following parameters are calculated for each transect:
 The characteristics of the release intersected (start, finish, tritium concentration)  Time since start of release  Distance from release outfall  Position in relation to outfall (north, south)  Maximum concentration in the plume  Mean concentration in the plume  Width of plume intersected
The ability of a model to reproduce the in situ measurements can then be tested for each of the above criteria. In the example given here, we were able to use a total of 329 transects made between 10 minutes and 48 hours after the start of an identified release, which includes 2 572 individual measurements. The remaining 11 921 results can be processed with traditional methods for comparing models with measurements.
To allow comparison between dilution results from different releases, the measured concentrations in Bq/m 3 are converted into dilution coefficients calculated from the released concentration giving rise to the labelling. The dilution coefficient, DC, is expressed as follows:
For a given transect, the plume width is obtained by locating the points on the transect lying on either side of the maximum of the mean concentration, which is calculated from the maximum and minimum concentrations measured along the transect. The plume width is measured at half height W (width at half maximum). Considering a normal (Gaussian) distribution, this value corresponds to the maximum variation of concentration along the transect, and is the more precise to calculate and compare with a limited number of samples. Fig. 5 shows an example of the method of calculation for a transect, with the corresponding calculation using the concentrations simulated for the same dates and locations as the measurements. corresponding spatial position of zones used for calculating plume width Given the intensity and complexity of currents, the data collected in the hours following a release cannot be used to produce a synoptic chart summarizing dispersion. Displacement of the plume has to be tracked step by step with short time steps. Fig. 6 presents a comparison of model vs. measurements for the 4 hours following a release. The model applied for this comparison is described in Chapter 5. Online resource 2: Plume dispersion around the La Hague Cape shows an animation of the plume dispersion during this survey and days following in real weather and release conditions. It reveals the complexity and variability of the plume dispersion in this area. On the day in question, 348 tritium measurements were acquired between 16:15 h and 19:50 h; 29 transects were carried out, corresponding to an average of 12 measurements per transect. Dispersion had to be determined every 15 minutes to obtain an accurate tracking of the plume movement. The release began at 16:10 h, and was detected at the surface 10 minutes later (Fig. 6 a) . Fifty minutes elapsed (Fig. 6 f at 17.00 h) before the concentrations measured at the surface converged with the simulated values. This example shows the importance of precise positioning of the vessel in the release plume. Moreover, the model must be able to forecast dispersion of the release plumes to ensure sampling at the right place and time. An error of 15 minutes or 500 m is sufficient to render the collected data unusable. With a 15 minutes delay, a significant part of the releases could be missed with an average release duration of two hours. This is of more importance when release is made at the time of the tide return between flood and ebb. Concerning sampling location, the plume had only a 100-2000 m width during the first six hours following the release and thus transects are as close as possible of the plume in order to minimise the number of samples. 
Fig. 6 Example of comparison between measured and simulated dispersion during 4 hours after release
Beyond 24 hours after the time of release, it becomes increasingly difficult to attribute a measured plume to a given release because of the inter-mixing of successive releases. The model vs. measurement comparison is then limited to concentrations that are simulated and measured individually (11921 measurements).
All tritium measurements, transect and release identification are available in dataset #762261.
Model applied
The study area is focused on the outlet point of the La Hague plant, located mid-way along the French coast of the Channel. Numerous modelling studies (e.g. Bailly du Bois and Dumas, 2005; Salomon et al, 1991) have demonstrated that models using two-dimensional horizontal approximation (i.e. shallow-water equations) are capable of producing a satisfactory representation of dissolved-substance transport.
These equations were solved using the finite-difference Mars model, with implicit alternate direction timestepping for gravity-driven inertia waves. Non-linear terms were discretized semi-implicitly. Full details concerning the Mars algorithm are given by Lazure and Dumas (2008) .
The present model involves a nesting strategy, starting from a broad region covering the entire North-West European continental shelf (with a 5-km grid resolution) down to a detailed domain covering a few tens of km (with a 110-m resolution). The resolution of the targeted area required to manage the drying and flooding of the tidal flats so that this capability of Mars was switched on.
The full nesting pattern is shown in Fig. 7 . Fig. 7 Model nesting In the largest domain the baroclinic effects can be neglected (so that 2D models can relevantly be used) as long as they do not influenced that much the targeted area of "the cap de la Hague". Of course they play a major role over the shelf of the bay of Biscay (where large internal tide have been evidenced for years) or next to the mouth of large estuaries (Loire, Gironde, Rhine...) but around the cap de la Hague the ocean is neither thermally stratified nor stratified in terms of salinity and temperature ; it is due to the strong tidally induced mixing and the lack of significant river outflow. Baroclinic processes is thought to play a significant role in the propagation of the barotropic tide (thanks to energy dissipation within the internal tide processes) but it is empirically corrected within the scope of this study by adjusting the bottom friction at large scale.
The bathymetry at the grid nodes of the different models is estimated from various data sources described in chapter 3.1.
Data exchange between models is unidirectional (one-way nesting), from the broadest coverage model to the finest-scale high-resolution model. The first three levels of the nested model only calculate barotropic dynamics, yielding the open boundary conditions (i.e. sea surface elevation and the mean current) to the next lower rank.
The free-surface levels imposed along the open boundaries of the mother grid are prescribed using the harmonic components provided by the FES2004 global tide model (Lyard et al., 2006) . The spectrum of this numerical solution is made of ten components (O1, K1, P1, Q1, M2, S2, N2, K2, 2N2 and M4). In addition to this astronomical-tide solution, we apply an inverse barometric correction to account for incoming surge.
Both the atmospheric pressures and wind fields are picked up in analyses carried out by the forecast and analysis systems of French and European meteorological services (i.e. ECMWF and Aladin from Météo France). The ECMWF analyses have a six-hour time resolution and a 1° spatial resolution whereas Aladin analyses have a three-hour time resolution and a 0.1° spatial resolution. Wind at 10 m and pressure fields are interpolated linearly on the various grids of the models. Surface stress is calculated conventionally, using the 10-m wind data.
Radiotracer dispersion is only calculated for the finest-scale rank in cases where the coverage is set in such a way that the release plume does not reach the open boundaries during the first 48 hours of monitoring of the release studied here. Beyond that time limit, measurements show that dilution and mixing prevent the differentiation of one release from another. Table 3 Comparison of recorded and modelled Sea-surface levels Mean tidal ranges vary by about 1 m from one station to another, with stations being less than 5 km apart. These recordings confirm the rapid spatial variation of tidal parameters in this area. The model rank 2 (Fig. 7 ) was used for model/measurement comparison. The discrepancies in mean tidal range are of the order of 1% for Goury and Saint Martin, and around 5% (30 cm) for Herqueville where tidal amplitudes are greater. The model tends to underestimate tidal amplitudes for Herqueville and slightly overestimate them for Goury and Saint Martin.
If we consider spring-tide related events (see Table 3 ), results are accurate to within 4-12%, whereas the simulation of neap-tide related events produces the worst discrepancies, which reach 32 % for Herqueville. The large discrepancies in tidal-range during neap-tides are not surprising in a coastal area where tidal spectra are much richer than offshore, due to major non-linearities (friction, advection and, above all, divergence of water-mass). A significant part of the tidal energy is therefore stored in quarter-diurnal, sixth-diurnal tidal components. These tidal components are usually generated with less precision by models because the terms producing these non-linear waves strongly depend on uncertain parameters (bathymetry and bottom friction). During neap tides, the dominant M2 and S2 waves display a 180° phase shift, implying that, at these particular stages of the tidal cycle, high-frequency waves have proportionally more influence. This increases the occurrence of errors related to the lack of precision of the generating terms.
Taken together, standard deviations for tidal amplitudes range from 30 to 40 cm, which represents an overall error of the order of 10%.
Bottom of Table 3 shows mean variations of tidal cycle phasing order of only a few minutes, which means that there is no significant bias. Regarding the standard deviation, we note that the typical deviation for a given tide is of the order of 15-20 minutes. This degree of precision is similar to that of the release times and, most probably, more precise than the data available during a crisis event for a pollutant release (ship grounding, accidental industrial releases, etc.). Such precision is remarkable considering the simulated propagation of the tidal wave over more than 1000 km (Fig. 7) .
These aspects of the tidal cycle are explored below, using current measurements to pinpoint more accurately the reverse times of the tide.
Fixed-point Current measurements, calibration of sea-floor drag coefficient
The measured currents are averaged in the vertical dimension to be compared with the currents simulated by the 2D model. Fig. 8 presents the mean measured and simulated current vectors. Only one measured and one simulated value out of eight is shown. This type of representation allows a simultaneous comparison between the simulated and measured results for amplitude, current direction and tidal cycle timing.
Fig. 8 Fishbone diagram of measured and simulated current vectors at Flamanville, august 10 2003, average every two minutes
The main discrepancy concerns the durations of ebb and flow, which are not identical: the observed flow duration is about fifteen minutes longer than the simulated one (vertical reference marks on Fig. 8 ). This implies that, if the changeover from flow to ebb is correctly synchronized, the changeover from ebb to flow shows a 15-minute shift in time. This feature constrains the precision that can be expected from the model, based on our comparison between modelled and measured data; in fact, the temporal precision can never be less than 15 minutes. Note that this time discrepancy is of a similar order of magnitude as the discrepancies in time phasing of water surface levels.
Two stations were selected for comparing the modelled and measured data: Vauville and Flamanville. They were positioned in areas with the most homogenous bathymetry and where the currents are representative of the average flow transiting around the Cap de La Hague. The mean discrepancies between measured and simulated currents at have been quantified, and the results are summarized in Table 4 Table 4 Mean discrepancy between measured and simulated flow velocities at Vauville and Flamanville These discrepancies refer to measured or simulated instantaneous velocities and directions at a given geographical point (Eulerian monitoring). They reveal a good agreement between simulated and measured currents. The simulation of currents is noticeably better at Flamanville (which is deeper and further away from the coast, and therefore in an area of more homogenous bathymetry) than at Vauville (Fig. 1) . The agreement between flow directions is due to the marked bimodal periodicity of the currents with their preferential North-South orientation.
A more detailed comparison can also be made by plotting the progressive vector diagrams of the currents during the measurement period, which is used for calibration of bottom drag coefficient (Fig. 9) . We use a ManningStrickler type parameterization into which the bottom drag coefficient can be expressed as:
Which expresses the bottom drag as a function of water-column depth. Strickler's coefficient (St) depends notably on the nature of the sea bed, particularly its roughness.
Two methods allow us to improve the calibration of our model as regards the measurement points: we can analyse the impact of a change of Strickler's coefficient on the progressive vector diagrams and on the cumulated square current moduli, expressed by the following terms:
The progressive vector diagram can be interpreted in terms of the distance travelled, whereas the cumulated values of the integrated squared modulus can be directly related to the kinetic energy. This implies that, by setting a more realistic value for the cumulated kinetic energy, we can more satisfactorily take into account dissipation due to sea-floor drag (the predominant factor in energy dissipation).
a) b) Fig. 9 a) Time Integrated square current moduli at Flamanville on 10th and 11th August 2003, mean tide (in m 2 .s -1 ) b) Progressive vector diagram for the same point (horizontal and vertical scale in m)
Fig. 9 a and b illustrate, for the Flamanville point, the sensitivity of these parameters to variations of Strickler's coefficient, along with the results of the comparison to the parameters calculated from observations. A significant impact is observed, even with very minor variations of Strickler's coefficient (2 units). This demonstrates how the value of 29 for Strickler's coefficient can be further refined after calibration of the water-depths and currents when taken as a time series. We finally adopt a Strickler's coefficient of 31 as being the most representative of current energy. This gives a drag coefficient ranging from 10 -3 to 5.10 -3
, in accordance of typical value (Dronkers, 1964; Pingree and Griffiths, 1987) .
Although the progressive vector diagrams are very similar, a significant discrepancy in distance is cumulated over one tide (from 4 to 29% in terms of distance).
To sum up the various aspects of this fixed-point comparison, we note that: -Instantaneous velocities are well simulated by the model, with an average discrepancy of less than 20%; -Discrepancies of 5 to 30% are to be expected with long-term transport simulations (Lagrangian application of a Lagrangian approach); -The best time-calibration of the model still involves a ±15-minute time lag.
Such discrepancies in Eulerian currents would strictly correspond to those obtained from a Lagrangian approach if the hydrodynamic fields were homogenous in space. Indeed, Longuet Higgins (1969) gives a 1 st -order expression of Lagrangian velocity:
Where x' is the position at time t'. The second term represents Stokes' drift velocity and reflects the spatial variations of the hydrodynamic field. If the latter fall to zero, Eulerian and Lagrangian velocities are found to coincide. The major bathymetric irregularities of the area cause large spatial gradients of the hydrodynamic features and consequently a large Stocke's drift. To point out errors arising along the plume trajectory, the problem should be analysed from a strictly Lagrangian point of view.
Lagrangian drifter tracking
The trajectories of drifters can be simulated by models and compared with the observed trajectories. This type of comparison is hindered because the pronounced current gradients in the Cap de la Hague area give rise to diverging trajectories. As soon as the observed and simulated trajectories begin to diverge slightly, the comparison becomes irrelevant. This phenomenon is clearly shown by the tracking of two drifters released at the same point at the same time (Fig. 3) .
Trajectory monitoring allows us to confirm the lagrangian velocities simulated by the model. Measurements carried out near the sea surface are compared with the vertically integrated current data: the drifters travel at a maximum depth of 10 m, whereas, along the trajectories, water depths range from 20 to 50 m or more.
Major discrepancies are clearly revealed by simply comparing simulated and observed trajectories over the entire observation period. This is because the observation method induces a build up of errors: trajectories rapidly diverge due to the considerable variability of local currents. Nevertheless, we can see from Fig. 3 that the trajectory of the drifters compared with the flow lines modelled using the same type of model as Salomon et al. (1991) is highly consistent with the incursions of the drifters: numerous to and from movements in the North are followed by a southerly route along the eastern edge of the recirculation cell, offshore from Flamanville, and finally Southward exportation of the flow towards Alderney. This suggests that the model should behave satisfactorily when reproducing medium-term transport.
In addition, Lagrangian drifter measurements are analogous to mobile current meter data: the current velocity measured by the drifters all along their trajectory is compared to values acquired using the same time-discretization which is available and sampled in the model. Fig. 10 shows a geographical compilation of absolute values of the discrepancies. Relative discrepancies (coloured background) represent the differences between the intensities of the drifter measured current and the simulated current ( (U meas -U sim )/U sim ). Ponctual differences are interpolated to draw the background coloured map. Vectors represent the residual current after difference between the drifter-measured and simulated currents. The largest discrepancies are observed in spots North-West and South of the Cap de La Hague. 
Relative discrepancies
Fig. 10 Comparisons between drifter-measured and simulated instantaneous currents
Overall, this Lagrangian qualification method shows that the qualitative behaviour of the model is satisfactory for short-term transport. Major discrepancies are noted in the medium term (a few days) due to the accumulation of errors inherent in this approach and to the fact that hydrodynamic field gradients are very steep in this area: this has already been observed with water depths, and, apparently, the same also applies to currents. In relation to this, the precision limits found for tidal cycle timing (15 min.) have an even greater impact as the spatial variations become slower.
Lastly, these discrepancies could also be due to the different nature of observations and modelling: surface currents are involved in the former case, vertically-averaged currents in the latter.
Bearing in mind the intended use of the model (i.e. the simulation of soluble release dispersion), its performance is of interest since we are focusing on durations of less than 48 hours after release initiation. Moreover, the dispersion plume is studied beyond one hour after release, at a point where the plume is vertically homogenized. Consequently, in the following comparisons, we find there is a reduced impact due to the bias between surface and vertically-averaged quantities.
Characteristics of dispersion
It is possible to produce general results that are representative of dilution in the study area. Dilution coefficients are calculated over time from the start of the release (Fig. 11) . Fig. 12 summarizes the measured plume widths.
Fig. 11 Dilution coefficients as a function of time since start of release
Fig. 12 Plume width as a function of time since start of release
The plume first appears at the surface between 10 and 45 minutes after the start of release, at distances of 800 m to the south and 1 200 m to the north of the outfall. The more rapid appearance of the plume towards the south is a result of the decreasing water depths south of the release point (outcrops of a rocky plateau called "Les Huquets", Fig. 1) . The presence of a rocky plateau prevents collection of seawater samples between 1 and 3 km south of the outfall, so validation data are lacking in this area (Fig. 4) .
Schematically, we can distinguish three main periods: -Between 1 and 8 hours after the start of release, maximum dilution coefficients vary between 6.10 -6 and 8.10 -7 and mean dilution coefficients between 3.6.10 -7 and 7.10 -8 .
-Between 8 and 24 hours after the start of release, maximum dilution coefficients vary between 8.10 -7 and 2.10 -7 , and mean dilution coefficients between 7.10 -8 and 5.10 -8 .
-Between 24 and 48 h after the start of release, the maximum dilution coefficient is 1.10 -7 , and the mean dilution coefficient is 4.10 -8 . The plume becomes difficult to distinguish from the effects of releases carried out over the previous weeks or months.
Comparison between modelled and measured dispersion
The originality of this comparison between our model and physical measurements arises from the spatial density of the sampling points used and the high frequency of tritium concentration sampling. These two parameters allow an accurate representation of the dispersion plume released by the La Hague plant within 1 to 48 hours of release initiation. Beyond 48 hours, it becomes impossible to distinguish two consecutive releases from one another due to dilution and mixing between them. In this time frame, about two hundred usable transects were available (i.e. transects crossing a dispersion plume that could be traced back to a known release, and in cases where the width of the plume could be determined). These transects represent roughly 3,000 individual measurements which encompass all tide conditions (from neap to spring tides).
Two ranking criteria are used to evaluate the performance of the model: the time from release onset and the distance from the outlet point. Model/ measurement quantification is based on the following criteria:
-Distance between positions of maximal concentrations in plumes; -Plume width discrepancy; -Average and maximum concentration discrepancies; -Dilution rate discrepancy.
The first parameter yields more information on the model's capacity to simulate transport, whereas the three following parameters characterize different aspects of dispersion.
8.1
Position of the plume On average, the discrepancies are less than 100 m for the time-span ranging from 1 to 48 hours after release. When plotted against the distance travelled (i.e. ranging from 1 to 20 km), this discrepancy represents, on average, less than 6% of the distance from the release point (Fig. 13) . Fig. 13 Relative distances between measured and simulated maxima per transect according to distance from release point Although some major discrepancies arise in the position of the plume maxima, due to the complex structure of the plumes, the overall dispersion is adequately simulated. A corresponding map is presented in Fig. 14, showing that the plume forms a loop and that the overall position of this loop is fairly consistent with the measurements, although the maxima are 6.6 km apart (release n°3 around 12h45).
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Width of the plume (diffusion)
To achieve a correspondence between simulated and measured dispersion structures, the diffusion coefficient was calibrated and used in all simulations using the criterion of plume width. The value adopted here is k t =2 m Within two hours of a release, the simulated plumes are, on average, 28% wider than the measured plumes. This discrepancy stems from the initial dilution of the release in the elementary calculation grid, where the cell size (110 m) is comparable to the width of the measured plumes (487m).
After several tidal cycles, it becomes apparent that discrepancies are related to the complex structure of the plume observed in this particular area (Fig. 14) ; in fact, the method used to calculate the plume width is not suitable for plumes that show several local maxima.
Within 4 to 24 hours, the average discrepancy between measured and simulated plume widths is less than 20%. Hence, the simulation of plume diffusion by the model does appear to be realistic over this time-scale. Beyond that, the small number of transects and the contribution of the background from previous releases prevents us from drawing any definitive conclusions for longer durations.
8.3
Dilution coefficients derived from concentration maxima along transects A dilution coefficient of 5.6 10 -6 is the maximum measured from the 316 transects within 1 to 48 hours after release. Comparison of the dilution coefficients for measured and simulated maxima in the plume reveals discrepancies of less than 6% in the mean value of the coefficients for all the plumes within 1 to 48 hours of release initiation (Fig. 15) .
Fig. 15 Discrepancies in dilution coefficients for measured maxima from transects
Analysis of all the data for this time scale reveals an average discrepancy of 3%. By comparing the dilution coefficients derived from the concentration maxima, we can see a balanced trend, with no significant bias of the model results. The average discrepancy within 1 to 48 hours of release is 3%, associated with a standard deviation of 43%.
The maximum ratio between measured and simulated maximum dilution coefficients never exceeds 20 (and is less than 5 for 95% of values) for the 176 transects and 3 391 individual measurements taken into account within 1 to 48 hours of the releases.
8.4
Mean dilution coefficients On average, discrepancies between simulated and measured dilution coefficients are less than 23%. The mean values of measured dilution coefficients are generally higher than their simulated counterparts, and this discrepancy increases with time. This trend is due to the fact that the model cannot simulate the background resulting from releases occurring more than one week before the studied release. During mean tides, the release plume starts to extend beyond the coverage of the model after 4 days. This limitation induces a systematic underestimation of simulated mean dilution coefficients compared to measured values.
Between 2003 and 2004, the mean value of the tritium activities measured at Goury by the CherbourgOcteville radioecology laboratory was 12 Bq/l (Conan et al., 2006) . This represents the medium-term background resulting from releases by the nuclear reprocessing plant in this area (Fraizier et al., 1992) . In the present study, the average concentration of the releases used to validate the model is 3.10 +8 Bq/l. Assuming that dilution coefficients lower than 12 / 3.10 +8 = 4.10 -8 are reached 24 to 48 hours after the release, the recently released plumes would, at the most, double the background. The release plume would thus become difficult to detect.
Thus, beyond 24 hours after the release, the average discrepancy between measured and simulated dilution coefficients is equivalent to a difference of 2.10 -8 in dilution coefficient (Fig. 16) , a value easily explained by the influence of the background level. This figure illustrates the capacity of the model to reproduce plume dilution. 
Applicability of the 2D model
The results given above demonstrate the reliability of the model from 1 to 48 hrs after start of release. Indeed, because the model is two-dimensional, it simulates concentrations within the whole water column, right from the start of the release. However, since the release outlet is situated on the sea-bed, releases first appear at the bottom and are gradually mixed vertically as they are advected. Therefore, the point of emergence of the simulated plume cannot be compared with the results of measurements that are carried out solely on surface samples. When the release can be measured in the surface water, concentrations can be compared with calculated levels if we account for two sources of bias:
-When a plume appears at the surface, measured concentrations are underestimated compared to the average concentration for the whole water column. This is due to the fact that, as releases are discharged from the bottom of the water column, the plume still lacks vertical homogeneity. -To introduce the release into the model, the flow has to be homogenized in a computation cell, right from the onset of the release. The cell size of this grid (110 m x 110 m) leads to an overestimation of the width of the plume during the first few minutes following the release giving underestimated concentrations. At some distance from the outlet point, both phenomena will compensate for each other, but produce significant discrepancies during the first hour after release at less than 1 km from the outlet point. A more widely spaced grid model would result in larger discrepancies, since the second source of bias increases proportionally with the cell size of the calculation grid.
The first traces of the plume were measured downstream 20 minutes after release 800 m southward and 45 minutes after release 1 200 m northward. The more rapid emergence of the plume in the South is probably due to the shallower depths south of the outlet point (rocky reef known as Les Huquets, Fig. 1 ).
However, from 0 to 1 hour after release initiation, the measured dilution coefficients are of a similar order of magnitude as the simulated values, with an average discrepancy of 30% for the mean dilution coefficients and 32% for the maximum dilution coefficients, given that the model overestimates concentrations.
At more than 1 km from the outlet point, and more than one hour after release, simulated and measured values are always close. These two criteria determine the lower boundary of the range of application of this model.
Between 1 and 48 hours after release, the average discrepancy in the position of plume maxima is 66 m; i.e. of a similar order of magnitude as the computation grid of the model (110 m) and the spacing of sampling points (160 m, on average).
The average discrepancy in plume widths is 7%, corresponding to an overestimation of simulated widths.
Temporal calibration
Given the dynamics and variability of currents in the study area, the temporal accuracy of simulated currents and times of release from the AREVA-NC outfall are determining factors for effective comparisons of models vs. measurements. Some of the uncertainties are associated with the method used for calculating release times, depending on the transit time in the release outfall pipe (several hours). The average inaccuracy on release times is estimated at 15 minutes. This error is not significant for model-measurement comparisons during the first hours after release when the plume is still linear. Measurements are generally carried out in the middle of the longitudinal release plume, which persists for one to three hours. This temporal inaccuracy can have a significant effect on model-measurement comparisons when the turn of the tide has altered the linear structure of the plume.
An error in timing of the tidal cycle will have the same consequences. Tidal cycle timing can be verified accurately by calculating the reverse time of the tide at the points where current measurements are carried out (see Fig. 8 ).
9.1.3
Bathymetry The bathymetry incorporated into the models is another sensitive data. It is crucial to know the bathymetry of area around the outfall, where initial dispersion of the release takes place, which explains why a specific measurement campaign was conducted (see Section 3.1).
9.1.4
Applicability of model vs. measurement comparisons release by release For the AREVA-NC release outfall, Fraizier et al. (1992) and Boust et al. (1995) have shown that radionuclide concentrations measured at the coast result, on average, from the dilution of releases accumulating over 2 to 4 weeks prior to measurement. The dilution factor associated with these measurements was established by studies carried out by the Groupe Radioécologie Nord-Cotentin (GRNC − Nord-Cotentin radio-ecology group, 1999). An average annual dilution coefficient was established by tracking measurements of tritium in seawater, corresponding to 0.76 Bq/m 3 per TBq released annually. Given the quantities of tritium released from the plant in 2002−2005, this dilution coefficient implies an average concentration of 9.7 Bq/l at Goury during this period. The mean concentration currently measured at Goury is 11.6 Bq/l, which is close to the theoretical value. For model validation, we assume a mean release concentration of 3.10 +8 Bq/l and dilution coefficients lower than 11.6 / 3.10 +8 ≈ 4.10 -8 attained between 24 and 48 hours after release. 48 hours appears to be the maximum period over which we can usefully make a comparison -release by release -between the dilution coefficients measured in the environment and the simulated data. Beyond that time, we need to compare the simulated concentration for each measurement point, taking into account all of the releases leading to that concentration.
9.1.5
Currents Current measurements, obtained from vertical current profiles or drifter tracking, make it possible to refine the reliability of the models with four key parameters: tidal cycle timing measured by the reverse time of the tide (Fig. 8) ; instantaneous velocity; total of velocities over a tidal cycle (progressive vector diagram Fig. 9) ; spatial distribution of differences in velocities measured from drifter tracking.
Some of the vertical profiles were obtained at points where depths and currents are homogeneous and representative of the main fluxes in the area (nos. 5, 6, 9, 10, Fig. 1 ). They can be used to test models with mediumrange resolution (500 m to 2 km). Other profiles require models with higher horizontal and vertical resolution and greater bathymetry accuracy to yield a correct representation of the complexity of local currents.
The measurements show very pronounced current gradients towards certain small bays (St Martin, Ecalgrain; Fig. 1 ). Transient secondary eddies are observed in these areas that follow directions contrary to the main currents. Plume dispersion in online resource 2 reveals the different eddies resulting from currents variations (online resource 3). Even some resonance effects can be detected (periodic variations in current direction and velocity with a period of around ten minutes).
9.2
Diffusion coefficients A lateral diffusion coefficient can be calculated from measurements made on release plume transects in the hours following the dispersion of identified releases.
Numerous studies have reported diffusion coefficients. In 1997, Elliott and al discusses diffusion in Irish coastal waters ; in 2000, Riddle and Lewis produced a compilation for English coastal waters, and their values can be compared with those obtained here. Longitudinal diffusion is not discussed here because releases are not instantaneous. Riddle determined the lateral diffusion coefficient with the following formula: (Fig. 17) can be attributed to spreading of the plume caused by eddies observed at the reverse of the tide. (76). Fig. 18 illustrates this situation. It does not corresponds to usual definition of Ky resulting of diffusion from short scale eddies. It is a particularity of this area to generate large scale eddies which exhaust dilution of the plume. (2000) and Elliott and al. (1997) , the present values are higher than those measured around the British Isles and Ireland, the highest being obtained at Cowes (West Solent) with minimum, median and maximum values of 1.94 m 2 /s, 3.82 m 2 /s and 10.6 m 2 /s, respectively. Wind has no strong influence on diffusion.
The elevated diffusion values around Cap de la Hague result from a combination of particularly strong currents and shallow water depths next to the coasts which generate strong turbulent flow due to lateral current shear.
9.3
Applicability of tracer data As a supplement to already published studies, the data collected here make it possible to investigate dispersion phenomena in a macro-tidal sea from a time scale of one hour to several years.
To represent the dispersion of soluble releases from the La Hague plant, we can distinguish scales representative of the principal phenomena in relation to the time after release. In the following list, we give the time scales of dispersion and main references concerning the La Hague outfall: 1. Between one minute and one hour (10 m to 10 km): vertical dispersion of the plume, small-scale turbulence (work in progress). 2. Between 1 h and 2 days (1−50 km): influence of alternating tidal currents (Ausset and Farges 1968; Lapicque 1974 ). 3. Between 2 days and 3 months (5−200 km): merging of individual plumes, transition between the predominant effect of the tide or the wind on dispersion (Fraizier et al. 1992; Boust et al. 1995; Orbi and Salomon 1988 ). 4. Between 3 months and 10 years (30−1000 km): effect of individual tides is no longer detectable, dispersion depends on the combined influence of the residual tidal current, meteorological forcing and possibly general circulation patterns (Bailly du Bois et al. , 1997 Bailly du Bois and Dumas 2005; Salomon et al. , 1995 Breton and Salomon 1995; ) . The time scaling ratio from one domain to another is around 50 while the space dimension ratio is around 5. The different scales are especially well marked in the case of releases from the La Hague plant; they could be representative for other macro-tidal seas.
Conclusion
Mathematical hydrodynamic models are now sufficiently reliable to be used for the simulation of realistic dispersion at all scales. Validation by field data is the best way to assess the reliability of models. In the marine environment, representation of tracer dispersion is of particular interest since it incorporates all of the processes and constraints involved: bathymetry, currents, diffusion, tidal and meteorological forcing. The Cap de la Hague area and data collected since 1988 offers an exceptional opportunity for this validation, as the dynamics of the water masses in this region are particularly intense and complex. The region is characterized by extremely strong currents, complex topography and pronounced gradients in tidal range, making it particularly sensitive for the simulation of dispersion of soluble substances. In addition to previously published data, a total of 14 493 soluble radio-tracer measurements presented here make it possible to track the dispersion of releases from the AREVA-NC plant in a consistent manner from the hour following release up to several years. Owing to the abundant associated physical measurements, probably no other area is the object of such precise knowledge on extensive temporal and spatial scales in terms of hydrodynamics and dispersion. Hence, the data collected in-situ provide a 'benchmark' for the testing and comparison of different models.
Measurements of radiotracers, physical parameters, bathymetry and drifter tracking were collected, edited and processed with the aim of facilitating their use in the validation of dispersion models. We propose methods for comparing models with physical measurement to test models against several criteria.
Results corroborate the particular features of the studied area from the point of view of currents and dispersion:
 Tide records indicate a mean tidal range gradient of 2 m between two points 5 km apart.  Most dilution occurs within the 24 hours following the release. Over longer time spans, concentrations added by more recent releases are of the same order of magnitude as the background level resulting from previous releases. During the first 24 hours, it is possible to track the fate of individual releases. Beyond this scope, comparisons between measured and simulated concentrations must account for the influence of several releases. To simulate these phenomena, models must be able to represent dispersion simultaneously on different temporal and spatial scales (i.e. a few minutes, 100 m; months, 100 km).  Diffusion coefficients are particularly high in the studied area, showing higher values than those measured around the Ireland and British Isles. It results from shear turbulence associated to particularly strong currents close to the coasts.
Comparison with the model presented leads us to draw the following conclusions: -No systematic discrepancy can be found between simulated and measured concentrations, since both values are always similar. -The major part of plume dilution occurs within the 24 hours following the release; after 48 hours, concentrations are of a similar order of magnitude as those resulting from releases occurring in the preceding weeks. -The measured and simulated plumes are always located in the same area. 1.5 to 4 hours after release, less than 6 km from the outlet point Average discrepancy per transect between simulated and measured maximum dilution coefficients 3% (-72% -> 73%)
Average measured/simulated plume-width discrepancy -6% (-73% -> 65%)
Average discrepancy between measured and simulated plume-position, as a function of distance from the outlet point -1% (-22% -> 22%)
Figures in brackets indicate the 95%-confidence interval. Table 5 Characteristics of the model used to simulate soluble radioactive release dispersion in seawaters around the Cap de La Hague Given the features discussed above, we can point out the following limitations of this model for the simulation of release dispersion:
-Because of its geographical boundaries, the model is unable to simulate release dispersion over more than a few days when the plume reaches the limits of the model. -Discrepancies are detected concerning the spatial extension of plumes (North of the Cap de La Hague and around the plateau of Les Huquets) as well as the temporal phasing of the model (15-minute discrepancy between measured and simulated flood-and ebb-tide durations). These discrepancies are mainly due to an imperfect representation of tidal currents. Different ways of improving this are: updating bathymetric data; using much more precise solutions than Schwiderski (1983) to represent the tides over the entire continental shelf (Le Roy and Simon 2003). These solutions should take better account of non-linear tidal waves (quarter-diurnal and sixth-diurnal components), which are difficult to model accurately. Improve the Strickler's coefficient used in the model. Herry et al. (2007) have presented a method that takes into account this precise forcing mechanism without degrading windrelated circulation (crucial on time scales longer than 48 hours). Spatial variation of this coefficient accounting for bottom roughness could also be investigated. -The main shortcoming in covering the different scales of dispersion concerns the near-field domain within 1 km from the outfall and from 0 to 1 hour after a release. At this scale three-dimensional phenomena predominate and tracer samples must be taken at all depths for a full 3D model validation. Such work is in course and the database will be supplemented as it progresses.
Despite these limitations, after tuning and validation our model does provide a satisfactory representation of tracer dispersion and hydrodynamics in the area of the Cap de La Hague, under both real and theoretical conditions. It is able to provide information on local hydrodynamics, including the overall circulation of water masses and small-scale eddies near the outlet point (cove of St Martin, bay of Ecalgrain). We show the model to be representative of a study area that is exceptionally dynamic and complex, so it should be usable with reasonable confidence in other megatidal areas of the English Channel or elsewhere. Such a tool could be extremely useful for analysing and interpreting dissolved substances or radionuclide measurements acquired in the past, for operational mode forecasting (planning of sampling campaigns, fates of accidental releases in the area), for research purposes or as a decisional aid (impact on the environment due to changes in release conditions).
All data collected in this work are accessible in DISPRO database (Datasets #762253). The validation tool proposed wish to be an open and evolving resource.
