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Abstract
We study the typical behavior of a generalized version of Google’s PageRank algorithm on a
large family of inhomogeneous random digraphs. This family includes as special cases directed
versions of classical models such as the Erdo˝s-Re´nyi model, the Chung-Lu model, the Poissonian
random graph and the generalized random graph, and is suitable for modeling scale-free directed
complex networks where the number of neighbors a vertex has is related to its attributes. In
particular, we show that the rank of a randomly chosen node in a graph from this family
converges weakly to the attracting endogenous solution to the stochastic fixed-point equation
R D=
N∑
i=1
CiRi +Q,
where (N ,Q, {Ci}i≥1) is a real-valued vector with N ∈ {0, 1, 2, ...}, the {Ri} are i.i.d. copies
of R, independent of (N ,Q, {Ci}i≥1), with {Ci} i.i.d. and independent of (N ,Q); D= denotes
equality in distribution. This result can then be used to provide further evidence of the power-
law behavior of PageRank on scale-free graphs.
Keywords: PageRank, ranking algorithms, directed random graphs, complex networks, multi-
type branching processes, weighted branching processes, stochastic fixed-point equations, smooth-
ing transform, power laws.
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1 Introduction
In the recent decades, a growing amount of data and computer power has motivated the development
of algorithms capable of efficiently organizing and analyzing large data sets. In many cases, this data
is highly interconnected, and can be represented in the form of complex networks. Some important
examples include the Internet and the World Wide Web, telecommunication networks, electrical
power grids, protein-protein interactions, and the various social networks that have become an
integral part of our society. Interestingly, many of these networks share some basic characteristics
that we have learned to expect, such as short typical distances between nodes, known as the small-
world property, and highly variable degrees whose distributions follow a power-law, known as the
scale-free property. Of special interest is the problem of identifying relevant or central nodes in
these networks.
We focus on the analysis of a general form of Google’s PageRank algorithm [6], which was originally
created to rank webpages in the World Wide Web. PageRank is a popular algorithm for ranking
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nodes in complex networks due to its ability to efficiently identify important/relevant nodes. Its
typical behavior on scale-free directed complex networks has also been an important research topic,
since abundant empirical evidence suggests that the distribution of the ranks produced by PageRank
follows a power-law distribution with the same tail index as the in-degree distribution [28, 2, 23,
34, 35, 20]. The first rigorous proof of why this power-law behavior is observed was given in [8],
where it was shown that the rank of a randomly chosen node in a graph generated via the directed
configuration model [10] has a limiting distribution exhibiting power-law tails whenever the in-
degree distribution is scale-free. Here, we extend this analysis to a different class of random graph
models that includes as special cases directed versions of classical models such as the Erdo˝s-Re´nyi
graph [27, 17, 1, 19, 4, 16], the Chung-Lu model [12, 13, 14, 15, 24], the Poissonian random graph
[25, 32, 31] and the generalized random graph [32, 7, 31]. Since the scale-free degrees in these
models is due to node-specific attributes which can also be used to influence the rankings produced
by PageRank, we believe they provide a more natural way of modeling and understanding the
behavior of ranking algorithms on complex networks than the directed configuration model.
As is the case for the directed configuration model, the power-law behavior of the ranks produced
by PageRank can be explained by arguing that the limiting distribution of the rank of a randomly
chosen node can be written in terms of the attracting endogenous solution to a stochastic-fixed
point equation (SFPE) of the form
R D=
N∑
i=1
CiRi +Q,
where the {Ri} are i.i.d. copies of R, independent of the vector (N ,Q, {Ci}i≥1), with the {Ci}
i.i.d. and independent of (N ,Q). The random variable N corresponds to the in-degree distribution
of the network being analyzed, and the power law behavior of the rank distribution follows from
the known asymptotic equivalence
P (R > x) ∼ HP (N > x), x→∞,
for some constant 0 < H <∞, when N has a power-law distribution [20, 34]. Theorem 3.3 in this
paper shows that the same type of representation holds for the family of inhomogeneous random
digraphs studied here, provided the in-degree and out-degree of the same vertex are asymptotically
independent. Therefore, the results in this paper provide further evidence of the power-law behavior
of PageRank in scale-free directed networks.
The remainder of the paper is organized as follows. Section 2 describes the family of inhomogeneous
random digraphs mentioned above, and includes some of its most basic properties, in particular,
its ability to generate inhomogeneous directed graphs with a wide range of degree distributions,
including scale-free ones. In Section 3 we state our main result on the distribution of the ranks
produced by a generalized form of PageRank, including the description of a three-step approach
towards its proof, and in Section 4 we provide all the proofs. Finally, we prove in the Appendix
that all the random graph models used as examples satisfy our main assumptions, and also include
some numerical experiments to illustrate our theoretical results.
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2 A family of inhomogeneous random digraphs
As mentioned in the introduction, the fact that many of the complex networks in the real world
exhibit highly variable degrees, often with tails that appear to follow a power law, motivates our
interest in random graph models capable of generating inhomogeneous degrees. One model that
produces graphs from any prescribed (graphical) degree sequence is the configuration or pairing
model [3, 32], which assigns to each vertex in the graph a number of half-edges equal to its target
degree and then randomly pairs half-edges to connect vertices. The resulting graph, when the
pairing process does not create self-loops or multiple edges, is known to have the distribution of
a uniformly chosen graph among all graphs having the prescribed degree sequence. If one chooses
this degree sequence according to a power-law, one immediately obtains a scale-free graph.
Alternatively, one could think of obtaining the scale-free property as a consequence of how likely
different nodes are to have an edge between them. In the spirit of the classical Erdo˝s-Re´nyi
graph [27, 17, 1, 19, 4, 16], we assume that whether there is an edge between vertices i and j is
determined by a coin-flip, independently of all other edges. Unfortunately, this elegant and simple
rule is known to produce highly homogeneous degrees, Poisson distributed in the limit, making it
inappropriate for modeling most real-world networks. Several models capable of producing graphs
with inhomogeneous degrees while preserving the independence among edges have been suggested
in the recent literature, including: the Chung-Lu model [12, 13, 14, 15, 24], the Norros-Reittu model
(or Poissonian random graph) [25, 32, 31], and the generalized random graph [32, 7, 31], to name
a few. In all of these models, the inhomogeneity of the degrees is created by allowing the success
probability of each coin-flip to depend on the “attributes” of the two vertices being connected; the
scale-free property can then be obtained by choosing the attributes according to a power-law. We
briefly mention that it was shown in [31] that all these models also exhibit the small-world property,
i.e., small typical distances between vertices, hence, we expect the same to be true of their directed
counterparts.
We now give a precise description of the family of directed random graphs that we study in this
paper, which includes as special cases the directed versions of all the models mentioned above.
Throughout the paper we refer to a directed graph G(Vn, En) on the vertex set Vn = {1, 2, . . . , n}
simply as a random digraph if the event that edge (i, j) belongs to the set of edges En is independent
of all other edges.
In order to obtain inhomogeneous degree distributions, to each vertex i ∈ Vn we assign a typeWi =
(W+i ,W
−
i ) ∈ R2+, which will be used to determine how likely vertex i is to have inbound/outbound
neighbors1. The sequence of types {Wi : i ≥ 1} is assumed to have a limiting behavior, in the
sense that the empirical joint distribution satisfies:
Fn(u, v) =
1
n
n∑
i=1
1(W+i ≤ u, W+i ≤ v)
P−→ F (u, v), as n→∞, (2.1)
for all continuity points of F , where F is defined on the space S = R2+ and P→ denotes convergence
in probability. Let F = σ(Wi : i ≥ 1), and define PW(·) = P (·|F ) and EW[·] = E[·|F ] to be the
1The + and − superscripts refer to the inbound or outbound nature of edges in the graph, and are not related to
the positive and negative parts of a real number.
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conditional probability and conditional expectation, respectively, given the type sequence. Later
in Section 3 we will enlarge the type vectors to include additional vertex attributes.
Remark 2.1 In general, depending on the nature of the type sequence (e.g., a deterministic se-
quence of numbers), it may be necessary to consider a double sequence {W(n)i : i ≥ 1, n ≥ 1} in
order to satisfy (2.1). To avoid the more cumbersome notation and additional technical details, we
will assume in later sections that the type sequence {Wi : i ≥ 1} consists of i.i.d. observations from
distribution F , which clearly satisfies (2.1) by the weak law of large numbers.
We now define our family of random digraphs using the conditional probability, given the type
sequence, that edge (i, j) ∈ En,
p
(n)
ij , PW ((i, j) ∈ En) = 1 ∧
W−i W
+
j
θn
(1 + ϕij(n)), 1 ≤ i 6= j ≤ n, (2.2)
where −1 < ϕij(n) a.s. and is such that
lim
n→∞
1
n
∑
1≤i 6=j≤n
p
(n)
ij =
E[W+]E[W−]
θ
a.s,
where
E[W+] = lim
n→∞
n−1
n∑
i=1
W+i a.s, E[W
−] = lim
n→∞
n−1
n∑
i=1
W−i a.s,
and θ = lim
n→∞
n−1
n∑
i=1
(W+i +W
−
i ) > 0 a.s.
We point out that the term ϕij(n) = ϕ(n,Wi,Wj ,Wn) may depend on the entire sequence Wn ,
{Wi : 1 ≤ i ≤ n}, on the types of the vertices (i, j), or exclusively on n. Here and in the sequel,
x ∧ y = min{x, y} and x ∨ y = max{x, y}. In the context of [5], definition (2.2) corresponds
to the so-called rank-1 kernel, i.e., κ(Wi,Wj) = κ−(Wi)κ+(Wj), with κ−(W) = W
−/
√
θ and
κ+(W) =W
+/
√
θ.
Examples 2.2 Directed versions of some known inhomogeneous random graph models covered by
(2.2):
• Directed Erdo˝s-Re´nyi model:
p
(n)
ij =
λ
2n
, 1 ≤ i 6= j ≤ n,
for λ > 0, which corresponds to taking W+i =W
−
i = λ for all 1 ≤ i ≤ n. This graph produces
homogeneous graphs with Poisson(λ) degrees. Here, ϕij(n) ≡ 0 for all 1 ≤ i 6= j ≤ n.
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• Directed Chung-Lu model:
p
(n)
ij =
W−i W
+
j
Ln
∧ 1, 1 ≤ i 6= j ≤ n,
where Ln =
∑n
i=1(W
+
i +W
−
i ). This model is defined for any nonnegative sequences {W+i : i ≥
1} and {W−i : i ≥ 1} possessing some limiting distributions, e.g., power-laws, although usually
having well-defined covariance to avoid the minimum with one. Here, ϕij(n) = θn/ln − 1 for
all 1 ≤ i 6= j ≤ n.
• Directed generalized random graph:
p
(n)
ij =
W−i W
+
j
Ln +W
−
i W
+
j
, 1 ≤ i 6= j ≤ n,
where Ln is defined as above. Since the ratios in the definition of p
(n)
ij are self-normalized,
it provides a more natural model for graphs with infinite variance degrees. Here, ϕij(n) =
θn/(Ln +W
−
i W
+
j )− 1 for 1 ≤ i 6= j ≤ n.
• Directed Poissonian random graph or Norros-Reittu model:
p
(n)
ij = 1− e−W
−
i W
+
j /Ln , 1 ≤ i 6= j ≤ n,
where Ln is defined as above. Here, ϕij(n) = (1 − e−W
−
i W
+
j /ln)θn/(W−i W
+
j )− 1 for 1 ≤ i 6=
j ≤ n.
In the last three examples, one can take the sequence {(W+i ,W−i ) : i ≥ 1} to be deterministic or
random, as long as {W+i : i ≥ 1} and {W−i : i ≥ 1} satisfy some mild conditions, e.g., that their
empirical distributions converge to limits having finite means.
From a modeling perspective, one can think of W−i as an attribute of vertex i that determines how
likely it is for it to have outbound neighbors, and W+i as an attribute that indicates its popularity,
or likelihood that other vertices may have edges pointing towards it. In other words, W−i controls
the out-degree of vertex i and W+i its in-degree. In applications, e.g., the World Wide Web, these
two attributes can be used to model how trustworthy a webpage is, how valuable/relevant is its
content, or how carefully it chooses the webpages it references.
2.1 Degree distributions
Our first result in the paper establishes that the family of random digraphs defined via (2.2)
produces inhomogeneous graphs whose degree distribution can be modeled through that of the
type distribution. As mentioned earlier, we will assume from this point onwards that the type
sequence {Wi : i ≥ 1} is composed of i.i.d. copies of some generic vector W = (W+,W−) having
distribution F . The precise assumption imposed on the ϕij(n)’s is given below. For completeness,
we verify in the Appendix that all the models in Example 2.2 satisfy our assumptions.
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Assumption 2.3 Let G(Vn, En) be a random digraph having an i.i.d. type sequence {Wi : i ≥ 1}
with common distribution F , and whose edge probabilities are given by (2.2). Assume further that
θ = E[W+ +W−] <∞,
max
2≤j≤n
|ϕ1j(n)|+ max
2≤j≤n
|ϕj1(n)| P−→ 0, n→∞,
and that
lim
n→∞
nE
[
p
(n)
12
]
=
E[W+]E[W−]
θ
, lim
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
=
E[W+W−]E[W+]E[W−]
θ2
.
We now define the in-degree and out-degree of vertex i ∈ Vn according to
D+i =
∑
j∈Vn, j 6=i
Xji and D
−
i =
∑
j∈Vn, j 6=i
Xij,
respectively, where Xij = 1((i, j) ∈ En) is the indicator function of whether edge (i, j) is present
in the graph. Note that from the independent edges assumption, we have that the {Xij : 1 ≤ i 6=
j ≤ n} form a sequence of independent Bernoulli random variables, with PW(Xij = 1) = p(n)ij .
The following theorem provides the distribution of the in-degree and out-degree of a typical vertex in
a graph generated via our model. Since under Assumption 2.3 all vertices are identically distributed,
this is the common distribution of all vertices in the graph; ⇒ denotes weak convergence in R2. Its
proof is given in Section 4.1.
Theorem 2.4 Under Assumption 2.3, the degrees (D+ξ ,D
−
ξ ) of a randomly chosen vertex in G(Vn, En)
satisfy, as n→∞,
(D+ξ ,D
−
ξ )⇒ (Z+, Z−), E[D±ξ ]→ E[Z±] =
E[W+]E[W−]
θ
,
and E[D+ξ D
−
ξ ]→ E[Z+Z−] =
E[W+W−]E[W+]E[W−]
θ2
,
where Z+ and Z− are mixed Poisson random variables with mixing distributions, E[W
−]
θ W
+ and
E[W+]
θ W
−, respectively, with θ = E[W+ +W−]. Moreover, Z+ and Z− are conditionally indepen-
dent given (W+,W−).
Remark 2.5 To relate this result with scale-free graphs where at least one of the degree distribu-
tions, usually the in-degree, follows a power-law, we point out that when W+ ( W−) has a regularly
varying distribution with index −α < −1, i.e., P (W+ > x) = x−αL(x) for some slowly varying
function L, then, by Proposition 8.4 in [18], we have that Z+ (Z−) is also regularly varying with the
same index. Furthermore, it can be shown that if (W+,W−) is jointly regularly varying (possibly
in the non-standard sense defined in [30]), then so is (Z+, Z−), however, we will impose for our
analysis of PageRank that W+ and W− be independent, so only the marginal distributions of Z+
and Z− are relevant to our main result.
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3 Generalized PageRank
We now move on to the analysis of the typical behavior of the PageRank algorithm on the fam-
ily of inhomogeneous random digraphs described in Section 2. Our main result shows that the
distribution of the ranks produced by the algorithm converges in distribution to the attracting
endogenous solution, R, to a linear SFPE. Moreover, since the behavior of R is known to follow
a power-law when the limiting in-degree distribution does, our theorem provides further evidence
of the universality of the so-called “power-law hypothesis” on scale-free complex networks [8]. For
completeness, we give below a brief description of the algorithm, which is well-defined for any
directed graph G(Vn, En) on the vertex set Vn = {1, 2, . . . , n} with edges in the set En.
Let D+i and D
−
i denote the in-degree and out-degree, respectively, of vertex i in G(Vn, En). We
refer to the sequence {(D+i ,D−i ) : 1 ≤ i ≤ n} as the bi-degree sequence of the graph G(Vn, En).
The generalized PageRank vector r = (r1, . . . , rn) is the unique solution to the following system of
equations:
ri =
∑
(j,i)∈En
ζj
D−j
· rj + qi, i = 1, . . . , n, (3.1)
where q = (q1, . . . , qn) is known as the personalization or teleportation vector, and the {ζi} are
referred to as the weights. In the original formulation of PageRank [6], the personalization values
and the weights are given, respectively, by qi = (1−c)/n and ζi = c for all 1 ≤ i ≤ n; the constant c ∈
(0, 1) is known as the “damping factor”. The formulation given in [8] is more general, and it allows
any choice for both the personalization values and the weights, provided that max1≤i≤n |ζi| ≤ c < 1.
We refer the reader to §1.1 in [8] for further details on the history of PageRank, its applications,
and a matrix representation of the solution r to (3.1).
In order to analyze r on directed complex networks, we first eliminate the dependence on the size of
the graph by computing the scale free ranks (R1, . . . , Rn) = R , nr, which corresponds to solving:
Ri =
∑
(j,i)∈En
CjRj +Qi, i = 1, . . . , n, (3.2)
where Qi = qin and Cj = ζj/D
−
j .
On scale-free graphs, i.e., where the in-degree sequence (or both the in-degree and out-degree
sequences) follow a power law distribution, the power law hypothesis states that the distribution
of the ranks {Ri : 1 ≤ i ≤ n} will also have a power-law with the same index as that of the in-
degrees. The first approach towards a proof of this phenomenon was given in [35, 23, 20], where the
tree heuristic commonly used in the analysis of locally tree-like random graphs yields a stochastic
fixed-point equation of the form
R D=
N∑
j=1
CjRj +Q, (3.3)
where N is a random variable distributed according to the limiting in-degree distribution of the
graph, Q has the limiting distribution of the personalization values, the weights {Cj} are i.i.d. and
independent of (N ,Q), and are size-biased versions of the weights {Cj} in (3.2), and the {Ri} are
i.i.d. copies of R. The connection between (3.2) and (3.3) can be understood by interpreting R
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as the rank of a randomly chosen (not necessarily uniformly) vertex, with (N ,Q) denoting its in-
degree and personalization value, respectively, and then arguing that, provided the neighborhood
of the chosen vertex looks locally like a tree, the ranks of its inbound neighbors should have the
same distribution as R. That the weights {Cj} in (3.3) are different from the {Cj} appearing in
(3.2), and are instead size-biased versions of them, follows from the observation that vertices with
high out-degrees are more likely to be the neighbors of the randomly chosen vertex.
The heuristic described above was first made rigorous in [8], where it was shown that on graphs
generated via the directed configuration model [10], the rank of a randomly chosen vertex converges
in distribution, as the size of the graph grows to infinity, to a random variable
R∗ =
N0∑
i=1
CiRi +Q0,
where the {Ri} are i.i.d. copies of the attracting endogenous solution to (3.3), and are independent
of (N0,Q0, {Ci}i≥1). The vector (N0,Q0) may have a different distribution from that of (N , C) in
(3.3) depending on how we choose the first vertex. That the solution R to (3.3) has a power-law
distribution whenN does has been the topic of a number of papers [34, 20, 22, 21], and together with
the results in [8] (see Theorems 6.4 and 6.6) provides the first proof of the power-law hypothesis on
a complex network. We now show that a similar result also holds for the family of inhomogeneous
random digraphs considered here.
3.1 PageRank on inhomogeneous random digraphs
As with the analysis done in [8] on the directed configuration model, the key idea is to couple the
rank of a randomly chosen vertex with the rank of the root node of a tree, in this case, a multi-type
branching process. In order to incorporate vertex information used by the algorithm, as described
by (3.1), we expand the type of vertex i to be of the form Wi = (W
+
i ,W
−
i , Qi, ζi) ∈ R2+×R2 , S,
where the sequence {Wi : i ≥ 1} consists of i.i.d. copies of some generic vector (W+,W−, Q, ζ).
With some abuse of notation, we continue using F to denote the distribution of the type vector,
i.e.,
F (u, v, q, z) = P (W+ ≤ u, W− ≤ v, Q ≤ q, ζ ≤ z),
and F = σ(Wi : i ≥ 1) to denote the sigma-algebra generated by the type sequence, along with
the corresponding conditional probability and expectation PW(·) = P (·|F ) and EW[·] = E[·|F ].
We now impose some assumptions on the generic type vector (W+,W−, Q, ζ).
Assumption 3.1 Suppose the generic type vector (W+,W−, Q, ζ) satisfies:
a.) There exist δ ∈ (0, 1] and 0 < c < 1 such that E[(W+)1+δ + (W−)2 + |Q|] < ∞, |ζ| ≤ c a.s.,
and (W+, Q) is independent of (W−, ζ).
b.) There exists η ∈ (0, 1] and ζ > 0 such that
P
(
max
2≤j≤n
|ϕ1j(n)| ≤ n−η, max
2≤j≤n
|ϕj1(n)| ≤ n−η
)
≥ 1− n−ζ .
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Remark 3.2 We point out that Assumption 3.1(a) requires stronger moment conditions on W+
and W− than Assumption 2.3, in particular, the finiteness of the second moment of W−. Also, in
order to ensure the convergence to the attracting endogenous solution to (3.3), we impose indepen-
dence between W+ and W−, which is not part of Assumption 2.3 either. Both of these conditions
are consistent with the main conditions imposed on the directed configuration model analyzed in
[8], which should not be too surprising considering how most results that can be proven on the
configuration model can also be proven on inhomogeneous random graphs.
Our main result on the distribution of the rank of a randomly chosen vertex in the inhomogeneous
random digraph from Section 2 is given below. To avoid repetition, we refer the reader to [8] or [22]
for a detailed description of the attracting endogenous solution R to (3.3), as well as its asymptotic
behavior in terms of that of N ,Q, C.
Theorem 3.3 Suppose the generic type vector (W+,W−, Q, ζ) satisfies Assumption 3.1, and let
Rξ denote the rank of a uniformly chosen vertex in the inhomogeneous random digraph G(Vn, En).
Then, as n→∞,
Rξ ⇒R, (3.4)
where R is the attracting endogenous solution to (3.3). The distributions of all the random variables
involved in (3.3) are given below:
P (N = m,Q ∈ dq) = E
[
1(Q ∈ dq) · e
−E[W−]W+/θ(E[W−]W+/θ)m
m!
]
, m = 0, 1, . . . ,
P (C1 ∈ dt) = E[1(ζ/(Z
− + 1) ∈ dt)W−]
E[W−]
,
and Z− is a mixed Poisson random variable with mixing distribution E[W+]W−/θ.
The proof of Theorem 3.3 is based on a coupling argument between a graph exploration process
and a multi-type branching process, which is similar to the techniques used in [8] for the analysis
of generalized PageRank on the directed configuration model. Together with the results in [8],
Theorem 3.3 provides further evidence of the “universality” of the power-law hypothesis on scale-
free directed complex networks.
In the following section we explain the main steps involved in the proof of Theorem 3.3, postponing
all the technical proofs to Section 4.
3.2 Deriving the SFPE approximation
To make the proof of Theorem 3.3 easier to follow, we have divided it into three main steps: 1)
approximating the rank using the local neighborhood, 2) coupling with a branching process, and
3) proving convergence to the attracting endogenous solution.
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3.2.1 Approximating the rank using the local neighborhood
The first step towards proving Theorem 3.3 consists in showing that it is enough to consider only
the local neighborhood of each vertex in the graph to compute its rank. The first observation we
make is that the system of linear equations given by (3.2) can be written in matrix notation as
R = RM+Q,
where R = (R1, . . . , Rn), Q = (Q1, . . . , Qn) and the matrix M has (i, j)th component
Mij =
{
sijCi, if there are sij edges from i to j,
0, otherwise.
Recall that Cj = ζj/D
−
j , where D
−
j is the out-degree of vertex j and |ζj| ≤ c < 1 for all j ≥ 1. It
follows that the rank vector R can be written as
R = R(n,∞) =
∞∑
i=0
QMi.
Next, define (R
(n,k)
1 , . . . , R
(n,k)
n ) = R(n,k) =
∑k
i=0QM
i, and note that the i.i.d. nature of the type
sequence implies that all the coordinates of the vector R(n,∞) −R(n,k) are identically distributed
(they are not identically distributed given F ). It follows from the exact arguments used in Sec-
tion 4.2 in [8] that for a randomly chosen vertex ξ,
P
(∣∣∣R(n,∞)ξ −R(n,k)ξ ∣∣∣ > x−1) ≤ E[|Q|]1− c · xck (3.5)
for any x ≥ 1, provided E[|Q|] <∞.
Note that the calculation of each of the R
(n,k)
i , i = 1, . . . , n, requires only information about the
vertices in the graph having a directed path to vertex i of length at most k, i.e., it can be computed
using only the local (inbound) neighborhood of each vertex.
3.2.2 Coupling with a branching process
Now that we have reduced the problem of analyzing a randomly chosen component of the vector
R(n,∞) to that of analyzing the corresponding component of the vector R(n,k), the next step is to
couple R
(n,k)
ξ with the rank of the root node of a branching process. For the directed configuration
model analyzed in [8], the coupling was done with a marked Galton-Watson process, referred to as
a “thorny branching process” in [8], that was then used to define a weighted branching process [29].
The same idea works also for the inhomogeneous random digraphs considered here, although the
coupling is more easily understood if instead of using from the beginning a marked Galton-Watson
process we first consider a marked multi-type branching process.
As it is usual when analyzing trees, we index the nodes with a label that allows us to trace
their entire path from the root. More precisely, denote the root node ∅, and label its offspring as
{1, 2, . . . , Nˆ∅}, where Nˆ∅ is the number of offspring that ∅ has. Set Sˆ0 = {∅} and Sˆ1 = {1, 2, . . . , Nˆ∅}
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to be the sets of individuals in generation zero and generation one of the tree, respectively. In
general, we use Sˆk to denote the set of individuals in the kth generation of the tree, and a
node/individual in Sˆk has a label of the form i = (i1, . . . , ik) ∈ Nk+. Moreover, the set Sˆk+1
can be constructed recursively according to
Sˆk+1 = {(i, j) : i ∈ Sˆk, 1 ≤ j ≤ Nˆi},
where Nˆi is the number of offspring of node i, and we use (i, j) = (i1, . . . , ik, j) to denote the index
concatenation operation; if i = ∅, then (i, j) = j. We use throughout the paper U = ⋃∞k=0Nk+, with
the convention that N0+ = {∅}.
To describe the multi-type branching process used in the coupling, we assume that each node in the
tree has a type from the set Wn = {Wi : 1 ≤ i ≤ n}, where Wi = (W+i ,W−i , Qi, ζi). Individuals in
the tree have a random number of offspring, potentially of various types, independently of all other
nodes. More precisely, if we let Zji denote the number of offspring of type Wj that an individual
of type Wi has, we have that for (m1, . . . ,mn) ∈ Nn,
PW (Z1i = m1, . . . , Zni = mn) =
n∏
j=1
e−q
(n)
ji (q
(n)
ji )
mj
mj!
, (3.6)
where
q
(n)
ji =
W+i W
−
j
θn
, 1 ≤ i, j ≤ n.
Note that the random variables {Zji : 1 ≤ j ≤ n} are conditionally independent (given F ) Poisson
random variables with the mean of Zji equal to q
(n)
ji . To avoid the label of a node from giving us
any information about its type, we assume that all Nˆi offspring of node i are permuted uniformly
at random before being assigned a label of the form (i, j), j = 1, . . . , Nˆi.
To make this a marked multi-type branching process, we give to each node i in the tree a mark Di,
such that if i has type Ws, then
PW (Di − 1 = m| i has type Ws) = e
−W−s L
+
n /(θn)(W−s L
+
n /(θn))
m
m!
, m = 0, 1, 2, . . . , (3.7)
independently of all other nodes. Here and in the sequel, L+n =
∑n
i=1W
+
i and L
−
n =
∑n
i=1W
−
i .
We refer to this marked multi-type branching process as a Poisson branching tree (PBT).
As mentioned earlier, it turns out that the PBT we just described can also be thought of as a
marked Galton-Watson process. To see this, note that the properties of the Poisson distribution
imply that the type of a node i in the tree is independent of the type of its parent, as the following
result shows (its proof is given in Section 4.2).
Lemma 3.4 For any node i in the PBT and any 1 ≤ r, s ≤ n, we have
PW(i has type Ws|parent has type Wr) = W
−
s
L−n
.
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Active Inactive Dead
Figure 1: Graph exploration process after completing Step 2.
This means that we could construct the PBT by assigning to each node i in the tree a number of
offspring Nˆi and then sampling their types according to Lemma 3.4, independently of everything
else. The marks D(i,j) of each of these offspring would then be sampled according to (3.7). Since the
type of the root node is chosen uniformly at random from the set Wn, the distribution of Nˆ∅ may be
different from that of all other nodes. This effect disappears in the limit due to the i.i.d. assumption
on the types {Wi : i ≥ 1}.
We now explain how to construct a coupling of the inhomogeneous random digraph G(Vn, En) and a
PBT. We start by choosing uniformly at random a vertex in the graph, call it ξ, and then exploring
its in-component using a breadth-first exploration process. The coupled PBT is constructed to be
in perfect agreement with the graph exploration process for a number of generations large enough
to ensure that the rank of the randomly chosen node can be accurately approximated by its rank
computed up to that point. Step k of the exploration process will discover the set of vertices that
have a directed path of length k to the randomly chosen vertex. As we discover new vertices, we also
uncover all their outbound neighbors, which we will leave unexplored. To keep track of this process,
each vertex in the graph exploration will be assigned one of three labels: {active, inactive, dead};
vertices that have not been uncovered have no label. Active vertices will be those that are currently
most distant from the randomly chosen vertex, and all we know about them is that they have an
outbound edge connecting them to the in-component of the first vertex. The vertices that have
already been added to the exploration process, and whose inbound and outbound neighbors have
been discovered, will be labeled dead. Vertices that have been discovered as additional outbound
neighbors of active vertices are labeled inactive, and all we know about them is that they have
an inbound edge connecting them to a vertex in the in-component we are exploring. Figure 1
illustrates this process.
For the coupled PBT we will need to keep track of the active vertices at the end of Step k of
the graph exploration process, which will constitute the kth generation of nodes/individuals in the
tree. We will also keep track of the inactive vertices by defining a similar set composed of all the
types sampled during the creation of the marks {Di} (note that in the graph each type appears
only once, while on the tree types can appear repeatedly). The notation below will help us with
the construction of the coupling.
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For k = 1, 2, . . . , let
Ak = set of “active” vertices at the end of Step k.
It = set of “inactive” vertices after having added the first t vertices to the in-component of the
randomly chosen vertex.
Dt = set of “dead” vertices right after the tth vertex has been labeled “dead”.
Tk =
k⋃
m=0
Am = set of vertices in the graph having a directed path to the randomly chosen vertex
of at most length k.
Aˆk = set of nodes in the PBT at distance k from the root node.
Iˆt = set of “inactive” nodes in the PBT after having added t nodes to the tree.
Tˆk =
k⋃
m=0
Aˆm = set of nodes in the PBT at distance at most k from the root node.
We now describe the coupling, for which we will require a sequence {Uij : 1 ≤ i, j ≤ n} of
i.i.d. Uniform(0, 1) random variables that will be the same for the graph exploration process and
the construction of the PBT. Throughout the paper we will use g−1(u) = inf{x ∈ R : g(x) ≥ u} to
denote the generalized inverse of function g and |A| to denote the cardinality of set A.
Construction of the graph:
Step 0: Choose uniformly at random one vertex and label it as “active”. Assuming the randomly
chosen vertex is i, then discover all its outbound edges using Xit = 1(Uit > 1−p(n)it ), t = 1, 2, . . . , n,
t 6= i. If Xit = 1, label node t as ”inactive”, so I0 = {t ∈ {1, 2, . . . , n} \ {i} : Xit = 1}.
In Step k, k ≥ 1, we explore the neighbors of nodes in the set Ak−1. For each i ∈ Ak−1:
1) For j = 1, 2, . . . , n, j 6= i:
i. Realize Xji = 1(Uji > 1− p(n)ji ). If Xji = 0 go to (1).
ii. If Xji = 1 and node j was previously labeled “inactive”, relabel it as “active” and go to
(1).
iii. If Xji = 1 and node j had no label, label it “active” and realize all the Xjt = 1(Ujt >
1 − p(n)jt ), t = 1, 2, . . . , n, t 6= j, i and t not already “dead”. If Xjt = 1, label node t as
“inactive”.
2) Once all the new “active” and “inactive” nodes have been identified, label node i as “dead”.
Step k ends when we have explored all the nodes i in Ak−1 according to these rules.
Coupled construction of the PBT:
To each node i in the tree we will also determine its mark Di. This value Di will be created
independently for each node in the PBT, but will be coupled with the creation of “inactive” vertices
the first time that a type appears. As long as the coupling holds, we choose nodes in the tree in
the same order as in the graph.
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Step 0: The randomly chosen vertex becomes the root of the PBT, as well as the only element of Aˆ0.
Define Gij(x) =
∑⌊x⌋
t=0 e
−q
(n)
ij (q
(n)
ij )
t/t! to be the distribution of Zij , where Zij has the interpretation
of being the number of offspring of type i that a node of type j has. If the randomly chosen vertex
in the graph is i, realize all the Zit = G
−1
it (Uit) for t = 1, 2, . . . , n, t 6= i, set
D∅ = 1 + Z∗ii +
∑
1≤t≤n, t6=i
Zit
and add Zit nodes of type t to Iˆ0 plus Z
∗
ii nodes of type i.
In Step k, k ≥ 1, we identify the individuals, and their types, in the kth generation of the PBT.
For each node i ∈ Ak−1:
a) If node i is the first node in the PBT to have type Wi proceed as follows:
1) For j = 1, 2, . . . , n, j 6= i:
i. Realize Zji = G
−1
ji (Uji). If Zji = 0 go to (1).
ii. If Zji ≥ 1 and there is at least one node of type Wj in the PBT prior to this point,
then add Zji offspring of type Wj to node i, and for each of these Zji nodes sample
their corresponding marks according to (3.7), independently of everything else, and
update the set of “inactive” nodes.
iii. If Zji ≥ 1 and no nodes of type Wj have been added to the PBT, then proceed as
follows. Suppose the first of these Zji type j offspring is the rth offspring (of any
type) of i, then its lineage in the PBT will be (i, r). For this node (i, r), realize all
the Zjt = G
−1
jt (Ujt) for t = 1, 2, . . . , n, t 6= j, i and t not already “dead”, and set
D(i,r) = 1 +
∑
1≤t≤n, t6=j,i,t not ”dead”
Zjt + Z
∗
jj + Z
∗
ji +
∑
t ”dead”
Z∗jt,
where Z∗jt ∼ Poisson(q(n)jt ) is independent of the {Uij : 1 ≤ i, j ≤ n} and of any
other Z∗js. If Zji ≥ 2, sample their marks according to (3.7), independently of every-
thing else, and update the set of “inactive” nodes by adding Zjt1(t is not “dead”)+
Z∗jt1(t is “dead”) nodes of type t to the “inactive” set.
2) Realize Zii = G
−1
ii (Uii), and if Zii ≥ 1, add Zii offspring of type Wi to node i, and for
each of these Zii nodes sample their corresponding marks according to (3.7), indepen-
dently of everything else. Update the set of “inactive” nodes as in (a)(1)(iii).
b) If node i is not the first node in the PBT to have typeWi, sample a vector (V1, V2, . . . , Vn) of
i.i.d. Uniform(0, 1) random variables, independent of the sequence {Uij : 1 ≤ i, j ≤ n}, and of
any other Vi’s sampled before, and assign to node i a number G
−1
ji (Vj) of type Wj offspring,
for j = 1, 2, . . . , n. For each of the new nodes sample their corresponding marks according to
(3.7), independently of everything else. Update the set of “inactive” nodes as in (a)(1)(iii).
Definition 3.5 We say that the coupling of the graph and the PBT holds up to Step k if the graph
exploration process up to a distance k from the randomly chosen vertex is identical to that of the
PBT, i.e., Al = Aˆl and I|Tl| = Iˆ|Tˆl| for all 0 ≤ l ≤ k. Let τ be the step in the graph exploration
process during which the coupling breaks.
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The main result obtained from this step is given below, and its proof is given in Section 4.2, along
with an explicit expression for Hn,δ and Hδ.
Theorem 3.6 For 1 ≤ i ≤ n define the events
Bi =
{
max
1≤j≤n,j 6=i
|ϕji(n)| ≤ n−η, max
1≤j≤n
q
(n)
ji ≤ 1/4
}
B˜i =
{
max
1≤j≤n,j 6=i
|ϕij(n)| ≤ n−η, max
1≤j≤n
q
(n)
ij ≤ 1/4
}
.
Then, there exists a random variable Hn depending on Wn = {Wi : 1 ≤ i ≤ n} such that for any
xn ≥ 1 and any k ∈ N,
PW(τ ≤ k) ≤ Hn,δ
(
x−1n + n
−δ + n−η + n−δxn
k∑
m=1
m−1∑
r=0
µm+rn + n
−γ
k∑
m=1
µmn
+n−1
n∑
i=1
1(B˜ci ) + n
−1
n∑
i=1
1(Bci ∪ B˜ci )W−i
k∑
m=1
µmn
)
,
where γ = min{δ/2, η} and µn = (θn)−1
∑n
i=1W
+
i W
−
i ; we use the convention that
∑b
i=a xi ≡ 0 if
a > b. Moreover, under Assumption 3.1, the following limit exists
lim
n→∞
Hn,δ = Hδ <∞ a.s.
3.2.3 Convergence to the attracting endogenous solution
In view of Theorem 3.6, computing R
(n,k)
ξ requires us to analyze only the first k generations of the
PBT, provided τ > k. In order to do so we first explain how to use the marks {Di} to compute
the generalized PageRank of the root node of the PBT. For each node i in the PBT having type
Ws, we define its weight and personalization value according to
Cˆi =
ζs
Di and Qˆi = Qs.
Using the tree-indexing notation introduced in Section 3.2.2, we iteratively compute the rank of
the root node of the PBT, denoted Rˆ
(n,k)
∅ , according to
Rˆ
(n,k)
i =
Nˆi∑
j=1
Cˆ(i,j)Rˆ
(n,k−1)
(i,j) + Qˆi, k ≥ 1, Rˆ
(n,0)
j = 0, (3.8)
where Nˆi is the total number of offspring that node i has. In view of Lemma 3.4 and the observation
that the type of the root node is chosen uniformly at random, we have that the distribution of
(Nˆ∅, Qˆ∅) is given by
PW
(
Nˆ∅ = m, Qˆ∅ = q
)
=
n∑
s=1
1(Qs = q) · e
−
L
−
n
θn
W+s (L−nW
+
s /(θn))
m
m!
· 1
n
,
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for m ∈ N and q ∈ R. Moreover, for any node i 6= ∅, we have that
PW
(
Nˆi = m, Qˆi = q, Cˆi = t
)
=
n∑
s=1
PW
(
Nˆi = m, Qˆi = q, Cˆi = t
∣∣∣ i has type Ws)W−s
L−n
=
n∑
s=1
1(Qs = q) · e
−
L
−
n
θn
W+s (L−nW
+
s /(θn))
m
m!
· PW(ζs/Di = t|i has type Ws) · W
−
s
L−n
=
n∑
s=1
1(Qs = q) · e
−
L
−
n
θn
W+s (L−nW
+
s /(θn))
m
m!
· 1(ζs/t− 1 ∈ N)e
−
L
+
n
θn
W−s (L+nW
−
s /(θn))
ζs/t−1
(ζs/t− 1)! ·
W−s
L−n
,
for m ∈ N and t, q ∈ R. Note that the independence of the edges implies that the sequence
{(Nˆi, Qˆi, Cˆi) : i ∈ U} consists of conditionally independent vectors given F . Note that they are
not unconditionally independent since they all depend on L+n and L
−
n .
Now that we have explained how to compute generalized PageRank on the PBT, we obtain, as a
straightforward corollary to Theorem 3.6, the following result for R
(n,k)
ξ ; we omit its proof.
Corollary 3.7 Under Assumption 3.1 we have that for any kn, xn →∞ satisfying(
n−δxn
kn∑
m=1
m−1∑
r=0
µm+rn +
(
n−γ + n−1
n∑
i=1
1(Bci ∪ B˜ci )(W−i ∨ 1)
)
kn∑
m=0
µmn
)
P→ 0,
where γ = min{δ/2, η} and µn = (θn)−1
∑n
i=1W
+
i W
−
i , the rank of a randomly chosen vertex in
G(Vn, En) and that of the root node in its coupled PBT, R(n,k)ξ and Rˆ(n,k)∅ , respectively, satisfy
P
(
R
(n,kn)
ξ 6= Rˆ(n,kn)∅
)
≤ P (τ ≤ kn)→ 0, n→∞.
To make the connection with the SFPE, note that since we assume that (W+, Q) is independent
of (W−, ζ), the vectors {(Nˆi, Qˆi, {Cˆ(i,j)}j≥1) : i ∈ U} will be asymptotically independent, and
therefore can be used to define a weighted branching process (WBP) with generic branching vector
(N ,Q, {Cj}j≥1), where the latter is the distributional limit of (Nˆi, Qˆi, {Cˆ(i,j)}j≥1), i 6= ∅. Moreover,
the {Cj}j≥1 will be i.i.d. and independent of (N ,Q). We refer the reader to [20, 8] for more details
on the description and basic properties of WBPs of this form. The proof of this convergence in
the Kantorovich-Rubinstein metric (see, e.g., Chapter 6 in [33]) is given in Section 4.3. Once this
convergence is established, the convergence of Rˆ
(n,kn)
∅ to R, as defined in Theorem 3.3, will follow
from Theorem 2 in [11]. The last step in the proof of Theorem 3.3 is then given by the following
result.
Theorem 3.8 Under Assumption 3.1, we have that for any kn → ∞ as n → ∞, the rank of the
root node in the PBT computed up to generation kn satisfies
Rˆ
(n,kn)
∅ ⇒R and EW
[
|Rˆ(n,kn)∅ |
]
→ E[|R|] a.s, n→∞,
where R is defined in Theorem 3.3.
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The proof of Theorem 3.3 is obtained by combining (3.5), Corollary 3.7, and Theorem 3.8. All the
proofs are given in Section 4.
4 Proofs
This section includes the proofs of Theorem 2.4, Lemma 3.4, Theorem 3.6, Theorem 3.8, and ends
with the proof of Theorem 3.3. Since some of the proofs are rather technical and require some
preliminary results, we have organized them in subsections with the same titles as the sections
where they appear.
4.1 Degree distributions
We now give the proof of Theorem 2.4, which is based on a coupling of the Bernoulli random
variables determining the edges in the graph with their Poisson counterparts, i.e., the {Zij : 1 ≤
i, j ≤ n} defined in Section 3.2.2, that will later be used in the coupling between the graph
exploration process and a PBT.
Proof of Theorem 2.4. Let {Uij : i, j ≥ 1} be a sequence of i.i.d. Uniform(0,1) random
variables, and note that without loss of generality we can take Xij = 1(Uij > 1− p(n)ij ). Now define
Gij(x) =
∑⌊x⌋
t=0 e
−q
(n)
ij (q
(n)
ij )
t/t!, where q
(n)
ij =W
−
i W
+
j /(θn), and set Zij = G
−1
ij (Uij). Define
Z+i =
∑
1≤j≤n,j 6=i
Zji and Z
−
i =
∑
1≤j≤n,j 6=i
Zij.
Note that conditionally on Wn, Z
+
i has a Poisson distribution with meanW
+
i (L
−
n −W−i )/(θn), while
Z−i has a Poisson distribution with meanW
−
i (L
+
n −W+i )/(θn). Moreover, if we let L−n,i = L−n −W−i
and L+n,i = L
+
n −W+i , the strong law of large numbers and the bounded convergence theorem give
P
(
Z+i = k, Z
−
i = l
)
= P
(
Z+1 = k, Z
−
1 = l
)
= E

e−W+1 L−n,1/(θn)(W+1 L−n,1/(θn))k
k!
· e
−W−1 L
+
n,1/(θn)(W−1 L
+
n,1/(θn))
l
l!


→ E
[
e−W
+E[W−]/θ(W+E[W−]/θ)k
k!
· e
−W−E[W+]/θ(W−E[W+]/θn)l
l!
]
= P (Z+ = k, Z− = l),
as n→∞, for any k, l ∈ N.
It follows that the convergence in distribution will be established once we show that
lim
n→∞
P
(
|D+ξ − Z+ξ |+ |D−ξ − Z−ξ | ≥ 1
)
= 0, (4.1)
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since this implies that
lim
n→∞
P
(
D+ξ = k, D
−
ξ = l
)
= lim
n→∞
{
P
(
Z+ξ = k, Z
−
ξ = l
)
+ P
(
D+ξ = k, D
−
ξ = l, |D+ξ − Z+ξ |+ |D−ξ − Z−ξ | ≥ 1
)
− P
(
Z+ξ = k, Z
−
ξ = l, |D+ξ − Z+ξ |+ |D−ξ − Z−ξ | ≥ 1
)}
= lim
n→∞
P
(
Z+ξ = k, Z
−
ξ = l
)
= lim
n→∞
1
n
n∑
i=1
P
(
Z+i = k, Z
−
i = l
)
= lim
n→∞
P
(
Z+1 = k, Z
−
1 = l
)
= P (Z+ = k, Z− = l)
for all k, l ∈ N. The convergence of the means follows from Assumption 2.3 and the observation
that
E[D+ξ ] =
1
n
n∑
i=1
E[D+i ] = E[D
+
1 ] = E

 n∑
j=2
p
(n)
j1

 = (n − 1)E [p(n)21 ]→ E[W+]E[W−]θ = E[Z+],
as n→∞, and symmetrically, E[D−ξ ]→ E[Z−]. For the mixed moment note that
E[D+ξ D
−
ξ ] =
1
n
n∑
i=1
E[D+i D
−
i ] = E[D
+
1 D
−
1 ] = E

 n∑
j=2
n∑
l=2
p
(n)
j1 p
(n)
1l


= (n− 1)E
[
p
(n)
21 p
(n)
12
]
+ ((n− 1)2 − n+ 1)E
[
p
(n)
21 p
(n)
13
]
,
where by Assumption 2.3 we have
lim
n→∞
((n− 1)2 − n+ 1)E
[
p
(n)
21 p
(n)
13
]
= lim
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
=
E[W+W−]E[W+]E[W−]
θ2
,
and for any ǫ > 0, Fatou’s lemma gives
lim sup
n→∞
nE
[
p
(n)
21 p
(n)
12
]
≤ lim sup
n→∞
(
ǫnE
[
p
(n)
21 1(p
(n)
12 ≤ ǫ)
]
+ nE
[
p
(n)
12 1(p
(n)
12 > ǫ)
])
≤ ǫE[W
+]E[W−]
θ
+
E[W+]E[W−]
θ
− lim inf
n→∞
E
[
np
(n)
12 1(p
(n)
12 ≤ ǫ)
]
≤ ǫE[W
+]E[W−]
θ
+
E[W+]E[W−]
θ
− E
[
lim inf
n→∞
np
(n)
12 1(p
(n)
12 ≤ ǫ)
]
=
ǫE[W+]E[W−]
θ
.
Now let ǫ→ 0 to obtain that nE
[
p
(n)
21 p
(n)
12
]
→ 0 as n→∞, which gives E[D+ξ D−ξ ]→ E[Z+Z−].
We now proceed to show (4.1), for which we start by defining the events
Bi =
{
max
1≤j≤n,j 6=i
|ϕji(n)| ≤ 1/2, max
1≤j≤n
q
(n)
ji ≤ 1/4
}
,
B˜i =
{
max
1≤j≤n,j 6=i
|ϕij(n)| ≤ 1/2, max
1≤j≤n
q
(n)
ij ≤ 1/4
}
,
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and noting that
P
(
|D+ξ − Z+ξ |+ |D−ξ − Z−ξ | ≥ 1
)
= P
(|D+1 − Z+1 |+ |D−1 − Z−1 | ≥ 1)
≤ E
[
PW
(|D+1 − Z+1 |+ |D−1 − Z−1 | ≥ 1) 1(B1 ∩ B˜1)]
+ P
(
Bc1 ∪ B˜c1
)
.
Next, use the union bound to obtain that
PW
(|D+1 − Z+1 |+ |D−1 − Z−1 | ≥ 1) ≤ PW

 n⋃
j=2
{|Xj1 − Zj1|+ |X1j − Z1j | ≥ 1}


≤
n∑
j=2
PW (|Xj1 − Zj1|+ |X1j − Z1j | ≥ 1)
≤
n∑
j=2
{PW (|Xj1 − Zj1| ≥ 1) + PW (|X1j − Z1j | ≥ 1)} .
Now note that for any 1 ≤ i, j ≤ n,
PW (|Xij − Zij | ≥ 1) ≤ PW (Xij = 0, Zij = 1) + PW (Xij = 1, Zij = 0) + PW (Zij ≥ 2)
=
∣∣∣∣e−q(n)ij − 1 + p(n)ij
∣∣∣∣+ 1− e−q(n)ij − q(n)ij e−q(n)ij
≤
∣∣∣q(n)ij − p(n)ij ∣∣∣+
∣∣∣∣e−q(n)ij − 1 + q(n)ij
∣∣∣∣+ 1− e−q(n)ij − q(n)ij e−q(n)ij
≤
∣∣∣q(n)ij − p(n)ij ∣∣∣+ (q(n)ij )2, (4.2)
where in the last step we used the inequalities 0 ≤ e−x − 1 + x ≤ x2/2 and 1− e−x − xe−x ≤ x2/2
for x ≥ 0. It follows that on the event B1 ∩ B˜1,
PW
(|D+1 − Z+1 |+ |D−1 − Z−1 | ≥ 1) ≤
n∑
j=2
{∣∣∣q(n)j1 − p(n)j1 ∣∣∣+ (q(n)j1 )2 + ∣∣∣q(n)1j − p(n)1j ∣∣∣+ (q(n)1j )2}
≤
n∑
j=2
{
q
(n)
j1 |ϕj1(n) + (q(n)j1 )2 + q(n)1j |ϕ1j(n)|+ (q(n)1j )2
}
.
It follows that
E
[
PW
(|D+1 − Z+1 |+ |D−1 − Z−1 | ≥ 1) 1(B1 ∩ B˜1)]
≤ E

1(B1 ∩ B˜1) n∑
j=2
{
(q
(n)
j1 )
2 + q
(n)
j1 |ϕj1(n)|+ (q(n)1j )2 + q(n)1j |ϕ1j(n)|
}
≤ 1
θ
E
[
1(B1 ∩ B˜1)
{
W−2 W
+
1 (q
(n)
21 + |ϕ21(n)|) +W−1 W+2 (q(n)12 + |ϕ12(n)|)
}]
≤ 2
θ
E[W−2 W
+
1 |ϕ21(n)|1(|ϕ21(n)| ≤ 1)] +
2
θ2n
E[(W−2 W
+
1 )
21(W−2 W
+
1 ≤ θn)].
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Now note that since (W−2 W
+
1 )
21(W−2 W
+
1 ≤ θn)/(θn) ≤ W−2 W+1 , where E[W−2 W+1 ] < ∞, domi-
nated convergence gives
lim
n→∞
1
θn
E[(W−2 W
+
1 )
21(W−2 W
+
1 ≤ θn)] = E
[
lim
n→∞
(W−2 W
+
1 )
2
θn
1(W−2 W
+
1 ≤ θn)
]
= 0.
Also note that W−2 W
+
1 |ϕ21(n)|1(|ϕ21(n)| ≤ 1) ≤ W−2 W+1 , and therefore it is uniformly integrable.
It follows from Assumption 2.3 that |ϕ21(n)| P→ 0 and Theorem 13.7 in [36], that
lim
n→∞
E[W−2 W
+
1 |ϕ21(n)|1(|ϕ21(n)| ≤ 1)] = 0.
These two observations give that
lim
n→∞
E
[
PW
(|D+1 − Z+1 |+ |D−1 − Z−1 | ≥ 1) 1(B1 ∩ B˜1)] = 0.
Finally, note that the union bound gives
P
(
Bc1 ∪ B˜c1
)
≤ P
(
max
2≤j≤n
|ϕj1(n)| > 1/2
)
+ P
(
max
1≤j≤n
q
(n)
j1 > 1/4
)
+ P
(
max
2≤j≤n
|ϕ1j(n)| > 1/2
)
+ P
(
max
1≤j≤n
q
(n)
1j > 1/4
)
≤ P
(
max
2≤j≤n
|ϕj1(n)| > 1/2
)
+ P
(
max
2≤j≤n
|ϕ1j(n)| > 1/2
)
+ 2nP
(
W−1 W
+
2 > θn/4
)
,
where the first two probabilities converge to zero by Assumption 2.3, and the third one satisfies
lim
n→∞
2nP
(
W−1 W
+
2 > θn/4
) ≤ 8
θ
lim
x→∞
xP (W−2 W
+
1 > x) = 0,
since E[W−2 W
+
1 ] <∞.
4.2 Coupling with a branching process
We prove in this section Lemma 3.4 and Theorem 3.6. The proof of the latter is rather long, so
we split some of the technical steps into three preliminary results to ease its reading. We point out
that all of the results in this section are proven conditionally on the weights sequence {Wi : i ≥ 1},
and therefore do not involve any distributional assumptions on the weights.
Proof of Lemma 3.4. We start by noting that
PW(i has type Ws|parent has type Wr)
= EW
[
Zsr
Z1r + · · ·+ Znr
∣∣∣∣Z1r + · · ·+ Znr ≥ 1
]
,
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where the {Zjr : 1 ≤ j ≤ n} are independent Poisson random variables with EW[Zjr] = q(n)jr . Since
for two independent Poisson random variables X and Y with means µ and λ, respectively, we have
that X|X + Y = n has a Binomial(n, µ/(µ + λ)) distribution, then
E
[
X
X + Y
∣∣∣∣X + Y ≥ 1
]
=
1
P (X + Y ≥ 1)E
[
X
X + Y
· 1(X + Y ≥ 1)
]
=
1
P (X + Y ≥ 1)
∞∑
n=1
1
n
E[X|X + Y = n] · e
−µ−λ(µ+ λ)n
n!
=
µ
(µ+ λ)P (X + Y ≥ 1)
∞∑
n=1
e−µ−λ(µ+ λ)n
n!
=
µ
µ+ λ
.
It follows that
PW(i has type Ws|parent has type Wr) = q
(n)
sr
q
(n)
1r + · · ·+ q(n)nr
=
W−s
L−n
.
The first preliminary result towards proving Theorem 3.6 is a calculation of the mean number of
nodes in each of the sets Aˆm, Tˆm and Iˆ|Tˆm|. Throughout the remainder of the paper we will use the
notation
νn = EW
[
Nˆ∅
]
=
L−nL
+
n
θn2
,
µn = EW
[
Nˆi
]
=
1
θn
n∑
i=1
W+i W
−
i , i 6= ∅, and
λn = EW [Di − 1] = L
+
n
θnL−n
n∑
i=1
(W−i )
2, , i 6= ∅.
Lemma 4.1 For any xn ≥ 1 define the event
M0 = Ω, Mm =
{
max
1≤k≤m
|Aˆk|
νnµ
k−1
n
≤ xn
}
, m ≥ 1. (4.3)
Then, for m ≥ 1,
EW
[
|Aˆm|
]
= νnµ
m−1
n ,
EW
[
1(Mm−1)|Aˆm−1||Tˆm|
]
≤ 2νn(νn ∨ 1)xnµ(m−2)+n
m−1∑
r=0
µrn,
EW
[
1(Mm−1)|Aˆm−1||Iˆ|Tˆm||
]
≤ 2νn(νn ∨ 1)λnxnµ(m−2)+n
m−1∑
r=0
µrn.
Proof. To compute the first expectation recall that under PW we have that {|Aˆk| : k ≥ 0} is a
delayed Galton-Watson process where the root node has a mean number of offspring νn and all
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other nodes have a mean number of offspring µn. Hence, from the basic properties of branching
processes,
EW
[
|Aˆm|
]
= νnµ
m−1
n , m ≥ 1.
For the second expectation note that since |Aˆ0| = 1, then
EW
[
1(M0)|Aˆ0||Tˆ1|
]
= EW
[
|Aˆ1|
]
= νn.
For m ≥ 2 we have
EW
[
1(Mm−1)|Aˆm−1||Tˆm|
]
≤ νnµm−2n xnEW
[
|Tˆm|
]
= νnµ
m−2
n xn
m∑
l=0
EW
[
|Aˆl|
]
= νnµ
m−2
n xn
(
1 +
m∑
r=1
νnµ
r−1
n
)
≤ 2νn(νn ∨ 1)xnµm−2n
m−1∑
r=0
µrn.
To estimate the expectation involving Iˆ|Tˆm|, use the fact that λn = EW[Di − 1] for any i 6= ∅,
combined with the independence of the marks {Di from the history of the tree, to obtain that
EW
[
1(M0)|Aˆ0||Iˆ|Tˆ1||
]
= EW
[
|Iˆ|Tˆ1||
]
= EW

∑
i∈Aˆ1
(Di − 1)

 = νnλn,
and for m ≥ 2,
EW
[
1(Mm−1)|Aˆm−1||Iˆ|Tˆm||
]
≤ νnµm−2n xnEW
[
|Iˆ|Tˆm||
]
= νnµ
m−2
n xnEW

∑
i∈Tˆm
(Di − 1)


= νnµ
m−2
n λnxnEW
[
|Tˆm|
]
≤ 2νn(νn ∨ 1)λnxnµm−2n
m−1∑
r=0
µrn.
This completes the proof.
The second preliminary result bounds an expression that will appear in the calculation of the
distribution of the time at which the coupling breaks. In words, the random variables Y1 and V1
appearing below correspond to the type of an arbitrary node in the PBT, which by Lemma 3.4,
is independent of the history of the tree itself. The random variable Kn,δ depends only on certain
averages computed using the sequence of types Wn = {Wi : 1 ≤ i ≤ n}, and is therefore finite for
any fixed n.
Proposition 4.2 Define
E(i) = q(n)ii +
∑
1≤j≤n,j 6=i
{
q
(n)
ji
(
2q
(n)
ji + n
−η
)
+ q
(n)
ji 1(B˜
c
j ) + q
(n)
ji q
(n)
jj 1(B˜j)
+q
(n)
ji 1(B˜j)min

1,
∑
1≤s≤n,s 6=i,j
q
(n)
js (q
(n)
js + n
−η)



 ,
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where the events Bi and B˜i were defined in Theorem 3.6. Let Y1, Y2, V1 be independent ran-
dom variables taking values in {1, . . . , n} and such that Y1, Y2 are i.i.d. with common distribution
PW(Y1 = s) =W
−
s /L
−
n , and V1 is distributed according to PW(V1 = s) =W
+
s /L
+
n ; V1 independent
of Y1. Then,
EW
[
q
(n)
V1,Y1
1(BY1)1(Y1 6= V1)
]
≤ Kn,δ n−1,
EW

 ∑
1≤j≤n
1(BY1 ∩ B˜j)q(n)j,Y1q
(n)
j,Y2
1(j 6= Y1, Y2)1(Y1 6= Y2)

 ≤ Kn,δ n−δ,
EW
[E(Y1)1(BY1) + 1(BcY1)] ≤ Kn,δ
(
6n−γ +
1
n
n∑
i=1
1(Bci ∪ B˜ci )W−i
)
,
where γ = min{δ/2, η}, S+n,α =
∑n
i=1(W
+
i )
α, S−n,α =
∑n
i=1(W
−
i )
α, and
Kn,δ = max

µ
2
n
νn
,
µ2nλn
νn
,
µn
√
nS−n,2
L−n
,
2µnS
−
n,2
θL−n
(
S+n,1+δ
n
)1/(1+δ)
, µn,
µ
3/2
n n
L−n
√
S−n,2
n
,
nµn
L−n
max
{
1,
S+n,1+δ
θ1+δn
,
L+n
θn
}(
1 ∨ S
−
n,2
n
)
,
2(µn ∨ 1)n
L−n
}
.
Remark 4.3 Note that under Assumption 3.1(a) we have
lim
n→∞
Kn,δ = Kδ a.s.,
where
Kδ , max
{
µ, µλ,
µ||W−||2
E[W−]
,
2µE[(W−)2]||W+||1+δ
θE[W−]
, µ,
µ3/2||W−||2
E[W−]
µ
E[W−]
max
{
1,
E[(W+)1+δ ]
θ1+δ
}
(1 ∨ E[(W−)2]), 2(µ ∨ 1)
E[W−]
}
,
and µ = E[W+]E[W−]/θ, λ = E[W+]E[(W−)2]/(θE[W−]).
Proof of Proposition 4.2. To bound the first expectation use the independence between V1
and Y1 to obtain that
EW
[
q
(n)
V1,Y1
1(BY1)1(Y1 6= V1)
]
≤
n∑
i=1
∑
1≤j≤n,j 6=i
q
(n)
ij
W+i W
−
j
L+nL
−
n
=
1
θnL−nL
+
n
n∑
i=1
∑
1≤j≤n,j 6=i
W−i W
+
i W
−
j W
+
j
≤ µ
2
n
nνn
≤ Kn,δ n−1.
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To compute the second expectation note that
EW

 ∑
1≤j≤n
1(BY1 ∩ B˜j)q(n)j,Y1q
(n)
j,Y2
1(j 6= Y1, Y2)1(Y1 6= Y2)


≤
n∑
i=1
n∑
k=1
n∑
j=1
1(Bi ∩ B˜j)q(n)ji q(n)jk
W−i W
−
k
(L−n )2
≤ 1
(L−n )2(θn)2
n∑
i=1
W+i W
−
i
n∑
k=1
W+k W
−
k
n∑
j=1
(W−j )
2
=
µ2n
(L−n )2
n∑
j=1
(W−j )
2 =
µ2nλn
nνn
≤ Kn,δ n−1.
For the third expectation, note that
EW
[E(Y1)1(BY1) + 1(BcY1)]
=
n∑
i=1
(E(i)1(Bi) + 1(Bci ))
W−i
L−n
=
n∑
i=1
W−i
L−n
1(Bi)q
(n)
ii +
n∑
i=1
1(Bci )
W−i
L−n
(4.4)
+
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
{
q
(n)
ji
(
2q
(n)
ji + n
−η
)
+ q
(n)
ji 1(B˜
c
j ) + q
(n)
ji q
(n)
jj 1(B˜j)
}
(4.5)
+
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
q
(n)
ji 1(B˜j)min

1,
∑
1≤s≤n,s 6=i,j
q
(n)
js (q
(n)
js + n
−η)

 . (4.6)
Next, using the Cauchy-Schwartz inequality followed by the inequality (
∑
i yi)
β ≤ ∑i yβi for any
nonnegative {yi} and β ∈ (0, 1], we obtain
n∑
i=1
W−i
L−n
1(Bi)q
(n)
ii =
1
θnL−n
n∑
i=1
(W−i )
2W+i 1(Bi) ≤
1
θnL−n
(
n∑
i=1
(W−i )
2
)1/2( n∑
i=1
(W−i W
+
i )
2
)1/2
≤ 1
θnL−n
(
n∑
i=1
(W−i )
2
)1/2 n∑
i=1
W−i W
+
i
=
µn
√
S−n,2
L−n
≤ Kn,δ n−1/2.
Therefore, (4.4) is bounded from above by Kn,δ n−1/2 + (L−n )−1
∑n
i=1 1(B
c
i )W
−
i .
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Similarly, using Ho¨lder’s inequality, we obtain that the first term in (4.5) is bounded by
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
2(q
(n)
ji )
2 ≤ 2
L−n (θn)2
n∑
i=1
n∑
j=1
W−i (W
−
j W
+
i )
21(Bi)
=
2S−n,2
L−n (θn)2
n∑
i=1
W−i (W
+
i )
21(Bi)
≤ 2S
−
n,2
L−n (θn)2
(
n∑
i=1
(W+i )
1+δ
)1/(1+δ)( n∑
i=1
(W−i W
+
i )
(1+δ)/δ1(Bi)
)δ/(1+δ)
≤ 2S
−
n,2n
1/(1+δ)
L−n (θn)2
(
S+n,1+δ
n
)1/(1+δ) n∑
i=1
W−i W
+
i
=
2S−n,2µn
θL−nnδ/(1+δ)
(
S+n,1+δ
n
)1/(1+δ)
≤ Kn,δ n−δ/(1+δ),
and the second term by
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
q
(n)
ji n
−η ≤ 1
L−n θn1+η
n∑
i=1
n∑
j=1
W−i W
−
j W
+
i 1(Bi) ≤
µn
nη
≤ Kn,δ n−η.
For the third term we have
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
q
(n)
ji 1(B˜
c
j ) ≤
1
θnL−n
n∑
i=1
W−i
n∑
j=1
W−j W
+
i 1(Bi ∩ B˜cj ) ≤
µn
L−n
n∑
j=1
W−j 1(B˜
c
j ).
The last term in (4.5) can be bounded by using the Cauchy-Schwartz inequality followed by the
inequality (
∑
i yi)
β ≤∑i yβi from before, to obtain
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
q
(n)
ji q
(n)
jj 1(B˜j) ≤
1
L−n (θn)2
n∑
i=1
W−i W
+
i
n∑
j=1
(W−j )
2W+j 1(B˜j)
≤ µn
L−n θn

 n∑
j=1
(W−j )
2


1/2
 n∑
j=1
(W−j W
+
j )
21(B˜j)


1/2
≤ µn
√
n
L−n θn
√
S−n,2
n
n∑
j=1
W−j W
+
j
=
µ
3/2
n
√
n
L−n
√
S−n,2
n
≤ Kn,δ n−1/2.
We have thus derived that (4.5) is bounded byKn,δ(n−δ/(1+δ)+n−η+n−1/2)+µn(L−n )−1
∑n
j=1W
−
j 1(B˜
c
j ).
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Finally, to analyze (4.6), we first note that on the event B˜j we have∑
1≤s≤n,s 6=i,j
q
(n)
js (q
(n)
js + n
−η) ≤ 1
(θn)2
n∑
s=1
(W−j W
+
s )
2 +
1
θn1+η
n∑
s=1
W−j W
+
s
≤ (W
−
j )
1+δ(θn)1−δ
(θn)2
n∑
s=1
(W+s )
1+δ +
W−j L
+
n
θn1+η
=
(W−j )
1+δS+n,1+δ
(θn)1+δ
+
W−j L
+
n
θn1+η
≤ max
{
S+n,1+δ
θ1+δn
,
L+n
θn
}(
(W−j )
1+δ
nδ
+
W−j
nη
)
.
It follows that
n∑
i=1
W−i
L−n
1(Bi)
∑
1≤j≤n,j 6=i
q
(n)
ji 1(B˜j)min

1,
∑
1≤s≤n,s 6=i,j
q
(n)
js (q
(n)
js + n
−η)


≤ max
{
1,
S+n,1+δ
θ1+δn
,
L+n
θn
}
1
L−n θn
n∑
i=1
W−i W
+
i
n∑
j=1
W−j min
{
1,
(W−j )
1+δ
nδ
+
W−j
nη
}
=
nµn
L−n
max
{
1,
S+n,1+δ
θ1+δn
,
L+n
θn
}
1
n
n∑
j=1
W−j min
{
1,
(W−j )
1+δ
nδ
+
W−j
nη
}
.
Now use the Cauchy-Schwartz inequality and the monotonicity of the Lp norm to obtain that
1
n
n∑
j=1
W−j min
{
1,
(W−j )
1+δ
nδ
+
W−j
nη
}
≤ 1
n
n∑
j=1
W−j
W−j
nη
+
1
n
n∑
j=1
W−j min
{
1,
(W−j )
1+δ
nδ
}
≤ S
−
n,2
n1+η
+

 1
n
n∑
j=1
(W−j )
2


1/2
 1
n
n∑
j=1
min
{
1,
(W−j )
1+δ
nδ
}2
1/2
≤ S
−
n,2
n1+η
+
√
S−n,2
n

 1
n
n∑
j=1
(W−j )
1+δ
nδ


1/2
≤ S
−
n,2
n1+η
+
√
S−n,2
n

 1
n
n∑
j=1
(W−j )
2


(1+δ)/4
1
nδ/2
(since || · ||1+δ ≤ || · ||2)
=
S−n,2
n1+η
+
(
S−n,2
n
)(3+δ)/4
1
nδ/2
≤
(
1 ∨ S
−
n,2
n
)(
1
nη
+
1
nδ/2
)
.
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It follows that (4.6) is bounded by
nµn
L−n
max
{
1,
S+n,1+δ
θ1+δn
,
L+n
θn
}(
1 ∨ S
−
n,2
n
)(
1
nη
+
1
nδ/2
)
≤ Kn,δ
(
1
nη
+
1
nδ/2
)
.
Combining our estimates for (4.4), (4.5) and (4.6), we obtain that
EW
[E(Y1)1(BY1) + 1(BcY1)] ≤ Kn,δ n−1/2 + 1L−n
n∑
i=1
1(Bci )W
−
i +Kn,δ
(
n−δ/(1+δ) + n−η + n−1/2
)
+
µn
L−n
n∑
j=1
W−j 1(B˜
c
j ) +Kn,δ
(
n−η + n−δ/2
)
≤ Kn,δ
(
4n−δ/2 + 2n−η
)
+
2(µn ∨ 1)n
L−n
· 1
n
n∑
i=1
1(Bci ∪ B˜ci )W−i
≤ Kn,δ
(
4n−δ/2 + 2n−η + n−1
n∑
i=1
1(Bci ∪ B˜ci )W−i
)
.
Setting γ = min{δ/2, η} completes the proof.
The third, and last, preliminary result provides an upper bound for the probability that the coupling
breaks in Step 0, which we prove separately since it is somewhat different from all other steps.
Lemma 4.4 Define S+n,α, S
−
n,α and B˜i as in Proposition 4.2. Then,
PW(τ = 0) ≤
S−n,1+δS
+
n,1+δ
θ1+δn2+δ
+
νn
nη
+
µn
n
+
1
n
n∑
i=1
1(B˜ci ).
Proof. Let Y∅ be the type of the randomly chosen node (root node of the PBT). Then, by the
union bound,
PW(τ = 0) ≤ PW
(
max
1≤t≤n,t6=Y∅
|XY∅,t − ZY∅,t| > 0
)
+ PW
(
Z∗Y∅,Y∅ ≥ 1
)
≤ 1
n
n∑
i=1
{
1(B˜i)PW
(
max
1≤t≤n,t6=Y∅
|XY∅,t − ZY∅,t| > 0
)
+ 1(B˜ci ) + PW(Z
∗
ii ≥ 1)
}
≤ 1
n
n∑
i=1

1(B˜i)
∑
1≤j≤n,j 6=i
PW(|Xij − Zij| > 0) + 1(B˜ci ) + q(n)ii

 .
Now note that by (4.2) we have
PW(|Xij − Zij | > 0) = PW(|Xij − Zij| ≥ 1) ≤ |p(n)ij − q(n)ij |+ (q(n)ij )2,
which implies that
1(B˜i)PW(|Xij − Zij| > 0) ≤ 1(B˜i)q(n)ij
(
|ϕij(n)|+ q(n)ij
)
≤ 1(B˜i)q(n)ij
(
q
(n)
ij + n
−η
)
. (4.7)
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It follows that
PW(τ = 0) ≤ 1
n
n∑
i=1

1(B˜i)
∑
1≤t≤n,t6=i
q
(n)
it
(
q
(n)
it + n
−η
)
+ 1(B˜ci ) + q
(n)
ii


≤ 1
θ2n3
n∑
i=1
∑
1≤t≤n,t6=i
1(W−i W
+
t ≤ θn)(W−i W+t )2 +
1
θn2+η
n∑
i=1
n∑
t=1
W−i W
+
t
+
1
n
n∑
i=1
1(B˜ci ) +
1
θn2
n∑
i=1
W−i W
+
i
≤ (θn)
1−δ
θ2n3
n∑
i=1
n∑
t=1
(W−i W
+
t )
1+δ +
L−nL
+
n
θn2+η
+
1
n
n∑
i=1
1(B˜ci ) +
µn
n
=
S−n,1+δS
+
n,1+δ
θ1+δn2+δ
+
νn
nη
+
µn
n
+
1
n
n∑
i=1
1(B˜ci ).
We are now ready to prove Theorem 3.6. The main argument in the proof estimates the probability
that the coupling breaks in Step m, which can occur for any of the reasons given below.
Remark 4.5 We have that τ = m if any of the following happens:
• If m = 0 and the randomly chosen node is i: Zit 6= Xit for any t = 1, 2, . . . , n, t 6= i, or
Zii ≥ 1.
• If m ≥ 1: for any i ∈ Am−1 we have any of the following:
a. Xji = 1 for any j having an “inactive” label (in which case a cycle is created).
b. Zii ≥ 1, since there are no self-loops in the graph.
c. Xji 6= Zji for any j = 1, 2, . . . , n, j 6= i.
d. If Xji = Zji = 1, j had no label prior to this point, and, either: (i) Xjt 6= Zjt for some
t = 1, 2, . . . , n, t 6= j, i, t not “dead”, or (ii) Z∗jt ≥ 1 for t = i or t “dead”.
Proof of Theorem 3.6. Define the event Mm according to (4.3). Recall that |Aˆk| is a delayed
Galton-Watson process with mean number of offspring µn (νn for the root node), and therefore,
{|Aˆk|/(νnµk−1n ) : k ≥ 1} is a nonnegative mean one martingale. Next, note that for any k ≥ 1,
PW(τ ≤ k) ≤ PW(τ ≤ k, Mk−1) + PW(M ck−1)
= PW(τ = 0,Mk−1) +
k∑
m=1
PW(τ = m,Mk−1) + PW(M
c
k−1),
where by Doob’s maximal inequality we have PW(M
c
k−1) ≤ x−1n .
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To analyze each of the probabilities PW(τ = m, Mk−1), we first enumerate the nodes in Am−1 in the
order in which they were added to the graph, denoting them {Y1, Y2, . . . , Y|Am−1|}, Yj ∈ {1, 2, . . . , n}.
Next, define the following events:
Fji =

 max1≤t≤n,t6=i,j, t not ”dead” |Xjt − Zjt| = 0, Z∗jj + Z∗ji +
∑
1≤t≤n, t ”dead”
Z∗jt = 0

 ,
Gji = {Xji = Zji = 0} ∪ {Xji = Zji = 1, Fji}
Ei = {Zii = 0} ∩
⋂
1≤j≤n,j 6=i
Gji
Hm =
|Am−1|⋂
t=1
{
max
j∈I|Tm−1|+t−1
Xj,Yt = 0, EYt
}
,
Jm =
m⋂
k=1
Hk.
Note that the event Eci corresponds to a breaking of the coupling due to reasons (b), (c) or (d) in
Remark 4.5, whereas the event {maxj∈I|Tm−1|+t−1 Xj,Yt = 1} means the coupling is broken due to
reason (a) in Remark 4.5 when the tth node in Am−1 is explored.
Let Ft denote the sigma-algebra that contains the history of the inbound exploration process in the
graph as well as that of the PBT, up to the end of Step t of the graph exploration process. Note
that {τ > m− 1} = Jm−1 is measurable with respect to Fm−1. Hence, we can write
PW(τ = m, Mk−1) = PW(Mk−1 ∩ Jm−1 ∩ Jcm) ≤ EW [1(Mm−1 ∩ Jm−1)PW (Hcm| Fm−1)] .
To analyze the event (Em ∩Hm)c define first
Bs =
{
max
j∈I|Tm−1|+s−1
Xj,Ys = 0
}
∩ EYs , s = 1, . . . , |Am−1|,
to be the event that the coupling holds after having explored node Ys ∈ Am−1. To simplify the
next set of arguments, define B0 = Ω to be the universe set, and note that
Hcm =
|Am−1|⋃
t=1
(
t−1⋂
s=0
Bs ∩ Bct
)
.
Now define the events Bi and B˜i according to Proposition 4.2, and let Gm−1,t denote the sigma-
algebra that contains the history of the inbound exploration process in the graph up to the point
where node Yt ∈ Am−1 has been fully explored, i.e., it has been labeled “dead”. It follows that, on
the event Jm−1 ∩Mm−1,
PW (H
c
m| Fm−1) =
|Am−1|∑
t=1
PW
(
t−1⋂
s=0
Bs ∩ Bct
∣∣∣∣∣Fm−1
)
=
|Am−1|∑
t=1
EW
[
1
(
t−1⋂
s=0
Bs
)
PW (Bct | Gm−1,t−1)
∣∣∣∣∣Fm−1
]
. (4.8)
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We now analyze each of the PW(Bct |Gm−1,t−1) for t = 1, . . . , |Am−1|. To do this we start by using
the union bound to obtain
BW(Bct |Gm−1,t−1) ≤ PW
(
max
j∈I|Tm−1|+t−1
Xj,Yt = 1
∣∣∣∣∣Gm−1,t−1
)
1(BYt)
+ PW
(
EcYt
∣∣Gm−1,t−1) 1(BYt) + 1(BcYt).
Next, note that Yt is measurable with respect to Fm−1, and therefore
1(BYt)PW
(
max
j∈I|Tm−1|+t−1
Xj,Yt = 1
∣∣∣∣∣Gm−1,t−1
)
≤ 1(BYt)
∑
j∈I|Tm−1|+t−1
PW (Xj,Yt = 1| Gm−1,t−1)
= 1(BYt)
∑
j∈I|Tm−1|+t−1
p
(n)
j,Yt
≤ 1(BYt)
∑
j∈I|Tm−1|+t−1
q
(n)
j,Yt
(1 + n−η),
and
1(BYt)PW
(
EcYt
∣∣Gm−1,t−1) ≤ 1(BYt)PW (ZYt,Yt ≥ 1|Yt) + 1(BYt) ∑
1≤j≤n,j 6=Yt
PW
(
Gcj,Yt|Gm−1,t−1
)
.
Moreover,
1(BYt)PW (ZYt,Yt ≥ 1|Yt) = 1(BYt)(1 − e−q
(n)
Yt,Yt ) ≤ q(n)YtYt1(BYt).
It follows that
BW(Bct |Gm−1,t−1) ≤ 1(BYt)
∑
j∈I|Tm−1|+t−1
2q
(n)
j,Yt
+ 1(BcYt) + q
(n)
YtYt
1(BYt)
+ 1(BYt)
∑
1≤j≤n,j 6=Yt
PW
(
Gcj,Yt|Gm−1,t−1
)
. (4.9)
To further bound (4.9), note that
1(BYt)PW
(
Gcj,Yt|Gm−1,t−1
)
≤ 1(BYt)PW(Xj,Yt 6= Zj,Yt|Yt) + 1(BYt)PW
(
Xj,Yt = Zj,Yt = 1, F
c
j,Yt|Gm−1,t−1
)
.
Now note that the same arguments leading to (4.7) in Lemma 4.4 give
1(Bi)PW(Xji 6= Zji) ≤ 1(Bi)q(n)ji
(
q
(n)
ji + n
−η
)
,
and by the independence between edges, we have
PW
(
Xj,Yt = Zj,Yt = 1, F
c
j,Yt|Gm−1,t−1
)
= PW (Xj,Yt = Zj,Yt = 1|Yt)PW
(
F cj,Yt|Gm−1,t−1
)
≤ PW(Zj,Yt = 1|Yt)PW
(
F cj,Yt |Gm−1,t−1
)
≤ q(n)j,YtPW
(
F cj,Yt|Gm−1,t−1
)
.
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It remains to bound PW
(
F cj,Yt |Gm−1,t−1
)
, which we do as follows:
PW
(
F cj,Yt |Gm−1,t−1
) ≤ 1(B˜cj ) + 1(B˜j)PW
(
max
1≤r≤n,s 6=Yt,j
|Xjr − Zjr| > 0
∣∣∣∣Yt
)
+ 1(B˜j)PW

Z∗jj + Z∗j,Yt + ∑
r∈D|Tm−1|+t−1
Z∗jr ≥ 1
∣∣∣∣∣∣Gm−1,t−1


≤ 1(B˜cj ) + 1(B˜j)min

1,
∑
1≤r≤n,r 6=Yt,j
PW (Xjr 6= Zjr)


+ 1(B˜j)EW

Z∗jj + Z∗j,Yt + ∑
r∈D|Tm−1|+t−1
Z∗jr
∣∣∣∣∣∣Gm−1,t−1


≤ 1(B˜cj ) + 1(B˜j)min

1,
∑
1≤r≤n,s 6=Yt,j
q
(n)
jr
(
q
(n)
jr + n
−η
)

+ 1(B˜j)
(
q
(n)
jj + q
(n)
j,Yt
)
+ 1(B˜j)
∑
r∈D|Tm−1|+t−1
q
(n)
jr .
We have thus derived that (4.9) is bounded from above by
1(BYt)
∑
1≤j≤n,j 6=Yt
{
q
(n)
j,Yt
(
q
(n)
j,Yt
+ n−η
)
+ q
(n)
j,Yt
PW
(
F cj,Yt|Gm−1,t−1
)}
≤ 1(BYt)
∑
1≤j≤n,j 6=Yt
{
q
(n)
j,Yt
(
q
(n)
j,Yt
+ n−η
)
+ q
(n)
j,Yt
1(B˜cj ) + q
(n)
j,Yt
1(B˜j)
(
q
(n)
jj + q
(n)
j,Yt
)
+q
(n)
j,Yt
1(B˜j)min

1,
∑
1≤r≤n,s 6=Yt,j
q
(n)
jr (q
(n)
jr + n
−η)

+ q(n)j,Yt1(B˜j)
∑
r∈D|Tm−1|+t−1
q
(n)
jr

 ,
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which in turn implies that
BW(Bct |Gm−1,t−1)
≤ 1(BYt)
∑
j∈I|Tm−1|+t−1
2q
(n)
j,Yt
+ 1(BcYt) + q
(n)
YtYt
1(BYt)
+ 1(BYt)
∑
1≤j≤n,j 6=Yt
{
q
(n)
j,Yt
(
q
(n)
j,Yt
+ n−η
)
+ q
(n)
j,Yt
1(B˜cj ) + q
(n)
j,Yt
1(B˜j)
(
q
(n)
jj + q
(n)
j,Yt
)
+q
(n)
j,Yt
1(B˜j)min

1,
∑
1≤r≤n,s 6=Yt,j
q
(n)
jr (q
(n)
jr + n
−η)

 + q(n)j,Yt1(B˜j)
∑
r∈D|Tm−1|+t−1
q
(n)
jr


≤ 1(BYt)
∑
j∈I|Tm−1|+t−1
2q
(n)
j,Yt
+ 1(BcYt) + 1(BYt)E(Yt)
+ 1(BYt)
∑
1≤j≤n,j 6=Yt
∑
r∈D|Tm−1|+t−1
1(B˜j)q
(n)
j,Yt
q
(n)
jr ,
where E(i) was defined in Proposition 4.2. We point out that E(i) is measurable with respect to F
for any 1 ≤ i ≤ n, and the only randomness of 1(BYt)E(Yt) with respect to Fm−1 is the type of Yt.
Substituting the bound we just derived into (4.8) gives
PW(H
c
m|Fm−1)
≤
|Am−1|∑
t=1
EW

(t−1⋂
s=0
Bs
)1(BYt) ∑
j∈I|Tm−1|+t−1
2q
(n)
j,Yt
+ 1(BcYt) + 1(BYt)E(Yt)


∣∣∣∣∣∣Fm−1


+
|Am−1|∑
t=1
EW


(
t−1⋂
s=0
Bs
)
1(BYt)
∑
1≤j≤n,j 6=Yt
∑
r∈D|Tm−1|+t−1
1(B˜j)q
(n)
j,Yt
q
(n)
jr
∣∣∣∣∣∣Fm−1


= EW

 |Am−1|∑
t=1
(
t−1⋂
s=0
Bs
) ∑
j∈I|Tm−1|+t−1
1(BYt)2q
(n)
j,Yt
+ 1(BcYt) + 1(BYt)E(Yt)


∣∣∣∣∣∣Fm−1


+ EW

 |Am−1|∑
t=1
(
t−1⋂
s=0
Bs
) ∑
r∈D|Tm−1|+t−1
J (Yt, r)
∣∣∣∣∣∣Fm−1

 ,
where J (i, r) =∑nj=1 1(Bi ∩ B˜j)q(n)ji q(n)jr 1(j 6= i, r) and we have added that j 6= r since j cannot be
“dead”.
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It follows that for m ≥ 1,
PW(τ = m, Mk−1) ≤ EW [1(Mm−1 ∩ Jm−1)PW(Hcm|Fm−1)]
≤ EW

1(Mm−1 ∩ Jm−1) |Am−1|∑
t=1
1
(
t−1⋂
s=0
Bs
) ∑
j∈I|Tm−1|+t−1
2q
(n)
j,Yt
1(BYt)


+ EW

1(Mm−1 ∩ Jm−1)
|Am−1|∑
t=1
1
(
t−1⋂
s=0
Bs
) ∑
r∈D|Tm−1|+t−1
J (Yt, r)


+ EW

1(Mm−1 ∩ Jm−1) |Am−1|∑
t=1
1
(
t−1⋂
s=0
Bs
)(E(Yt)1(BYt) + 1(BcYt))

 .
Now note that on the event Jm−1 we have that Am−1 = Aˆm−1, and on the event Jm−1 ∩
⋂t−1
s=0 Bs,
|I|Tm−1|+t−1| ≤
∑
i∈Tˆm
(Di − 1) = |Iˆ|Tˆm|| and |D|Tm−1|+t−1| ≤ |Tˆm|.
Moreover, by Lemma 3.4 we have that Yt is a random variable, independent of the history of the
PBT, satisfying
PW(Yt = i) =
W−i
L−n
, L−n =
n∑
i=1
W−i .
Also, if we enumerate the nodes in Iˆ|Tˆm| as {V1, . . . , V|Iˆ|Tˆm||}, the same arguments used in Lemma 3.4
give that
PW(Vs = j) =
W+j
L+n
, L+n =
n∑
i=1
W+i ,
independently of the history of the PBT as well. It follows that if we let Yi be the identity of node
i in the PBT, i.e., Yi = i if and only if i has type Wi, then, for any m ≥ 1.
PW(τ = m, Mk−1) ≤ EW

1(Mm−1) ∑
i∈Aˆm−1
|Iˆ|Tˆm||∑
s=1
2q
(n)
Vs,Yi
1(BYi)1(Yi 6= Vs)


+ EW

1(Mm−1) ∑
i∈Aˆm−1
∑
k∈Tˆm
J (Yi, Yk)1(Yi 6= Yk)


+ EW

1(Mm−1) ∑
i∈Aˆm−1
(E(Yi)1(BYi) + 1(BcYi))


≤ EW
[
1(Mm−1)|Aˆm−1||Iˆ|Tˆm||
]
2EW
[
q
(n)
V1,Y1
1(BY1)1(Y1 6= V1)
]
+ EW
[
1(Mm−1)|Aˆm−1||Tˆm|
]
EW [J (Y1, Y2)1(Y1 6= Y2)]
+ EW
[
1(Mm−1)|Aˆm−1|
]
EW
[E(Y1)1(BY1) + 1(BcY1)] ,
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with Y1 and Y2 i.i.d. and Y1 independent of V1. Using Lemma 4.1 and Proposition 4.2 gives
PW(τ = m, Mk−1) ≤ 2νn(νn ∨ 1)λnxnµ(m−2)+n
m−1∑
r=0
µrn2EW
[
q
(n)
V1,Y1
1(BY1)1(Y1 6= V1)
]
+ 2νn(νn ∨ 1)xnµ(m−2)+n
m−1∑
r=0
µrnEW [J (Y1, Y2)1(Y1 6= Y2)]
+ (νn ∨ 1)µ(m−2)+n EW
[E(Y1)1(BY1) + 1(BcY1)]
≤ 2νn(νn ∨ 1)λnxnµ(m−2)+n
m−1∑
r=0
µrn2Kn,δ n−1
+ 2νn(νn ∨ 1)xnµ(m−2)+n
m−1∑
r=0
µrnKn,δ n−δ
+ (νn ∨ 1)µ(m−2)+n Kn,δ
(
6n−γ +
1
n
n∑
i=1
1(Bci ∪ B˜ci )W−i
)
≤ Hn,δ
(
xnn
−δµmn
m−1∑
r=0
µrn + n
−γµmn +
µmn
n
n∑
i=1
1(Bci ∪ B˜ci )W−i
)
,
where γ = min{δ/2, η} and
Hn,δ = max
{
6(νn ∨ 1)2(λn ∨ 1)Kn,δ
µ2n ∧ 1
,
S−n,1+δS
+
n,1+δ
θ1+δn2
}
,
with Kn,δ ≥ 1 and S±n,α as defined in Proposition 4.2. Also, by Lemma 4.4, we have
PW(τ = 0) ≤
S−n,1+δS
+
n,1+δ
θ1+δn2+δ
+
νn
nη
+
µn
n
+
1
n
n∑
i=1
1(B˜ci )
≤ Hn,δ
(
n−δ + n−η + n−1
n∑
i=1
1(B˜ci )
)
.
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We conclude that for k ≥ 1,
PW(τ ≤ k) ≤ PW(τ = 0,Mk−1) +
k∑
m=1
PW(τ = m,Mk−1) + x
−1
n
≤ x−1n +Hn,δ
(
n−δ + n−η + n−1
n∑
i=1
1(B˜ci )
)
+
k∑
m=1
Hn,δ
(
xnn
−δµmn
m−1∑
r=0
µrn + n
−γµmn +
µmn
n
n∑
i=1
1(Bci ∪ B˜ci )W−i
)
≤ Hn,δ
(
x−1n + n
−δ + n−η + n−δxn
k∑
m=1
m−1∑
r=0
µm+rn + n
−γ
k∑
m=1
µmn
+n−1
n∑
i=1
1(B˜ci ) + n
−1
n∑
i=1
1(Bci ∪ B˜ci )W−i
k∑
m=1
µmn
)
.
Finally, note that under Assumption 3.1, the strong law of large numbers gives that
lim
n→∞
Hn,δ = max
{
6(µ ∨ 1)2(λ ∨ 1)Kδ
µ2 ∧ 1 ,
E[(W−)1+δ ]E[(W+)1+δ]
θ1+δ
}
, a.s.
where Kδ, µ and λ are given in Remark 4.3.
4.3 Convergence to the attracting endogenous solution
In this section we prove Theorem 3.8, which establishes the convergence of Rˆ
(n,kn)
∅ to the attracting
endogenous solution to (3.3), under Assumption 3.1. The main step in the proof of Theorem 3.8
consists in showing that the vectors {(Nˆi, Qˆi, Cˆi) : i ∈ U} converge, in the Kantorovich-Rubinstein
metric, to the distribution of (N ,Q, C1) defined in Theorem 3.3, with C1 independent of (N ,Q). To
simplify the proof of Theorem 3.8, we show this convergence separately. As a preliminary result,
we start by showing the following result regarding the total variation distance between two Poisson
distributions.
Lemma 4.6 Let X and Y be Poisson random variables with means λ and µ, respectively. Then,
∞∑
k=0
|P (X = k)− P (Y = k)| ≤ min{2, 3|λ − µ|(λ+ µ+ 1)},
∞∑
k=0
k |P (X = k)− P (Y = k)| ≤ |λ− µ|+ (λ ∧ µ)min{2, 3|λ − µ|(λ+ µ+ 1)}..
Proof. Let gk(x) = e
−xxk, and note that P (X = k) = gk(λ)/k! and P (Y = k) = gk(µ)/k!. Since
g′k(x) = gk(x)(k − x), we have that gk is increasing on (0, k) and decreasing on (k,∞). Therefore,
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for any λ, µ > 0 and some ξ between λ and µ,
|gk(λ)− gk(µ)| = |g′k(ξ)||λ− µ| = gk(ξ)|k − ξ||λ− µ|
≤ |λ− µ| ·


gk(λ ∨ µ)(k − λ ∧ µ), λ ∨ µ ≤ k,
gk(λ ∧ µ)(λ ∨ µ− k), λ ∧ µ ≥ k,
gk(k)(|k − λ| ∨ |k − µ|), λ ∧ µ < k < λ ∨ µ.
Moreover, if |λ− µ| < 1 and we let Poi(x) be a Poisson random variable with mean x, then
∞∑
k=0
1
k!
|gk(λ)− gk(µ)| ≤ |λ− µ|
⌊λ∧µ⌋∑
k=0
gk(λ ∧ µ)
k!
(λ ∨ µ− k) + |λ− µ|
∞∑
k=⌈λ∨µ⌉
gk(λ ∨ µ)
k!
(k − λ ∧ µ)
+ |λ− µ|g⌈λ∧µ⌉(⌈λ ∧ µ⌉)⌈λ ∧ µ⌉! 1(⌈λ ∧ µ⌉ < ⌈λ ∨ µ⌉)
= |λ− µ|{E[(λ ∧ µ− Poi(λ ∧ µ))+] + E[(Poi(λ ∨ µ)− λ ∨ µ)+]
+ P (Poi(⌈λ ∧ µ⌉) = ⌈λ ∧ µ⌉)1(⌈λ ∧ µ⌉ < ⌈λ ∨ µ⌉)
+(λ ∨ µ− λ ∧ µ)P (Poi(λ ∧ µ) ≤ λ ∧ µ)
+(λ ∨ µ− λ ∧ µ)P (Poi(λ ∨ µ) ≥ λ ∨ µ)}
≤ |λ− µ| {λ ∧ µ+ E[Poi(λ ∨ µ)] + 1 + 2|λ− µ|}
= |λ− µ| {λ+ µ+ 1 + 2|λ− µ|}
≤ 3|λ− µ|(λ+ µ+ 1).
To obtain the first statement of the lemma note that without imposing any conditions on λ and µ
we have
∞∑
k=0
1
k!
|gk(λ)− gk(µ)| ≤
∞∑
k=0
1
k!
gk(λ) +
∞∑
k=0
1
k!
gk(µ) = 2.
For the second statement note that without imposing any conditions on λ and µ we have
∞∑
k=1
1
(k − 1)! |gk(λ)− gk(µ)| =
∞∑
k=0
1
k!
|λgk(λ)− µgk(µ)|
≤
∞∑
k=0
1
k!
{|λgk(λ)− (λ ∧ µ)gk(λ ∨ µ)|+ |(λ ∧ µ)gk(λ ∨ µ)− µgk(µ)|}
= |λ− µ|
∞∑
k=0
1
k!
gk(λ ∨ µ) + (λ ∧ µ)
∞∑
k=0
1
k!
|gk(λ)− gk(µ)|
≤ |λ− µ|+ (λ ∧ µ)min{2, 3|λ − µ|(λ+ µ+ 1)}.
We also need the following lemma based on the strong law of large numbers.
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Lemma 4.7 Let {(Xi, Yi) : i ≥ 1} be a sequence of i.i.d. nonnegative random vectors such that
E[X1] <∞, and let Zn be a random variable, not necessarily independent of the {(Xi, Yi) : i ≥ 1},
such that limn→∞Zn =∞ a.s. Then,
lim
n→∞
1
n
n∑
i=1
Xi1(Yi > Zn) = 0 a.s.
Proof. Fix M > 0 and note that by the strong law of large numbers we have
lim sup
n→∞
1
n
n∑
i=1
Xi1(Yi > Zn) ≤ lim sup
n→∞
1
n
n∑
i=1
Xi1(Zn ≤M) + lim sup
n→∞
1
n
n∑
i=1
Xi1(Yi > M)
= E[X1] lim sup
n→∞
1(Zn ≤M) + E[X11(Y1 > M)]
= E[X11(Y1 > M)] a.s.
Since limM→∞E[X11(Y1 > M)] = 0, the result follows.
We now give the result regarding the convergence of the branching vectors in the Kantorovich-
Rubinstein distance; we point out that this convergence does not require the independence of
(W+, Q) and (W−, ζ). Throughout the section, for probability measures φ, χ in Rd, we interchange-
ably use the notation d1(φ, χ) = d1(F,G) to denote the Kantorovich-Rubinstein distance between
φ and χ, where F and G are the cumulative distribution functions of φ and χ, respectively.
Theorem 4.8 Define G∗n(m, q) = PW(Nˆ∅ ≤ m, Qˆ∅ ≤ q), Gn(m, q, t) = PW(Nˆi ≤ m, Qˆi ≤ q, Cˆi ≤
t) for i 6= ∅, G∗(m, q) = P (N ≤ m,Q ≤ q), and G(m, q, t) = P (N ≤ m,Q ≤ q)P (C ≤ t), where for
m = 0, 1, . . . , q, t ∈ R,
P (N = m,Q ∈ dq, C ∈ dt) = E
[
1
(
Q ∈ dq, ζ/(Z− + 1) ∈ dt)W−e−E[W−]W+/θ(E[W−]W+/θ)m
E[W−]m!
]
,
and Z− is a mixed Poisson random variable with mixing distribution E[W+]W−/θ. Then, provided
the generic type vector (W+,W−, Q, ζ) satisfies E[W−+W++W+W−+W−|Q|] <∞ and |ζ| ≤ c,
lim
n→∞
{d1(G∗n, G∗) + d1(Gn, G)} = 0 a.s.,
where d1(F,G) is the Kantorovich-Rubinstein distance between distributions F and G.
Proof. We start by pointing out that by Definition 6.8 and Theorem 6.9 in [33], it is enough to
show that
lim
n→∞
EW[g(Nˆ∅, Qˆ∅)] = E[g(N ,Q)] a.s. (4.10)
and lim
n→∞
EW[Nˆ∅ + |Qˆ∅|] = E[N + |Q|] a.s.
correspondingly for i 6= ∅,
lim
n→∞
EW[h(Nˆi, Qˆi, Cˆi)] = E[h(N ,Q, C)] a.s. (4.11)
and lim
n→∞
EW[Nˆi + |Qˆi|+ |Cˆi|] = E[N + |Q|+ |C|] a.s.
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for any continuous and bounded functions g and h. Moreover, by Portmanteau’s theorem, it
suffices to prove (4.10) and (4.11) for g, h bounded and Lipschitz continuous. Since g(m, q) =
m + |q| and h(m, q, t) = m + |q| + |t| are Lipschitz continuous, the almost sure convergence of
d1(G
∗
n, G
∗) + d1(Gn, G) will follow once we show that (4.10) and (4.11) hold for any g, h that are
Lipschitz continuous (not necessarily bounded). Since the arguments used to prove (4.10) and
(4.11) are very similar, we give all the details only for the (slightly) more elaborate case (4.11).
Let h(m, q, x) be Lipschitz continuous and define Yi to be the type of node i. As an intermediate
step, we will first couple the vector (Nˆi, Qˆi, Cˆi) with another vector (N˜i, Q˜i, C˜i), where, conditionally
on {Yi = Ws} we have that N˜i is a Poisson random variable with mean E[W−]W+s /θ, Q˜i = Qs,
and C˜i = ζs/(Z˜
−
i + 1), with Z˜
−
i a Poisson random variable with mean E[W
+]W−s /θ, conditionally
independent of N˜i. Now note that for any i ∈ U , i 6= ∅, we have∣∣∣EW[h(Nˆi, Qˆi, Cˆi)]− E[h(N ,Q, C)]∣∣∣ ≤ ∣∣∣EW[h(Nˆi, Qˆi, Cˆi)]− EW[h(N˜i, Q˜i, C˜i)]∣∣∣ (4.12)
+
∣∣∣EW[h(N˜i, Q˜i, C˜i)]− E[h(N ,Q, C)]∣∣∣ .
Next, let gm(t) = e
−ttm for m ∈ N and t > 0, and note that for i ∈ U , i 6= ∅,
EW[h(N˜i, Q˜i, C˜i)] =
n∑
s=1
EW[h(N˜i, Qs, C˜i)|Yi =Ws]PW(Yi =Ws)
=
n∑
s=1
W−s
L−n
∞∑
m=0
∞∑
k=0
h(m,Qs, ζs/(k + 1))
gm(E[W
−]W+s /θ)
m!
· gk(E[W
+]W−s /θ)
k!
,
n
L−n
· 1
n
n∑
s=1
J(W−s ,W
+
s , Qs, ζs),
where
J(u, v, q, z) = u
∞∑
m=0
∞∑
k=0
h(m, q, z/(k + 1))
gm(E[W
−]v/θ)
m!
· gk(E[W
+]u/θ)
k!
.
We will now show that E[|J(W−,W+, Q, ζ)|] <∞, since then the strong law of large numbers will
give that
lim
n→∞
n
L−n
· 1
n
n∑
s=1
J(W−s ,W
+
s , Qs, ζs) =
1
E[W−]
E[J(W−,W+, Q, ζ)]
= E
[
W−
E[W−]
E
[
h(N ,Q, ζ/(Z− + 1))∣∣W−,W+, Q, ζ]]
= E
[
W−
E[W−]
h(N ,Q, ζ/(Z− + 1))
]
= E[h(N ,Q, C)] a.s.
To this end, note that since h is Lipschitz continuous, there exists a constant 0 < K <∞ such that
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|h(m, q, x)| ≤ |h(0, 0, 0)| +K(m+ |q|+ |x|). Hence,
E[|J(W−,W+, Q, ζ)|] ≤ E [W−E [ |h(N , Q, ζ/(Z− + 1))|∣∣W−,W+, Q, ζ]]
≤ E [W− (|h(0, 0, 0)| +KE [N + |Q|+ |ζ|/(Z− + 1)∣∣W−,W+, Q, ζ])]
= |h(0, 0, 0)|E[W−] +K (E[W−N ] + E[W−|Q|] + E[W−|ζ|/(Z− + 1)]) .
Furthermore, by assumption we have E[W−|Q|] <∞,
E[W−N ] = E
[
W− · E[W
−]W+
θ
]
=
E[W−]E[W+W−]
θ
<∞,
and since |ζ| ≤ c,
E[W−|ζ|/(Z− + 1)] ≤ cE[W−] <∞.
It follows that E[|J(W−,W+, Q, ζ)|] <∞ and we obtain
lim
n→∞
EW[h(N˜i, Q˜i, C˜i)] = E[h(N ,Q, C)] a.s.
It remains to prove that (4.12) converges to zero. To see this start by noting that∣∣∣EW[h(Nˆi, Qˆi, Cˆi)]− EW[h(N˜i, Q˜i, C˜i)]∣∣∣
≤
n∑
s=1
PW(Yi =Ws)
∣∣∣EW[h(Nˆi, Qˆi, Cˆi)|Yi =Ws]− EW[h(N˜i, Q˜i, C˜i)|Yi =Ws]∣∣∣
=
n∑
s=1
W−s
L−n
∣∣∣EW[h(Nˆi, Qs, ζs/Di)|Yi =Ws]− EW[h(N˜i, Qs, ζs/(Z˜i + 1))|Yi =Ws]∣∣∣
≤
n∑
s=1
W−s
L−n
∞∑
m=0
∞∑
k=0
|h(m,Qs, ζs/(k + 1))|
·
∣∣∣∣gm(L−nW+s /(θn))m! · gk(L
+
nW
−
s /(θn))
k!
− gm(E[W
−]W+s /θ)
m!
· gk(E[W
+]W−s /θ)
k!
∣∣∣∣ .
Now use the observation that |h(m, q, x)| ≤ |h(0, 0, 0)| +K(m + |q| + |x|) again, and the triangle
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inequality, to obtain that∣∣∣EW[h(Nˆi, Qˆi, Cˆi)]− EW[h(N˜i, Q˜i, C˜i)]∣∣∣
≤
n∑
s=1
W−s
L−n
∞∑
m=0
∞∑
k=0
(|h(0, 0, 0)| +K(m+ |Qs|+ c)) gm(L
−
nW
+
s /(θn))
m!
·
∣∣∣∣gk(L+nW−s /(θn))k! − gk(E[W
+]W−s /θ)
k!
∣∣∣∣
+
n∑
s=1
W−s
L−n
∞∑
m=0
∞∑
k=0
(|h(0, 0, 0)| +K(m+ |Qs|+ c)) gk(E[W
+]W−s /θ)
k!
·
∣∣∣∣gm(L−nW+s /(θn))m! − gm(E[W
−]W+s /θ)
m!
∣∣∣∣
=
n∑
s=1
W−s
L−n
∞∑
m=0
(
K ′ +K(m+ |Qs|)
) gm(L−nW+s /(θn))
m!
·
∞∑
k=0
∣∣∣∣gk(L+nW−s /(θn))k! − gk(E[W
+]W−s /θ)
k!
∣∣∣∣
+
n∑
s=1
W−s
L−n
(
K ′ +K|Qs|
) ∞∑
m=0
∣∣∣∣gm(L−nW+s /(θn))m! − gm(E[W
−]W+s /θ)
m!
∣∣∣∣
+
n∑
s=1
W−s
L−n
K
∞∑
m=0
m
∣∣∣∣gm(L−nW+s /(θn))m! − gm(E[W
−]W+s /θ)
m!
∣∣∣∣ ,
where K ′ = |h(0, 0, 0)| +Kc. By Lemma 4.6, we have
∞∑
m=0
∣∣∣∣gm(L−nW+s /(θn))m! − gm(E[W
−]W+s /θ)
m!
∣∣∣∣
≤ min
{
2, 3
∣∣∣∣L−nW+sθn − E[W
−]W+s
θ
∣∣∣∣
(
L−nW
+
s
θn
+
E[W−]W+s
θ
+ 1
)}
≤ 3min
{
1,
W+s
θ
E−n
(
W+s
θ
(
2E[W−] + E−n
)
+ 1
)}
≤ 3(1 ∨ 2θ−2)min{1, (W+s )2E−n + (W+s E−n )2 +W+s E−n }
≤ 3(1 ∨ 2θ−2)
(
1((W+s )
3E−n > 1) + (E−n )1/3 + (E−n )4/3 + (E−n )2/3
)
≤ H1((W+s )3E−n > 1) +H((E−n )1/3 ∨ (E−n )4/3),
where E−n = |L−n /n − E[W−]| and H = 9(1 ∨ 2θ−1). Similarly,
∞∑
k=0
∣∣∣∣gk(L+nW−s /(θn))m! − gk(E[W
+]W−s /θ)
k!
∣∣∣∣ ≤ H1((W−s )3E+n > 1) +H((E+n )1/3 ∨ (E+n )4/3),
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where E+n = |L+n /n − E[W+]|. And also by Lemma 4.6, we have
∞∑
m=0
m
∣∣∣∣gm(L−nW+s /(θn))m! − gm(E[W
−]W+s /θ)
m!
∣∣∣∣
≤
∣∣∣∣L−nW+sθn − E[W
−]W+s
θ
∣∣∣∣+ E[W−]W+sθ ·H
(
1((W+s )
3E−n > 1) + ((E−n )1/3 ∨ (E−n )4/3)
)
≤ HW+s E−n +HW+s
(
1((W+s )
3E−n > 1) + ((E−n )1/3 ∨ (E−n )4/3)
)
≤ 2HW+s
(
1((W+s )
3E−n > 1) + ((E−n )1/3 ∨ (E−n )4/3)
)
.
We have thus derived that∣∣∣EW[h(Nˆi, Qˆi, Cˆi)]− EW[h(N˜i, Q˜i, C˜i)]∣∣∣
≤
n∑
s=1
W−s
L−n
∞∑
m=0
H(K ′ +K(m+ |Qs|))gm(L
−
nW
+
s /(θn))
m!
(
1((W−s )
3E+n > 1) + ((E+n )1/3 ∨ (E+n )4/3)
)
+
n∑
s=1
W−s
L−n
H(K ′ +K|Qs|)
(
1((W+s )
3E−n > 1) + ((E−n )1/3 ∨ (E−n )4/3)
)
+
n∑
s=1
W−s
L−n
2HKW+s
(
((E−n )1/3 ∨ (E−n )4/3) + 1((W+s )3E−n > 1)
)
=
n∑
s=1
W−s
L−n
H(K ′ +K|Qs|)
(
1((W−s )
3E+n > 1) + ((E+n )1/3 ∨ (E+n )4/3)
)
+HK
n∑
s=1
W−s W
+
s
θn
(
1((W−s )
3E+n > 1) + ((E+n )1/3 ∨ (E+n )4/3)
)
+
H
L−n
n∑
s=1
W−s (K
′ +K|Qs|)
(
1((W+s )
3E−n > 1) + ((E−n )1/3 ∨ (E−n )4/3)
)
+
2HK
L−n
n∑
s=1
W−s W
+
s
(
((E−n )1/3 ∨ (E−n )4/3) + 1((W+s )3E−n > 1)
)
=
H
L−n
n∑
s=1
W−s (K
′ +K|Qs|)1((W−s )3E+n > 1) +
H((E+n )1/3 ∨ (E+n )4/3)
L−n
n∑
s=1
W−s (K
′ +K|Qs|)
+
HK
θn
n∑
s=1
W−s W
+
s 1((W
−
s )
3E+n > 1) +
HK((E+n )1/3 ∨ (E+n )4/3)
θn
n∑
s=1
W−s W
+
s
+
H
L−n
n∑
s=1
W−s (K
′ +K|Qs|)1((W+s )3E−n > 1) +
H((E−n )1/3 ∨ (E−n )4/3)
L−n
n∑
s=1
W−s (K
′ +K|Qs|)
+
2HK
L−n
n∑
s=1
W−s W
+
s 1((W
+
s )
3E−n > 1) +
2HK((E−n )1/3 ∨ (E−n )4/3)
L−n
n∑
s=1
W−s W
+
s .
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By the strong law of large numbers we have E+n + E−n → 0 a.s., and
lim
n→∞
∣∣∣EW[h(Nˆi, Qˆi, Cˆi)]− EW[h(N˜i, Q˜i, C˜i)]∣∣∣
= lim
n→∞
{
H
E[W−]n
n∑
s=1
W−s (K
′ +K|Qs|)1((W−s )3E+n > 1) +
HK
θn
n∑
s=1
W−s W
+
s 1((W
−
s )
3E+n > 1)
+
H
E[W−]n
n∑
s=1
W−s (K
′ +K|Qs|)1((W+s )3E−n > 1) +
HK
E[W−]n
n∑
s=1
W−s W
+
s 1((W
+
s )
3E−n > 1)
}
,
which also converges to zero by Lemma 4.7. This completes the proof.
The proof of Theorem 3.8 will now follow from Theorem 2 in [11].
Proof of Theorem 3.8. Recall that the sequence {(Nˆi, Qˆi, Cˆi) : i ∈ U , i 6= ∅} consists of
conditionally i.i.d. vectors, given F , with (Nˆ∅, Qˆ∅, Cˆ∅) conditionally independent of this sequence.
To simplify the notation let (Qˆ, Nˆ , Cˆ)
D
= (Qˆ1, Nˆ1, Cˆ1). Define φn to be the probability measure of
the vector
(CˆQˆ, Cˆ1(Nˆ ≥ 1), Cˆ1(Nˆ ≥ 2), . . . )
and let φ∗n denote the probability measure of (Qˆ∅, Nˆ∅). Similarly, define φ and φ
∗ to be the
probability measures of vectors
(CQ, C1(N ≥ 1), C1(N ≥ 2), . . . ) and (Q,N ),
respectively, where C and (N ,Q) are distributed as in Theorem 4.8, with C independent of (Q,N ).
Next, let d1 denote the Kantorovich-Rubinstein distance on S, with S either R∞ or R2 as needed,
defined conditionally on F . More precisely, if we let ‖x‖1 =
∑
i |xi| for x ∈ S, then, for any two
probability measures φ and χ on R∞,
d1(φ, χ) = inf
U,V
EW [‖U−V‖1] ,
where U is distributed according to φ and V is distributed according to χ, and the infimum is
taken over all couplings of φ and χ.
By Theorem 2 in [11], the convergence of Rˆ
(n,kn)
∅ to R in the Kantorovich-Rubinstein distance will
follow once we show that
d1(φ
∗
n, φ
∗) + d1(φn, φ)→ 0 a.s. as n→∞, (4.13)
since
ρ = E[N|C|] = 1
E[W−]
· E
[
E[W−]W+
θ
∫ ∞
−∞
|t|W−1(ζ/(Z− + 1) ∈ dt)
]
=
1
θ
E
[
W+W−
|ζ|
Z− + 1
]
=
E[W+]
θ
E
[
W−|ζ|
∞∑
m=0
e−E[W
+]W−/θ(E[W+]W−/θ)m
(m+ 1)!
]
= E
[
|ζ|
∞∑
k=1
e−E[W
+]W−/θ(E[W+]W−/θ)k
k!
]
= E
[
|ζ|
(
1− e−E[W+]W−/θ
)]
≤ c < 1.
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That convergence in d1 is equivalent to weak convergence plus convergence of the first absolute
moments follows from Theorem 6.9 in [33].
Now let G∗n(m, q) = PW(Nˆ∅ ≤ m, Qˆ∅ ≤ q), Gn(m, q, x) = PW(Nˆ ≤ m, Qˆ ≤ q, Cˆ ≤ x), G∗(m, q) =
P (N ≤ m,Q ≤ q), and G(m, q, x) = P (N ≤ m,Q ≤ q)P (C ≤ x). Note that by Theorem 4.8 we
have
d1(Gn, G) + d1(G
∗
n, G
∗)→ 0 a.s. n→∞.
Moreover, d1(G
∗
n, G
∗) = d1(φ
∗
n, φ
∗). To see that d1(Gn, G)→ 0 a.s. implies that d1(φn, φ)→ 0 a.s.,
choose (Nˆ , Qˆ, Cˆ,N ,Q, C) and (Nˆ∅, Qˆ∅, Cˆ∅,N ,Q, C) such that EW
[
‖(Nˆ , Qˆ, Cˆ)− (N ,Q, C)‖1
]
=
d1(Gn, G), which can be done since optimal couplings always exist (see Theorem 4.1 in [33]). Next,
note that since |Cˆ| ≤ c and |C| ≤ c with c < 1,
d1(φn, φ) ≤ EW
[
‖(CˆQˆ, Cˆ1(Nˆ ≥ 1), Cˆ1(Nˆ ≥ 2), . . . )− (CQ, C1(N ≥ 1), C1(N ≥ 2), . . . )‖1
]
= EW
[
|CˆQˆ− CQ|+
∞∑
i=1
|Cˆ1(Nˆ ≥ i)− C1(N ≥ i)|
]
≤ EW
[
|Cˆ||Qˆ−Q|+ |Q||Cˆ − C|+
∞∑
i=1
|Cˆ||1(Nˆ ≥ i)− 1(N ≥ i)|+ |Cˆ − C|1(N ≥ i)
]
≤ cEW
[
|Qˆ−Q|
]
+ EW[|Q||Cˆ − C|] + c
∞∑
i=1
EW
[
|1(Nˆ ≥ i)− 1(N ≥ i)|
]
+ EW
[
|Cˆ − C|
∞∑
i=1
1(N ≥ i)
]
= cEW
[
|Qˆ−Q|
]
+ c
∞∑
i=1
EW
[
|1(Nˆ < i ≤ N )− 1(N < i ≤ Nˆ)|
]
+ EW
[
|Cˆ − C|(N + |Q|)
]
≤ cEW
[
|Qˆ−Q|
]
+ cEW
[
|Nˆ −N|
]
+ EW
[
|Cˆ − C|(N + |Q|)
]
≤ cd1(Gn, G) + EW
[
|Cˆ − C|(N + |Q|)
]
.
Since EW[|Cˆ−C|] ≤ d1(Gn, G)→ 0, then dominated convergence gives that EW
[
|Cˆ − C|(N + |Q|)
]
→
0 as well. This completes the proof.
4.4 Proof of Theorem 3.3
Finally, we combine the inequality in (3.5), Corollary 3.7, and 3.8 to prove Theorem 3.3.
Proof. Define kn = b log n, where b = 1 if µ ≤ 1 and 0 < b < min{δ/2, η, ζ}/(2 log µ) if µ > 1; δ, η
and ζ those from Assumption 3.1. Choose xn = n
−δ/2. Let R
(n,∞)
ξ denote the rank of a randomly
chosen node in the inhomogeneous random digraph G(Vn, En), and construct Rˆ(n,kn)∅ as described
in Section 3.2.2; set µ = E[W+]E[W−]/θ.
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We start by showing that kn and xn satisfy the conditions of Corollary 3.7. To this end, note that
for 0 < a < 1− (1 + δ)−1 and any ǫ > 0
P
(
n−δxn
kn∑
m=1
m−1∑
r=0
µm+rn +
(
n−γ + n−1
n∑
i=1
1(Bci ∪ B˜ci )(W−i ∨ 1)
)
kn∑
m=0
µmn > ǫ
)
(4.14)
≤ P
(
n−δxn
kn∑
m=1
m−1∑
r=0
µm+rn +
(
n−γ + n−1
n∑
i=1
1(Bci ∪ B˜ci )(W−i ∨ 1)
)
kn∑
m=0
µmn > ǫ,
µn
µ
≤ 1 + n−a
)
+ P
(
µn
µ
> 1 + n−a
)
≤ 1
(
n−δxn(1 + n
−a)2kn
kn∑
m=1
m−1∑
r=0
µm+r + n−γ(1 + n−a)kn
kn∑
m=0
µm > ǫ/2
)
+ P
(
n−1
n∑
i=1
1(Bci ∪ B˜ci )(W−i ∨ 1)(1 + n−a)kn
kn∑
m=0
µm > ǫ/2
)
+ P
(
µn
µ
> 1 + n−a
)
.
Now note that
lim
n→∞
(1 + n−a)2kn = lim
n→∞
e2kn log(1+n
−a) = exp
(
lim
n→∞
2knn
−a
)
= exp
(
2b lim
n→∞
n−a log n
)
= 1,
and from our choice of b,
n−δxn
kn∑
m=1
m−1∑
r=0
µm+r + n−γ
kn∑
m=0
µm
=
n−δ/2
1− µ
(
µ(1− µkn+1)
1− µ −
µ2(1− µ2(kn+1))
1− µ2
)
1(µ 6= 1) + n
−δ/2kn(kn + 1)
2
1(µ = 1)
+
n−γ(1− µkn)
1− µ 1(µ 6= 1) + n
−γ(kn + 1)1(µ = 1)
→ 0 as n→∞.
Also, by Markov’s inequality followed by Chebyshev’s inequality, we obtain
lim
n→∞
P
(
n−1
n∑
i=1
1(Bci ∪ B˜ci )(W−i ∨ 1)(1 + n−a)kn
kn∑
m=0
µm > ǫ/2
)
≤ lim
n→∞
2
ǫn
n∑
i=1
E[1(Bci ∪ B˜ci )(W−i ∨ 1)](1 + n−a)kn
kn∑
m=0
µm
= (2/ǫ) lim
n→∞
E[1(Bc1 ∪ B˜c1)(W−1 ∨ 1)]
(
1− µkn+1
1− µ · 1(µ 6= 1) + kn1(µ = 1)
)
≤ (2/ǫ)‖W−‖2 lim
n→∞
P (Bc1 ∪ B˜c1)1/2
(
1− µkn+1
1− µ · 1(µ 6= 1) + kn1(µ = 1)
)
.
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Since by Assumption 3.1 we have
P (Bc1 ∪ B˜c1) ≤ P
(
max
1≤j≤n
q
(n)
j1 > 1/4
)
+ P
(
max
1≤j≤n
q
(n)
1j > 1/4
)
+ 1− P
(
max
2≤j≤n
|ϕ1j(n)| ≤ n−η, max
2≤j≤n
|ϕj1(n)| ≤ n−η
)
≤ (n− 1)P (W+1 W−2 > θn/4) + P (W+1 W−1 > θn/4) + n−ζ
≤ (4/θ)1+δE[(W+)1+δ ]E[(W−)1+δ]n−δ + n−ζ ,
then our choice of b gives
lim
n→∞
P (Bc1 ∪ B˜c1)1/2
(
1− µkn+1
1− µ · 1(µ 6= 1) + kn1(µ = 1)
)
= 0.
We have thus shown that the limit as n→∞ of (4.14) is equal to
lim
n→∞
P
(
µn
µ
> 1 + n−a
)
= lim
n→∞
P
(
na
(
µn
µ
− 1
)
> 1
)
.
To see that this last limit is zero note that by the Marcinkiewicz-Zygmund strong law of large
numbers we have
lim
n→∞
n1−1/p
∣∣∣∣µnµ − 1
∣∣∣∣ = µ−1 limn→∞ 1n1/p
∣∣∣∣∣
n∑
i=1
(W+i W
−
i −E[W+]E[W−])
∣∣∣∣∣ = 0 a.s.
for any 0 < p < 1 + δ, in particular, it holds for p = (1− a)−1.
We conclude, using (3.5) and Corollary 3.7, that for any ǫ > 0,
lim
n→∞
P
(∣∣∣R(n,∞)ξ − Rˆ(n,kn)∅
∣∣∣ > 2ǫ)
≤ lim
n→∞
{
P
(∣∣∣R(n,∞)ξ −R(n,kn)ξ ∣∣∣ > ǫ)+ P (∣∣∣Rˆ(n,kn)ξ − Rˆ(n,kn)∅
∣∣∣ > ǫ)}
≤ lim
n→∞
{
E[|Q|]
1− c · ǫc
kn + P
(
Rˆ
(n,kn)
ξ 6= Rˆ(n,kn)∅
)}
= 0.
Theorem 3.3 now follows from Theorem 3.8 since by Slutsky’s Lemma,
R
(n,∞)
ξ = R
(n,∞)
ξ − Rˆ(n,kn)∅ + Rˆ
(n,kn)
∅ ⇒R,
as n→∞. This completes the proof.
Appendix
This appendix contains a verification of Assumption 2.3 and Assumption 3.1(b) for each of the
inhomogenous random digraphs in Example 2.2 (the directed Erdo˝s-Re´nyi model is a special case
of the directed Chung-Lu model and is therefore omitted). We also include a numerical validation
of Theorem 3.3 and of the power-law behavior of PageRank in scale-free graphs.
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Theorem 4.9 Provided the generic type vector (W+,W−) satisfies E[W++W−+W+W−] <∞,
the directed Chung-Lu model, the directed generalized random graph, and the directed Poissonian
random graph all satisfy, as n→∞:
a.) nE[p
(n)
12 ]→ E[W+]E[W−]/θ.
b.) n2E[p
(n)
12 p
(n)
13 ]→ E[W+W−]E[W+]E[W−]/θ2.
c.) max2≤j≤n |ϕ1j(n)|+max2≤j≤n |ϕj1(n)| P−→ 0.
Moreover, if E[(W+)1+δ + (W−)1+δ] <∞ for some 0 < δ ≤ 1, then, for any 0 < η < δ/(1 + δ),
d.) nη (max2≤j≤n |ϕ1j(n)|+max2≤j≤n |ϕj1(n)|) P−→ 0.
Proof.
• Directed Chung-Lu model: Recall that in this case we have p(n)ij = (W−i W+j /Ln) ∧ 1.
Fatou’s lemma and the strong law of large numbers give
E
[
W−1 W
+
2
θ
]
= E
[
lim inf
n→∞
W−1 W
+
2
Ln/n
∧ n
]
≤ lim inf
n→∞
E
[
W−1 W
+
2
Ln/n
∧ n
]
= lim inf
n→∞
nE
[
p
(n)
12
]
.
And the upper bound follows from noting that for any ǫ > 0,
nE
[
p
(n)
12
]
=
n
n− 1E

 n∑
j=2
p
(n)
1j

 ≤ n
n− 1E

 n∑
j=2
W−1 W
+
j
Ln

 (4.15)
≤ n
n− 1E
[
1(Ln < (1 − ǫ)θn)W−1
]
+
n
n− 1E

 n∑
j=2
W−1 W
+
j
(1− ǫ)θn

 .
Therefore, since by the strong law of large numbers we have 1(Ln < (1 − ǫ)θn) → 0 a.s.,
dominated convergence gives that
lim sup
n→∞
nE
[
p
(n)
12
]
≤ E
[
lim
n→∞
1(Ln < (1− ǫ)θn)W−1
]
+
E[W−]E[W+]
(1− ǫ)θ =
E[W−]E[W+]
(1− ǫ)θ .
Taking ǫ ↓ 0 establishes (a).
Similarly, Fatou’s lemma and the strong law of large numbers give
lim inf
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
≥ E
[
lim inf
n→∞
(
W+1 W
−
2
Ln/n
∧ n
)(
W−1 W
+
3
Ln/n
∧ n
)]
= E
[
W+1 W
−
2 W
−
1 W
+
3
θ2
]
=
E[W+]E[W−]E[W+W−]
θ2
,
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and the upper bound follows by noting that
lim sup
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
= lim sup
n→∞
2E

n−1∑
i=2
n∑
j=i+1
p
(n)
i1 p
(n)
1j


≤ 2 lim sup
n→∞
E

n−1∑
i=2
n∑
j=i+1
W−i W
+
1 W
−
1 W
+
j
(Ln)2

 (4.16)
≤ 2 lim sup
n→∞
E[W−1 W
+
1 1(Ln < (1− ǫ)θn)]
+ 2 lim sup
n→∞
E

n−1∑
i=2
n∑
j=i+1
W+1 W
−
i W
+
j W
−
1
(1− ǫ)2θ2n2


= 2 lim
n→∞
E[W+]E[W−]E[W+W−]
(1− ǫ)2θ2n2
n−1∑
i=2
(n− i)
=
E[W+]E[W−]E[W+W−]
(1− ǫ)2θ2 .
This establishes (b).
To see that (c) holds note that in this case, ϕij(n) = θn/Ln − 1, and therefore the weak law
of large numbers gives
lim
n→∞
P
(
max
2≤j≤n
|ϕ1j(n)|+ max
2≤j≤n
|ϕj1(n)| > ǫ
)
= lim
n→∞
P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > ǫ2
)
= 0.
Moreover, provided E[(W+)1+δ+(W−)1+δ] <∞ for some 0 < δ ≤ 1, Burkholder’s inequality
gives that there exists a positive constant M1+δ satisfying
P
(
max
2≤j≤n
|ϕ1j(n)|+ max
2≤j≤n
|ϕj1(n)| > n−ηǫ
)
= P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > n−ηǫ2
)
≤ P
(∣∣∣∣ θn− Ln(1− ǫ)θn
∣∣∣∣ > n−ηǫ2
)
+ P (Ln ≤ (1− ǫ)θn)
≤
(
2
ǫ(1− ǫ)θn1−η
)1+δ
E
[
|θn− Ln|1+δ
]
+ P
(
1− Ln
θn
≥ ǫ
)
≤M1+δ n
1−(1−η)(1+δ)
(ǫ(1 − ǫ)θ)1+δ ·E[|W
+ +W− − θ|1+δ] + P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > ǫ
)
,
which also converges to zero for any 0 < η < δ/(1 + δ).
• Directed generalized random graph: In this case we have p(n)ij =W−i W+j /(Ln+W−i W+j ).
To prove the lower bound for (a) we use Fatou’s lemma and the strong law of large numbers,
as in the previous case, to obtain
lim inf
n→∞
nE
[
p
(n)
12
]
≥ E
[
lim inf
n→∞
W−1 W
+
2
Ln/n + (W
−
1 W
+
2 )/n
]
= E
[
W−1 W
+
2
θ
]
=
E[W+]E[W−]
θ
.
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The upper bound is a consequence of the arguments following (4.15) after noting that
nE
[
p
(n)
12
]
≤ n
n− 1E

 n∑
j=2
W−1 W
+
j
Ln

 .
The lower bound for condition (b) also follows from Fatou’s lemma and the strong law of
large numbers by noting that
lim inf
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
≥ E
[
lim inf
n→∞
W+1 W
−
2 W
−
1 W
+
3
(Ln/n+W
+
1 W
−
2 /n)(Ln/n+W
−
1 W
+
3 /n)
]
= E
[
W+1 W
−
2 W
−
1 W
+
3
θ2
]
=
E[W+]E[W−]E[W+W−]
θ2
.
The upper bound is established by the arguments following (4.16) after noting that
lim sup
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
= lim sup
n→∞
2E

n−1∑
i=2
n∑
j=i+1
p
(n)
i1 p
(n)
1j


≤ 2 lim sup
n→∞
E

n−1∑
i=2
n∑
j=i+1
W−i W
+
1 W
−
1 W
+
j
Ln

 .
To verify condition (c) note that ϕij(n) = θn/(Ln +W
−
i W
+
j )− 1, which implies that
|ϕij(n)| ≤
|θn− Ln|+W−i W+j
Ln +W
−
i W
+
j
≤
∣∣∣∣ θnLn − 1
∣∣∣∣+ W
−
i W
+
j
Ln +W
−
i W
+
j
.
It follows that for any ǫ > 0,
P
(
max
2≤j≤n
|ϕ1j(n)|+ max
2≤j≤n
|ϕj1(n)| > ǫ
)
≤ P
(∣∣∣∣ θnLn − 1
∣∣∣∣+
(
max
2≤j≤n
W−1 W
+
j
Ln +W
−
1 W
+
j
+ max
2≤j≤n
W+1 W
−
j
Ln +W
+
1 W
−
j
)
> ǫ
)
≤ P
(
max
2≤j≤n
W−1 W
+
j
Ln +W
−
1 W
+
j
+ max
2≤j≤n
W+1 W
−
j
Ln +W
+
1 W
−
j
> ǫ/2,
∣∣∣∣ θnLn − 1
∣∣∣∣ < ǫ/2
)
+ P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > ǫ/2
)
≤ P
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j >
θnǫ
2(1 + ǫ)
)
+ P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > ǫ/2
)
.
The second probability converges to zero by the weak law of large numbers, and for the first
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one use the union bound to obtain that
P
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j > 2αn
)
≤ E

 n∑
j=2
1(W−1 W
+
j > αn) +
n∑
j=2
1(W+1 W
−
j > αn)


≤ 2(n − 1)P (W−1 W+2 > αn),
which converges to zero since E[W−1 W
+
2 ] = E[W
+]E[W−] <∞. To prove (d), note that the
same arguments give that
P
(
nη
(
max
2≤j≤n
|ϕ1j(n)|+ max
2≤j≤n
|ϕj1(n)|
)
> ǫ
)
≤ P
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j >
θn1−ηǫ
2(1 + ǫ)
)
+ P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > n−ηǫ/2
)
,
for any η > 0. Moreover, under the additional assumption E[(W+)1+δ + (W−)1+δ] <∞, the
second probability was shown to converge to zero in the directed Chung-Lu model case for
any 0 < η < δ/(1 + δ). To bound the first probability use the union bound again, followed
by Markov’s inequality, to obtain that
P
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j > 2αn
1−η
)
≤ 2nP (W−1 W+2 > αn1−η)
≤ 2nE[(W
−
1 W
+
2 )
1+δ]
(αn1−η)1+δ
,
which converges to zero since (1− η)(1 + δ) > 1.
• Directed Poissonian random graph: In this case we have p(n)ij = 1 − e−W
−
i W
+
j /Ln . To
verify (a), use the limit limx→0(1 − e−x)/x = 1 , Fatou’s lemma, and the strong law of large
numbers, to obtain
lim inf
n→∞
nE
[
p
(n)
12
]
≥ E
[
lim inf
n→∞
n
(
1− e−W−1 W+2 /Ln
)]
= E
[
lim inf
n→∞
nW−1 W
+
2
Ln
]
=
E[W+]E[W−]
θ
.
The corresponding upper bound follows from the same arguments used to bound (4.15) after
using the inequality 1− e−x ≤ x, x > 0, to obtain
nE
[
p
(n)
12
]
=
n
n− 1E

 n∑
j=2
(1− e−W−1 W+j /Ln)

 ≤ n
n− 1E

 n∑
j=2
W−1 W
+
j
Ln

 .
For condition (b) we use Fatou’s lemma to obtain the lower bound
lim inf
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
≥ E
[
lim inf
n→∞
n2W+1 W
−
2 W
−
1 W
+
3
(Ln)2
(
1− e−W+1 W−2 /Ln
W+1 W
−
2 /Ln
)(
1− e−W−1 W+3 /Ln
W−1 W
+
3 /Ln
)]
=
E[W+]E[W−]E[W+W−]
θ2
,
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and the inequality 1− e−x ≤ x, x > 0, to obtain
lim sup
n→∞
n2E
[
p
(n)
21 p
(n)
13
]
= lim sup
n→∞
2E

n−1∑
i=2
n∑
j=i+1
p
(n)
i1 p
(n)
1j


≤ 2 lim sup
n→∞
E

n−1∑
i=2
n∑
j=i+1
W−i W
+
1 W
−
1 W
+
j
Ln

 ,
where the last limit corresponds to (4.16) and was already shown to be equal to the lower
bound in the directed Chung-Lu model case.
To verify condition (c), note that now we have,
|ϕij(n)| = θn
W−i W
+
j
∣∣∣∣∣1− e−W−i W+j /Ln − W
−
i W
+
j
θn
∣∣∣∣∣
≤ θn
W−i W
+
j
(
W−i W
+
j
Ln
− 1 + e−W−i W+j /Ln
)
+
∣∣∣∣θn− LnLn
∣∣∣∣
≤ θnW
−
i W
+
j
2L2n
+
∣∣∣∣θn− LnLn
∣∣∣∣ ,
where in the first inequality we used the triangle inequality and the observation that e−x ≥
1− x for x ≥ 0, and in the second one the inequality e−x ≤ 1− x+ x2/2 for x ≥ 0. It follows
that for any ǫ > 0
P
(
max
2≤j≤n
|ϕ1j(n)|+ max
2≤j≤n
|ϕj1(n)| > ǫ
)
≤ P
(∣∣∣∣θn− LnLn
∣∣∣∣+ θn2L2n
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j
)
> ǫ
)
≤ P
(
θn
2L2n
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j
)
> ǫ/2,
∣∣∣∣ θnLn − 1
∣∣∣∣ ≤ ǫ/2
)
+ P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > ǫ/2
)
≤ P
(
max
2≤j≤n
W−1 W
+
j + max2≤j≤n
W+1 W
−
j >
ǫθn
(1 + ǫ)2
)
+ P
(∣∣∣∣ θnLn − 1
∣∣∣∣ > ǫ/2
)
,
where the last two probabilities converge to zero by the same arguments used for the the di-
rected generalized random graph. The proof of (d) under the additional condition E[(W+)1+δ+
(W−)1+δ ] <∞ also follows from the same arguments used for the directed generalized random
graph, and holds for any 0 < η < δ/(1 + δ).
This completes the proof.
The second set of results in this appendix consists of numerical experiments illustrating the conver-
gence of the distribution of PageRank to that of the attracting endogenous solution to the SFPE
(3.3). In addition, we also compare the empirical tail distribution of PageRank on each of the three
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models from Theorem 4.9 to the asymptotic tail distribution of R. Since the tail distribution of
R is proportional to that of the in-degree of the graph (N D= Z+), this corresponds to testing the
power-law hypothesis.
To simplify the calculations, we use the original formulation of PageRank, i.e., we set Qi = 1 − c
and ζi = c for all 1 ≤ i ≤ n, where n is the number of vertices in each graph. Since our main
interest is in scale-free graphs, we model W+ and W− as independent Pareto random variables
with parameters (α, σα) and (β, σβ), respectively. To satisfy Assumption 3.1, we choose the shape
paremeters α > 1 and β ≥ 2. In all our experiments, we use the same distribution for the generic
type vector (W+,W−) in all three models, in which case, the limiting R is the same for all cases.
In the first set of results, shown in Figure 2, we plot the empirical cumulative distribution functions
(CDFs) of the PageRank of a randomly chosen node in each of the three models and compare it to
the distribution of R. More precisely, for each model we generate 15000 independent graphs, each
having n = 5000 vertices, and compute their ranks using matrix iterations, i.e., we compute
R(n,k) =
k∑
i=0
QMi,
where Q and M are defined in Section 3.2.1. We choose k large enough to ensure that ‖R(n,∞) −
R(n,k)‖1 < ǫ, with ǫ = 0.01. We then collect the value of R(n,k)1 from each of the 15000 graphs and
use these observations to construct the empirical distribution function of R
(n,k)
1 ≈ R(n,∞)1 . Note
that since the types are i.i.d., then all the vertices in the graph have the same distribution, and
therefore R
(n,∞)
1
D
= R
(n,∞)
ξ , where ξ is a vertex in the graph uniformly chosen at random.
To estimate the distribution of R, we use the Population Dynamics algorithm described in [9] using
the generic branching vector (1 − c,N , {Ci}), where the {Ci} are i.i.d., are independent of N , and
have distribution
P (C ∈ dt) = E
[
W−
E[W−]
1(c/(1 + Z−) ∈ dt)
]
,
with Z− a mixed Poisson random variable with mixing parameter W−E[W+]/θ, and N a mixed
Poisson with mixing parameter W+E[W−]/θ. To generate samples of C we first note that if Y
is a mixed Poisson random variable with mixing parameter E[W+]U/θ, with U a Pareto random
variable with parameters (β − 1, σβ), then P (Y = y) = E[W−1(Z− = k)]/E[W−]. Hence, C D=
c/(Y +1), and we can generate C by sampling Y. In addiction, the Population Dynamics algorithm
requires two parameters, the depth of the recursion k and the size of the pool m, which were set
to be k = 9 and m = 15000.
The values of α, σα, β, σβ and the damping factor c, as well as the mean degree µ = E[N ] =
E[W+]E[W−]/θ, are indicated in each plot. As we can see in Figure 2, the fit of R to R(n,∞)ξ is
very good for all three models.
The second set of experiments compares the empirical tail CDFs of R
(n,∞)
ξ in each of the three
models to the asymptotic tail distribution of R, which is given by
P (R > x) ∼ ((1− c)E[C])
α
(1− ρ)α(1− ρα) · P (N > x), x→∞,
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(a) α = 1.5, β = 2.5, σα = 2, σβ = 5, µ = 3.49, c = 0.85
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(b) α = 1.8, β = 2.8, σα =
40
9
, σβ =
45
7
, µ = 5, c = 0.45
Figure 2: The CDF of R compared to the empirical CDFs of R(n,∞)ξ , n = 5000, in each of the
three models: directed generalized random graph, directed Chung-Lu model, directed Norros-Reittu
model.
where ρ = E[N ]E[C] = cE[1 − e−E[W+]W+/θ] and ρα = E[N ]E[Cα] (see Theorem 5.1 in [20]).
The empirical CDFs of R
(n,∞)
ξ were computed as before, using 15000 independent graphs for each
model. Figure 3 shows the corresponding log-log plots. As we can see, the power-law hypothesis
holds reasonably well, with the poorer fit towards the end of the tail, which is to be expected
considering the finite nature of the sample.
In practice, the PageRank distribution of a real complex network is computed using the ranks of all
its vertices, or a large subset of them. However, the ranks of neighboring vertices are, in general,
highly dependent. More precisely, it is well known from empirical observations that a vertex who
has a highly ranked inbound neighbor will also tend to be highly ranked. This observation can be
theoretically justified from the asymptotic behavior of R, which is known to satisfy
P (R > x) = P
(
N∑
i=1
CiRi +Q > x
)
∼ P
(
max
1≤i≤N
CiRi > x
)
+ P (N > x/E[C]) , x→∞,
for C ≥ 0 and E[|Q|α+δ ] < ∞ (see Theorem 2.5 in [26]), where the maximum is taken over the
inbound neighbors of the vertex represented by R. Hence, computing the empirical distribution of
PageRank using the ranks from vertices belonging to the same graph does not technically correspond
to the theoretical setup covered by our results. However, the single graph approach does allow us
to consider larger graphs, i.e., with larger number of vertices and/or edges. Surprisingly, the
approximation provided by Theorem 3.3 remains accurate even in this “dependent” scenario for
some choices of parameters, especially when the values of α and µ are small enough to ensure a
good convergence rate in Corollary 3.7. We point out that the rate of convergence of the Population
Dynamics algorithm is even more sensitive to “large” values of α and µ than Corollary 3.7, and
therefore it is difficult to obtain accurate estimates of the distribution of R for very heavy-tailed
in-degrees or very large mean degree. Our results are illustrated in Figure 4, where we generate
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(a) α = 1.5, β = 2.5, σα = 2, σβ = 5, µ = 3.49, c = 0.85
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Figure 3: Log-log plot of the asymptotic tail distribution of R compared to the empirical tail
CDFs of R
(n,∞)
ξ , n = 5000, in each of the three models: directed generalized random graph,
directed Chung-Lu model, directed Norros-Reittu model. The plot for R(emp.) was generated via
the Population Dynamics algorithm as for Figure 2.
one graph with n = 15000 vertices for each of the three models, use all the n ranks to compute
the empirical distribution of R(n,k), and compare it to the asymptotic tail distribution of R. We
omit the empirical tail CDFs of R generated via the Population Dynamics algorithm in Figure 4a
and Figure 4c due to the problem mentioned above for the choices of parameters being used. As
before, the power-law hypothesis holds reasonably well.
53
100 101 102
10 -4
10 -3
10 -2
10 -1
100
(a) α = 1.2, β = 3, σ1 = 3, σ2 = 10, µ = 8.18, c = 0.85
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(b) α = 1.5, β = 2.5, σ1 = 1, σ2 = 1, µ = 1.07, c = 0.45
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(c) α = 2, β = 5, σ1 = 6, σ2 = 50, µ = 10.07, c = 0.85
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(d) α = 3, β = 10, σ1 = 3, σ2 = 40, µ = 5.58, c = 0.45
Figure 4: Log-log plot of the asymptotic tail distribution ofR compared to the empirical tail CDFs
ofR(n,∞) in each of the three models: directed generalized random graph, directed Chung-Lu model,
directed Norros-Reittu model, using single instances of the graphs, each having n = 15000 vertices.
The plot for R(emp.) was generated via the Population Dynamics algorithm as for Figure 2.
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