The constrained entropy and probability distribution are given for the structure that develops in response to an applied thermodynamic gradient, as occurs in driven steady state systems. The theory is linear but is applicable to gradients with arbitrary spatial variation. The phase space probability distribution is also given, and it is surprisingly simple with a straightforward physical interpretation. With it, all of the known methods of equilibrium statistical mechanics for inhomogeneous systems may now be applied to determining the structure of nonequilibrium steady state systems. The theory is illustrated by performing Monte Carlo simulations on a Lennard-Jones fluid with externally imposed temperature and chemical potential gradients. The induced energy and density moments are obtained, as well as the moment susceptibilities that give the rate of change of these with imposed gradient and which also give the fluctuations in the moments. It is shown that these moment susceptibilities can be written in terms of bulk susceptibilities and also that the Soret coefficient can be expressed in terms of them.
I. INTRODUCTION
There are two distinct aspects to a driven, nonequilibrium, steady state system: the structure and the flux. For example, when a temperature difference is imposed across a subsystem a gradient in energy density develops in the subsystem and there is a flux of heat through the subsystem. Similarly, an imposed chemical potential gradient causes a nonuniform concentration profile and a diffusive flux. This paper is concerned solely with the structure of steady state systems.
In Sec. I the problem of an imposed temperature gradient is addressed. The canonical probability distribution of Boltzmann for a single temperature reservoir is generalized to the case of two spatially separated reservoirs of different temperatures. This is done by the formal demonstration that a temperature gradient is thermodynamically conjugate to the first energy moment, a result that stems from Onsager. 1 The change in entropy of the reservoirs with microscopic configuration, which defines the probability distribution, can then be cast in terms of the instantaneous energy moments and the imposed temperature gradients. The result as such may be applied for an imposed gradient of arbitrary magnitude, although later it is argued that in reality it is likely to be valid only to linear order due to the neglected influence of the dynamics on the structure. For weak gradients, linear response theory is used to obtain a susceptibility that gives the rate of change of induced first energy moment with imposed temperature gradient. Explicit results are obtained for the first energy moment induced in an ideal gas, and the ideal gas susceptibility is obtained in the linear limit.
In Sec. II the formal result for arbitrary spatial variations of the external temperature is obtained by replacing the moment expansion with an expansion in orthogonal polynomials and deriving expressions for the conjugate quantities. This is then further generalized for a thermodynamic gradient in general.
In Sec. III a Lennard-Jones fluid with an imposed temperature gradient is simulated using Monte Carlo sampling of the present probability distribution. It is confirmed that the average temperature gradient induced in the subsystem is equal to that imposed by the reservoirs. The susceptibility is obtained for various densities and temperatures.
As mentioned above, the idea that moments and gradients are conjugate thermodynamic variables that occur naturally in driven steady state systems may be traced to Onsager. 1 Onsager's work is restricted to macrostate fluctuations. The present work goes beyond Onsager in the sense that it deals with microstates and it is generalized to nonzero spatial wavelengths. The idea of using spatially separated reservoirs to impose a thermodynamic gradient is also not original here. It has previously been used in molecular dynamics simulations of driven diffusion. [2] [3] [4] [5] In these methods, because the reservoirs are implemented literally, there is a discontinuity in the gradient at the reservoir boundary. The present formalism treats the consequences of the reservoirs rather than the reservoirs themselves, and as such the imposed thermodynamic parameter and its derivatives are continuous. As well, because the gradient is here imposed throughout the subsystem, there is reason to believe that the equilibration would be more rapid in any computational implementation of the present formalism.
II. TEMPERATURE GRADIENT

A. Conjugate variables
The entropy of an isolated system is normally described as a function of three extensive variables, S(E,N,V) where E is the energy, N is the number of particles, and V is the volume. Henceforth the latter two arguments will be suppressed. The inverse temperature is conjugate to the energy in the sense that
The subscript on the temperature is used to distinguish the ''internal'' or subsystem temperature from the ''external'' or reservoir temperature when a thermal reservoir is present. At equilibrium these two are numerically equal, although they are always conceptually distinct. One can define an entropy density (⑀,) ϭS(E,N,V)/V, where the energy density is ⑀ϵE/V and the number density is ϵN/V. In terms of this one has
The density argument will henceforth be suppressed.
For the case where the nonuniformity of the energy is important one can consider collectives of macrostates labeled by the ͑tensor͒ moments of the energy,
where ⑀͑r͒ is the local energy density. The zeroth moment is the total energy E 0 ϵE. Hence the entropy for a particular local energy density is
Such a local approximation is likely only valid for sufficiently slowly varying energy densities. In view of this, what follows will be restricted to the zeroth and first moment. In Sec. II the present results are extended to variations on all length scales. The functional derivative of the right-hand side is ␦S͓⑀͔ ␦⑀͑r͒
and that of the left-hand side is
Equating these two equations and taking their gradient yields
As mentioned above higher-order terms have been ignored and the gradient of the temperature has been taken as constant. From this result one concludes that the gradient of the inverse temperature is conjugate to the first moment of energy.
In general the first moment of the energy of an isolated system fluctuates about zero, which is its equilibrium value. When the moment is nonzero, due for example to such a fluctuation, an internal force acts to drive the system back to its equilibrium value. This internal force is defined as
From the above, this internal force is also the temperature times the gradient of the internal inverse temperature.
B. Two reservoirs
Consider a subsystem connected to thermal reservoirs of temperatures T Ϯ and located at zϭϮL/2. ͑The vector analog of this one-dimensional case is obvious.͒ The external thermal gradient imposed upon the subsystem is "T ϭẑ(T ϩ ϪT Ϫ )/L. If E Ϯ are the energies of the subsystem associated with the respective reservoirs ͑as mathematically defined shortly͒, then the total constrained entropy is
This is a direct generalization of the result for the constrained total entropy of a subsystem of a single reservoir. 6, 7 In terms of these, the energy of the subsystem is
and, because of the location of the reservoirs, the first moment of the energy of the subsystem is
These may be rearranged as
Hence the total entropy may be rewritten in the highly suggestive form
Here the average reservoir inverse temperature is
and the gradient of the reservoir inverse temperature is
͑15͒
The "T Ϫ1 notation will be used when it is appropriate to emphasize the vector character of the gradient and the moment, in which case E 1 /T 1 is interchangeable with E 1 •"T Ϫ1 . This result for the constrained total entropy is true for arbitrary values of the first moment of the energy of the subsystem. ͑The utility of the constrained total entropy is that it holds for nonequilibrium values. 6, 7 ͒ Because by definition the subsystem is much smaller than the reservoirs, the expansion of the reservoirs' entropy to linear order is always justified. The term E 1 /T 1 , in this form of the total entropy, is consistent with the demonstration above that the gradient of the inverse temperature is conjugate to the first moment of energy.
Maximizing the constrained total entropy with respect to the first moment yields the equilibrium value of the first moment. Accordingly this satisfies
The second term may be written ϪT 0 /T 1 and may be regarded as the external force conjugate to the first moment. Hence this equation says that equilibrium occurs when the internal force is equal to the external force. ͑The forces are equal rather than equal and opposite because in this case the ''displacement'' of the subsystem is equal and opposite to that of the reservoir.͒ Above it was shown that the gradient of the inverse temperature was conjugate to the first moment in energy, ‫ץ‬S/‫ץ‬E 1 ϭ"T s Ϫ1 . Hence, since T s ϭT 0 ͑as follows by maximizing the entropy with respect to E 0 ), this equation also implies that "T s Ϫ1 ϭ"T Ϫ1 , which is to say that at equilibrium the gradient in temperature of the subsystem is equal to that imposed by the thermal reservoirs.
C. Fluctuations and susceptibility
Since most likely the moments of an isolated system are zero, the entropy may be expanded as a quadratic form:
Since there is no coupling between fluctuations in different directions, the susceptibility matrices are diagonal. Consequently, henceforth everything will be treated as a scalar. In the event that a temperature gradient is applied, the subsystem-dependent part of reservoirs' entropy is
If there is also a chemical potential gradient one has an additional term N 1 T "(/T)ϭN 1 1 /T 1 , which defines 1 . Adding these reservoir contributions to the above subsystem entropy, maximizing the total constrained entropy gives the most likely energy moment
and the most likely density moment
The susceptibilities may be obtained directly from the induced moments by solving a set of linear equations. Consider two cases, a and b, with ͗¯͘ a denoting an average for the case of simultaneously imposed gradients "T a Ϫ1 , "(/T) a and ͗¯͘ b denoting an average for the case "T b
͑The two cases must be linearly independent in terms of the applied gradients.͒ Then, replacing most likely values by average values, from the above it is straightforward to show that
Alternatively, the susceptibilities may be expressed in terms of the fluctuations in the system ͑either isolated or with imposed gradient͒,
͑23͒
Here the determinant is
where ⌬E 1 ϭE 1 Ϫ͗E 1 ͘ and ⌬N 1 ϭN 1 Ϫ͗N 1 ͘. This fluctuation route to the susceptibilities is expected to be less efficient computationally than the route that utilizes the two simulations of the ratios of induced moments to applied gradients given above.
A straightforward application of linear response theory yields an alternative expression for the induced energy moment,
͑24͒
Bulk susceptibilities
The externally applied temperature and chemical potential gradients most likely induce linear profiles in the subsystem
The gradients of the number and energy densities are readily shown to be related to the moments by Јϭ 12
For a uniform bulk system the number and energy density may be written as functions of two intensive variables, which may be chosen as temperature and chemical potential.
Accordingly, assuming the existence of local thermodynamics for the system with imposed external gradients is equivalent to writing
In this approximation the gradients are given by
where the partial derivatives, which are evaluated at T 0 and 0 , are related to the bulk susceptibilities ͑specific heat capacity, thermal expansivity, isothermal compressibility, etc.͒. Manipulating the above results allows the moment susceptibilities to be expressed in terms of the bulk susceptibilities:
where The diffusion of a species due to a temperature gradient is described by the Soret coefficient. For a one-component system it is given by Eqs. ͑19͒ and ͑26͒ with 1 ϭ0,
D. Phase space probability
In classical statistical mechanics the microstates of the subsystem are the points in phase space ⌫. Phase space points of the total system with the same energy are equally likely, which means that the entropy of a subsystem of a reservoir has no internal entropy associated with the microstate but only an external entropy that arises from the change in reservoir entropy with the values of the exchanged quantities. ͑See Sec. 5.1 of Ref. 6 for a discussion of this and the ergodic hypothesis.͒ That is, the entropy of the subsystem in a particular microstate may be taken as constant and zero, S(⌫)ϭ0. The entropy of the reservoirs is unchanged from the analysis above, so that the total entropy for a subsystem at a particular point in its phase space and connected to two spatially separated thermal reservoirs of temperature T Ϯ is
where the constant contribution that is independent of the subsystem has been suppressed. The total energy is just the Hamiltonian,
which is the sum of the kinetic energy
and the potential energy
where the prime indicates that the iϭ j term is excluded. The first moment is
Notice how in the pair term the moment is evaluated at the average position of the particles, and so on for any higherorder contributions. This comes about by defining an energy per particle that is divided equally between the contributors to each term,
The phase space probability density for this nonequilibrium steady state system is
This is the major result of the paper. It gives the probability density for the structure of a steady state nonequilibrium system. In the preceding analysis no restriction was invoked that would prevent this probability distribution being applied to systems with thermal gradients of arbitrary magnitude; i.e., it is a nonlinear theory. However, in the conclusion it will be argued that the dynamics that are neglected here will effect the structure at the nonlinear level. The present prob-ability distribution applies to systems with a uniform temperature gradient ͑zero spatial frequency͒. That restriction is lifted in Sec. II. It is straightforward to reduce the phase space probability density to one in configuration space. Performing the Gaussian integrations of the kinetic energy, the result is
where the generalized de Broglie thermal wavelength is
One can of course define an effective potential energy by exponentiating the logarithm of this generalized de Broglie wavelength and adding it to the zeroth and first moment of the potential energy with their temperatures. If the potential energy consists of just a separation-dependent pair potential then the effective potential will have an additional singlet and a position-dependent pair potential,
This effective potential is to be used in a canonical Boltzmann distribution of uniform temperature T 0 . This means that all of the statistical mechanical techniques that have been developed for inhomogeneous fluids ͑diagrammatic expansions, density functionals, integral equations, Monte Carlo͒ can be applied essentially unchanged to nonequilibrium steady state systems to determine the structure of such systems.
E. Ideal gas
For an ideal gas, in the absence of an external field the one particle partition function is
Here A is the cross-sectional area of the subsystem, ␤ ␣ ϭ1/k B T ␣ , and xϵL␤ 1 /2␤ 0 ϭLT 0 /2T 1 . By construction ͉x͉ Ͻ1. The limit x→0 corresponds to the vanishing of the temperature gradient. The partition function of the ideal gas is Z(N,V,T 0 ,T 1 )ϭz(T 0 ,T 1 ) N /N!. The average first energy moment of the ideal gas is
It is similarly straightforward to show that
and
Consequently, the intensive forms of the susceptibilities are
where the density is ϵN/AL. From these and Eq. ͑18͒, it follows that the ratio of the temperature gradient to the induced moment is given by
which agrees with that obtained above from the derivative of the partition function.
III. GENERALIZATIONS A. Short wavelength theory
Here the restriction to long spatial wavelengths is dropped by taking functional derivatives of the constrained entropy and by introducing an orthogonal polynomial expansion instead of the moment expansion. Denoting functions of phase space by a circumflex, the phase space energy is the Hamiltonian and may be written in terms of the energy per atom,
͑52͒
with the energy density being ⑀ (⌫,r)ϭ ͚ i i ␦(rϪq i ). Similar expressions hold for the number density. The entropy of an isolated subsystem constrained to have a particular energy and number density is
This is the obvious implementation of the standard definition of the entropy as the logarithm of the total macrostate weight, and it uses the fact that phase space is uniformly weighted as well as the fact that the various constants ⌬ used to make the weight dimensionless have no physical consequence. 6 Since the weight of a macrostate is the sum of the weights of the macrostates it comprises, functional integration gives the entropy of an isolated system as
͑54͒
This indeed is the known result for the entropy of an isolated system of energy E, number of particles N, and volume V.
In general
S͑E͓⑀͔,N͓͔,V ͒ϾS͓⑀,,V͔. ͑55͒
The most likely densities are the uniform ones, and so to leading order there is approximate equality between these two entropies for densities with only long wavelength variations. In such a case the density-constrained entropy can be approximated as the spatial integral of the local entropy density, Eq. ͑4͒. The local temperature of the constrained isolated system is defined for arbitrary densities by 1 T s ͑ r͒ ϵ ␦S͓⑀,,V͔ ␦⑀͑r͒ .
͑56͒
On long spatial wavelengths this is equal to the ordinary temperature. More generally, the physical import of T s (r) can be deduced from the mathematical consequences of this definition. An orthogonal polynomial expansion turns out to be more useful than a moment expansion for general spatial variations. Let P n (r) be the nth polynomial orthonormal and complete in the relevant geometry,
͑57͒
Here n represents a set of three integers ͑or real numbers in unbounded directions͒. For the energy density one has ⑀͑r͒ϭ ͚ n E n P n ͑ r͒, E n ϭ ͵ drP n ͑ r͒⑀͑r͒. ͑58͒
The zeroth and first moments used above are E 0 ϵE 0,0,0 and E 1 ϵE 0,0,1 ͑apart from multiplicative constants and in a rectangular system͒. The inverse temperature may also be expanded so that
Again, the zeroth and first of these correspond to the respective quantities used in the text. It is clear that the constrained entropy may be written as a function of the coefficients, S͓⑀͔ϭS(E 0 ,E 1 ,...), and it is straightforward to show that the inverse temperatures may also be written
Now connect external thermal reservoirs with temperature T(r) with expansion T(r)
Ϫ1 ϭ ͚ n T n Ϫ1 P n (r). ͑The case of additional chemical potential and other reservoirs is treated below.͒ The meaning of such a spatially varying imposed temperature is that the subsystem can exchange energy ⑀͑r͒ at r with a reservoir of temperature T(r). The total constrained entropy of the subsystem and the reservoir is
͑61͒
The first term is the subsystem entropy for the given energy density ͑the number density and volume arguments have been suppressed for clarity͒. The second term represents the loss of energy by the reservoirs upon energy exchange. Setting the functional derivative of this to zero yields the equilibrium temperature distribution of the subsystem, T s (r) ϭT(r). Obviously this implies that the temperature coefficients of the subsystem equal those of the reservoir, i.e., T s,n ϭT n . ͑62͒
Since the subsystem temperature depends upon the energy density T s,n ͓⑀͔, this is a set of implicit equations for ⑀ (r) which holds for arbitrary imposed temperatures. The generalization of the main result for the structural entropy to systems with rapidly varying imposed temperatures is also straightforward. The total entropy of the subsystem plus reservoir when the subsystem is at a particular point in phase space is
Accordingly, the phase space probability is
The result in the text was equivalent to keeping the ͑0,0,0͒ and the ͑0,0,1͒ terms in this expansion. The more rapid the variation, the more terms in the expansion will be required ͑or else use the full integral representation͒.
Linear short-wavelength theory
The above result holds not only for applied temperatures that vary rapidly in space but also for applied temperature coefficients of arbitrary magnitude ͑i.e., large gradients; but see the conclusion͒. Here it is reduced to a linear, shortwavelength theory.
For an isolated system, the polynomial expansion of the constrained entropy allows one to define generalized susceptibilities S i j ϭ‫ץ‬ 2 S͓⑀͔/‫ץ‬E i ‫ץ‬E j . Typically, since the fluctuations in the first and higher-order terms are small, one can use these susceptibilities to form a quadratic form for the entropy:
The first term is strictly less than, but approximately equal to, the entropy of an isolated system of energy E 0 . The vectors and matrix that appear here begin at the first-order term. Defining ␤ s,n ϭ1/k s T s,n , nу1, in this approximation the inverse temperature coefficients are linear functions of the energy coefficients,
In the case when an external reservoir is connected to the subsystem, the equilibrium condition, ␤ s,n ϭ␤ n , may be rearranged to give an explicit formula for the induced energy density,
It is emphasized that this result is a linear approximation that holds when the induced energy coefficients are not too large. It still holds for arbitrary spatial variations.
B. Other reservoirs
The probability distributions and the simulation results obtained above were for the heat flux due to an imposed temperature gradient. The generalization to other types of flux is straightforward. For the equilibrium case of a single reservoir, the general formalism was given in Chap. 4 of Ref. 6 . For the nonequilibrium case of two spatially separated reservoirs, the analogs of the recipe given above for two heat reservoirs may be applied.
Briefly, let A គ ϭ͕A គ Ј,A គ Љ͖ be the set of conserved variables with the prime denoting those exchangeable with a reservoir and the double prime denoting those that are fixed. The field variables are defined as the derivatives of the entropy of the isolated system, 
and the phase space probability is
Of course the integral can be replaced by the sum over the expansion coefficients, appropriately truncated. This result does not agree exactly with the superficially similar result given by Tremblay et al., in Appendix B of Ref. 8 , which is said to follow earlier work of Kadanoff and Martin. 9 Compared to the present result, the earlier probability distribution, Eq. ͑B1͒ of Ref. 8 , contains an extraneous factor of ␤H͑⌫͒ explicitly outside the integral whereas here it appears within the integral as one of the A (⌫)b(r). Also there is constant factor ␤ outside the integral in Eq. ͑B1͒ whereas here it is implicitly a spatially varying quantity that is contained in the integrand in terms such as b(r)ϭ Ϫ(r)/T(r).
IV. LENNARD-JONES FLUID
A. Simulations details
Monte Carlo simulations were performed on a LennardJones fluid, u(r)ϭ4⑀͓ (/r) 12 Ϫ(/r) 6 ͔, with imposed thermal and chemical potential gradients using the Metropolis algorithm with probability distribution based on Eq. ͑38͒,
The potential was cut off at R cut ϭ2.5 and no tail corrections were included. Tests with a cutoff of 3.5 showed minor change in the results. The number of atoms used was Nϭ10-4000, depending on density. Typically, some (1 -10)ϫ10
6 N trial configurations were generated. The standard error on the mean was taken as twice the standard deviation, which was estimated from the fluctuations of 50 subaverages of the simulation. In general the imposed temperature gradient was quite weak, ⌬T ϭ0.2⑀/k B over distances of in some cases Lϭ16, corresponding to T 1 Ϫ1 ϭ0.0031k B / or xϭ0.05. The chemical potential gradient when present was also weak, being of the order of m 1 ϭ0.02.
Spatial neighbor tables were used, with the size of the cells being typically 0.6 and each cell having up to 667 neighboring cells within its cutoff neighborhood. This cell size was found to be an acceptable compromise between two competing effects: smaller cells have greater efficiency, since they more closely envelop the spherical cutoff neighborhood, but they also create greater overheads due to occupancy checks and require more memory due to the larger number of neighboring cells. The value given above gives a neighborhood of volume 2.3 times as large as the cutoff sphere, compared to 6.5 times as large for cells of size R cut , which value is often advocated in the literature. The efficiency of the present cell size arises because the number of pair separations that have to be calculated per atom is approximately the density times the neighborhood volume.
Two routes to the moment susceptibilities were explored: the fluctuation route, Eqs. ͑21͒-͑23͒, and the mean induced moment route, Eq. ͑20͒. For the case where the induced moments extend over the whole system, the two routes always agreed within statistical error.
It was found that at high and intermediate densities imposing periodic boundary conditions in the z direction led to moment susceptibilities that were not equal to those of a bulk system. ͑The susceptibilities from the fluctuation route and from the induced moment route were, nevertheless, still equal to each other.͒ This boundary effect decayed very slowly with system size and was still noticeable ͑30% departure͒ at L z ϭ40, ϭ0.9
Ϫ3 . The reason appears to be that the periodic images cause the moment of the pair potential between images near the cell boundaries to cancel, which is not the case in a true bulk system. Noticeable discontinuities in the periodic system were induced at the boundaries. ͑See Table I and Figs. 1 and 2 below.͒ In place of periodic boundary conditions, simulations were also performed with smooth Lennard-Jones 9-3 walls bounding the system at either end in the z direction. In this case the moment susceptibility obtained from the two routes gave the expected bulk value. For these inhomogeneous simulations an effective length was used to scale the susceptibility so that it was intensive. This effective length was taken as the width of the region of nonzero density in the system or else as the length required to make the moment obtained from the slope of the density profile equal to the mean simulated moment, L z,eff ϭ͓12͗N 1 ͘/AЈ͔ 1/3 , with both approaches giving almost the same effective length.
The moment susceptibilities were also obtained from the mean induced moments of the central slab of the system of width L z /2, irrespective of the system boundary conditions. The fluctuations of the moment in the central slab cannot be used to obtain the moment susceptibilities. The mean induced moments of the central slab were used for the intermediate and high density data reported below.
The results are reported in units chosen such that ⑀ϭ ϭk B ϭ1. 10 using Eq. ͑30͒. There is a noticeable systematic discrepancy at higher densities between the two, particularly for S NN (1) . This occurs when the susceptibility is derived from the full system with periodic boundary conditions. However, if the susceptibility is derived from the induced moment of only the central slab of the system, ͑filled symbols͒, then the results agree with the equation of state over the whole density regime. It can be seen that the potential cutoff has very little effect on the susceptibility.
B. Results
The effect of the boundary conditions and thermodynamic pathway on the susceptibility is shown in Table I for the state point Tϭ2, ϭ0.9. It can be seen that periodic boundary conditions ͑in the z direction͒ and either fluctuations or induced moment over the whole system significantly underestimate the magnitude of S NN (1) . This boundary artifact decays very slowly with system size. On the other hand, terminating the system with walls in the z direction leads to reliable estimates of the susceptibility from either the fluctuations or from the induced moment over the whole system, provided that an effective length equal to the width of the region of nonzero density is used (L eff ϭ19.78 compared to L z ϭ21.28). Finally, taking the induced moment in the central slab of the system and invoking Eq. ͑20͒ leads to a reliable estimate of the susceptibility irrespective of the boundary conditions. Figure 2 shows induced profiles for a given applied temperature and chemical potential gradient. The fact that the applied and induced temperature profiles are in agreement confirms that the present probability distribution gives the expected steady state structure. ͑The simulated temperature was obtained from the local kinetic energy.͒ It can also be seen that gradients in energy and number density are induced by the applied temperature and chemical potential gradients, and again the probability distribution yields these gradients. The slope of the line of best fit to the portion of these curves in the central slab was consistent with the simulated moments in this region, Јϭ12N 1 /AL 3 , ⑀Јϭ12Ē 1 /AL 3 . The noticeable departure from linearity in the density and energy density profiles toward the edges of the graph is an artifact of the periodic boundary conditions. ͑It also occurs when m 1 ϭ0.) It is this departure that is responsible for giving induced first moments of the full system that differ from that of a true bulk system. Figure 3 shows the susceptibility that can be used to give the energy moment induced by an applied temperature gradient. One estimate is from the fluctuation formula, Eq. ͑18͒, and another comes from the average first energy moment obtained in the simulation for the given temperature gradient. Both were obtained for the full system with periodic boundaries; the results in Fig. 1 suggest that from low to intermediate densities this procedure is accurate. The agreement of these two routes confirms that the simulations were performed in the linear regime. The ideal gas estimate, Eq. ͑51͒, is quantitatively accurate at low densities, with the regime of applicability increasing with increasing temperatures. Surprisingly, even at high densities the actual susceptibility differs little from its ideal gas estimate.
V. CONCLUSION
This paper has been concerned with the structure of nonequilibrium steady state systems. For a more complete summary, the reader is referred to the Introduction. By way of conclusion, here is discussed the relevance, if any, of the present results to the dynamics of steady state systems.
If 
͑75͒
where the average is over the structural probability distribution, Eq. ͑38͒, or to the same linear order over the canonical probability distribution of the uniform system. This phenomenological expression for the dynamical probability obviously lacks the formal rigor of the structural results established in the text. It may, nevertheless, perhaps suggest a direction for future research.
