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We introduce natural q-analogs of hypergeometric series well-poised in SU(n), 
the related hypergeometric series in U(n), and invariant G-functions. We prove that 
both the SU(n) multiple q-series and the invariant G-functions satisfy general q-dif- 
ference equations. Both the SU(n) and U(n) q-series are new multivariable 
generalizations of classical basic hypergeometric series of one variable. We prove an 
identity which expresses our U(n) multiple q-series as a finite sum of finite products 
of classical basic hypergeometric series. These U(n) q-series also satisfy an elegant 
reduction formula which is analogous to the “inclusion lemma” for classical 
invariant G-functions. ‘(> 1985 Academic Press. Inc 
1. INTRODUCTION AND STATEMENT OF RESULTS 
In this paper we introduce natural q-analogs of hypergeometric series 
[27, 28, 341 well-poised in N(n), the related hypergeometric series [27] 
in U(n), and invariant G-functions [6, 7, 14, 20-22, 341. Both of these 
SU(n) and U(n) multiple q-series are new multivariable generalizations of 
classical basic hypergeometric series [ 1, 2, 3, 5, 17, 24, 25, 291. This paper 
contains q-analogs of much of the work in [6, 20, 22, 27, 28, 341. 
We start by recalling the definition of classical (ordinary) 
hypergeometric series of one variable given by 
DEFINITION 1.1 (classical hypergeometric series). We let 
F a7 (a) m n c II (B) .?c 
denote the hypergeometric series 
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We say that the hypergeometric series in (1.2a) is well-poised provided that 
m=n+l and q+l=lx,+/?,= .” =a,+/?,. (1.2b) 
The a and ai are numerator parameters and the pi are denominator 
parameters. The term hypergeometric functions is often used when referring 
to the series in (1.2). 
The applications of the ordinary hypergeometric functions in (1.2) are 
well-known and widespread not only in mathematics but also in physics 
and engineering. For example, the Legendre polynomials and the Bessel 
functions are just special cases of (1.2a). For an exposition of the general 
theory of ordinary hypergeometric functions see the books by L. J. Slater 
[39], W. N. Bailey [S], E. D. Rainville [38], and H. Exton [lS]. These 
books also contain excellent references to the vast literature of these 
functions. 
A very important generalization of the series in (1.2) is provided by the 
basic hypergeometric series in 
DEFINITION 1.3 (classical basic hypergeometric series). We let 
m@n 4 (a) [ II(B)x
denote the basic hypergeometric series 
where 
(‘4),=(A;q),=(1-‘4)(1-Aq)~~(1-Aq’~’), (1.4b) 
I4 < 1, /4/ < 19 PiZq-‘7 (1.4c) 
for any nonnegative integer 1. The basic hypergeometric series in (1.4a) is 
well-poised provided that 
m=n+l and aq=a,~l= ... ==an/ln. (1.4d) 
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The u and CQ are numerator parameters and the /Ii are denominator 
parameters. 
The basic hypergeometric functions in (1.4a) have many significant 
applications in several areas of pure and applied mathematics including the 
theory of partitions, combinatorial identities, number theory, Iinite vector 
spaces, Lie theory, mathematical physics, and statistics. Extensive referen- 
ces to and accounts of the general theory and applications of basic 
hypergeometric functions can be found in books by G, E. Andrews [3], 
L. J. Slater [39], W. N. Bailey [5], H. Exton [17], and in the papers of 
G. E. Andrews [l, 21 and W. Hahn [24, 251. 
The series in (1.4a) is known as the “q-analog” of (1.2a). To see this let z 
be an indeterminate and q a complex number such that iqi c I. Then the 
q-analog of z is 
It is immediate that 
z = lim [z] = Jl z. 
4-l 
As an application of (1.5) it turns out that the q-analog of Z! is 
the q-analog of ni:L (A + s) is 
(1.7) 
and the q-analog of nt: L ((A + s)/( B + s)) is 
(1.9) 
If z is an indeterminate and M is a nonnegariue integer it is customary to 
write the q-analog of (z+m) in the form 
(1 -q=+m)=(l -q=.qy 
(1 -(I) (1 -qJ 
(LlOa) 
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and then replace q* by z to obtain 
(l-z.qm) 
(1-q) . 
(l.lOb) 
It is important to note that using the conventions in (l.lO), the q-analog of 
(-2) is (-(q’)-‘)[z] in (l.lOa) and becomes (-z-‘)(l -z)/(l -q) in 
(l.lOb). That is, in passing from (l.lOa) to (l.lOb) the q-series formula 
involved must be rewritten, if necessary, before replacing q’ by z. The fact 
that the m = n + 1 case of (1.4a) is the q-analog of (1.2a) is an example of 
Iirst applying (1.5), (1.9), and then replacing each expression of the form 
(1,lOa) by the corresponding quotient in (1 .lOb). This same procedure 
applied to the general case of (1.2a) yields (1.4a), with the 1th term in the 
sum multiplied by the factor 
/(n+ 1 -rn) (1-q) . (1.11) 
In most applications of (1.2) and (1.4) we have m = n + 1. Unless otherwise 
stated, all our formulas are written as in (l.lOb). 
The above procedure can clearly be reversed. For example, replacing 
u, aj, and pi by qa, q”, and qbg, respectively, in (1.4a), multiplying (1.4a) by 
(1.1 l), and then letting q + 1 immediately gives (1.2a). 
The above discussion may be summarized symbolically by 
and 
(1.12a) 
(1.12b) 
Both (1.2) and (1.4) have classical higher-dimensional generalizations 
known as (basic) Appell and Lauricella functions of several variables which 
have been extensively studied in the books by P. Appell and J. Kampe de 
Feriet [4], G. E. Andrews [3], L. J, Slater [39], W. N. Bailey [5], 
H. Exton [15, 16, 171, A. M. Mathai and R. K. Saxena [33], and in the 
papers of G. E. Andrews [ 1, 21. These multiple series are not the only 
useful higher-dimensional generalizations of ( 1.2) and ( 1.4). In particular, 
L. C. Biedenharn, W. J. Holman III, and J. D. Louck [28] have exploited 
the known relationship between the well-poised hypergeometric series in 
(1.2) and the combinatorial aspects of the representation theory of su(2) 
to dehne a generalization of the well-poised concept for multi-dimensional 
series adapted to sU(rr) symmetry. These hypergeometric series in SU(ri) 
are given by 
HYPERGEOMETRIC SERIES IN su(rZ) 
DEFINITION 1.13. We define 
a11 ... Ulk b 11 .‘. bIj 
. . . . . 
(1.14) 
to be well-poised in SiJ(n) if m is a nonnegative integer, n > 2, and 
j> n, (1.15a) 
A jr - A i.7 = A ,n- 9 for 3 <r, (1.15b) 
atr-asr=Ais, for its, (l.lk) 
bir-brr=Ais, for its, (1.15d) 
bii= 1, 1 <i<n. (1.15e) 
We shall call the a’s numerator parameters and the b’s denominator 
parameters. 
It is immediate from (l.l5d)-( 1.15e) that 
brs= 1 +A,s> if r-c 3, (1.16a) 
= 1 - Axr, if s < r, (1.16b) 
T 1, if r = s, (1.16~) 
provided that 
1 < r, s < n. (1.16d) 
Furthermore, it is clear from (1.15~) or (1.15d) that the set 
bG I 1 < r -C s < n} is uniquely determined by either a column of numerator 
parameters { uir} or a column of denominator parameters { bir}. Therefore, 
the function Wg)((A) 1 (u) 1 (b) 1 (z)) in (1.14) can be regarded as a function 
ofthe parameters {uJl<i<n, l<r<k} and {birll<i<n,n-cr<j}. 
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The function WE)((A) ] (u) 1 (!I) ] (z)) sat&ties the difference equation (con- 
tiguous relation) given by 
THEOREM 1.17. Let W$)((,4)j(a)[(b)l(z)) be defined us in 
Definition 1.13. Then 
p=l Li=p+l / 
b l,n+l ... bLi 
1 + bl + I ... 1 + bp,j 
b ’ . . . WI + I b;,j 1 . (1.18) 
Note that ArS becomes (FI,~ + drp- asp), in W;- ,, whenever uPV is 
replaced by (1 + apY) and bpP by (1 + bpP). Here, hPp equals 1 if ,u = p, and 0 
otherwise. 
The zi= 1 case of (1.18) was first proven in [34; see (1.31)]. The proof of 
(1.18) for general Z~ is exactly the same. Both proofs use some algebra to 
tirst reduce (1.18) to the identity 
where ~r ,..., x,, are arbitrary, and yr ,..., JJ~ are distinct. The proof of (1.18) 
is completed by using elementary properties of symmetric functions to 
show that (1.19) is a consequence of the fundamental 
THEOREM 1.20 (Louck and Biedenharn). Let yl,..., yn be urbitrury dis- 
tinct real numbers, N any nonnegative integer, and h,(y) the lth homogeneous 
symmetric function of yl,..., yn. We then have 
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Theorem 1.20 appears frequently in dealing with the explicit matrix 
elements which arise in the unitary groups. In addition to numerous 
applications in [30], Theorem 1.20 is crucial in the explicit computation of 
elementary “denominator functions” which occur in [9, 10, 13, 14, 311. 
Theorem 1.20 is due to J. D. Louck and L. C. Biedenharn, who gave a 
rather complicated analytic proof in [30]. In [21] the determinantal 
definition of Schur functions [32] and the Laplace expansion formula [ 19, 
p. 118, Prob. 1 ] for the determinant of an H x n matrix were used to give a 
simple direct proof of an elegant identity, involving Schur functions, which 
contains (1.21) as a special case. By means of special cases of 
Theorem 1.17, far-reaching consequences of Theorem 1.20 are developed in 
[6, 7, 13, 14, 20, 22, 341. 
One of the primary motivations for this paper was to find a q-analog of 
the multiple hypergeometric series in Delinition 1.12 which would also 
satisfy a natural q-analog of the difference equation in Theorem 1.17. Keep- 
ing in mind (1.5)-( 1.12), and Definitions 1.1 and 1.3, we formulate 
DEFINITION 1.22 (basic 
W(n)). We deline 
hypergeometric series well-poised in 
(1.23) 
to be we//-poised in SU(n) if m is a nonnegative integer, iqi -c 1, (A), given 
by (1.4b), (b/i)“, # 07 Ai, # 1, n > 2, and 
j> n, (1.24a) 
AdAis = An-3 for XC r, (1.24b) 
airlasr = A is, for i-es, (1.24~) 
bir/bsr = /I is 9 for i<s, (1.24d) 
bii = q, l<i<n. (1.24e) 
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We will call the ~2’s numerator parameters and the b’s denominator 
parameters. 
Remark 1.25. Finding a suitable q-analog of 
CA i/ + Yi - Yll/A ;L (1.26) 
was the key to arriving at Delmition 1.22. By (1.5) and (1.9) above, and the 
form of the coefficients appearing in the q-difference equation (1.11) of 
[35], it is natural to let (1 - q.‘)/( 1 - qy) be the q-analog of x/y. Thus, the 
q-analog of (1.26) is 
which becomes 
( 1 - A i, . q yq -“‘)/( 1 - A J = ( 1 - A i/ . q-“1 - .“‘)/( 1 - A i,) (1.28) 
when expressed as in (l.lOb). That is, (1.28) is the q-analog of (1.26). 
Obtaining (1.28) from (1.26) by the above procedure is made even more 
natural by lirst writing 1.26 in the form 
(1.29) 
and then applying (1.9b(l.l0). It is clear that (1.23) generalizes (1.14) in 
the same way that (1.4) generalizes (1.2). 
Just as in (1.16) it follows from (1.24d)-(1.24e) that 
brs=q.Ars, if r-es, (1.3Oa) 
= q/Au> if s < r, (1.3Ob) 
c % if r = s, (1.3Oc) 
provided that 
1 <r, s<H. (1.3Od) 
It is not hard to see that [ ?#‘]:)((A) 1 (a) 1 (b) 1 (z)) in (1.23) can be regar- 
ded as a function of the parameters q, {air 1 1 < i< n, 1 < r < k}, and 
{bi,[l<i<n,rz-cr<j}. 
In Section 3 we prove that the function [ W]E)((A) 1 (a) 1 (b) 1 (z)) satislies 
the q-difference equation given by 
HYPERGEOMETRIC SERIES IN %,+z) 9 
THEOREM 1.31. Let [W]g’((A)l(u)i(b)[(z)) be defined us in 
\ u,,,l ” ’ ur,.k 
Observe that ,4rs becomes (A ~~. q’ 
b i,n+l ... b I.1 
q . bp,” + 1 . . . q . bp,j 
b ’ . ’ ’ n.fl+ 1 bi,j 1. (1.32) 
‘v), in [ LV]gL i, whenever up” and 
bpP are replaced by q. up,, and q. bpP, respectively. This fact, combined with 
(1.30), determines what happens to b,s (1 < r, s < n) on the right-hand side 
of (1.32). 
In [34, Sect. 61 we gave an elementary proof of W. J. Holman III’s [27] 
SU(n) generalization of the 5Fd(l) summation theorem. Theorem 1.31 
enables us to derive in [36] a q-analog of this result and obtain a ,SU(n) 
generalization of the @5 summation theorem. 
Our proof of Theorem 1.31 is similar to that of Theorem 1.17. This time 
we reduce (1.32) to a suitable special case of the identity given by 
LEMMA 1.33. Let {xl ,..., x,,; und {y ,,..., y,,} be indeterminunts with the 
yj distinct. We then huve 
1 -xi.xl..~.x~= f (1 -xP). Ij 
i=, (y;py). 
(1.34) 
rl=l 
i#p 
Remurk 1.35. Equation (1.19) is a limiting case of (1.34). To see this 
replace xi and y, by qxl and qy2, respectively, in (1.34), multiply both sides 
of (1.34) by (1 - q)-l, simplify, and then let q + 1. Furthermore, the dis- 
cussion in (lSk(l.12) applied to (1.19) yields (1.34). Just note that the 
q-analogs of (xi + .x2 + . . . + x~), xp, ad (6~ + YJ - Y~)/(Y~- ~~1 can be 
written as (1 -x1x1... ~,,Ytl --qb (1 -~pM~-~L ad (Yp--xiyi)/ 
( yp - yi), respectively. Thus, (1.34) is also the q-analog of (1.19). 
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We prove Lemma 1.33 in Section 2 by showing that it is also a con- 
sequence of Theorem 1.20. Although Theorem 1.20 is responsible for both 
(1.19) and (1.34), there are striking differences between the proofs of (1.19) 
and (1.34). 
Lemma 1.33 is of substantial independent interest. It is central to the 
work in [23], and along with Theorem 1.31 is also a key ingredient in our 
elementary proof [37] of the Macdonald identities for A{‘). 
We now make use of [ IVJ$J((A) 1 (a) 1 (b) i(z)) to put together a q-analog 
of the general G-functions appearing in Definition 2.13 of [34]. Keeping in 
mind (1.5 k( 1.12) and Definitions 1.13 and 1.22 above, we generalize 
(2.14k(2.15) of [34] by means of 
DEFINITION 1.36 (q-analog of general invariant G-functions). Let PI > 2. 
Then 
1-m . . . 
alk’q 
1-m b 
anl.ql-“’ ... a,,k.qlp”’ b,,n+,.q’vm 
~(-i)m(~).(i-q)~~(k-j+~). 
all. 9 
1-m . . . 
alk ’ q 
1-m 
(1.37b) 
n (1 -Ail.qyc-y’)/(l -AiJ 
(1.37c) 
where (A)[ is given by (1.4b). 
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In Section 3 we combine Theorem 1.31 and Definition 1.36 to derive 
THEOREM 1.38. Lez [G]E)((a)[ (b)i (z)) be defined as in Definition 1.36. 
Then 
t 
all . q 1-m . . . alk’q 
1-m b l,n+l .(I 1-m . . . bl,j.q’-m z, 
[G-j:) ; 
i#P 
1-m 
. El{:- 
2-m 
1) 
b l,n+l.cI l-m ... bl.j.ql-m 1 z,\ 
The zi = 1 case of Theorem 1.38 is the q-analog of Theorem 2.16 of [34]. 
We conclude Section 3 of this paper by utilizing special cases of (1.37) 
and (1.39) to obtain q-analogs of the polynomials 
and 
introduced in [34] and [20], respectively. The polynomials in (1.40) and 
(1.41) are of independent interest because of their applications in [l, 6, 7, 
9-14, 20, 22, 28, 31, 34, 351. 
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In Section 5 we use a q-difference equation similar to (1.39) to introduce 
our q-analog of the more general polynomials 
;G$)(Al ,..., An; xl2 ,..., x~-,,~, x,,~)= ;G:)(A; X) (1.42) 
and 
Denote the q-analogs of (1.42) and (1.43) by ;[G]z)(A; Xl (z)) and ;[G]g) 
(JJ; 8 1 (z)), respectively. 
The polynomials in ( 1.42) and ( 1.43) are investigated in [6] and [7, 13, 
14, 20, 221, respectively. In particular, the bisymmetric polynomials 
“GE)(y; ~5) generalize the bisymmetric, invariant polynomials ;Gz)(y; h), 
itudied in [6, 341, which characterize U(n) tensor operators (JJ, q,..., q, 
O,..., 0). For general p the ;GE)(y; b) polynomials are of interest in 
mathematical physics in the theory of Wigner coefficients for XJ(n) (see 
[6, 12, 13, 341). A detailed and complete exposition of the mathematical 
constructions that have led to ;Gg)(y; 8) is given in [14]. Additional 
references and discussion of the problems that give rise to ;Gg)(y; ~5) can be 
found in [6, 7, 11-131. 
As a consequence of (1.23), (1.32), (1.37), and (1.39) our q-analogs 
~V!,‘3b4~ l(a) I tb) I b)h ;LW,W; X tz)h ad ,‘XGI!~Y; ii l(z)) depend 
upon the variables { Z~ ,..., z~}, as well as their other variables and/or 
parameters. In Section 5 we discuss natural specializations of {z, ,..., Z~ j 
which are used in ;[G]E’(y; 8 1 (z)). We motivate these specializations by 
the q-difference equation used to deline ;[G]c)(y; d 1 (z)), the fundamental 
“transposition symmetry” for ;Gg)(y; 6) proven in [14, 221, and the 
q-series identity given by 
THEOREM 1.44. Let b,, b2 ,..., bjp2 be distinct. We then have 
.x ’ 
(blbz..‘bj-z)’ 
(1.45a) 
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i-2 
(1.45b) 
(1.45c) 
and 
(A),=(1 -‘4)(1 -/lq)...(l -Aql-‘). (1.47) 
Theorem 1.44 is a q-analog of Theorem 1.26 of [22]. Theorem 1.44 is 
proven in Section 4 by making use of Theorem 1.7 of [35] and a direct 
verilication argument similar to the one responsible for Theorem 1.31. 
The general transposition symmetry for ;GLJ(y; 6) proven in [14, 221 is 
given by 
THEOREM 1.48 (Gustafson and Mime). Define “GE)(y; 6) and 
nGzJ(y; 6) as in (1.2) of [22], p+“-” or equivalently the “i= 1” and zl = I 
case of (5.75) below. Assume that 
O<p and O<p+v-n. (1.49) 
We then have 
“G:V, Y,,;, di,J P 
=(-l)m(v~~)+(~+l)‘(v-~)~.~+“-~G~)(,-~i,;,-yi,). (1.5Oa) 
That is, 
~G(~)(y;~)=(-l)~(v~~)+(~+l).(~-~)~.~+~-~G~)(-~; -y). P m (1.5Ob) 
As discussed in Section 1 of [22], the transposition symmetry in (1.50) is 
the deepest known symmetry for ;Gz)(y; 8). Even special cases of (1.50) can 
lead to striking new identities. For example, consider the special case of 
(1.50) in which v=j-2,n=2, and p=O: 
j-$z)(y; d) c (- l)mt’;3). ,-;@-l)( -.d; -y). (1.51) 
In [22] it was shown that the “q = 1” case of Theorem 1.44, which is just 
Theorem 1.26 of [22], is a direct consequence of (1.51). On the other 
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hand, Theorem 1.26 of [22] implies (1.51). Motivated by these facts, we 
use Theorem 1.44 in Section 5 to derive a q-analog of (1.51). 
One of our most important specializations of { zi ,..., z,, j which we study 
in Section 5 is determined by Theorem 1.44 and our q-analog of (1.51). 
The functions ;[G]$)(y; S 1 (z)), with (z) given by this particular 
specialization, have recently been obtained in [23] by means of an elegant 
algebraic construction which provides a q-analog of many of the boson 
variable techniques in [&lo, 12, 311. Most of the constructions in [23] 
are a direct result of taking the functions ;[G]z)(y; C? 1 (z)) and q-difference 
equations introduced in this paper and working backwards through the 
constructions in [6, 8, 14, 341. Using ideas from [14, 221, the q-analog of 
the general transposition symmetry in Theorem 1.48 is proven in [23]. 
Recently, an elegant “umbra1 calculus” [7] has been discovered for com- 
puting ;Gz)(y; 8) as a bisymmetric polynomial in the variables { yi ,..., Ye} 
and {ai,..., c?“}. Given the results in [7] and q-difference equations in this 
paper, it should be possible to find an analogous “umbra1 calculus” for 
computing ;[G]z)(y; ~5 1 (z)). We plan to pursue this in a separate 
publication. 
In Section 6 we prove two combinatorial identities which should be 
useful in applications involving (1.37) and (1.39). These two identities arose 
in our first proof of Theorem 1.44 and enabled us to systematically derive 
the powers of q appearing in (1.45~) and (1.46). Once these powers of q 
were determined, we found the simpler, direct proof of Theorem 1.44 given 
in Section 4. 
Denoting the sum in (1.14) by IV$)((A) 1 (a) 1 (b) 1 (z)), W. J. Holman III 
[27] estabished multivariable generalizations of several classical sum- 
mation theorems for the related hypergeometric series in u(n) given by 
(1.52) 
where the arrays (A), (u), and (b) satisfy the conditions in (1.15). Note that 
the n = 1 case of (1.52) is just the delinition of classical hypergeometric 
series in one variable given in (1.2a). 
We conclude this section by introducing a q-analog of (1.52) based upon 
the multiple q-series [ &‘]:)((A) 1 (a) 1 (b) 1 (z)) appearing in Definition 1.22. 
To this end we formulate 
DEFINITION 1.53 (basic hypergeometric series in u(n)). 
a11 ... Olk b 11 ... blj zl 
. . . . . . . . . . . * . 
AZ,, ..* An-l,,, % ... ank b,,l ‘.. bnj zn 
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a11 ... al/c b 11 ... bIj 
. . . . . 
Zl 
. (154a) 
:I Ztl 
n (1 -Ai,.qyd-“‘)/(l -Ai,) ) . ( ?I ii hjly) 
i=l /=l 
(1.54b) 
where the arrays (A), (u), and (b) satisfy the conditions in (1.24). We 
denote the series in (1.54) by 
[~I” t(A) I (~1 Ilb) I (~1). (1.55) 
We will call the q’s numerator parameters and the b’s denominator 
parameters. 
Just as for (1.52), the n = 1 case of (1.54) is the dehnition of classical 
basic hypergeometric series in one variable given in (1.4a). (We replace z1 
by z,(l -q)cj-k) .) It is often useful to observe that the series in (1.23) are 
homogeneous of degree m in {zi ,..., z~}, while the series (1.54) are non- 
homogeneous. 
In Section 7 we prove an identity which expresses [F]@) ((A) 1 (u)[ 
(b)l (z)) as a finite sum of finite products of the classical basic 
hypergeometric series in (1.4a). Having this result, it is not dificult to 
determine the convergence of [F](‘) ((A) 1 (u)l (b)l (z)). We also prove that 
these U(n) q-series satisfy an elegant reduction formula which is analogous 
to the “inclusion lemma” for ;GE)(A; X) in [6], and ;Gt)(y; 8) in [20]. 
Letting q + 1 in all of these results yields the corresponding formulas for 
J+“W I (~1 I tb) I (~11. 
The U(n) q-series [F]@) ((A) 1 (u) 1 (b) 1 (z)) in (1.54) are crucial to our 
elementary proof [37] of the Macdonald identities for A{‘). A more exten- 
sive study of the U(n) q-series [F-J(“) ((A)/ (a) 1 (b)[ (z)) is currently under 
way. 
607/58/l-Z 
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2. RUXIF OF LEMMA 1.33 
We show that (1.34) is a consequence of Theorem 1.20 and elementary 
properties of symmetric functions. 
It is immediate that the right-hand side of (1.34) can be written as 
By the delinition of the rth elementary symmetric function 
eSzl ,..., zn) = er(z) we have 
Combining (2.1)-(2.2) and interchanging summation gives 
(-l)+” i (-l)r.er(,x,y,,) jJ (JJ~)‘-‘-~ 
r=O p=l 
. p, CYrYpfl. C 
i#P 
(2.3) 
By applying Theorem 1.20 to the inner sum in (2.3) when n - 1 -r 2 0 we 
lind that (2.3) becomes 
n-1 
where hk(, y,,) is the kth homogeneous symmetric function of {y,,..., yn}. 
tht32 ~o~~~~~~~~=~o~,~,,~=~~ e~(,x,y~,)=(x~x~...x”).(y~y*...y~), 
and k,.(, y,, ) = 0 if r > 0, it is not difficult to see that (2.4) equals 
1 -(x1xz...xJ. i fi (1- yp/yi))‘. P.5) 
p=l i=l 
i#p 
The proof of (1.34) is completed by observing that 
1= i fi (l-yp/yi)-l. 
p=l i=l 
i#p 
(2.6) 
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The identity in (2.6) appears in [40; 26; see p. 61, Eq. (3.2.5) with x = 0] 
and is also responsible for Good’s [ 181 elegant proof of the Dyson conjec- 
ture. Moreover, the YV= n - 1 case of (1.21) is (2.6) with yi replaced by 
(JJ~))‘. A far-reaching generalization of (2.6) and (1.21) is discussed 
in [21]. 
Note that the xi=0 case of (1.34) immediately gives (2.6) with JJ; 
replaced by ( yi) - ‘. 
Remurk 2.7. Replacing x; by f and yi by (yi))’ in (1.34) clearly yields 
z= i fi t1 - tYp/Yil/tl - .Yp/Yil. WI 
p=l i=l 
i#p 
The identity in (2.8) is exactly Eq. (3.14) of [21]. Equation (3.9) of [21] 
suggests that Lemma 1.33 should generalize to other root systems. We are 
investigating this and related matters in a separate publication. 
3. PROOFS OF THE q-DIFFERENCE EQUATIONS 
In this section we prove Theorems 1.31 and 1.38, and then introduce 
q-analogs of the polynomials nP;Gci(d; X) and ~ - ;G$J(y; ~5). 
We start by using Lemma 1.33 to give the 
Proof of Theorem 1.31. Keeping in mind (1.30) and the fact that AFS 
becomes (,4rS. q’r~p’r~), in [ IV]gY i, whenever upV and b,,p are replaced by 
q.apv ad q.bpp, respectively, it is not difficult to see that the substitution 
of the appropriate case of (1.23) into the right-hand side of (1.32), com- 
bined with some algebra, yields 
. 
C 
fi (1 -Ftp;.q(y~+‘J-~)/(l -Api) 
i=p+l )I (3.la) 
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(3.lb) 
(3.ld) 
i#P 
Just as in [34], by grouping together all terms in (3.1) such that 
(y, ,..., yp + l,..., Ye) is the same n-tuple as (wi ,..., wp ,..., We) for some p, it is 
not difficult to see that (3.1) can be rewritten as the double sum 
(3.2) 
Indeed, given an n-tuple (w i ,..., We) in (3.2) such that w, + * * . + We = m, 
the terms in (3.1) which are grouped together according to the condition 
lYl,*.., Yp + L..., YJ = (WI ,..., wp,..., W”) are precisely those terms 
corresponding to a-tuples, with non-negative co-ordinates, that are in the 
set {(w, - 1, w1 ,..., We) ,..., (wi ,..., wn-i, We - l)}. Since it is a function of 
lw * >..., w”), the expression inside {...} may be factored out of the sum of all 
the above terms in (3.1) that we have grouped together. Noting that 
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(1 - q”‘o) = 0 if and only if wP = 0, it is then immediate that the sum in (3.1) 
equals the double sum in (3.2). 
It is clear from (3.lk(3.2) that the proof of Theorem 1.31 is complete 
once we show the identity 
(3.3) 
At this point it is useful to recall the special case of (1.24d) given by 
From (3.4) it is immediate that (3.3) is equivalent to 
i#p 
Equation (3.5) is just the xi = qw’, y, = bin case of Lemma 1.33. Q.E.D. 
Remurk 3.6. Motivated by [34] it is not hard to see that the term 
corresponding to m = 1 and yj = c?,,,, 1 < i < PZ, in (1.23) is precisely the pth 
coefficient function in the right-hand side of (1.32). 
We are now ready for the 
Proof of theorem 1.38. Observe that whenever JJ is between 1 and n, 
is equal to 
(3.8a) 
(3.8b) 
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(3.8~) 
The q-difference equation (1.39) is now a consequence of (1.32), (1.37a)- 
(1.37b), (3.7), and (3.8). By replacing bir by bir. q1 Pm, for rr + 1 <r <j, and 
air by uw. q’ emy for 1 < r <k, in both sides of (1.32), we obtain a new q-dif- 
ference equation which we denote by (*). Multiplying both sides of (*) by 
(3.7b(3.8) leads directly to (1.39). Indeed, by (1.37ab(l.37b), (3.7) times 
the left-hand side of (*) is just the left-hand side of (1.39). On the other 
hand, the product of (3.8a) and (3.8b) times the @h coeflicient function in 
(*) gives the pth coeflicient function in the right-hand side of (1.39). 
Finally, (1.37ak(l.37b) implies that (3.8~) times the [ lV]{z- ,) function, 
which multiplies the pth coefficient function in (*), is the corresponding 
[G] {zP iJ function in (1.39). Q.E.D. 
Remurk 3.9. Implicitly, Ars becomes (Ars + q’~~P’s~), in [G]{z- i1, 
whenever up,, and bpp are replaced by q. up,, and q. bpP, respectively. This 
fact, combined with (1.30), determines what happens to brs (1 < r, s < n) on 
the right-hand side of (1.39). 
We next make use of (1.37) and (1.39) to put together q-analogs of the 
polynomials nP;GE1(A; X) and +;Gz)(y; ~5). 
To this end let {A i ,..., AnI be monomials over R in {, xrS, } such that 
xrs= kX15 l<r<s<n, (3.lOa) 
xr, = 1, l<r<n, (3.lOb) 
xps = (xpr). (XJ> 1 < p, r, s < n. (3.lOc) 
Deline the q-analog of the U(rz) array ((A’)), for rz 2 2, by 
The q-analog of n-;G(n)(A1 ,..., A,,; x,~ ,..., xH- l n 
determined from (1.37) ind (3.10)-(3.11) by 
, , x~,,) is then implicitly 
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DEFINITION 3.12. 
(3.13a) 
(3.13b) 
(3.13c) 
where 
The function mpz[G]EJ(A; Xi (z)) is also explicitly given by the special 
case of (1.37~) corresponding to (3.14). Observing that 
Wl;Lj (41 Cttb ,,~+~).ql-m+~~.p))l(z)) 
= [G]$‘+(~~((x .(A .q-l+‘r~~)y-@‘-‘)))~(z)) rs r 
=~~~[G]~~~l)(,Aiq-‘+~“~,;~I(Z)) 3 (3.15) 
it is not hard to see that the (3.14) case of Theorem 1.38 can be written as 
THEOREM 3.16. Let R-;[G]K) (A; Xi (z)) be dejined us in Defini- 
tion 3.13. Then 
p=l 
P-1 
n (1 -Ap/(X;pAi 
i=l 
I))-‘.( fI (l-XpiAp/A~l)~’ 
i=p+l 
Theorem 3.16 is a q-analog of Theorem 1.25 of [34]. 
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Motivated by [20] we now consider the change of variables 
Ar=YJdr, l<r<n, (3.18a) 
xrs = ~,PST 1 < r, S < n, (3.18b) 
and formulate a q-analog of ~- ;Gg)(y; ~5). Using (3.18) it is clear that 
(3.14b)-(3.14d) can be written as 
ArS = YhST if l<r<~<n, (3.19a) 
b r*s + n = YrPsv if 1 < r, s < fl, (3.19b) 
b=q.~rhsv if 1 < r, s < n. (3.19c) 
Keeping in mind (3.19), Definition 3.12, and the k=O case of 
Detinition 1.36, we now define +;[G]c) (y; ~5 1 (z)) be means of 
DEFINITION 3.20. 
where 
k=O and jan (3.22a) 
v=j-n (3.22b) 
4s = ~r/~s> if l<r<s<n, (3.22~) 
b r,s+n = Yrids3 if l<r<n and l<~<v, (3.22d) 
br,s = q. ~rhs, if 1 < r, s < n. (3.22e) 
The function ~ - ;[G]g) (y; ~5 1 (z)) is also explicitly given by the special 
case of (1.37~) corresponding to (3.22). 
Just as in (3.15) note that 
~~I$L~M~~Y P , s h-m+“+W~4~ 
= [Gl{~~l~(M(y r .q-‘+*Vd ~~ql-“‘-“~~lb~~ s 
=~-~(G)~~-~~(,y~.q~l+~‘~p~~~i~l(Z)). (3.23) 
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It now follows from (3.23) and Definition 3.20 that the (3.22) case of 
Theorem 1.38 becomes 
THEOREM 3.24. Let np;[G]z) (y; ~5 i(z)) be defined as in Dej%tion 3.20. 
Then 
n-ilIG]‘n’ (3 Yiyi 7 JiT I CZII m 
=(-l)(~).(l-q)-(~-l)(~-l) f zp.q+Pl 
p=l 
. ipl (1 --Yp/Yifl( n 
t 
iJJl loI (’ - ~J’~)) 
i#p i#p 
.~-~[Gl~~-,~(,~;.q-l+~~p,;,~i,l(z)). (3.25) 
Theorem 3.24 is a q-analog of the p=n -2 case of Eq. (1.18) of [20]. 
Just as in [20] the change of variables in (3.18) transforms Theorem 3.16 
directly into the v = n case of Theorem 3.24. To do this we deline 
+y[G]E) (y; 8 1 (z)) implicitly by the equation 
n-XW,? (7; 61 @)I = ne!XGl!? Vi xl b)h (3.26) 
with Ar and x~~ given by (3.18). 
Remark 3.27. From (1.37~) it is clear that 
LWP C(a) I tb) l(z)) = 1. (3.28) 
Thus, C(X?~~~~l~~~l~~~h n-XW,?~~~.U~~~h and n-X~l~~~~;~l~~~~ 
can be defined by iterating (1.39), (3.17), and (3.25), respectively. Similarly, 
[~l(fl)((~)l(a)l(b)l(z)) In can be delined by iterating (1.32) since 
C~l~)((~)l(a)l(b)l(z))=l. (3.29) 
4. PROOF OF THEOREM 1.44 
Let the left-hand side of (1.45) be denoted by Z-ZJa, q; bl,..., bj-J. That 
is 
(4.1) 
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If Fnk q; b 1..., bj-*) is the right-hand side of (1.45) then it is immediate 
that 
1 = FO(u, q; bl ,..., bj-*)=Ho(u,q;b~,...,bJ-*). (4.2) 
In Theorem 1.7 of [35] it was proven that Hn(a, q; bl,..., bjPJ satislies 
the q-difference equation 
Clearly, H,Ju, q; b r,..., bjez) is uniquely determined by (4.2) and (4.3). In 
this section we prove Theorem 1.44 by showing that F’,,(L~, q; bl,..., bjez) 
also satisfies (4.3). 
Just as in (3.1), substituting the expression for 
into the right-hand side of (4.3) gives 
(’ + -“d - bJ(bp - br) 
(4.4b) 
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j-2 Y*-Yp 
+I 2. 
.,=p+l c 1 
(4.4c) 
(4.4d) 
(4.4e) 
(4.5) 
By grouping together all terms in (4.4) such that (yI,..., 1 + yp,..., yj-2) 
is the same (j- 2)-tuple as (wI ,..., wP ,..., w,- 2) for some p, it follows exactly 
as in (3.1)-(3.2) that (4.4) becomes the double sum 
where 
(4.7) 
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It is now immediate from (4.lk(4.7) that the proof of Theorem 1.44 is 
done once we show that 
Equation (4.8) is just the n = (j- 2), xi= qwz, yi= (bi)-’ case of 
Lemma 1.33. Q.E.D. 
Remurk 4.9. Since (Ye - yr + 1) is an integer, it is clear that 
(~~~-~~+1)(~~-~~)>0. Thus, the expression ZjPZ in (1.46) is non- 
negativeandZ~P2=Oifandonlyif~F=~~or~~=l+~~forall l<r<s< 
j-2. 
5. A q-ANALOG OF AN IMPORTANT SPECIAL CASE 
OF TRANSPOSITION SYMMETRY 
In this section we use Theorem 1.44 to derive a q-analog of (1.51), which 
in turn leads to a very natural specialization of {zi,..., z,,} in 
Definition 3.20. 
To this end we need a q-analog of 
LEMMA 5.1. 
It was shown in [22] that Lemma 5.1 is a direct consequence of 
LEMMA 5.3 (Holman III, Biedenharn, and Louck). Let 
W’EJ((,4) 1 (u) 1 (b) / (z)) be giuen by Definizion 1.13. Then, 
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= l+k+j F A12-rn, 1 +$(A12-m), -m, uII ,..., k+j 
+(A12 -m), A12+ 1, 1 +A12-m-aII ,..., 
alk, 1 +A12-m-b13 ,..., 1 +A,2-m-bIj 
1 +A12-m-a,k, b13 bV ,..., 
(5.4a) 
m-1 -1 
. n (l+A12-m+s) . (-zzy. (5.4b) 
S=O 
Lemma 5.3 was proven in [28] by elementary series manipulations. In 
order to put together a q-analog of Lemma 5.1, we first give a similar 
elementary proof of the q-analog of (5.4) provided by 
LEMMA 5.5. Let [ W]$J ((A)[ (u) 1 (b) 1 (z)) be given by Definition 1.22. 
Then 
(5.6b) 
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(5.7b) 
Prooj By Definition 1.3 it is clear that (5.6) equals (5.7). Thus, it suf- 
!ices to show that [ JV]:) ((A) 1 (a)1 (b) 1 (z)) is given by (5.6). 
From the r~ = 2 case of Definition 1.22 we have 
after replacing JJ~ by (m - JJ~). 
Making use of (A12)/(u,i)= (~2~~)-‘, t i is not difficult to see after some 
routine simplification that 
Similarly, using Al2 = (bli)/(bzi), we find 
(5.9) 
(5.10) 
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From (1.30) we obtain 
Making use of (5.10), (%lla), and (5.llb) we find that 
(5.lla) 
(5.llb) 
(5.1 lc) 
(5.12a) 
(5.12b) 
(5.13) 
and from (5.10), (5.lla), and (5.11~) we have 
It is not hard to see that 
.[(l-A~*.q-m).(ql-m.A~~)~]-l. (5.15) 
Finally, by means of (5.9)-(5.15) and a long elementary simplification it 
follows that the right-hand side of (5.8) can be written as in (5.6). Q.E.D. 
Remark 5.16. Equation (5.7) demonstrates why [IV](“) ((A) 1 (a) 1 
(b) 1 (z)) can be viewed as a generalization of the classical, well-ioised basic 
hypergeometric series in (1.4). Furthermore, the quadratic power of q in 
(5.6a) given by q ~ ( 2 ) I+” +‘) helps to motivate the q -(i)(jp4) which 
appears in the left-hand side of (1.45). 
Combining Definition 1.36 and Lemma 5.5 with some routine sim- 
plification yields 
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(5.18) 
As a direct consequence of Definition 3.20 and Lemma 5.17 we obtain 
COROLLARY 5.19. Let j-fj[G]EJ (y; d 1 (z)) be given by Definition 3.20. 
Then 
(5.20) 
Corollary 5.19 provides a general q-analog of Lemma 5.1. 
HYPERGEOMETRIC SERIESIN su(?l) 31 
In order to use Theorem 1.44 to derive a q-analog of (1.51) we not only 
need Corollary 5.19 but also the special case of (1.3’7~) corresponding to 
(3.22) given by 
where (A)[ is given by (1.4b). 
By setting 
in Theorem 1.44 and then applying (5.20) and (5.22) to the resulting iden- 
tity we obtain 
where 
(~,)/(~~)=(~~~2(~2)-2.q2’-‘-*m~(~~)z(y~)~2.q~’-2-“*, (5.26) 
and 
(5.27a) 
32 
with 
and 
Zj- 
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.2= (5.27b 
I <r<s<j-2 
A very elegant special case of Theorem 5.24 is given by 
COROLLARY 5.28. Let j> 4. Then 
‘~~[Gl~‘(~,,~2;~,,...,~j-21~,,~2) 
where 
and 
21 = bh2). q21= (Yh2) * P’ (5.3Oa) 
~~=(~2/~,).q2~+‘~(y2/~,).q2(~l+~2)+’ (5.3Ob) 
z,= (I$ W~J) .q - L CYI+ ... +YI/-II)+((~-~)Y/+~/+ l-j)/21 3 (5.31) 
S#l 
with 1 <I< j-2. 
ProojI Just observe that 
(5.32) 
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and that 
This completes the proof. Q.E.D. 
Remurk 5.34. Corollary 5.28 is a natural q-analog of (1.51). The 
powers of q given by {m(3m + 1)/2 1 m 2 0) which appear in (5.29) also 
arise in Euler’s pentagonal number theorem (see p. 11 of [3]). Euler’s 
theorem involves all the numbers {m(3m+ 1)/2]mE.Z} with 
{ m( 3m + 1)/2 1 m < 0} the pentagonal numbers. This suggests that we study 
the analog of ~ ~ s[G]E) (7; 6 ] (z)) in which m is a negative integer. 
Remurk 5.35. Motivated by Corollary 5.28 it is reasonable to consider 
the specialization of Z, ,..., z?? in np g[G]z) (y; 8 1 (z)) given by 
“‘+.~,~-l))+((fl~l)~,~+2p~~-l)/2] (5.36) 
with 1 < p < FZ. A related specialization of the zp is 
with 1 < p < IZ. Clearly, (5.37) is obtained from (5.36) by setting JJ~ equal to 
JL,P. The specialization of .zp given by (5.37) is the one studied further in 
1231. 
Corollary 5.28 and the proofs of Theorem 1.44 in Section 4 and 
Theorem 1.31 in Section 3 lead to 
THEOREM 5.38. Ler [IV]:) ((,4)[ (u)l (b)j (z)) be defined us in 
Definition 1.22. Furthermore, let 
(5.4Oa) 
(5.4Ob) 
(5.4Oc) 
34 
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where m= yI + ... + y,,, 1 <p<n, and dip= 1 zf i= p, and 0 otherwise. 
Also, yi - dip 2 0. It then follows thut the q-dijjference equation (1.32) holds 
with the z,, in the pth coefficient function replaced by the expression in 
(5.41 b) and the product 
(5.42) 
in Definition 1.22 replaced by the expression in (5.4la). Note that the product 
in 
corresponding to (5.42) is to be replaced by the expression in (5.41~). 
Proof It is not diflicult to see from (5.41) that the proof of 
Theorem 1.31 goes through unchanged and that, just as before, 
Theorem 5.38 is also reduced to the special case of Lemma 1.33 given by 
(3.5). Q.E.D. 
Remark 5.44. The expression in (5.4la) is generally computed induc- 
tively, starting with the initial conditions (5.40), the n expressions in 
(5.4lb), and the relations given by (5.41). For a fixed n-tuple (y,,..., yn), 
Eq. (5.41) consists of between 0 and n different relations since yi - aiP > 0 
and 1 < p < n. In order for Theorem 5.38 to apply, all possible iterations of 
the relations in (5.41) which led inductively from (5.40) to (5.4la) must 
give the same answer. Those applications of most interest have a simple 
“closed” formula for (5.4la). Theorem 5.38 has important consequences in 
[36, 371. 
Remark 5.45. In practice we are often able to write (5.4la) as in (5.42), 
for suitable zi’s. These zi’s usually depend upon all the variables 
am, {Ye,..., y,,}, {arX}, and {br,n+J}. The fact that (5.4lb) is obtained from 
(5.4la) by setting m and yj equal to 1 and dip, respectively, is motivated by 
Remark 3.6. Just as (5.42) is a monomial in {zi ,..., z~}, (5.4la) can be 
viewed as a product of “umbral” powers of the n expressions in (5.4lb). 
The relations (5.41) are used to detine the umbra1 “multiplication.” 
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In the same way that Theorem 1.31 and Detinition 1.36 were used to 
derive Theorem 1.38, we find that combining Delmition 1.36 and the proof 
of Theorem 5.38 yields 
THEOREM 5.46. Let [G]:) ((u) 1 (b) l(z)) be defined as in Definition 1.36. 
Furthermore, let 
kL(Yl Y...> Y,J and F,JY ,,...,~~;,u,~.q’~~,;,b~,~+~.q’-~,) (5.47) 
befunctions of q,m, {yl ,..., yn}, {arS}, and {br,n+S} such that 
&3&L., 01 = 0, (5.48a) 
Fc,KL 0; 9 a,x. q> i , br,H +s. q, I= 1, (5.48b) 
F,-,(O,..., O;, a,.S.q’rp,;, br,n+S.q’rp,)= 1, 1 <p<n, (5.48~) 
and 
(5.49a) 
(5.49b) 
(5.49c) 
where m= y,+ ‘.. + y,,, 1 < p <n, and y, - diP > 0. It then follows that the 
q-difference equation (1.39) holds with the zr in the pth coefficient function 
replaced by the expression in (5.49b) and the product (5.42) in 
Definition 1.36 replaced by the expression in (5.49a). Note that the product 
in 
~~l~~~~~~~~~~~~‘-~+~~~l~~,,~+.s~ql~m+~r~~l~~~~ (5.50) 
corresponding to (5.42) is to be replaced by the expression in (5.49~). 
Proof The proof is the same as that of Theorem 1.38. Q.E.D. 
Remark 5.44 also applies to Theorem 5.46. Except for the reference to 
Remark 3.6, Remark 5.45 also applies. 
By using Defmitions 3.12 and 3.20, we were able to rewrite Theorem 1.38 
as in Theorems 3.16 and 3.24, respectively. Exactly the same rewriting 
works for Theorem 5.46. That is, Definition 3.12 and Theorem 5.46 imply 
THEOREM 5.51. Let HP!j[G]~) (, Ai,;, xi- I,i, 1 (z)) be defined as in 
Definition 3.12. Furthermore, let 
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be functions of m, {y I ,..., yn}, {A ;}, and {x~~} such that 
&d%., 0) = 0, 
~&4..., 0; , A;,; 9 xr3, J = 1 
Ho(O ,..., O;,~iq-l+~~p,;,x~~,)= 1, 1 <p<n, 
and 
Hmt9Yi3i > A;,;, xrS,).qgm(%.“t,) 
(553a) 
(553b) 
(5.53c) 
(5.54a) 
= {Hl(T SjpTiy Ajq’pm~~~ X~JY)‘qg”“‘p’} (5.54b) 
. {Elm-,(, y;-sip,;, Aiq-‘+8ip,;, x~~,).qgm~~(.~~-~~~,‘}, (5.54c) 
where m= y,+ ... + y”, 1 < p < n, and yi - 8,p > 0. It then follows that the 
q-dffference equation (3.17) holds with the zP in the pth coefficient function 
replaced by the expression in (5.54b) and the product (5.42) (implicit) in 
as for 
side of 
Definition 3.12 replaced by the expression in (5.54a). Just 
Theorem 5.46, the expression (5.54~) appears on the right-hand 
(3.17). 
Proo$ Theorem 5.51 follows directly from Delinition 3. 
Theorem 5.46 with H,,,(, yi,; , A;,;, x,~, ) defined by 
Hm( 3 yi9 i > Ajy i Y xrs9 1 s FmCY Yip i 4; > xr.TtArJ q1 m> )’ 
12 and 
(5.55) 
Q.E.D. 
By (3.14b), (3.19a), and (5.37), we are led to study the special case of 
Theorem 5.51 in which 
Iterating (5.54) as described in Remarks 5.44 and 5.45 we tind, after referr- 
ing to (5.36) and (5.32)-(5.33), that 
HYPERGEOMETRK SERIES IN su(n) 37 
where 
y,+ ... +yn=m and yjao. (5.57c) 
Note that (5.53), (5.56), and the relations (5.54) determine (5.57) uniquely. 
It is quite plausible that further study of the (5.56)-(5.57) case of 
Theorem 5.51 will lead to an elegant solution of the problem of finding a 
new multiple series generalization of Watson’s q-analog of Whipple’s 
theorem which is discussed on pp. 205-206 of [2]. 
In the same way that we obtained Theorem 5.51 it is not diflicult to see 
that Delinition 3.20 and Theorem 5.46 yield 
THEOREM 5.58. Lef ~- z[G]g) (y; 8 l(z)) be defined us in Definition 3.20. 
Furthermore, let 
gdy, >...> YJ aid ffnz(y, j . . . ,  Y , , ;  yi , . . . ,  Y , ,  i 6, , . . . ,  8") (5.59) 
befunctions ofm, {y ,,..., y,z}, {y ,,..., Ye}, und {c!? ,,..., cS”~ such that 
&d%.., 0) = 0, (5.6Oa) 
HOt”3...3 Oi > Yi3 i 2 ht> ) zz l (5.6Ob) 
H(j(O ,..., o;, ~;q-‘++& CS,,)= 1, l<p<n, (5.60~) 
and 
Hm( 7 yi, i 3  Yj9; 9 djv 1. qgm”“” (5.6la) 
= {H,(,&,;, Y;ql-m,;, c$,)~qg~~~~fl~.‘} (5.6lb) 
~{~~-~(,~i-~,~,;,~iq-~+~~P,;,~;,).qg~-~(~~~~-~~~.)}, (5.61~) 
where m = yI + ... + y,,, 1 < p < n, and yj - 15~~ > 0. It then fohows that the 
q-dtfference equation (3.25) holds with the zr, in the pth coefficient function 
replaced by the expression in (5.6lb) and the product (5.42) (implicit) in 
Definition 3.20 rephzced by the expression in (5.6la). Just as for 
Theorem 5.46, the expression (5.61~) appears on the right-hand side of 
(3.25). 
Proof Theorem 5.58 follows directly from Definition 3.20 and 
Theorem 5.46 with H,J, Ye,;, yj,; , di, ) defined by 
HmCYYiJi 7 Yiti 7 ‘i2JEFmt9Yi7i 4; 3 (Yr/dsl q1-*7 1. (5.62) 
Q.E.D. 
Remark 5.63. It is immediate from (5.62) that 
HmCY Yi? i 7 Yi> i 3 ‘i5 J = Hmt Y Yj, i 9 AYi> i 2 Ahi> )3 (5.64) 
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where A is any fixed constant. By (5.64) the relation (5.61) can be written 
in many different but equivalent ways. 
Recalling (5.37) and (5.56) we consider the special case of Thorem 5.58 
J=P-4 (5.65a) 
(5.65b) 
Just as in (5.57), iterating (5.61) gives 
(5.66a) 
and 
Yl + ... +yn=m and yj20. (5.66~) 
The specialization of Theorem 5.58 given by (5.65k(5.66) is discussed 
in [23]. 
Equation (5.65)-(5.66) is not the only useful specialization of 
Theorem 5.58. Setting zp = qap in (3.25) with up independent of { yI,..., yn}, 
immediately gives the case of (5.61) determined by 
and 
~~(,Yi,;,Yi,;,~~,)=l. (5.67b) 
The up = (p - 1) case of (5.67) is related to the work in [36, 371. Clearly, 
zP = 1 corresponds to gm(, yi, ) = 0. 
Finally, making use of 
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in (3.25), it follows that 
(5.69b) 
We obtained (5.69) from (5.68) and (5.60)-(5.61) by first setting 
HA, y;,; , y;,; > hi, 1 qgm(3yi-) (5.7Oa) 
equal to 
(5.7Ob) 
where z,, is given by (5.68) and JJ, + ... + JIM = m, and then using 
(5.60)-(5.61) to derive the difference equations 
and 
hL&H~=~, (57lc) 
where l<p<rr andyI+ ... + yH = m. Solving (5.71) yields 
drnC7 Yi9 JcmCmp llCnm l~~e*~Yl~~~~~ Yn)2 (5.72) 
and consequently, (5.69). This derivation of (5.69) from (5.68) and (5.60)- 
(5.61) illustrates how we obtain special cases of Theorems 5.38, 5.46, 5.51, 
and 5.58. 
Remark 5.73. With zP given by (5.68) the pth coefficient function in 
(3.25), multiplied by (1 - q)cnp ‘K~ ‘), b ecomes the pth coefhcient function 
in the “q = 1” or classical case of (3.25) (see the m = v, p = r~ - 2, q = m case 
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of Eq. (1.18) of [20]). This observation provides further motivation for 
Theorem 3.24. In addition, since the Schur function SA(Ax, ,..., AXE) = 
A”’ sA(xl ,..., x~) is easier to study than sA( - 1 + x, ,..., - 1 + x,,), the advan- 
tage of (3.25) over (1.18) of [20] is that 
nJGl[;-,J w-1+‘%Ai,lC4~ 3 , 
should be much easier to compute than 
~~~G~~~,)(,Yi-l+~i~,;,~i,l(Z)). 
When combined with the techniques in [7, 201, Remark 5.73 leads to an 
interesting new method for computing ,, - GG&- i)(, yi, ; , ai, 1 (z)). 
We conclude this section by stating the q-difference equations which 
determine the more general functions ;[G]c) (y; 61 (z)) and ;[G]E) 
(A; Xi (z)). That is, we have 
DEFINITION 5.74. Given that ;[G]$‘) (y; C? 1(z)) = 1, we uniquely deter- 
mine ;[G]$) (7; C? 1(z)) by iteration of 
;[G]:) (?I,... , yn; dl,... , ~vlz~,..., ~1 
=(-1)( ~;2)-“bL+ll. (1 ~q)-w+lNP+~+~-~~ 
.i[G]tz-l) (yYiqpx’iEs’yi, ~~yI(~)h (5.75) 
where L’(s) denotes the sum of the elements in the set & j[s/l is the car- 
dinality of s, Zn = { 1, 2 ,..., n}, 1 <p < n - 2, and x(A) is one if statement A 
is true and zero if ,4 is false. 
Remark 5.76. Motivated by (3.25), Definition 5.74 is a direct con- 
sequence of the discussion in (1.5~( 1.12) applied to Delinition 1.17 of 
[20]. Equation (5.75) generalizes (3.25) and, with z= 1, (5.75) becomes 
(1.18) of [20] as q + 1. In obtaining (5.75) we used the two facts from 
pages 416417 of [6] that 
(5.77a) 
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and 
(5.77b) 
In the p=ti--2 case of (5.75) we index the sets ,!? by F= {JJ}, 1 <~<a. 
Remark 5.78. Keeping in mind (5.65) the analog of (5.66) is deter- 
mined by iterating the case of (5.75) in which 
,E (~;)~q~~~+wt;‘~- =y’.( n (Yi,Yj)). (5.79) 
iGS’,/ES 
Since 
it is not hard to see that 
(5.80) 
Thus, multiplying the right-hand side of (5.75) by 
setting zi equal to 
(5.82) 
and then iterating are equivalent to iterating the (5.79) case of (5.75). Since 
(5.81) is independent of s c Zn, we sometimes modify Delinition 5.74 by 
multiplying the right-hand side of (5.75) by (5.81). This is yet another way 
that (5.65) motivates (5.79), and consequently the factor 
in (5.75). The specializations (5.79) and (5.82) of Definitions 5.74 are 
studied further in [23]. 
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We now define the function ;[G]K) (A; A’ (z)). To this end, observe from 
Definitions 3.12 and 3.20 that 
where 
~r/dr = Ar> if 1 <r <II, (5.85a) 
~rl~s = xrs 3 if 1 < r, s < n, (5.85b) 
~rhs = xrs. tAr/Ash if l<r<.s<n, (5.85~) 
~r/hs = xrs. kfrh if 1 <r,s<n. (5.85d) 
By (3.15), (3.23), (5.84), (5.85), and the fact that x,.~= (xS,)-‘, it follows 
that the V=H case of (3.25) is transformed by (5.85) into (3.17). Con- 
sequently, we use the (5.85) case of (5.75) with v = rr to detine ;[G]t) 
(A; Xl (2)). We obtain 
DEFINITION 5.86. Given that ;[G]r) (A; Xi (z)) = 1, we uniquely deter- 
mine ;[G]g) (A; A’/ (z)) by iteration of 
;El!? (3 Ai,; xl (~11 
.~[Gl~~-~~ (,Aiq-~“~~‘,;~l(~)), (5.87) 
where the same notational conventions hold as in (5.75). 
Remurk 5.88. Recalling (3.11) and (3.17), Definition 5.86 is also a 
direct consequence of the discussion in (1.5)-( 1.12) applied to Eq. (2.2b) of 
[6]. Equation (5.87) generalizes (3.17) and, with zi= 1, (5.87) becomes 
(2.2b) of [6] as q+ 1. 
Remurk 5,89. The analog of (5.79) is 
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Since xV = (xji)- ’ it follows that 
Hence, the analog of (5.82) is 
Using (5.90) and (5.91), Remark 5.78 also applies to Definition 5.86. 
6. Two COMBINATORIAL IDENTITIES 
In this section we describe how we first discovered that the right-hand 
side of (1.45) is the unique solution of the q-difference equation (4.2k(4.3). 
In particular, we prove two combinatorial identities which lead naturally to 
the power of q appearing in (1.45~). This analysis gives further motivation 
for (5.32)-(5.91) of Section 5 and indicates why iterating (4.2)-(4.3) leads 
to Detinition 3.20 and Theorem 3.24. 
Applying the discussion in (1.5)-( I. 12) to Theorem 1.26 of [22] it is 
reasonable to guess that the right-hand side of (1.45) should be given by 
(1.45ak( 1.45b), except for a factor consisting of a monomial in 
VJ , ,..., bjp2} and a power of q. By inductively writing n iterations of 
(4.2)-(4.3) as in (1.45a)-( 1.45b) we lind after a substantial amount of 
algebra that the unique solution of (4.2)(4.3) can be obtained by multiply- 
ing each term in (1.45a)-( 1.45b) by 
(6.la) 
where 
(6.lb) 
with e2(, y,,) the second elementary symmetric function of {yr,..., yje2} 
and g”(yi ,..., yie 2) uniquely determined by the conditions 
(6.2a) 
(6.2b) 
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= [&Tn-l(Wl3...9 Wp-19 wpp l9 wp+lY...9 wj-21 
+ II{1 <l<j-2ll#p, w,>w+?- l}ll 
- (j- 3)(WI + “’ +Wp-l+Wp+*+ “’ +Wj-*)] (6.3a) 
for 16 p < j- 2 provided that 
wp- 120, (6.3b) 
and 
WI + ‘.. + wjPz=n, (6.3~) 
for w 1 9...9 wj - 2 appearing in gn(wI ,..., wj- z ). Just as in the analysis in 
(5.32)-(5.91), the conditions in (6.2)-(6.3) allow us to make use of a 
suitable special case of Lemma 1.33 to show that the right-hand side of 
(1.45), with (1.45~) replaced by (6.1), also satisfies (4.2)-(4.3). Here, for 
convenience, we use wi instead of yi. 
Our tirst proof of Theorem 1.44 was completed by showing that the 
function B( y, ,..., yjP *) in (6.lb) is explicitly given by ( 1.46). To this end we 
need the combinatorial identities given by 
LEMMA 6.4. Let g,,(wI ,..., wjPz ) be defined only for integers wi such that 
wi>O and wI+ ... + Wj- z = n. Starting with gO(O,..., 0) = 0, and always 
requiring that wP - 1 > 0, any n iterations of (6.3) which leadfrom (O,..., 0) to 
tw 1 Y*.*Y wj- 2 ) always give the same value, 
‘!L~~~Y., wj-21 
= -(j-3) x wrws+‘f2 (j-2-i) wCtiI, (6.5a) 
l<r<s<j-2 i= 1 
j-2 
(6.5b) 
where eJ, wi, ) is the second elementary symmetric function of {w, ,..., wjp *}, 
and o is any permutation of { 1, 2,..., j - 2} such that 
we(i) G wr7(z + I) 3 $ l<i<j-2, (6.6a) 
and 
we(i) = wo(i+ I) imphes o(i) < o(i+ 1). (6.6b) 
In particular, each of the (j - 2) expressions on the right-hand side of (6.3a), 
such that wP - 12 0, is equal to the common value given by (6.5). Thus, 
gn(w1 3.e.3 w,-~) is uniquely determined by (6.2)-(6.3). 
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Proof We prove this lemma by induction on n. It is clearly true for n 
equals 0 and I. We assume that (6.5) is true for n - 1 and all integers kvi 
such that IVY> 0 and w, + ... + wjeI = n - 1 and then show that each of 
the (j - 2) expressions on the right-hand side of (6.3a), with wP - 1 > 0, is 
equal to the common value given by (6.5). 
Now, let w, + . . . + wj-* = n and let 0 be any permutation of 
11, 2,..., j- 2} such that (6.6) holds. Furthermore, without loss of 
generality, suppose that 
and 
WC(k) -c W.s(k + I) = Wc(k + 2) = . . . = Wd/) 1 CW cc/+ 1). (6.7b) 
To apply the n- 1 case of (6.5) to gnP,(w ,,..., wPPI, wP-- 1, w~+~ ,..., w,-~) 
in (6.3a) we consider 
WV(k) G WV(I) - 1 -c Wc(k+ I) = . . . = Wd- 1) G Wo(/+ 1). 
Applying (6.8) to (6.5) then gives 
gn- ,(w, ,..., wp-13 wpv19 wp+12...3 wj-2) 
= -(j-3)e2(w ,,..., wPPl,wP--l, wP+* ,..., wjP1) 
+ i (j- 2 - i) wc(t) + Ji2 (i- 2 - 4 wow 
i=l i=1+1 
I- I 
(j-2-k-l)(wc~[J-l)+ 1 (j-2-i-l)wmcg 
i=k+l 1 
E  
f  
-(j-3)e2(,wi,)+ f (j-2-i)wocij+ 'f2 (j-2-i)wg,ij 
i= I i=/+ I 
I- 1 
+ 1 (j-2-i-l)wg(4 
i=k+l 
J-2 
Z -(j-3)e2(,wl,)+ x 
i=l 
+{-(j-2-k-l)+(j-3)(wI+ ... +w~-,+w~+~+ ... +N+~)}, 
(6.9) 
where we have used the assumption in (6.7b) that wotk+,)= 
WcT(k + 2) = . ’ . = WC(/). 
46 S. C. MILNE 
From (6.7a) and (6.8) it is not hard to see that 
II{1 <r<j-2lr#p, wr> wp-- l}ii =(j-2-k- 1). (6.10) 
Thus, by (6.9) and (6.10) it is immediate that the right-hand side of (6.3a), 
with We - 1 > 0, is always given by (6.5). 
Since each of the (J’ - 2) expressions on the right-hand side of (6.3a), 
such that We -- 12 0, are equal to each other, it is clear that any n 
interations of (6.3a), as described in Lemma 6.4, always give the same 
value. The converse implication is immediate. Q.E.D. 
Remurk 6.11. For many applications it is convenient to choose 0 so 
that (6.6b) as well as (6.6a) holds. Clearly, the two conditions in (6.6) uni- 
quely determine 0, and imposing (6.6b) does not change the value of the 
right-hand side of (6.5). 
Remurk 6.12. The formula for gJwI,..., w~-~) given by (6.5) is 
motivated by the special case in which wI < wz < *** < IV-~. To obtain 
(6.5) in this case one starts with gJwI ,..., wjpz) and iterates (6.3a) w, times 
to obtain gn- ,,,1(0, wz ,..., wj& and a sum of terms. We then iterate (6.3a) 
wz times to obtain g”-,,,-JO, 0, We ,..., w~-~) and a larger sum of terms. 
Proceeding in this way we eventually arrive at g,, ~ cw, + + +JO ,..., 0) = 
gO(O,..., 0) = 0 plus a sum of terms. The above terms arising from iterating 
(6.3a) are evaluated very easily as they are produced. The end result is the 
e=identity case of (6.5). The general case of (6.5) can be discovered by 
assuming that all the expressions in (6.3a), for 1 < p <j - 2 and We - 1 > 0, 
are equal, and then iterating (6.3a) in such a way that wUc,) becomes 0, and 
then woc2) becomes 0, etc., until each of w,,~~ ,,..., wOcjMzJ is 0. That is, until 
we arrive at g,,(O,..., 0). The answer will be just 
j-2 
-(j-3)c2(,w0ci~,)+ x G-2-iJwo(i). 
i=l 
(6.13) 
Since e*(,wi,) is symmetric in {wI ,..., wj-*], (6.13) equals (6.5). 
The second combinatorial identity we need is 
LEMMA 6.14. Let u be a permutation such that 
and 
wr7(i) G wcr(i+ 1)3 ry 1 <i<j-2, (6.15a) 
wUt~l = Wo(i+ 1) implies fJ(i)<o(i+ 1). (6.15b) 
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j-2 
= z (i+2-j)Wi. (6.16) 
i= 1 
Prooj By means of one simple algebraic step, plus a direct com- 
binatorial argument, we show that the coefficient of wi on the left-hand side 
of (6.16) is (i+ 2 -j). 
First, observe that since IV, = wS implies that (IV, - w3) = 0, the coefficient 
of wi on the left-hand side of (6.16) is equal to the coefhcient of wi in 
j-2 
Since CT is a permutation, we will be done once we show that the coef- 
ficient of wgCib in (6.17) is (g(i) + 2 - j). To this end, tirst note that the coef- 
ficient of wgCij in (6.17) is 
(6.18) 
(6.19a) 
{w~~~,~w~}u{w,~w~~~~=w~ and ~(~)~~}={w~~~~l~~k~~-2}. (6.19b) 
For convenience, let the sets Ti, Ri, Ui, and Vi be defined by 
TiE {WT<W~~~JI 1 <s<a(i)}y (6.2Oa) 
Ri= {w~~;~~w,l~(j)<~~~-2~, (6.2Ob) 
ui= {w& 1 <k<ij, (6.20~) 
and 
(6.2Od) 
By (6.19) and (6.2Oa)-(6.2Ob) it is immediate that 
607/W-4 
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and 
Ri= {wsCkjii<k<j-2 and g(i)<o(k)<j-2]. (6.22) 
Since CJ is a permutation it is clear that 
vi = I. we(k) 11 <k<i and o(i)<o(k)<j-2}. (6.23) 
Because 0 is a permutation of { 1, 2,..., j- 2} it follows that ui is the dis- 
joint union of Ti and Vi. That is, 
Ui= Ti@ Vi. (6.24) 
Thus, we have 
ti- 1)~ Il~J = lli”‘ill + II Vlll, (6.25) 
and Eq. (6.18) becomes 
II Till - (II Till + II f’ill J - IIR~II zz -C II Vill + IlRill ). (6.26) 
Clearly, Vi and Ri are disjoint since r~ is a permutation. From (6.22)- 
(6.23) it is not hard to see that 
Ri@ Vi= {wGckJ[ 1 <k<i, i<k<j-2, and o(i)<o(k)<j-2} 
= {w,~l#cr(i),fJ(i)<Nj-2}, (6.27) 
since CJ is a permutation of { 1, 2,..., j-- 2}. Thus we have 
(II Fill + llRillI= llRi@ V;ll 
= ll{w,l~#~(~),~(i)<~~~-2}ll 
= ll{w,lo~i~~~<j-~}ll 
=(j-2)-o(i). 
Combining (6.26) and (6.28) finishes the proof. 
We now finish this section by proving 
(6.28) 
Q.E.D. 
THEOREM 6.29. Thefunction B(yl,..., yjez) in (6.lb) k giuen by (1.46). 
Pro05 By Lemma 6.4 and the relation yI + .. * + Y,-~ = n it follows 
that the right-hand side of (6.lb) equals 
(6.3Oa) 
.‘. + Yj-z)+ ((.YI)~+ .‘. + (JJ-2)2)]. (6.3Ob) 
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From Lemma 6.14 it is clear that (6.30) becomes 
~~~~(2~+l-~)Y,-e2(,Yi, J+~~~~tY,)2. 
Finaly, it is immediate from (5.32) that (6.31) equals (1.46). 
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(6.31) 
Q.E.D. 
7. REDUCTION FORMULAS FOR [F](fl)((A)/(~)[(b)i(z)) 
We first prove an identity which expresses [F](“) ((A) 1 (u) 1 (!I) 1 (z)) as a 
finite sum of tinite products of the classical basic hypergeometric series in 
(1.4a). More precisely, we have 
THEOREM 7.1. Let m@) ((A) I (a) I (b) I @I) fw 
Definition 1,53. Let !2” be the set of ordered pairs 
Qn= {(r,s)il <r-cJ<n}. 
Given any subset T of ii?,,, define T/ by 
T,= ll{(r,.s)ET[r=f or s=!j[l, 
und denote the numbers I\{ 1 < 1 <n 1 T, > 0} 11 by 
N(T)= II{1 <1<n[ T,>O}[l. 
We then have the identity 
a11 ... OIk b 11 
. . 
. . 
. . 
determined by 
(7.2) 
(7.3) 
(7.4) 
Ii (1 -b,J (7.5a) 
i= l,i#/ i= l,i#/ 
(/,i)s Tor(i,/)~ T 
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(7.5c) 
ProoJ The key step in proving Theorem 7.1 is the simple observation 
Et1 AAi/*qy’Jtl wqy’/Ai,Il 
=q -~‘~[l-(l-q-“~)(l-q~‘)/(l-L4i,~q~~)(l-q~’/Ai,)]. 
It is immediate that 
(7.6) 
J+)( 1 - qy( 1 - Ai,. q.“z)( 1 - qJy.4i,)] 
=dG;pQ (-l)“T”. n (1-qY’)F 
= ” /= I 
(7.7) 
Noting that 
(1 -~y’~=~~~ -q)(q2).“,-~)/(q)y,--l~ (73) 
T, + ..* + Tn=211Tll, (7.9) 
and 
(1 ~qJy~~~~ if y,=O and T[>O, (7.11) 
it is not hard to see from (7.6~(7.11) and interchanging summation that 
(1.54b) can be written in the form 
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. x (l-~)tj-k)~yl+..-+y”).~-[y2+Zy3+...~(~-l)y~) 
Y ,,.... Y” 3 0 
.v,>OifT,>O 
(7.12) 
=fi fi 
C 
(1 -/Il,iq-“‘pL) 
/= I ;= l,i#/ 
T,>O (/,i)$ Tand(i./)$ T 
Gjl Ii 
C 
(1 -b&P-l)). (7.13) 
,= l,i#i 
T/=0 (/,i)$Tand(i./)$T 
It is immediate that the set {(I, i) 11 < i # i 6 n 1 is the disjoint union 
{(f, i)ll <l#i<n] 
={(~,i)~l<I#i<n,(~,i)~Tand (i,l)$Tj 
~~(~,i)ll~l#~~~,(~,i)~Tor (i,l)cT}. 
By (7.14) and the fact that TL= 0 implies (L i) $ T and (i, 1) I# T, 
it follows that 
(7.14) 
for all i # Z, 
f=l i=lj#/ 
T, = 0 
(7.15) 
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Making use of (7.13) and (7.15) it is clear that (7.12) can be written as 
the finite sum of finite products 
T/ > 0 
?I 
rI 1 
-1 . (1 - q)w)Y/. 
cl 
-tt- ' Lv. zY, 
/ II (7.16a) i= l.i#/ 
(l,i)e Tor(i./)~ T 
We next need the two relations 
Replacing y, by ( 1 + y!), then setting y, > 0, and using (7.17) in (7.16a) 
lead directly to (7.5a)-(7.5b), once (7.18) is applied to (7.16b), also giving 
(7.5~). This completes the proof of Theorem 7.1. Q.E.D. 
Denoting A(A+ l)...(A+Z- 1) by {A{,, using (7.14), and the fact that 
it is not difticult to see that replacing Ail, uli, and bji by q’l’, qO”, and q”l, 
respectively, in Theorem 7.1 and then letting q + 1 yield 
COROLLARY 7.20. Let F’)((A) 1 (u) 1 (b) 1 (z)) be determined by (1.52). 
Let Q,,, T, and T, be as in Theorem 7.1. We then have the identity 
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011 ... Qlk b 11 ... blj z, 
. . . . . . . . . . 
AIn A*” ... An-i,n an1 ... &k b,,l ... bnj zn 
T,>O 
{l +b&, (7.2lb) 
i= l,i#/ 
l/.i)t+Tor(~,/)eT 
(7.21~) 
where 
{A},=~A+~)...(A+z-1). (7.22) 
Remark 7.23. A direct proof of Corollary 7.20 is the same as that of 
Theorem 7.1. In particular, we start with the limiting case of (7.6), which is 
Remark 7.25. The series that appear in (7.5b) are T,+kPI@T,+jPz basic 
hypergeometric series, and the series in (7.5~) are k@j- I basic 
hypergeometric series. gimifarfy, the series in (7.2lb) are T,+ k - r F =,+,-* 
hypergeometric series, and the series in (7.21~) are kFjpI hypergeometric 
series. 
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Remurk 7.26. From Definition 1.3, Remark 7.25, and Theorem 7.1, it is 
not hard to see that the series [P’lcfl) ((,4) 1 (a)[ (b)l (z)) converges 
absolutely whenever 
0-c lql < 1, (7.27a) 
lZj[ < iqy-1). I(1 -q)y) 3 if 1 <l<n, (7.27b) 
b~i+qpp~ if pa -1 and 1 <l#i<n, (7.27~) 
b,i + qppy if p>O, 1 <l<n, and n+ 1 <i<j. (7.27d) 
Furthermore, from (1.30) and (7.27~) we must have 
If 
Ai,+qpy if 1 < i < 1~ n, and p is any integer, (7.28) 
Q/j, = cl 
-P1 (7.29) 
for 1~1 <n and 1 < i, < k, with the pL nonnegative integers, the series in 
(154b) is a Iinite sum, i.e., it terminates. Finally, starting with (154b), the 
convergence of the multiple q-series [F](“) ((A)/ (a)[ (b)[ (z)) can also be 
studied directly by the methods in [15-17, 29, 33, 391. 
It is well-known [5, 15, 16, 38, 391 that unless the classical 
hypergeometric series in Delmition 1.1 terminates, it converges absolutely 
for all finite values of X, real or complex if m < n + 1. When m = n + 1, the 
series is absolutely convergent for 1x1 < 1, and if m > n + 1 it diverges for 
x#O. If m=n+ 1 and 
Re((/3, + ... +/?J-(u+a1+ ‘.. +q+,))>o, (7.30) 
then the series in (1.2a) is absolutely convergent on the circle 1x1 = 1. Here, 
Re(z) denotes the real part of z. Of course, we must also have fij + s # 0 for 
any integer s 2 0. 
Remurk 7.31. From the above discussion, Eq. (1.52), Remark 7.25, and 
Corollary 7.20, it is not diflicult to show that if 
b/i+ -Py if p> -1 and 1 <Z#i<n, (7.32a) 
b/i+ -Py if p>O, 1 <l<n, and n+ 1 <i<j, (7.32b) 
then the series P’)((A) 1 (u) 1 (b) 1 (z)) 
(i) converges absolutely for all z~,..., Z~ 
provided that kc j, 
(ii) converges absolutely for 1~~1 < l,..., 1~~1 < 1 
provided that k = j, 
(7.33a) 
(7.33b) 
5.5 
(7.33c) 
(7.33d) 
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and 
(iii) converges absolutely for lz,l = l,..., 1~~1 = 1 
provided that k = j, and 
Re 
C. 
ibli-iqj >n, 
i=l i= 1 ) 
if 1 <Z<n. 
In obtaining (7.33d) we used the fact that 
zz TP 
From (1.16) and (7.32a) we have 
(7.34) 
AiI#Py if 1 < i< 1~ n, and p is any integer. (7.35) 
If 
qi, = -PI (7.36) 
for 1 < Z< n and 1 < i, < k, with the p/ nonnegative integers, the series in 
(1.52) terminates. Just as in Remark 7.26, the convergence of 
f-(‘?M I (~1 I CbJ I @)I can be obtained directly from the methods in [ 15, 16, 
29, 33, 391. 
We now prove a reduction formula or “inclusion lemma” for 
lIWcn) (VII Call ~~~I~~~~ given tv l 
THEOREM 7.37. Let [WI:) ((A) 1 (u) 1 (b) 1 (z)) be defined as in 
Definition 1.22. Suppose that n > 2, k 3 1, and 1 < r < min(n, k). We then 
. . . . . . 
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where the arrays ((Jil)) EE (A), ((~7,~)) = (C), and ((6,i)) = (6) ure determined 
by means of 
& = Ai,, l$ 1 <i<lKr, (7.39a) 
=Ai,,+l> zf 1 Gi<r, r<l<n, i<l, (7.39b) 
=Ai+l,/+l> $ r<i<l<n; (7.39c) 
a/izu/19 zy l<!,i-cr (7.4Oa) 
= u/,i + I 3  if l<l<r andr<i<k, (7.4Ob) 
=l2 /+ l,i? IY r<l<n and l<i<r, (7.4Oc) 
z”/+l,i+l> if r<l<n andr<i<k; (7.4Od) 
hli = b,i, f 1 < 1, i < r, (7.4la) 
=b/,i+ly $ l<l<randr<i<j, (7.4lb) 
=b /+ l,i? if r<l<n and 1 <i<r, (7.4lc) 
=b /+ l,i+ 13 ly r<l<n and r<i< j; (7.4ld) 
and the ,2I ,..,, 2n ~ I are given by 
Ti = zi $ l<i<r, (7.42a) 
= tzi+ 1119, $ r<iCn, (7.42b) 
The urrays (A), (G), and (6) are obtained by deleting the rth row and column 
from the arrays (A), (u), and (b), respectively, in (1.23). Furthermore, 
JilT LiIi, and 6,i satisfy the well-poised conditions in (1.24). 
Proof From Use = 1, (1.24c), and (1.30) it is immediate that 
QI~ = A[r, if l< r, (7.43a) 
= LA,)-‘, if l> r, (7.43b) 
and 
b,r = q-h, if l<r, (7.44a) 
=d-4J1, if l> r. (7.44b) 
It now follows from (7.43k(7.44) that 
ii ~~~,r~y,M~~,r~.v,~ 
I=1 
/#r 
(7.45) 
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Observing that 
(1 lb., = 4 if JJ~>O, (7.46a) 
z= 1, if y, = 0, (7.46b) 
it is not hard to see from (7.45) that the LZ~~ = 1 case of (1.23) can be written 
as 
(7.47) 
where jr means that JIM is deleted. 
Theorem 7.37 now follows directly from (7.47) and Definition 1.22. 
Q.E.D. 
Clearly, Eq. (1.54a) of Detinition 1.53 and Theorem 7.37 yields 
COROLLARY 7.48. Ler [F](“) ((A)[ (a)1 (b)j (z)) be defined as in 
Definition 1.53. Suppose that n >2, k> 1, and 1 <r < min(n, k). We then 
have 
where the arrays (J), (a), and (6) are determined by (7.39), (7.40), und 
(7.41), respectively, and 5, ,..., F~-, are given by (7.42). Furthermore, A;,, s,;, 
and 6,i satisfy the well-poised conditions in (1.24). 
Starting with [F](‘) ((A) 1 (u) 1 (b) 1 (z)), with k > n, and successively 
applying Corollary 7.48 with r = n, n - l,..., 2 leads directly to the classical 
basic hypergeometric series 
@ a112 L2 1.n + 1 T...? alk k-n+1 j-n b 1.n + 1 T...T blj 
zl(l - q)(‘-kJ 1 . (7.50) 
Along with Theorem 7.1 and Remark 7.25, Eq. (7.50) demonstrates how 
[F-J@‘) ((,4) 1 (u) 1 (b) 1 (z)) is a very natural multivariable generalization of 
the classical basic hypergeometric series in (1.4a). 
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Replacing ,4i,, u,~, and b,i by qA1’, qah, and qbb, respectively, in 
Theorem 7.37 and Corollary 7.48 and then letting q + 1 yield 
THEOREM 7.51. Let Wz)((A)[ (u)l (b)/ (z)) be defined us in 
Definifion 1.13 und F@)((A)i (u)j (b) 1 (z)) be determined by (1.52). Suppose 
thuf n > 2, k > 1, und l< r < min(n, k). We then huue 
und 
fl’YL4Il t~Iltb)l ~~~~l~,,=~=~n-“~~~~l~41~@ (31, (7.53) 
where fhe urruys (X), (ti), und (6) ure given by (7.39), (7.40), und (7.41), 
respectively, und FI ,..., F+, ure given by 
TiCZ. i? if l<i-cr, (7.54a) 
=zi+1, lf r<iCn. (7.54b) 
The urruys (A), (ti), und (6) ure obmined by deleting the rth row und column 
from the urruys (,4), (u), und (b), respectiuely, in (1.14). In uddizion, Ji,, ij,;, 
und 6,i sutisfy the well-poised conditions in (1.15). 
A direct proof of Theorem 7,51 is identical to that of Theorem 7.37 and 
Corollary 7.48. 
Just as in (7.50), starting with F@)((II) 1 (a) 1 (b) 1 (z)), with k > n, and suc- 
cessively applying Theorem 7.51 with r = n, n - l,..., 2 leads directly to the 
classical hypergeometric series 
(7.55) 
Corollary 7.20, Remark 7.25, and Eq. (7.55) all indicate why 
f’(“‘&4 I (~1 I CbI @)I is a natural generalization of the classical 
hypergeometric series in (1.2a). Furthermore, the results of this section 
show that [F](‘) ((A) 1 (u) 1 (b) 1 (z)) is an elegant q-analog of 
J+W-4 I (~1 I tb) I b)I 
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