Abstract-We show numerically that the spectrum of an optical pulse splits into multiple, widely separated, spectral bands when it arrives at a temporal boundary across which the refractive index suddenly changes. At the same time, the pulse breaks into several temporally separated pulses traveling at different speeds. The number of such pulses depends on the dispersive properties of the medium. We study the effect of second-and third-order dispersion in detail but also briefly consider the impact of other higher order terms. A temporal waveguide formed with two temporal boundaries can reflect the temporally separated pulses again and again, increasing the number of pulses trapped within the temporal waveguide.
An essential gradient for temporal reflection to occur is the group-velocity dispersion (GVD) of the medium in which an optical pulse approaches the temporal boundary [6] . However, to the best of our knowledge, the effects of higher-order dispersion have attracted little attention, apart from how it can shift the frequency of the reflected and refracted pulses. Since most practical media are likely to exhibit higher-order dispersive effects, in this paper we describe how they can lead to the formation of multiple pulses with widely separated spectral bands at a single temporal boundary.
The paper is organized as follows. In Sect. II we review the case where higher-order dispersion can be ignored and derive the temporal analogs of Snell's laws that predict the spectral shifts experienced by the "reflected" and "transmitted" pulses. In Sect. III we focus on the effects of third-order dispersion and briefly discuss the impact of even higher-order dispersion terms in Sect. IV. The effects of higher-order dispersion on temporal waveguides are discussed in Sect. V. The main results are summarized in Sect. VI.
II. TEMPORAL REFLECTION AND REFRACTION
We consider an optical pulse in the form of a plane wave propagating inside a medium with a dispersion relation given by β(ω) = n(ω)ω/c, where n(ω) is the refractive index at frequency ω. For a pulse containing multiple optical cycles, we can expand β(ω) around a reference frequency ω 0 in a Taylor series as
where β m = (d m β/dω m ) ω=ω 0 are the dispersion parameters. Physically, β 1 is the inverse of the group velocity, β 2 is the GVD parameter, and β 3 governs third-order dispersion (TOD).
In this section we include only the GVD effects and neglect the TOD and higher-order terms in Eq. (1) . In general, the refractive-index boundary can be moving, so we work in a moving reference frame in which the temporal boundary is stationary. For a boundary moving at speed v B , we can use the coordinate transform t = T − z/v B , where T is the time in the laboratory frame. The dispersion relation then becomes [6] β (ω) = β 0 + β 1 
where β B (t) = k 0 n(t) is the change in the propagation constant caused by the time-dependent index change n(t). The velocity of the temporal boundary should be chosen so that it is close to the group velocity of the optical pulse. For typical silica-based fibers with a group index n g ≈ 1.46, the temporal boundary should have a velocity close to v B = 2 × 10 8 m/s. We have also assumed that terms higher than second order are negligible for the spectral range of interest and can be ignored. For a temporal boundary located at t = T B , we assume that β B takes the form of a step function. Fundamentally, β B can have any value before or after the boundary, but we assume that β B = 0 for t < T B and β B is finite for t > T B when T B > 0. If T B < 0, we reverse this such that β B is finite for t < T B and β B = 0 for t > T B .
We can further simplify our discussion by choosing our reference frequency such that the group velocity at that frequency matches the speed of the temporal boundary. In this case β 1 = 0, and the dispersion relation becomes
where ω is the frequency offset from the new reference frequency (ω 0 ). Using Maxwell's equations with the simplified dispersion relation in Eq. (3) and making the slowly varying envelope approximation, we obtain the following time-domain equation:
where A(z, t) is the pulse envelope at a distance z. We solve Eq. (4) numerically using the standard split-step Fourier method [26] . The temporal and spectral evolutions of a Gaussian pulse whose carrier frequency is shifted from ω 0 by ω i is shown in Fig. 1 using the input field in the form
with the parameter values T 0 = 1.5 ps, T B = 5 ps, ω i = 10 13 s −1 , β 2 = 0.05 ps 2 /m, and β B = 2 m −1 . This value of β B corresponds to a refractive index change of less than 10 −6 at a wavelength of 1 μm.
The temporal evolution seen in Fig. 1(a) is analogous to an optical beam undergoing reflection and refraction at a spatial boundary in the sense that a part of the pulse energy appears to reflect backward in time. However, we should stress that both parts of the pulse are propagating forward; the reflected pulse travels faster than the temporal boundary and only appears to move backward in time in the reference frame that is moving with the temporal boundary. The reason for this increase in speed is apparent from the spectral evolution in Fig. 1(b) , which shows that the spectrum shifts toward the red side and and splits into two distinct spectral bands that travel at different speeds because of the GVD. These spectral shifts occur because a temporal boundary breaks translational symmetry in time. As a result, photon momentum (or β ) must be conserved while photon energy (or ω) may change. Mathematically, momentum is conserved by finding solutions where the right side is the initial propagation constant at ω i . Figure 1 (c) shows a plot of the dispersion curve for t < T B in solid blue and for t > T B in dashed red. Note that the red curve is the same as the blue curve if it were shifted up by β B . As marked in Fig. 1(c) , (I) corresponds to the initial pulse frequency, (R1) is the reflected pulse frequency, and (T1) is the transmitted pulse frequency. The unlabeled solution to Eq. 6 on the transmitted curve is not a valid solution because the relative group velocity at that frequency would not carry the transmitted pulse across the boundary into the t > T B region [6] . The requirement that the sign of the relative group velocity must take the pulse into the correct temporal region is referred to as the group-velocity restriction. We can easily solve Eq. (6) to find analytic expressions for the reflected and transmitted frequencies as
where β 1 = β 2 ω i is now a measure of the speed of the incident pulse relative to the speed of the boundary. These equations are the temporal analogs to the laws of reflection and refraction. Examining Eq. (8), we find that the transmitted frequency becomes complex when β 1 < √ 2β B β 2 , which is not physical. When this condition is satisfied, the transmitted pulse no longer propagates and a temporal analog of total internal reflection (TIR) occurs [6] .
III. THIRD-ORDER DISPERSION EFFECTS
We now consider the case where the effects of TOD are large enough that we can no longer ignore it in the Taylor expansion of β(ω). The dispersion relation then becomes
where we again choose a reference frequency with a group velocity that matches the speed of the temporal boundary.
As before, when the pulse crosses the temporal boundary it shifts its frequency such that the momentum is conserved in the moving frame. To find these frequencies, we again find the solutions to Eq. (6) and apply the group-velocity restriction. However, we now use Eq. (9) for the dispersion relation, which allows for up to three solutions for both the reflected (t < T B ) and transmitted (t > T B ) curves. Although the roots of a cubic polynomial are well known, in general they do not lead to simple relations such as those given in Eqs. (7) and (8) . Moreover, there can be at most two reflected or two transmitted frequencies because of the group-velocity restriction (slope of the dispersion curve). This is because the cubic polynomial has two regions that have a slope of one sign, and one region between these two that has a slope of the opposite sign.
We first examine the case where two transmitted pulses can form, as shown in Fig. 2 . For this simulation, we used the same parameters as in Fig. 1 , but chose β 3 = 4.5 ps 3 /km and β B = 3 m −1 to clearly resolve all pulses that form while crossing the temporal boundary. We see the incident pulse split into three pulses, forming one reflected pulse and two transmitted pulses. The two transmitted pulses travel at different speeds, separating as they travel further through the material.
Figure 2(b) shows that reflection and refraction are once again accompanied by shifting and splitting of the spectrum, but the spectrum now splits into three distinct spectral bands. Examining the dispersion curves in Fig. 2(c) we see that the two transmitted pulses correspond to bands centered (T1) at −5.3 THz and (T2) at 0.48 THz, and the reflected pulse corresponds to the middle frequency (R1) at −2.5 THz. The new transmitted pulse (T1) forms because the TOD term bends the dispersion curve back toward the initial value, creating two regions where the group-velocity restriction can be satisfied. We emphasize that both T1 or and T2 are always present regardless of how large β B becomes or what sign it takes. Therefore, in this case temporal TIR cannot occur. However, if the magnitude of β B is large, the amount of energy transferred to the transmitted pulse is very small, and the pulse is almost entirely reflected.
Examining the dispersion curve in Fig. 2(c) , we see that if the initial pulse frequency were shifted further to the right there would eventually be no solution for the reflected pulse on the incident curve (solid blue) that satisfies momentum conservation. This situation is similar to the Brewster angle in the case of a spatial boundary. Figure 3 shows a simulation where we have kept all of the parameters the same as in Fig. 2 , but increased the initial frequency shift to ω i /(2π) = 1.94 THz and the index shift at the boundary to β B = 4 m −1 . As Fig. 3(a) and Fig.3(b) show, no reflected pulse is formed in this case since there is no valid solution in Fig. 3(c) on the blue curve where momentum conservation can be satisfied. Therefore, all of the pulse energy must be transferred to the transmitted frequencies, T1 and T2. If the magnitude of β B were to be increased further, the root T2 would eventually no longer exist, and all of the pulse energy would be transferred to a single transmitted pulse at T1. If the sign of β B were changed, the same situation would occur, but the initial pulse energy would be entirely transferred to point T2. The main point to note is that the presence of TOD modifies the dispersion curve so much that many novel and interesting scenarios can occur at a temporal boundary.
Another interesting case occurs when the initial pulse spectrum is located in the middle section of the dispersion curve, where the slope has the opposite sign from the two outer regions of the dispersion curve. In this configuration, we expect to see two reflected frequencies that satisfy both conservation of momentum and the group-velocity requirement. Figure 4 shows this situation using the same Gaussian pulse used in Fig. 2 , but with an initial frequency shift of ω i /(2π) = −2.5 THz. This frequency shift was chosen to match point (R1) in Fig. 2 . Because the sign of the relative group velocity has changed (the dispersion slope is negative instead of positive), the pulse will move toward negative times. Recall that because we are in a reference frame moving with the boundary, this only means that the pulse is moving faster than the boundary. To account for this change in relative velocity, the temporal boundary must be moved to T B = −5 ps with the shift of β B occuring for t < −5 ps so that the optical pulse would still cross the same boundary. In Fig. 4(a) , the optical pulse crosses the boundary and once again splits into three pulses. This time only one pulse is transmitted, while two pulses are reflected with different speeds. Figures 4(b) and 4(c) show that this corresponds to three spectral bands at points R1 and R2 for the reflected pulses, and the point T1 for the transmitted pulse.
Unlike Figs. 2 and 3 , the process in Fig. 4 allows for temporal TIR. Indeed, if the magnitude of β B is increased, there will no longer be any T1 point that satisfies momentum conservation. More interestingly, the TIR condition can be reached even if β B has the opposite sign, which would shift the dispersion curve down. This is different from the case where TOD is not present, where the TIR condition can only be met using a particular sign for β B because there is a single global minimum (β 2 > 0) or maximum (β 2 < 0). Finally, unlike the temporal reflection in Section II, the spectrum of the reflected pulse narrows or broadens depending on where the input pulse lies on the dispersion curve. This occurs because a pulse contains a range of frequencies, and the dispersion relation must be conserved at each of these frequencies. For a given input frequency, the range of values the dispersion relation (β ) can take depends on the slope of the dispersion curve. For a fixed input pulse spectrum, a higher dispersion slope will cover a wider range of β values. Therefore, if the slope of the dispersion curve is larger at the input frequency than at the reflected frequency, the reflected pulse will have a wider spectrum, as in Fig. 2 . However, if the opposite is true, as in Fig. 4 , the spectrum of the reflected pulse will be narrower.
IV. HIGHER-ORDER DISPERSION EFFECTS
If we continue to increase the number of dispersion terms in the Taylor expansion in Eq. (1), the number of possible solutions to Eq. (6) will increase for both the reflected and transmitted curves. As with the TOD simulations, not every solution to Eq. (6) is permitted because of the group-velocity restriction. However, based on conservation of momentum and the group-velocity restriction, we can find the maximum number of reflected, transmitted, and total pulses that can form as the pulse crosses the boundary. 5 and β 6 do not correspond to this same fiber, but were chosen such that all roots exist over the spectral region to better illustrate the effect of higher order dispersion. We see that the maximum number of pulses that can form at the temporal boundary is equal to the order of the polynomial. Explicitly, this means that β 4 generates up to four pulses, β 5 up to five pulses, and β 6 up to six pulses. This makes sense because transmitted pulses will form at solutions to Eq. (6) that have a slope matching the sign of the input frequency, while the reflected pulses will form at the solutions with a slope of the opposite sign.
The number of either reflected or transmitted pulses depends not only on the number of dispersion terms but also on where the input pulse spectrum is located. In the case of even-order dispersion, half of the solutions represent reflected pulses and the other half transmitted pulses. The situation becomes more complex when the last term is odd. For example, when terms up to β 5 are included, five pulses are formed at the boundary. As seen in Fig. 5 , three of them are transmitted when ω i > 0 but three of them are reflected when ω i < 0. Similar to the TOD case, this occurs because the fifth-order dispersion curve has three regions with a slope of one sign, and only two regions with a slope of the opposite sign. Note that these are all upper limits to the number of reflected and transmitted pulses. If different dispersion parameters, initial frequencies, or (β B values are chosen, the number of pulses formed can decrease. We emphasize that even-order dispersion always allows for TIR to occur, regardless of the location of the initial pulse spectrum. This makes sense because even order polynomials have either a global maximum or a global minimum.
V. TEMPORAL WAVEGUIDES
If an optical pulse is placed between two temporal boundaries, the pulse can be trapped between the two boundaries, Fig. 6 . Evolution of (a) pulse shape and (b) spectrum in a temporal waveguide formed by two boundary (dashed black lines) in the same medium as Fig. 4 with ω i /(2π) = −2.5 THz. Note that intensity and spectral density are now on a logarithmic scale to better show the transmitted pulses. (c) Dispersion curves inside (solid blue) and outside (dashed red) the waveguide.
forming a temporal analog of an optical waveguide [19] . When higher-order dispersion is negligible, these waveguides behave like spatial planar waveguides, including having a finite number of supported modes. In this section we consider the effects of higher-order dispersion on temporal waveguides. Here we focus at the effects of TOD only since this is the most dominant term in practice. The new features that arise in this case are also expected to occur when fourth-or fifth-order dispersion terms are included. Figure 6 shows the propagation of a Gaussian pulse with T 0 = 2 ps under conditions of Fig. 4 except that we now have two temporal boundaries located at t = ±5 ps. The value of β B was increased to 4.5 m −1 to remove the transmitted frequency near ν = ν 0 and allow for the TIR condition to be satisfied at the input wavelength. As Figs. 6(a) and 6(b) show, the TIR condition holds when the pulse hits the first boundary at t = −5 ps, forming two reflected pulses (R1 and R2). These two pulses interfere with each other as they propagate, forming interference fringes. The reflected pulses travel with slightly different group velocities, and so they reach the second boundary at t = 5 ps at different distances. When each of them hits the second boundary at t = 5 ps, some energy is transmitted because the group-velocity restriction can now be satisfied since the slope of the dispersion curve at R1 and R2 is now positive allowing energy to transfer to T1. Because each of the reflected pulses hits the boundary at a different distance, two transmitted pulses form at the same frequency.
In addition to generating the transmitted pulses, both pulses also reflect off the boundary and travel back to the other boundary at t = −5 ps. At this point, the process repeats itself, but because of the different distances at which the pulses reach the boundary there are two pulses at the initial frequency instead of one. After another round-trip through the waveguide, each of these two pulses will split into two more pulses. However, two of these new pulses will overlap in time, and so only three distinct pulses will be seen. This process can repeat as long as the pulses are trapped within the temporal waveguide, and the temporal waveguide will act as a pulse multiplier. For the simulations shown in Fig. 6 , multiple pulses cannot be clearly distinguished because they overlap in time. By increasing the width of the waveguide, the reflected pulses will separate more in time before crossing the second boundary and forming two distinct pulses at the initial frequency.
A transmitted frequency will always exist for either the incident or reflected pulses regardless of the magnitude of β B , so this loss cannot be avoided for a waveguide with TOD. However, the loss can be significantly reduced by working at frequencies near either the local maximum or local minimum, whichever is further from the transmitted frequency. For example, Fig. 7 shows the spectral and temporal evolutions when the initial pulse frequency is changed to ω i /(2π) = −0.96 THz. In this case, much less energy is transferred to frequencies R1 and T1, and the behavior more closely resembles that of a waveguide without TOD. Although there are still interference fringes in the time domain, these fringes arise from the beating of the input frequency with the reflected frequency R2, rather than from the two reflected frequencies beating with one another.
When the temporal waveguide supports several modes, the frequency of the fundamental mode will occur near the local minimum of the dispersion curve, similar to that in Fig. 7 . The mode shape can then be well-approximated by ignoring the higher-order dispersion terms, and little energy will be lost at the temporal boundaries. However, the higher-order modes will have a larger ω, and will be more strongly affected by TOD. As a result, higher-order modes will lose more energy as transmitted pulses, as in Fig. 6 . A short optical pulse with a large spectral bandwidth is likely to excite several modes when launched into such a waveguide. However, given a long enough propagation distance, only the fundamental mode would remain confined within the waveguide, with the other modes losing energy to the transmitted frequency. 
VI. CONCLUSIONS
We have shown through numerical simulations that the spectrum of an optical pulse splits into multiple, widely separated, spectral bands when it arrives at a temporal boundary across which refractive index suddenly changes. At the same time, the pulse breaks into several temporally separated pulses traveling at different speeds. The number of such pulses depends on the dispersive properties of the medium. In the case of a parabolic dispersion curve, the second-order dispersion governed by β 2 splits the input pulse into two pulses with widely separated spectra that represent the temporal analogs of reflection and refraction at a spatial boundary [6] . The inclusion of higherorder dispersion makes it possible to form multiple reflected and transmitted pulses at a temporal boundary with widely separated spectral bands. More specifically, in the case of third-order dispersion, the pulse splits into three pulses, where the third one may correspond to either a reflected or a transmitted pulse depending on the wavelength of the input pulse. Furthermore, if the input wavelength is far enough from a wavelength where the dispersion curve exhibits an extremum, it is possible that only two transmitted pulses are formed without any temporal reflection. Conversely, if the input wavelength is close to a local maximum or minimum, the amount of energy transferred to the third pulse becomes negligible. The behavior of the pulse is then accurately modeled by neglecting the third-order dispersion term.
We also discussed the situation in which a temporal waveguide is formed by using two temporal boundaries. The role of second-order dispersion for such waveguides is already known [19] . In this paper we found the the third-order dispersion introduces several new features. First, it is possible to produce two reflected pulses with widely separated spectra at one of the boundaries. These two pulses separate in time before arriving at the second boundary, leading to additional pulses. This process cascades each time the pulses bounce through the waveguide, allowing the temporal waveguide to act as a pulse multiplier. Unfortunately, undesirable transmitted pulses also form, representing loss of energy from a temporal waveguide. However, the energy loss can be minimized by suitably optimizing the input wavelength.
From a practical perspective, the importance of higher-order terms depends not only on the width of input pulses but also how far the input wavelength is from a maximum or minimum of the dispersion curve of the material. For example for silica fibers used in the telecom region near 1550 nm, the effects of β 2 dominate and no more than two pulses will form at a temporal boundary because dispersion terms higher than second order will simply shift the frequencies of the reflected and transmitted pulses. However, if the pulse spectrum is located near the zero dispersion wavelength of the fiber, either by choosing the proper wavelength or by employing special dispersion-shifted fibers, the TOD term becomes significant and up to three pulses can form as in Figs. 2 and 4 . Furthermore, microstructured and photonic crystal fibers make it possible to tailor the dispersion and can be designed with dispersion curves that exhibit more than one zero-dispersion wavelength. Such fibers could allow the formation of multiple pulses with widely separated spectral bands (> 50 nm) if a suitable temporal boundary can be produced using a nonlinear effect such as cross-phase modulation.
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