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Abstract 
Numerical simulations of multiphase flow in porous media often face convergence difficulties in the nonlinear Newton solver, 
including erratic time stepping, large number of (Newton) iterations, and timestep cuts. Such convergence problems can lead to 
unacceptably large computational time and are often the main impediment to performing simulation studies of large scale 
problems, such as oil/gas recovery, groundwater remediation, and CO2 geological sequestration. We analyze the nonlinearity of 
the discrete transport (mass conservation) equation for immiscible, two-phase flow in porous media in the presence of viscous, 
buoyancy, and capillary forces. The critical features that cause oscillations and divergence of the Newton iterations are identified 
and located. Based on the analysis, we develop a nonlinear solver that guides Newton iterations safely and efficiently, such that 
convergence is achieved for arbitrary timestep sizes.  
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1. Introduction 
Numerical simulation is widely used to understand, predict, and manage subsurface fluid migration with 
applications to oil/gas recovery, groundwater remediation, and CO2 geological sequestration. The reservoir models 
used usually have complex geometry with highly detailed descriptions of the permeability heterogeneity, and the 
coupled conservation laws that describe the multiphase fluid flow and transport are highly nonlinear. Implicit 
schemes such as the Fully Implicit Method (FIM) [1] or the Sequential Implicit Method (SIM) [2] usually solve the 
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conservation equations (cast in residual form) using Newton method. Due to the nonlinearity of the coupled 
conservation equations, the Newton method is not guaranteed to converge for timesteps that are too large [1]. When 
convergence fails within a specified computational effort, Newton iteration starts over with a smaller timestep 
determined heuristically, and the previous effort is wasted. The heuristic timestep control techniques are 
cumbersome and problem specific. Even when such heuristics work, they tend to be conservative and result in 
unnecessarily long simulation time. 
Our objective is to develop an unconditionally convergent nonlinear solver for immiscible multiphase flow and 
transport in heterogeneous porous media. Having such a capability will facilitate the computation speed and allow 
the timestep size to be selected based on accuracy considerations (time truncation error) as opposed to the ability of 
the nonlinear solution scheme to converge.  
2. Numerical flux and its nonlinearity 
We believe the first and most important step to designing an efficient nonlinear solver is to identify the 
nonlinearity of the physics and fully understand the cause of convergence failure. Suppose a single-variable 
nonlinear problem is solved by the standard Newton method. It is well-known that the method will fail to converge 
if there is an inflection point on the residual function [3], as illustrated in Fig. 1(a). Similarly, convergence will fail 
if there is a non-differentiable point (referred to as a ‘kink’) on the residual function, as shown in Fig. 1(b). The 
inflection point and the kink change the slope of the residual function abruptly. If they are crossed over in a Newton 
iteration, overshootings will occur, leading to oscillations that may cause convergence failure. A simple method that 
avoids such oscillations is called the ‘trust-region Newton method’, initially proposed by Jenny et al. [4] and later on 
improved by Wang and Tchelepi [5]. Suppose the residual function has an inflection point as in Fig. 1(a). Note that 
the inflection point divides the residual function into two regions, a convex and a concave region, referred to as 
‘trust regions’. If the initial guess is ܵ଴ and the Newton update (from ܵ଴ to ଵܵ) crosses the inflection point, the trust-
region method chops the size of the Newton update, such that the updated unknown ( ଵܵᇱ) locates at the inflection 
point (see Fig. 1(c)). Therefore, the next Newton iteration will start at ଵܵᇱ , and convergence will be reached easily.  
The challenge of applying the trust-region method to modeling multiphase flow in porous media is to identify 
and locate the kinks and inflections accurately. For simplicity, we limit our study in immiscible incompressible two-
phase flow. The conservation laws for the two-phases are written as:  
߶
߲ܵ௪
߲ݐ
+ ׏ ή ܝܟ = ݍ௪ , (1a) 
߶
߲ܵ௡
߲ݐ
+ ׏ ή ܝܖ = ݍ௡ , (1b) 
where ݐ is the time, ߶ is the porosity, ܵఈ, ܝહ, ݍఈ (ߙ = ݓ,݊) are the saturation, velocity, and source/sink term of 
each phase. The subscripts w and n denote the wetting and the nonwetting phases, respectively. The velocity of each 
phase is expressed using the multiphase extension of Darcy’s Law:  
ܝહ = െ݇
݇௥ఈ
ߤఈ
(׏݌ఈ + ߩఈ݃׏݄), (2) 
 
 
Fig. 1. (a) Convergence failure due to an inflection point; (b) convergence failure due to a kink; (c) convergence improvement using the trust-
region Newton method [4,5]. 
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where ݇ is the absolute permeability, ݇௥ఈ = ݇௥ఈ(ܵఈ) is the relative permeability, ߤఈ  is the viscosity, and ݌ఈ  is the 
pressure. ݃ is the gravitational acceleration and ݄ is the altitude. To close the conservation equations, two more 
equations are needed: 
ܵ௪ + ܵ௡ = 1, (3) 
௖ܲ = ݌௡ െ ݌௪ , (4) 
where ௖ܲ is the capillary pressure. The simulation domain is usually discretized into many gridblocks and hence it 
has many degrees of freedom. Here, finite volume method and backward Euler are used to perform first-order 
spatial and temporal discretizations. It is extremely difficult to visualize the nonlinearity of the simulation problem if 
the degree of freedom is larger than three, let alone identifying and locating the kinks and inflections. Nevertheless, 
we have discovered that the nonlinearity of the simulation problem can be understood by analyzing the nonlinearity 
associated with each gridblock interface [6]. No matter how many gridblocks and dimensions there are in a 
simulation, how complicated the geological model is, and whether a Cartesian grid or an unstructured grid is used, a 
gridblock interface always has only two sides – the upstream and the downstream sides – for a first-order 
discretization scheme. Therefore, only two degrees of freedom are associated with a gridblock, and its nonlinearity 
can be easily visualized. 
The nonlinearity associated with a gridblock interface in the presence of viscous and buoyancy forces is 
examined in Fig. 2. The nonlinearity of capillary force is discussed in Section 5. The two horizontal axes are the 
saturations (SL and SR) of the two sides, where the subscript L denotes the upstream side, and R the downstream side. 
The upstream and downstream are in terms of the total velocity (ݑ்), which is the sum of the phases velocities 
(ݑ் = ݑ௪ + ݑ௡ ). The vertical axis is the discrete flux function (hereafter referred to as the ‘numerical flux’) 
expressed in the form of fractional flow. It reflects the nonlinearity of the conservation law [4]. The formula of the 
numerical flux is written as [6,7]: 
ܨ(ܵ௅ , ܵோ) = ൞
ఒೢ(ௌಽ)ൣଵି௞ೝ೙(ௌಽ)ே೒൧
ఒೢ(ௌಽ)ାఒ೙(ௌಽ) ,    0 ൑ ܵ௅ ൑ ܵ
௙ୀଵ
ఒೢ(ௌಽ)ൣଵି௞ೝ೙(ௌೃ)ே೒൧
ఒೢ(ௌಽ)ାఒ೙(ௌೃ) ,    ܵ
௙ୀଵ < ܵ௅ ൑ 1
     ,  (5) 
where ߣఈ  is the mobility, ߣఈ = ݇௥ఈ/ߤఈ , ௚ܰ  is the gravity number, ௚ܰ = (݇(ߩ௪ െ ߩ௡)݃׏݄)/(ߤ௡ ݑ்), and ߩఈ  is 
the density. The relative permeability curves are ݇௥௪ = ܵ௪ଶ , ݇௥௡ = (1 െ ܵ௪)ଶ, the viscocities are ߤ௪ = ߤ௡ = 1 cP, 
and ௚ܰ = െ3. ܵ௙ୀଵ is called the unit-flux point, and it is evaluated when the analytical flux (݂) equals one. The 
analytical flux is equivalent to the numerical flux under infinitely fine discretization (i.e., when ܵ௅ = ܵோ, see the 
diagonal black line in Fig. 2(a)). Eq. 5 is obtained using Single-point Phase-based Upstream Weighting (SPU) [1], 
which is the industry standard for reservoir simulations. 
As observed in Fig. 2, a kink occurs at ܨ = 1. It corresponds to the switch of flow directions from co-current 
(ܨ < 1) to counter-current (ܨ > 1), or vice versa. The kink changes the slope of the numerical flux (and hence the  
 
 
Fig. 2. Numerical flux when ௚ܰ = െ3 (both viscous and buoyancy forces are present): (a) frontal view; (b) side view; (c) ߲ܨ/߲ܵ௅.. 
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Fig. 3. Numerical fluxes for different gravity numbers: (a) ௚ܰ = 0; (b) ௚ܰ = െ3; (c) ௚ܰ = െ6; (d) ௚ܰ = െλ. 
residual function) abruptly, causing overshootings and oscillations in Newton iterations. Such oscillations may 
lead to convergence failure. 
The inflection properties of the numerical flux are also studied [6]. Fig. 3 shows the inflection lines (dashed lines) 
of the numerical flux for various gravity numbers. When ௚ܰ = 0 (only viscous force exists), it is co-current flow 
everywhere, and there is only one inflection line (Fig. 3(a)). When both viscous and buoyancy forces exist (Fig. 
3(b)), two inflection lines occur, one in the co-current-flow region, and the other in the counter-current-flow region. 
When buoyancy becomes stronger (Fig. 3(c)), the counter-current-flow region expands, revealing another inflection 
line. For gravity segregation (Fig. 3(d)), the co-current-flow region disappears, and two inflection lines are found in 
the counter-current-flow region. 
3. Trust-region based nonlinear solver 
The cause of nonlinear convergence failure – kinks and inflection lines – are described in the previous section. 
These kinks and inflection lines divide the nonlinear space into several subregions, referred to as ‘trust regions'. The 
ability to locate them is beneficial to the design of our trust-region based Newton solver, whose strategy is 
illustrated in Fig. 4. For each cell interface, the locations of the kink and the inflection lines depend only on the 
gravity number ( ௚ܰ) at this interface [6]. Although computing ௚ܰ for one interface is effortless, each interface may 
have a different ௚ܰ . To avoid repeated computations, we recommend tabulating the locations of the kink and 
inflection lines versus various ௚ܰ’s in a preprocessing step prior to performing a simulation. During a Newton 
iteration, the kinks and inflection lines can be located via simple table lookups. The key idea of our trust-region 
based nonlinear solver is to progress Newton iterations through each trust region one at a time, instead of allowing 
the iterations to roam the entire nonlinear space. Any Newton update (in terms of saturation) is not allowed to cross 
the boundary of any trust region. If a crossing is detected, the size of the Newton update is chopped such that the 
updated saturation lies at the boundary. This prevents the Newton iterations from the overshootings and oscillations 
caused by inflections or kinks. 
To chop the saturation update at kinks and inflection lines, we employ a ‘global’ strategy in this work. First, we 
find all the cell interfaces whose Newton update crosses any kink or inflection line. Second, without actually 
performing any chopping, we calculate the ‘chopping ratios’ for the interfaces that require chopping. As illustrated  
 
 
Fig. 4. The chopping strategy of our trust-region based nonlinear solver. 
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in Fig. 4, suppose that arrow AB is the Newton update, and it crosses the inflection line at point C. We define a 
‘buffer zone’ of size ߝ. If the inflection line and the buffer zone are both crossed, the Newton update is chopped at 
the edge of the buffer zone, otherwise no chopping is needed. Therefore, AB should be chopped at point D, and the 
chopping ratio is AD/AB. After all the ratios are documented, chopping is performed with the minimum ratio 
imposed on all the interfaces in the domain. The buffer zone is used to relax the chopping and to speed up the 
iterations. Its size can be determined by the size of the ‘contraction region’, which approximates the region around a 
kink or an inflection where convergence is guaranteed [6,8]. The ߝ can also be provided from user input. According 
to our experience, having an ߝ ൎ 0.1 for inflection lines, and an ߝ ൎ 0.05 for kinks is good enough. 
4. Numerical examples 
We consider a 1D example of pure gravity segregation. The domain is discretized into 81 cells. Initially, heavier 
water occupies the top 40 cells (ܵ௪ = 1), lighter oil the bottom 40 cells (ܵ௪ = 0), and in the middle cell ܵ௪ = 0.5. 
The boundaries are closed with no sources and sinks. Starting from the initial condition, water will sink down, and 
oil will flow up. Therefore, the entire domain is in counter-current flow until the two phases are completely 
segregated. The reservoir and fluid properties are such that the characteristic time for gravity segregation, ߬, is equal 
to 100 days. The characteristic time is ߬ = (߶ߤ௢ ܪ)/[݃(ߩ௪ െ ߩ௢ )݇] , where ܪ is the hight of the domain, and ߶ 
and ݇ are homogeneous. The dimensionless time is defined as ݐ஽ = ݐ/߬ = 0.7, where the unit of t is day. The 
relative permeability curves are ݇௥௪ = ܵ௪ଶ , ݇௥௡ = (1 െ ܵ௪)ଶ, and the viscosity ratio ߤ௪/ߤ௢ is one. 
Fig. 5(a) provides an example of convergence failure caused by oscillatory behaviors in Newton iterations. Such 
oscillations are typically seen in conventional nonlinear Newton solvers, and in solvers that do not fully understand 
the nonlinearity of the residual function. The blue curve in each subplot shows the saturation distribution at various 
Newton iterations. The red curve is the target solution. Convergence is achieved when the blue and red curves 
coincide. Starting from the initial condition (iteration 0), the saturation distribution progressed smoothly until 
iteration 30, when local peaks and valleys began to appear. They oscillated and migrated throughout the entire 
domain, and convergence was never achieved. In contrast, using our nonlinear solver (see Fig. 5(b)), the trust-region 
boundaries are correctly located, and saturation overshootings are prevented by our chopping strategy. Therefore, 
the saturation distribution progresses smoothly till convergence, and no major oscillations are found. 
 
 
Fig. 5. (a) Convergence failure caused by oscillations in Newton iterations, typically observed in conventional Newton solvers, and in solvers that 
do not fully understand the nonlinearity of the residual function; (b) convergence success using our trust-region based nonlinear solver. 
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In the second example, we consider a 2D heterogeneous domain of 100 by 100 cells in the x and z directions. The 
permeability spans about four orders of magnitude, and the distribution is shown in Fig. 6(a). The porosity is held 
constant as 0.25 for simplicity. Initially, lighter oil occupies the bottom half of the domain, and heavier water 
occupies the upper half. We deliberately choose this initial condition to make the flow behavior highly unstable. The 
characteristic time for gravity segregation is 1600 days. To further complicate the flow behavior, one water injection 
well and one production well are introduced, whose locations are shown in Fig. 6(a). The injection rate is 1.4 cell 
pore volumes per day, and the production well operates at the initial reservoir pressure. 
A series of simulations were run starting from the same initial condition. Each simulation involves a single 
timestep, and the timestep size ranges from 1 day to 100000 days. The number of Newton iterations for each run is 
recorded. The performance of three nonlinear solvers is compared: the standard Newton method, Newton method 
with Appleyard chopping [9], and our trust-region based Newton solver. Appleyard chopping is a widely used 
heuristic scheme that limits the saturation update per Newton iteration to be below a fixed value (e.g., 0.25). Fig. 
7(a) plots the number of Newton iterations it takes to converge against the timestep size. The standard Newton 
method can only converge for timestep sizes smaller than 10 days, and Newton method with Appleyard chopping 
fails to converge for timestep sizes larger than 50 days. In contrast, our trust-region based Newton solver is able to 
converge for all the timestep sizes studied. The simulation results at different time are presented in Figs. 6(b) to (d). 
Fig. 7(b) plots the number of iterations it takes to converge against the maximum CFL [10] number in the domain. 
Our solver is able to converge for a wide range of CFL numbers spanning four orders of magnitude, which is far 
superior to the performance of the standard Newton method and Newton method with Appleyard chopping. 
 
 
Fig. 6. 2D heterogeneous model and simulation results: (a) permeability distribution; (b,c,d) oil saturation distributions at 0, 200, 2000 days. 
 
 
Fig. 7. Convergence performance comparisons between our solver, the standard Newton method, and Newton method with Appleyard chopping: 
(a) number of iterations vs. timestep size; (b) number of iterations vs. the maximum CFL number in the domain. 
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5. Numerical scheme for heterogeneous capillarity 
Previous sections examined the nonlinearity of the numerical flux driven by viscous and buoyancy forces. Here, 
we analyze the nonlinearity associated with the capillary flux. Figs. 8(a) and (b) plot the numerical flux and its 
derivative when the gravity number ( ௚ܰ) is zero and the Peclet number ( ௘ܲ) is 0.5. The Pectlet number is defined to 
characterize the ratio of viscous to capillary forces, ௘ܲ = ݑ்ߤ௡ܮ/(݇ തܲ௖), where L is the characteristic length scale and 
തܲ௖ is the characteristic capillary pressure. Here, L is defined as the length of a cell, and തܲ௖ is 0.1 bar. The numerical 
flux is obtained from SPU. The relative permeability curves are ݇௥௪ = ܵ௪ଶ , ݇௥௡ = (1 െ ܵ௪)ଶ, the viscocities are 
ߤ௪ = ߤ௡ = 1 cP, and the capillary-pressure curve is ௖ܲ = 0.1ܵ௪ି଴.ହ (bar). As observed in Fig. 8(a), the numerical 
flux and its slope approach infinity when ܵ௅ or ܵோ reaches zero. This is because the capillary pressure and its slope 
are unbounded when the saturation approaches zero. Such steep slope can lead to serious numerical difficulties. 
Moreover, two kinks can be found on the numerical flux, one at F = 1 and the other at F = 0. They correspond to the 
switch of flow directions from co-current to counter-current, or vice-versa. Recall that kink is a major cause of 
convergence difficulty. It changes the curvature of the numerical flux abruptly, creating overshootings and 
oscillations in the Newton iterations that may lead to convergence failure. 
We propose a numerical scheme that significantly reduces the nonlinearity caused by capillarity. In particular, it 
is able to handle heterogeneous capillarity, whereby each cell has a different capillary-pressure curve. The scheme is 
a modification of one described by Cances [11]. The capillary flux is expressed in an integral form [11,12]: 
ܥ(ܵ) = ௞
௨೅
׬ ఒೢ
(ௌ)ఒ೙(ௌ)
ఒೢ(ௌ)ାఒ೙(ௌ) ௖ܲ Ԣ
(ܵ)dܵ ௌ଴ .  (6) 
When two neighboring cells (cells i and i +1, see Fig. 9(a)) have different capillary-pressure curves (Fig. 9(b)), 
the discretized flux at the cell interface (ܨ௜ାభమ
) is obtained from solving the following equations [6]: 
ܨ௜ାభమ
= ܨ
௜ାభమ
ି = ܨ
௜ାభమ
ା  ,   ܨ
௜ାభమ
ି = ܨ௩,௚( ௜ܵ , ௜ܵାଵ) + ଶൣ஼
೔(ௌష)ି஼೔(ௌ೔)൧
୼௫೔
,   ܨ
௜ାభమ
ା = ܨ௩,௚( ௜ܵ , ௜ܵାଵ) + ଶൣ஼
೔శభ(ௌ೔శభ)ି஼೔శభ(ௌశ)൧
୼௫೔శభ
, (7) 
௖ܲ
௜(ܵି) = ௖ܲ௜ାଵ(ܵା). (8) 
Eq. (7) is the flux-continuity equation, and Eq. (8) is the capillary-pressure-continuity equation. ܨ௩,௚ accounts for 
the viscous and buoyancy fluxes, and it is obtained from SPU as in Eq. 5. ܵି and ܵା are two ‘dummy’ saturations 
introduced on the left and right side of the cell interface. They enforce the continuity of the flux and the capillary 
pressure at the interface. The heterogeneity in capillary entry pressure is handled as in [13-15].  
Figs. 9(c) and (d) display the nonlinearity of the numerical flux computed using our scheme in the presence of 
viscous, buoyancy, and heterogeneous capillary forces ( ௚ܰ = െ5, ௘ܲ = 0.5). The capillary-pressure curve of the 
upstream cell (in terms of the total velocity) is ௖ܲ = 0.2ܵ௪ି଴.ହ (bar), and that of the downstream cell is ௖ܲ = 0.1ܵ௪ି଴.ହ 
(bar). Compared with Fig. 8, the numerical flux computed from our scheme does not approach infinity as the 
saturation reaches zero, because ܥ(ܵ) is always bounded. Moreover, our scheme has only one kink. Therefore, the 
nonlinearity associated with capillarity is greatly reduced. This helps to improve the convergence performance 
significantly when our trust-region nonlinear solver is used [6].  
 
 
Fig. 8. Nonlinearity of the numerical flux under capillarity ( ௚ܰ = 0, ௘ܲ = 0.5): (a) the numerical flux; (b) the derivative. 
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Fig. 9. Numerical scheme for heterogeneous capillarity: (a) two cells and the interface; (b) capillary-pressure curves for the two cells; (c) 
numerical flux computed from our scheme; (d) the derivative of the numerical flux.  
6. Conclusions 
Convergence failure of reservoir simulators is strongly related to the nonlinearity of the transport problem. 
Detailed understanding of the nonlinearity of multiphase transport is beneficial to designing better solvers to 
overcome convergence problems. Although a simulation problem may have many unknown variables in multiple 
dimensions, we find that its nonlinearity can be clearly understood by studying the (discretized) numerical flux 
function at each cell interface. The nonlinearity of the numerical flux in the viscous, buoyancy, and capillary 
parameter space is analyzed and the critical regions are delineated. Specifically, the kinks and inflection lines are 
identified as the causes of convergence difficulty. We developed a nonlinear solver that guides Newton iterations to 
progress through the ‘trust regions’ separated by the kinks and inflection lines. If a Newton iteration crosses any 
trust-region boundary, the size of the Newton update (in terms of saturation) is limited, such that the updated 
saturation lands on the boundary. This effectively avoids the overshootings and oscillations that lead to convergence 
failure, and the numerical performance is much superior to conventional nonlinear solvers. 
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