To determine whether feedback from attending physicians to residents about outpatient medical records improves chart documentation and quality of care.
nternal medicine resident training programs are required to evaluate the competence of their trainees in the areas of medical knowledge, clinical competence, attitudes, and behaviors. Multiple methods exist for clinical competency evaluation, including the housestaff evaluation forms provided by respective boards, [1] [2] [3] [4] the In-Training Examination (ITE), 5 medical record review, 6 credentialling for procedures, the Objectively Structured Clinical Exam, 7 nurse evaluations, 8 patient satisfaction survey information, [9] [10] [11] housestaff self-assessment, 12 and the Clinical Evaluation Exercise (CEX). [13] [14] Medical knowledge, as measured by the American Board of Internal Medicine (ABIM) Certifying Examination, correlates well with achievement on the ABIM housestaff evaluation form and ITE. 15 The ABIM housestaff evaluation form may be valid for assessing overall clinical competence, but it is less useful for providing feedback in specific areas to individual residents. 2 The ABIM housestaff evaluation form, ITE, CEX, and faculty predictions of completeness, however, are not even moderately correlated with residents' performance of components of the physical examination. 6 Program directors are challenged, therefore, to be innovative in finding reliable and valid methods for evaluating the clinical competence of housestaff and providing opportunities for improvement if deficiencies are identified.
Medical record review offers an attractive mechanism for evaluating clinical competence because of its ease of implementation relative to other methods such as standardized patients. The medical record documents the specific components of patient care and also demonstrates physician thought processes and outcomes of patient management. Feedback about performance to resident physicians should lead to improvement in clinical competence.
The current practice environment of managed care involves many efforts to improve quality utilizing office record review. For example, the National Council for Quality Assurance has developed the Health Employers Data Information Set (HEDIS 3.0) to ensure equitable quality-ofcare standards for consumers in both public and private health care systems. Report cards developed from these data rate the quality of care in a given practice so that patients might select the best care. Individual physician performance as well as health care delivery system processes contribute to the overall report card rating.
We conducted this project to assess the impact that medical record review with periodic feedback had on housestaff completion of the medical record and on the quality of care delivered in an outpatient medical practice.
First-year residents care for an assigned panel of 25 to 30 patients and see an average of 3 to 5 patients per office session. Second-and third-year residents care for a panel of 55 to 60 patients and see 6 to 8 patients per office session. A patient is seen only by the assigned resident unless the patient schedules an urgent care appointment, goes to the emergency department, or is admitted to the hospital. Cross-coverage is provided by other medical residents or a clinic intern staffing the urgent care program, who are encouraged to communicate significant changes in medical care to the primary care residents by paging them or leaving a note in their office mailbox.
Residents are encouraged to perform a comprehensive assessment on every patient in their panel. They are given no specific guidelines on how to accomplish this requirement. Opportunities include scheduled 1-hour office visits, chart reviews independent of office visits, or using time at the end of a routine follow-up appointment. A problem list, medication sheet, and age/gender-specific health screening and maintenance sheets are part of the medical record. No system changes in chart documentation or health care delivery were implemented during the study period.
Study Design and Measurements
A cross-sectional design with repeated measures was used to study the performance of the resident physicians in this primary care practice. The focus was on measuring the performance of the practice and not the performance of individual residents. Our performance measurements included chart documentation, health care delivery, and a subjective score of overall quality as determined by the physician evaluators. Standardized criteria for chart documentation ( Fig. 1) were derived from the Joint Commission on Accreditation of Healthcare Organizations accreditation manual on patient care. 15 Health care delivery was implicitly assessed by the physician evaluators along multiple domains including the initial history and physical examination, medications prescribed, follow-up care, and prevention and screening (Fig. 2) .
Baseline performance was assessed by record review in period I. At last two medical records of patients seen in the previous 3 months for each resident physician were reviewed by attending physicians. Reviewed records were scored as follows:
Chart documentation (Fig. 1 ). Scores were given to questions 1 through 12 based on "yes" or "no" answers. Scores were totaled and divided by 12 (number of items) to normalize the score resulting in a potential range of values from 0 and 1.
Health care delivery (Fig. 2) . Questions 1 through 7 were given scores ranging from 0 to 1.0 in intervals that represented the proportion of completed chart items (0, 0.25, 0.5, 0.75, 1). Question 8 was given a score of 1 for a yes answer and a score of 0 for a no answer. Scores were totaled and divided by 8 (number of items) to normalize the score resulting in a potential range of values from 0 and 1.
Each record was then assigned a numerical score ranging from 0 (poor) to 4 (excellent) by the attending physician evaluator to give an overall subjective impression of the quality of care. The overall subjective score was normalized by dividing by 4 resulting in a potential range of values from 0 and 1.
Residents were given individualized feedback about their period I performances during a regularly scheduled, quarterly evaluation session with their faculty advisers. The faculty advisers included subspecialty physicians as well as general internists. Faculty advisers were randomly assigned to residents, and no attempt was made to ensure that the attending physician who reviewed the chart gave feedback to the resident responsible for the chart. Each resident was given a copy of the record reviews by the faculty adviser, and expectations for improvement were discussed. It was during this first evaluation session that residents became explicitly aware of the standardized review criteria.
FIGURE 1.
Outpatient medical record documentation standards.
FIGURE 2. Outpatient health care delivery standards.
A second medical record review was performed (period II) using the same standardized criteria about 4 months after the first review. Residents were again given individualized written and verbal feedback about their chart documentation and quality of care. The second review was intended to measure the effect of feedback from period I on completion of the medical record and quality of care. A follow-up medical record review was performed in period III about 4 months after the second review to measure the effect of continued periodic feedback on chart documentation and quality of care.
Statistical Analysis
The unit of analysis for all comparisons was the medical record. We compared the medical record reviews performed in periods I, II, and III using the unpaired Student's t test when two periods were analyzed and the Tukey-Kramer test when all three periods were analyzed. We repeated the analyses for two periods using the Wilcoxon Rank-Sum Test for unpaired t tests because the proportions, particularly for the chart documentation, may not have been truly continuous variables. A repeated measures analysis of variance was done for those residents present in all three periods of evaluation and a paired Student's t test was done for those residents present in only periods II and III. Additional analyses were performed to determine how individual resident performance was affected by feedback. A p value less than .05 was considered significant. Mean values plus or minus standard deviations are reported.
RESULTS
There were 100 medical records for 36 residents in period I, 65 medical records for 32 residents in period II, and 70 medical records for 35 residents in period III. The mean number of charts reviewed per resident was 4.5 (range 2-10). The medical records in period I had a mean chart-documentation score of 0.60 Ϯ 0.20 (Fig. 3) . After receiving feedback about period I performance, resident physicians improved their mean chart-documentation score during period II to 0.71 Ϯ 0.13 ( p Ͻ .001). A follow-up review in period III found a further increase in mean chart-documentation score (0.86 Ϯ 0.12) compared with period I ( p Ͻ .001) and period II ( p Ͻ .001).
The medical records in period I had a mean health care delivery score of 0.77 Ϯ 0.16 (Fig. 4) . The overall subjective quality-of-care score, as judged by the attending physician, was 0.78 Ϯ 0.16 (Fig. 5) . A follow-up chart review in period II after residents received written and verbal feedback in period I did not find improvement in either health care delivery (0.81 Ϯ 0.17, p Ն .05) or overall subjective quality-of-care scores (0.75 Ϯ 0.19, p Ն .05) compared with period I. Follow-up chart review in period III again did not find improvement in either health care delivery scores (0.77 Ϯ 0.16, p Ն .05) or overall subjective quality-of-care scores (0.74 Ϯ 0.18, p Ն .05) compared with period II. In addition, a comparison of period III with period I did not find improvement over the entire study period ( p Ն .05). Subgroup analysis by year of training showed no differences among trainee levels. There was, however, a statistically insignificant trend toward worsening performance with progression in training.
Because the study was performed over two academic years, charts from some of the residents were not available for all three study periods. We reanalyzed the data from the eight residents who were evaluated in all three periods. The chart-documentation mean score in period I was 0.58 Ϯ 0.21. After receiving feedback about their period I performance, these residents increased mean chartdocumentation score during period II to 0.71 Ϯ 0.12 ( p Ͻ .001). Follow-up review in period III found a further increase in mean chart-documentation score to 0.83 Ϯ 0.13 compared with period I ( p Ͻ .001) and period II ( p Ͻ .001).
These residents' medical records in period I had a mean health care delivery score of 0.73 Ϯ 0.15. The overall subjective quality-of-care score was 0.75 Ϯ 0. A similar analysis of the 26 residents who were present for both periods II and III found no differences when compared with the analysis of all the residents present for periods II and III. Further analysis of these residents by year of training revealed no differences in performance.
DISCUSSION
Various evaluation methods are used to assess the clinical competence of resident physicians. Medical record review is one such method. Clinical competence, however, has many dimensions, and auditors must be careful not to equate good medical record documentation with health outcomes. Martin and coworkers demonstrated that chart review with feedback to internal medicine residents on an inpatient, medical ward service can produce dramatic and sustained reductions (47%) in laboratory test ordering for patients. 15 Although the number of tests ordered decreased significantly, no other end points were measured to determine if the quality of care was affected. Harchelroad and colleagues utilized daily record review of resident physicians during a 2-month emergency department rotation to document deficiencies in patient care and physician documentation. 16 The mean percentage decrease in total errors was 10.4% when feedback was given. Subgroup analysis to determine the relative contribution of documentation errors, such as physician signature, time seen, and disposition, and other quality-of-care errors, such as diagnosis, treatment, and medication errors, was not presented. Process measurement is easier and more reliable than audits of outcome and hence is more often the subject of investigation. It is often used as a surrogate for quality of care, which is an end point inherently difficult to measure.
The present study, done in an outpatient internal medical teaching practice, demonstrated that chart documentation improved with feedback. Health care delivery and our subjective measure of overall quality, however, did not improve. There were no "fair" or "poor" scores for health care delivery so that the lack of improvement in this dimension of quality cannot be explained by data variation alone. The health care delivery ratings attempted to measure the thoroughness of data gathering and thought processes, and whether recommended primary care measures were performed. These measurements necessarily required interpretation by the reviewer. One attending physician, who was not blinded to resident or patient identity, reviewed each medical record, which is similar to the process commonly used by managed care organizations. It is possible that there would be interrater differences if several attending physicians were to review a chart.
Abrahamson and Nyquist suggest that any assessment tool must fulfill five important conditions to effect behavior change. 17 The tool must be appropriate to the object of measurement, feasible to use, economical, able to yield objective data, and used sufficiently to obtain representative data. The assessment tools in this study met these criteria with the possible exception of obtaining sufficient data to be representative.
The number of records reviewed per resident was small. Ognibene and coworkers indicate that 25 chart reviews per resident would provide a small enough measurement error to evaluate an individual resident's performance of physical examinations. 6 Tamblyn et al. suggest that approximately 30 ratings per trainee would be required to achieve an acceptable level of reliability when using patient satisfaction ratings to assess resident performance in an ambulatory clinic. 10 Generally, it is not feasible to review a large number of records per physician. Hence, feedback of aggregate performance by the entire practice is often presented to physicians along with feedback about individual performance. This is appropriate because the practice maintains a measurable quality of care even though individual physicians come and go. We adopted a similar approach in this study.
We do not know why feedback improved chart documentation but not health care delivery or our subjective measure of overall quality. Other studies have shown that improved process of care documented by explicit criteria was associated with a 5.3% reduction in 30-day mortality. 18 In the current study, feedback was given simulta-neously for chart documentation, health care delivery, and our subjective measure of overall quality, so that the mechanism of feedback itself is unlikely to be the reason for any lack of improvement. It is possible that feedback works for some behaviors and not others. There was no control group in the current study, so we may have overlooked effects from changes in residents, attending physicians, patients, call schedules, or clinic processes that impeded the ability of feedback to effect change. There were no obvious changes during the study period, however, with the exception of resident progression through the training program.
The lack of improvement in health care delivery and our subjective measure of quality could be explained if the residents did not agree that the standards were appropriate. Previous studies using feedback have failed to improve performance when there was disagreement about standards. We did not assess whether housestaff agreed with our quality-of-care standards. [19] [20] [21] Grauer showed that overall quality of care delivered by family practice residents conformed to the standards of "good medical care" as judged by the subjective opinion of the author in 86.5% of cases. 22 He suggests that without explicit criteria or direct resident observation, an implicit audit of process may be the best tool for monitoring resident performance and may be associated with a similar improvement in actual care. Using such an implicit subjective audit, we found improvement in chart documentation but failed to find improvement in health care delivery or a subjective measure of overall quality.
It may simplistic to think that feedback alone can affect physician behavior. Osman and others evaluated more than 100 trials designed to improve clinical practice and change provider behavior. They concluded that programs which combine interventions, such as preceptorships, clinical opinion leaders, patient-mediated interventions, reminders, audit, and feedback, were more likely to cause a change in clinical practice than single interventions. 23 Medical record review with periodic feedback may provide a partial solution to the problem of evaluating the clinical competence of internal medicine residents in an outpatient setting. In addition, medical record review with periodic feedback may improve how well residents document care in the patient's chart. Our results, however, failed to show that the delivery of care or a subjective measure of the overall quality of care improved when medical records were reviewed periodically and residents were given feedback about their performance. Further study is needed to identify specific indicators of quality care that are representative and measurable. 
