In speaking, both content (words, segments) and structure (syntactic trees, metrical structures) need to be produced. There is controversy about which aspects of metrical structure are generated during phonological encoding. In particular, do speakers retrieve a unit that represents CV structure? The present study shows that the incorporation of units for syllable CV structures in a connectionist model of phonological encoding enables us to explain empirical patterns of speech errors. The model accounts for the nding of a bias towards additions of segments. First, corpus analyses in Dutch and Spanish showed an addition bias in both languages . A second corpus analysis showed that in apparently noncontextual deletion errors the resulting CV structure is often identical to that of syllables in the immediate context. Furthermore, simulations are reported with two connectionist models, one that incorporates representations for CV structures and one that does not. Only the rst model correctly simulated the empirically obtained addition bias, as well as the general pattern of substitution errors. Further simulations showed that the model predicts effects of the structural context. A nal simulation tested a second explanatory mechanism for the addition bias: feedback from segments to syllables.
INTRODUCTION
When producing speech, we generate both content and structure. In grammatical encoding, a syntactic tree is constructed and the lexical items to be associated with that tree are retrieved. Evidence for the independent representation of syntactic structure comes from syntactic priming studies (Bock, 1986 (Bock, , 1989 Bock & Loebell, 1990; Branigan, Pickering, & Cleland, 2000; Hartsuiker & Kolk, 1998; Hartsuiker, Kolk, & Huiskamp, 1999; Hartsuiker & Westenberg, 2000; Pickering & Branigan, 1998 ) that show the syntactic form of a sentence can be primed by a preceding sentence, irrespective of lexical content. In phonological encoding too, there is a separation between content (the phonological segments of a word) and structure (the metrical structure of a word). A theory of phonological encoding, proposed by Levelt and Wheeldon (1994) , explicitly assumes that the retrieval of segments and metrical structures are two independent processes. After retrieval, segments are associated with the structures.
The assumption of a separation between structure and content is relatively uncontroversial (see however, Dell, Juliano, & Govindjee, 1993 , for an alternative model). A more controversial issue is which aspects of the word are represented at the structural level. In particular, an important question is whether there is an abstract representation for the sequence of consonants and vowels that make up the word (the word's CV structure) or not. The evidence, to be discussed shortly, is mixed. A number of studies reported evidence in favour of the hypothesis that CV structure is a relevant unit of speech production (Costa & Sebastiá n-Gallé s, 1998; Meijer, 1996; Sevald, Dell, & Cole, 1995) whereas other studies did not nd evidence for the retrieval of CV structure in speech production (Meijer, 1994; Roelofs & Meyer, 1998) . Computational models of phonological encoding also differ in whether they contain explicit representations for CV structure (Dell, 1988) or not (Dell, 1986; Dell et al., 1993; Roelofs, 1997) .
In this article, I present evidence that supports the CV structure hypothesis. The evidence comes both from the analysis of speech error corpora and from simulations with two connectionist models, one of which does and one of which does not contain explicit representations for CV structure. The article is organised as follows. I will rst brie y review the empirical evidence with respect to the status of CV structures. Then, I will describe two existing connectionist models of speech production, that differ with respect to whether CV structure is explicitly represented or not. I will argue that a speci c type of speech error, ''wordshape errors'' constitute an empirical benchmark for these models. The predictions are subsequently tested in analyses of speech error corpora, and I test whether the models are able to simulate the obtained data patterns.
What is the empirical status of CV structure? To begin with, Stemberger (1990) investigated an English corpus of phonological speech errors. A number of his ndings support the hypothesis that CV structure plays a role in production. First, substitution errors involving initial consonants were signi cantly more frequent when the source and target words had the same CV structure. Second, errors leading to the formation of a consonant cluster were more frequent when the source word also contained such a cluster (i.e., there was similarity in the CV structure of the words).
Further evidence was provided by Sevald et al. (1995) . These authors showed that it is easier to repeat nonwords, when a monosyllabic item and the rst syllable of a consecutive disyllabic item shared CV structure. This effect occurred independently from whether, in addition to CV structure, segmental information also was shared.
Furthermore, there are phonological priming studies in which Dutch/ English bilinguals translated English words into Dutch target words (Meijer, 1994 (Meijer, , 1996 cf. LaHeij, De Bruyn, Elens, Hartsuiker, Helaha, & Van Schelven, 1990) . These studies show that the production of a word with a given CV structure is faster when it is accompanied by a (Dutch) prime word that has the same CV structure than when the prime word has a different CV structure, even when there was no overlap in the actual segments. However, this pattern was not found in every experiment of this type (Meijer, 1994) .
Costa and Sebastiá n-Gallé s (1998) conducted four experiments in Spanish with two paradigms: picture-word interference (cf. Schriefers, Meyer, & Levelt, 1990 ) and a paradigm in which a list of words was read aloud and subsequently a picture was named. In both sets of experiments, small but consistent priming effects were found for shared CV structure. Furthermore, one of the experiments revealed that shared structure of the rst syllable was suf cient to generate this effect.
On the other hand, Roelofs and Meyer (1998) conducted experiments with the implicit priming paradigm, developed by Meyer (1990) . In this type of experiment, word pairs are rst associated during a learning phase. Then, in the test phase, only the rst word in the pair is presented and the participant has to produce the second word (the ''target'' word). Crucially, the word pairs are divided into sets that are either homogeneous or heterogeneous . The target words in homogeneous sets have form overlap; targets in heterogeneous sets do not. The so-called ''preparation effect'' is the difference between the average reaction times in the two sets (each word occurs in both sets). The experiments revealed an effect of shared word onsets, when the words had the same number of syllables and the same stress pattern. However, this effect occurred independently of whether the words in each set had the same CV structure.
In sum, the evidence for the existence of CV structure representations in speech production is mixed. It is not always found, and studies with different paradigms yielded different results. On the basis of some of these results Levelt, Roelofs, and Meyer (1999) admit that ''the CV structure of words is in some sense psychologically real' ' (p. 22) . However, these authors note that it is not clear at present in what way this psychological reality comes about. Before starting the empirical part of this paper, let us review the status of CV structures in two classical models of phonological encoding (Dell, 1986 (Dell, , 1988 .
Models of phonological encoding
An in uential computational model of speech production was proposed by Dell (1986) . This is a connectionist model, which was constructed with the explicit purpose of tting speech error data, naturalistic as well as experimental. Subsequent papers provided additional data that supported the model (Dell, 1988) and extended the scope of the model to disorders of lexical access in uent aphasia (Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Martin, Dell, Saffran, & Schwartz, 1994) .
The Dell (1986) model belongs to the class of ''interactive activation models'' (e.g., McClelland and Rumelhart, 1981) . 1 The model consists of a number of layers of nodes, each of which represents a single linguistic unit (e.g., word, syllable, coda, segment, etc.). Each layer is directly connected with the layer directly above it and directly below it. All connections are bi-directional. A schematic drawing of the model is provided in Figure 1 . How is a word produced in this model? If a word is set to be the ''current word'' (i.e., this is done by the computer program controlling the simulation), that word is given a ''jolt'' of activation. At the same time, the next word is given a smaller amount of ''anticipatory'' activation. Activation spreads from the word layer to other layers below it for a speci ed number of time steps. Spreading in the network leads to the activation of syllable nodes, which in turn activate relevant onsets, codas, and vowels. In addition to activation spreading from the ''current'' word unit, there is also ''noise'' in the model, both random noise and activation that emanates from previous words and from upcoming words. After a number of time steps, the segments are selected. The selected segments are then set to an activation level of 0 for a single time step, in order to prevent excessive perseveration in upcoming syllables.
In the Dell (1986) model, selection of the segments in each syllable is performed with respect to a strict syllable template containing three slots: initial consonant, vowel, and nal consonant. There are three sets of segments nodes, each corresponding to one of these slots. In each set, the segment node with the highest activation level is selected and placed in the appropriate slot. In principle, such a syllable template only allows for the production of syllables with the structure ''CVC''. However, in order for the model to be able to produce different kinds of CV structures, there are so-called ''null-nodes'' and ''cluster-nodes''. To illustrate the model, let us suppose that the word to be uttered is the Dutch word grap /xrAp/ (English translation: joke). If all goes well, the highest activated segment nodes at the time of selection will be the cluster node /xr/ for the onset slot, an /A/ for the vowel slot, and a /p/ for the nal-consonant slot. A speech error would occur when the wrong node is activated in any of the three segment pools. For instance, if the segment representing /o:/ is selected instead of / A/, the substitution error /xro:p/ will result. The model also predicts that sometimes consonants are added or deleted. Suppose the null node were accidentally selected instead of /p/ as the nal consonant. Then there would be a deletion, /xrA/. If the target word were lopen /lo: p@/ (to walk) and if /p/ were selected as the nal consonant of the second syllable, then there would be an addition /lo: p@p/.
A problem with the Dell (1986) model was the inability to account for the pattern of ''wordshape errors'' in corpora of speech errors. Wordshape errors are phonological speech errors, in which a segment is either added or deleted. Examples of errors observed in speech error corpora of English (Stemberger, 1990) , Spanish (Del Viso, Igoa, & Garcṍa-Albea, 1987) , and Dutch (Schelvis, 1985) are provided for additions in (1) and for deletions in (2):
(1a) The same as the hit FRATE-hit rate for low frequency items (1b) Pero un globo GROSA (Intended: rosa) (But a pink globe) (1c) LEEUWEBLEKKEN (Intended: leeuwebekken) (snapdragons) (2a) So I assume it's probably TILL cheaper (Intended: still) (2b) ¿quieres unas patatas FRÍAS-unas patatas fritas?
(Do you want some french fries?) (2c) ACHTIG procent (Intended: tachtig procent).
(Eighty percent) In corpora of spontaneous speech errors in Dutch (Nooteboom, 1969) and American English (Shattuck-Hufnagel , 1983) anticipations outnumbered perseverations, and exchanges occurred much more infrequently than either anticipations or perseverations. The Dell (1986) model accounted quite well for this pattern of substitution errors. However, the model did not correctly predict the pattern of wordshape errors. Nooteboom (1969) reported that in the corpus of Dutch errors, there were far more additions (Nˆ173) than deletions of single consonants (Nˆ21). Dell's (1986) model predicted the opposite pattern: In the simulation reported in that paper there was a higher percentage of deletions (19% of all errors) than additions (between 5% and 8%, depending on a model parameter). Why does the model tend to delete instead of add segments? Dell (1986) explained this tendency as follows. The null nodes are very frequent ''sounds'' and thus there are many connections to them. The more connections a node has, the more input it will receive from other nodes and thus the more active it will become. This results in an asymmetry: Null nodes will more often replace a consonant (creating a deletion) than a consonant will replace a null node (creating an addition). Likewise, cluster nodes are relatively infrequent ''segments.'' Therefore, the probability that a single segment will replace a cluster (creating a deletion) is larger than the probability of the opposite pattern (creating an addition). This results in a bias towards deletion.
In 1988, Dell provided a verbal description of a model that might solve the problem with wordshape errors. In this new model, selection of segments is no longer organised by way of a strict CVC-template and there are no longer any cluster nodes or null nodes. Instead, a new set of nodes is created that represent CV structures. Dell referred to these nodes as ''wordshape headers''. In the remainder of this paper I will refer to them as ''syllabic structure nodes''.
2 An illustration of the new model is presented in Figure 2 .
In order to illustrate the new model, let us take the example of the word ''lopen'' again. Producing this word requires the successive activation of the syllables /lo:/ and /p@/. Both syllable nodes are connected to the syllable structure node ''CV''. When it is time for selection, the syllable structure node with the highest activation will be selected. This syllabic structure node determines the segment pools from which a segment will be selected. As in the previous model, the segment with the highest activation level in each pool is selected. How do errors come about in this model? A substitution error occurs when the wrong segment node is the most active one at selection time. Wordshape errors occur when the wrong syllable structure node wins the competition. Suppose that it is time to select the second syllable /p@/ of /lo: p@/ and the node with structure ''CVC'' wins the competition. Then a nal consonant, possibly /p/ will be added, resulting in the addition error /lo: p@p/. If the target word is /xA p@r/ and the syllable structure node CV is accidentally selected for the second syllable, there would be a deletion error, i.e., /xA p@/.
The present paper presents an elaboration of the Dell model, based on the verbal description in Dell (1988) . I will test whether the introduction of nodes that represent a syllables' CV structure indeed solves the problem with wordshape errors.
The effect of context
We have seen that there is evidence for retrieval of CV structures in phonological encoding, and that an in uential model of phonological encoding (Dell, 1986 ) that does not incorporate CV structures runs into problems with wordshape errors. Before we turn to simulations that test whether the Dell (1988) model solves these problems, it is important to discuss a number of issues with respect to the empirical data, especially with respect to the meaning of ''context''.
There is a complication concerning the distribution of additions and deletions. According to Stemberger (1990) , who restricted his analysis to wordshape errors with consonant clusters, there is an addition bias in English, especially towards adding a second consonant to create a consonant cluster (see also Stemberger & Treiman, 1986) . Importantly, in Stemberger's (1990) English data, there was only an addition bias in contextual errors. For noncontextual errors, there was a bias towards deletion errors.
However, what are contextual errors? Usually, the distinction between contextual and noncontextual errors is based on the presence or absence of identical segments in the target word and a ''source'' word (a word occurring in close vicinity to the target, that is suspected to be the source of the error). This is an unproblematic distinction when we consider phonological substitution errors. However, what happens when a wordshape error is made? In the Dell (1988) model, a precondition for any wordshape error is the misselection of a syllable structure node. But why would a syllable structure node be misselected? I propose that a determinant of such misselections is the presence of a similar CV structure in the context. The reason for these context effects is that the corresponding structure nodes will be activated, either because of anticipatory activation, or because they have been selected earlier, and their activation has not yet decayed towards resting level. The implication is that many so-called non-contextual errors are in fact contextual: they come about because of other CV structures in the immediate context.
Given this rede nition of contextuality, it is no longer obvious that there is an addition bias for contextual errors and a deletion bias for noncontextual errors. A new analysis is warranted and will be presented shortly. This is especially so, because misselections of syllabic templates have different consequences in the case of additions as opposed to deletions. If the error is an addition, an extra segment will be added. The probability is quite high that the added segment appeared somewhere in the near context. Take example (6), which is actual model output:
(6) hoog-hoek (Intended: oog-hoek) (corner of one's eye)
In (6), the target syllable has the structure VC. The intruding syllable structure has the pattern CVC, which appears in the immediate context as the second syllable. The added onset segment happens to be /h/. This is not coincidental, since it is also the onset of the second syllable and has therefore been primed. If this error were observed in spontaneous speech, it would be classi ed as an anticipatory addition error. Now consider example (7), which was also generated by the model:
In (7), the syllabic structure node CVC (the second syllable of the rst word) is replaced by the syllabic node CV, which appears both in the preceding and in the subsequent context. However, since there is no segment present in the context that also appears in the error, this error would be classi ed as non-contextual in speech error corpora. This then shows that the opposition contextual/non-contextual wordshape errors is ctitious: Both types of error may have a contextual source, but this is only revealed in the addition errors in which a segment is copied from the source. This is not to say that all non-contextual errors are in fact contextual: Wordshapes and segments may certainly be misselected without being triggered by the context (i.e., as a result of random noise). The claim here is that some errors that are classi ed as non-contextual are really contextual errors in disguise. They are triggered by the syllabic structure context.
Crosslinguistic differences
In the previous section, we proposed the hypothesis that the CV structure of neighbouring syllables in uences the pattern of wordshape errors. An implication of that hypothesis is that the distribution of CV structures in the language is a determinant of that pattern. This is because syllable types that are frequent in a certain language, will occur often in the context. Thus, in a language with more CVC syllables than CV syllables (e.g., Dutch), one would expect relatively many addition errors, since a CV syllable will often be surrounded by CVC syllables. In a language with more CV syllables than CVC syllables (e.g., Spanish), one would expect relatively few addition errors.
In this paper, I compare the pattern of wordshape errors in Dutch and Spanish. There are some important differences in the syllabic structures of these languages. First, in Spanish, clusters can contain up to two consonants. Word-nal syllables have a maximum of one consonant in the coda (Navarro, 1966) . In Dutch, the onset can contain up to three consonants, but if there are three consonants, the rst one must be an /s/. The rhyme in Dutch contains between two and three segments. However, the Dutch syllabic template also allows for a so-called ''appendix'', with maximally three extra consonants at the end of a word (Booij, 1995) . An example of a word with an appendix is herfst (autumn) which has the structure CVCCCC.
Second, in both languages syllabi cation is governed by the so-called ''maximal onset constraint'' (Booij, 1995; Van der Hulst, 1984) . That entails that as many consonants as possible are assigned to the onset position. In Dutch, there is also the ''minimal rhyme constraint''. The latter constraint entails that a rhyme needs to contain at least two positions (a short vowel and a consonant, or a long vowel). The word aspect (id.), in which the rst vowel /A/ is short, will be syllabi ed as as-pect in order to comply with the minimal rhyme constraint, even through /sp/ is a legal onset cluster in Dutch.
Third, as suggested above, the frequency of different syllable types differs between Spanish and Dutch. Navarro (1966) reported the frequency of different syllable types in a text corpus. Many more syllables had structure CV (58.5%) than CVC (27.4%). I also computed the frequencies of syllable types in 3582 mono-and disyllabic words, in a lexical database of Spanish (Sebastiá n-Gallé s, Martṍ, Carreiras, & Cuetos, 2000) , excluding syllables with consonant clusters, and found similar results: CV was much more frequent (53.9%) than CVC (38.9%). In an analysis of all mono-and disyllabic words in the Dutch CELEX corpus (Baayen, Piepenbrock, & Van Rijn, 1993) , excluding syllables with consonant clusters, 62.4% of the syllables had structure CVC, and 30.6% had structure CV.
Feedback
A nal issue concerns feedback in the model. Models of phonological encoding differ with respect to whether feedback from ''lower'' levels to ''higher'' levels is assumed or not. The WEAVER model, proposed by Roelofs (1997) does not have feedback connections. All versions of the Dell (1986 Dell ( , 1988 model however, do postulate that activation spreads both top-down and bottom-up.
One of the goals of this paper is to propose that feedback is a conceivable mechanism for explaining the tendency to add rather than delete segments. The reason is that longer words and syllables receive more feedback, because they are connected to more segments. They thus tend to replace shorter words and syllables. If this is true, the model should generate more addition errors when the amount of feedback is increased. This hypothesis is tested in Simulation 5.
Plan of this paper
In the remainder of this paper, I will rst report a corpus analysis of Dutch and Spanish speech errors, in order to establish the distribution of addition and deletion errors in those languages, given the rede nition of context supplied above. A second corpus analysis concerns the effect of preceding or following context of syllable structures on the distribution of wordshape errors. Subsequently, a number of simulation studies will be reported. The rst simulation, testing Dutch, replicated Dell's (1986) nding that the model with null nodes and cluster nodes predicts the wrong pattern of wordshape errors. More importantly, it showed that the 1988 version of the model adequately accounts for the data. The second simulation showed that the model also correctly predicts the distribution of substitution errors. The third simulation correctly predicted an addition bias in Spanish. The fourth simulation explored the effect of syllabic structure context. Finally, the fth simulation tested the effects of another possible determinant of wordshape errors: feedback from segments, syllable structures, and syllables.
CORPUS ANALYSIS 1: THE ADDITION BIAS
There is one paper that reports the distribution of wordshape errors in Dutch (Nooteboom, 1969) and one paper that reports such errors in Spanish (Del Viso, Igoa, & Garcṍa-Albea, 1991) . Unfortunately, the data listed in those reports are not complete for our purposes. In the report on Dutch errors, only contextual wordshape errors were listed (either anticipations, perseverations, or exchanges). As would be predicted by Stemberger, there were many more addition than deletion errors for Dutch contextual errors. On the other hand, Del Viso et al. only reported the (socalled) non-contextual wordshape errors (1991, p. 167) . These authors showed, again unsurprising in light of Stemberger's ndings, that deletions were much more frequent than additions in Spanish non-contextual errors. In the present analysis, I re-analysed the Del Viso corpus and I also analysed a Dutch corpus, the Utrecht corpus of speech errors (Schelvis, 1985) . In both corpora, all addition and deletion errors at the segmental level were counted, irrespective of (apparent) contextuality.
Method
In order to establish the overall rates of additions and deletions, I analysed two corpora of speech errors. The rst analysis concerned the Utrecht corpus of Dutch speech errors (Schelvis, 1985) , a corpus of about 2500 spontaneous speech errors which have been collected by staff members of the institute of phonetics in Utrecht, The Netherlands. The errors were collected in the period from 1979-1985. Errors were written down, including self-corrections if any and details about the speaker and the context, if relevant.
The second analysis concerned the Del Viso et al. (1987) corpus. This corpus consists of about 3600 spontaneous speech errors in Spanish. These errors were also noted down by observers, who further paid attention to such aspects of the error as self-corrections and the linguistic context.
The analysis of the Dutch corpus excluded all errors in written language, all slips of the ear, and all errors in which part of the utterance was in a different language (usually English). Only phonological speech errors were considered. The addition and deletion errors were not scored as such in the original classi cation scheme. All phonological anticipations, perseverations, and exchanges were reclassi ed as either substitution errors or wordshape errors. Word or phrasal blends were excluded, as well as deletions/additions of vowels, syllables, or morphemes. Errors in a socalled ''dustbin''-category, which contained ''non-contextual'' additions and deletions, were also reclassi ed.
The analysis of the Del Viso corpus considered all anticipations, perseverations, anticipation/perseverations (where the error could be either-or both), and ''incomplete movement errors'' involving consonants. Errors involving units larger than the consonant or cluster were excluded, because those errors fall outside the scope of the models tested here (see General Discussion). Furthermore, I analysed the categories of deletions and additions of consonants (non-contextual errors), which are explicitly incorporated in the corpus. Table 1 lists the number of additions and deletions in Dutch and Spanish. As the table shows, there is a bias towards addition errors, both in Dutch and in Spanish. 4 If we compare the two corpora directly, the addition bias is stronger in Dutch (85% additions) than in Spanish (72%). Indeed, a 
Results and discussion

CORPUS ANALYSIS 2: CONTEXT OF SYLLABLE STRUCTURES
If it is true that a representation of the syllable CV structure becomes active during speech production, one expects that the presence or absence of competing CV structures is a determinant of wordshape errors. Because CV structures for upcoming syllables receive anticipatory priming, and because recently produced CV structures are also primed, such structures might occasionally replace the intended structure. I suggest then, that many wordshape errors are contextual in nature, but that not only segmental context plays a role, but also the context of neighbouring CV structures. Since this variable has not been taken into account into the classi cation of speech errors, many speech errors may be incorrectly labelled ''non-contextual ''. Importantly, such misclassi cation is particularly likely for (noncontextual) deletion errors. As mentioned in the introduction, if an addition error has a structural source, the added segment will probably also appear in the context, thus resulting in the error being classi ed as contextual. This does not apply to deletion errors, in which no contextually active segment appears in the error.
An example of a deletion in which the intruding CV structure is in the near context is given in (8) taken from the Del Viso et al. (1987) corpus: (8) Yo iba a echar una cata (Intended: carta) I went to write a ''cata'' (Intended: letter; ''cata'' is a nonword)
In (8) the phrase u-na car-ta, with pattern V-CV CVC-CV is replaced with u-na ca-ta, with pattern V-CV CV-CV. This may be both an anticipation and a perseveration of CV structure.
5
A counterexample is (9), from the same corpus.
(9) estando en la segunda plata (Intended: planta) being on the second ''plata'' (Intended: oor; ''plata'' means silver)
In (9), the syllabic structure CCVC (plan) is replaced with CCV (pla), even though CCV does not appear in the immediate context. In sum, the (structure) context hypothesis predicts that in most of the deletion errors classi ed as non-contextual, but not in the addition errors so classi ed, there will be syllables with the same structure as the intruding syllable in close vicinity to the target syllable.
Method
I took from the Utrecht corpus and from the Del Viso corpus all noncontextual deletion and addition errors at the single consonant level. There were 20 deletions and 8 additions in the Dutch corpus. In the Spanish corpus, there were 44 deletions and 13 additions. The corpus listed each phrase that contained the error. I reconstructed each phrase to the intended phrase, and divided it into syllables. The syllabi cation was done by the author, a native speaker of Dutch with training in Spanish. The Spanish syllabi cation was checked and corrected by a native speaker of Spanish.
The resulting syllable strings were then analysed for the occurrence of syllables with a similar structure as the intruding one. I will call such syllables ''context syllables''. The analysis was done with three different window sizes: One syllable before or after the target syllable (10); At most 2 syllables before or after the target syllable (11); At most 5 syllables before or after the error syllable (12). In the examples of items falling into each window size (10-12), the error syllable is underlined, and the context syllable(s) are set in boldface. All examples are taken from the Spanish corpus.
(10) (ˆ1) yo quie ro un ca le da rio (Intended: ca len da rio) (I want a calendar) (11) (µ 2) gru pos de pá c ti cas de tres (Intended: prá c ti cas) (exercise groups of three) (12) (µ 5) po é mi co po e ma (Intended: po lé mi co po e ma) (controversial poem)
Results and Discussion
In Table 2 , I have listed the percentage of cases in which there was a context syllable for each window size (1, 2 or less, 5 or less). Consistent with the context hypothesis, there were many cases in which the immediately following or preceding syllable shared CV structure with the intruding syllable. This effect becomes more pronounced when we consider a larger window of syllables. As predicted, this effect is restricted to the deletion errors In order to compare the ndings with a chance baseline, we determined the distribution of syllable types in the complete, corrected phrases in Spanish (in Dutch, there were too few observations to warrant such an analysis). If the results are due to chance rather than to a context effect, one would expect the distribution of error outcomes to be similar to the distribution of all syllables in the set. There were 710 syllables in the full set of phrases. We limited the number of categories to ''CV'', ''CVC'', and ''Others'', because there were too few observations for each of the other types. Of these syllables, 52% were CV, 23% were CVC, and 26% had another structure. The distribution of error outcomes was quite different: 49% CV, 9% CVC, and 42% had another structure. A chi-square test showed that these distributions were signi cantly different w 2 (2)ˆ10.05; p < .01.
SIMULATION 1: THE ADDITION BIAS IN DUTCH
The rst simulation tested whether the Dell (1988) model, as opposed to the Dell (1986) model, correctly generates the addition bias in Dutch. Both models were constructed and tested with the same model lexicon and parameter set. Because it is quite conceivable that the composition of the model lexicon with respect to CV structures in uences the outcomes, I constructed the model lexicon so that it re ected the distribution of these patterns in the Dutch language as closely as possible. Indeed, pilot simulations con rmed that this distribution in uences the results. These simulations suggested that the more often a given CV structure occurs in the lexicon, the more often it will substitute for a different one. Thus, the addition bias becomes stronger if, for instance, there are relatively more syllables with structure CVC than with structure CV.
Two different versions of each model were constructed, one with and one without feedback from the syllable structure to the syllable level. The reason two versions were tested, was that I wanted a model comparison that is as fair as possible. In contrast to the original Dell (1986) model, the current version of that model has a representation for the syllable structure (CVC), but this is the only syllable structure node. It does not have a functional role in distinguishing between different syllable structures, since all syllables have the same structure. This node does, however, send non- speci c feedback to all syllable nodes, increasing the activation level across the board. In order to prevent the possibility that any differences between the models can be ascribed to the fact that one model includes feedback from a syllable structure layer to the syllable layer, and the other model does not, we varied whether that particular kind of feedback was present or absent.
METHOD
Model lexicon. For the simulation in Dutch, 50 words were selected to serve as the model lexicon. This lexicon was constructed so that it re ected the distribution of CV structures of mono-and disyllabic words in the language. In order to determine that distribution, all Dutch word forms of one or two phonological syllables were taken from the CELEX lexical database (Baayen et al., 1993) with the constraint that the words did not contain clusters. Homophonic words were counted as often as listed. Morphologically decomposable word forms (e.g., bereid prepared) were included in the corpus, but verb-particle combinations which are orthographically two words (e.g., geef op, give up) were excluded. There remained a corpus of 20,984 word forms. We calculated the frequency of the phonological CV structures of these words, treating long vowels as one V.
From those words, 50 words were chosen at random, with the constraint that the distribution of CV structures was similar to the distribution in the corpus. This resulted in the exclusion of some CV structures, because they occurred very infrequently in the corpus (less than 2%, which corresponds to one word in the model lexicon). Care was taken that the words did not contain ambisyllabic consonants. The distributions in corpus and model lexicon are listed in the rst two columns of Table 3 .
The selected 50 words are listed in Appendix A.
Model structure and parameters. Two models were constructed, one corresponding to the Dell (1986) model and one to the Dell (1988) model. In each model, the word layer contained 50 word nodes, representing the 50 selected words, and there were also nodes for the appropriate syllables, CV structures, and segments (onsets, vowels, and codas). The appropriate connections were made between the nodes in the different layers. In contrast to Dell (1986) , I did not implement a layer of phonological feature nodes and there was no separate layer for rhymes (consisting of a nucleus and a coda).
The model parameters were set as follows: p (spreading rate) 0.1, q (decay rate) 0.5, p up (upward spreading rate) 0.05, Jolt of activation to current word 100, Anticipatory priming to upcoming word 50, R (number of time steps before selection) 5, fraction of spreading to current syllable in two-syllable word 1.15. With these parameters the model was correct in more than 93% of the segmental positions (including empty ones) when the words were generated in isolation.
6
The activation rule was linear, and identical to the activation rule used by Dell (1986 Dell ( , 1988 , as follows:
In (13) a i,t represents the activation of node i at time t, q represents the decay factor, and In i,t represents the input i at time t. The function Max denotes that the maximum is taken from the computed activation level and 0. Thus, if a negative activation level is computed, it is set to 0.
The input is the weighted sum of the activations at time t of the nodes j connected to node i: (14) In i,t ‡ P j 1 w ij a j the weights w ij , for a given connection from node j to node i equal p (if the connection is top down), and p up if the connection is bottom up (a ''feedback connection''). The version of the Dell (1986) model without feedback from the syllabic structure layer to the syllable layer is as similar as possible to the original simulation reported in Dell (1986) . The version with this feedback can be compared more readily with the 1988 model, because that model also includes feedback from syllabic structures to syllables. In both model versions there was always feedback from segments to syllables and from syllables to words.
Procedure. On each trial, the model produced a word pair. These word pairs were drawn at random from the model lexicon, and the corresponding word nodes were set to be the ''current'' and ''upcoming'' word. One thousand word pairs were produced in each of the four cells of the design, obtained by crossing Model (Dell, 1986 or Dell, 1988 and Feedback from syllable structure to syllables (present or absent). I found it desirable to test a large number of word pairs in order to reduce variability in the outcomes. In pilot simulations, a large variability occurred. This variability comes about because of an important random factor: each word pair was randomly drawn from the model lexicon. Because each word can be drawn together with each of the other words, including itself and because the order of the two words may be of importance, there are 50 2ˆ2 500 possible word pairs. This implies that there will be considerable variation in the composition of any number of trials.
Once the two words in a pair were set to be current and upcoming, a boost of activation was given to the unit representing the rst word and anticipatory priming was given to the unit for the next word. The model then started phonological encoding of each of the two words, using the processing principles and the parameter set reported above. The output (a selected segment for each position in each syllable) was written to a computer le. After a word pair was encoded, all units in the model were set to a resting activation level (0), and the next word pair was drawn from the lexicon. After generation of all the word pairs, the computer program controlling the simulation produced a report that listed the numbers of additions and deletion errors. Shifts, in which a segment was deleted from one syllable, and added to another syllable, counted as one addition and one deletion.
Results and discussion
The number of additions and deletions for each model and value of the feedback parameter is reported in Table 4 .
The simulation shows that the Dell (1986) model has a strong tendency towards deletion and that this deletion bias is independent of the existence of feedback from syllable structure nodes to syllable nodes. The Dell (1988) model on the other hand predicts an addition bias. The proportion of additions predicted by the model is close to the empirical proportion obtained from the Utrecht corpus. Furthermore, the addition bias is stronger if there is feedback from syllable structure nodes to the syllable nodes.
SIMULATION 2: SUBSTITUTION ERRORS IN DUTCH
The previous simulation revealed that the Dell (1988) Nooteboom (1969) , and a count of these error types in the Utrecht corpus, which I conducted myself.
Method
The same model lexicon and parameter set was used as in the previous simulation. There was feedback from the syllable structure layer to the syllable layer in both versions of the model (w syll, shapeˆ0 .05). I tested the models with 200 word pairs, randomly drawn from the model's lexicon, and counted the number of anticipations, perseverations, exchanges, and substitutions involving syllables. There were also errors that could be either an anticipation or a perseveration. Half of these were added to the count of anticipations, and the other half to the count of perseverations. This was the same procedure as followed by Dell (1986) .
Results and discussion
All additions, deletions, and substitutions involving entire syllables were excluded. I counted the rst 100 single-segment substitution errors for each version of the model. Table 5 lists the percentages of anticipations, perseverations, and exchanges generated by each model. Table 5 also reports empirically obtained percentages, obtained from the Nooteboom (1969) corpus and the Utrecht corpus. Table 5 shows that there is substantial variation between the error patterns obtained in each error corpus. In particular, the number of exchanges in the Utrecht corpus is much larger than in the earlier Nooteboom (1969) corpus. Nevertheless, there is a general trend in the data. In particular, anticipations outnumber perseverations, and perseverations outnumber exchanges. How well do the models capture this pattern? As can be seen in Table 5 , the predicted error patterns of the Dell (1986) and the Dell (1988) model are very similar. Each model predicts more anticipations than perseverations, and less exchanges than perseverations.
However, both models predicted a larger proportion of perseverations than is empirically obtained. It should be noted though that these simulations were done without attempting to obtain the best possible t. In fact, in another simulation with the Dell (1988) model, but with a slight adaptation to the parameter that controls spreading to the current syllable (1.10 instead of 1.15) the distribution approximates the empirical data much closer (73% anticipations, 25% perseverations, and 2% exchanges).
In sum, the 1988 model and the 1986 model both capture important aspects of the distribution of substitution errors. We can therefore conclude that the 1988 model captures both the general patterns of substitution errors and the pattern of wordshape errors, using a single parameter set.
SIMULATION 3: THE ADDITION BIAS IN SPANISH
The results of the rst simulations were quite straightforward. Not only did these simulations con rm that a model incorporating null-nodes produces far too many deletion errors, they also showed that a model containing syllabic structure nodes correctly predicts an addition bias. Furthermore, the modi ed model still accounts adequately for the general pattern of substitution errors, which leave wordshape intact. The present simulation tests a language that differs from Dutch with respect to the distribution of CV patterns: Spanish. Lexical statistics, reported in Table 3 , show that the pattern CV is more frequent in Spanish than it is in Dutch and the pattern CVC is less frequent. Since these lexical statistics are mirrored in the composition of the model lexicon, one expects a different outcome in a Spanish simulation than in the simulation with Dutch. There are two reasons for this difference. First, since the pattern CVC is less frequent in Spanish than in Dutch, there will be fewer trials in which a CV syllable is presented in close vicinity to one or more CVC syllables, thus reducing the probability that a CVC syllable replaces a CV syllable. Second, reduced frequency of CVC syllables implies that such syllables receive less input than their Dutch counterparts. Thus, having a CVC syllable in close vicinity to a CV syllable, should result in an addition error less often. Therefore, the model should show a smaller addition bias in Spanish than in Dutch.
Method
Model construction and procedure. I selected 50 Spanish words from a Spanish lexical database (Sebastiá n-Gallé s et al., 2000). From that database, which contains more than 4000 words, all words with clusters and all words consisting of more than two syllables were removed. There remained 3582 words. Similar to Simulation 1, the frequency of each wordshape in the corpus was determined, and 50 words were selected at random with the constraint that the overall distribution followed that of the overall corpus. Again, this led to the exclusion of very infrequent CV structures from the model lexicon. The distributions of wordshapes in the corpus and the model lexicon are listed in the nal two columns of Table 3 and the selected words are listed in Appendix B.
A network was constructed which contained the relevant nodes and connections for the 50 words in the Spanish model lexicon and the associated syllables, syllabic structures, and segments. The model parameters were held at the same values as in the Dutch simulations. One thousand randomly drawn word pairs were selected as the target words, which the model had to produce.
Results and discussion
The model produced 241 additions (147 in the coda and 94 in the onset) and 163 deletions (all in the coda). Notice that there were many additions to the onset, even though only 8% of the words in the model lexicon allow an addition at that position (i.e., they contain a syllable with the structure V or VC). This shows that infrequent syllable structures are relatively vulnerable. There are two reasons for this. First, an infrequent syllable structure such as VC will often be surrounded by other syllables that have consonants in the onset. The structure context hypothesis predicts that the structure of these syllables in the context will sometimes replace the correct syllable structure, leading to an addition in the onset. Second, since there are few syllables with structure VC in the syllable layer, feedback from the CV structure layer to the syllable layer will activate only few syllables with that particular structure. Therefore, the amount of subsequent feedforward to the corresponding CV structure node is small, resulting in a relatively low activation level for that node. These issues will be considered further in Simulations 4 and 5.
The addition bias was .60. This bias is consistent with the empirical distribution of wordshape errors in Spanish, although the model slightly underestimates the empirically observed addition bias (.72). Should we be concerned about this underestimation? I do not believe so. Construction of the model required some simpli cations (e.g., the token frequency of syllables and syllabic structure is not taken into account, the model is limited to structures without clusters, and some structures with vowel onsets were excluded from the model lexicon) 7 . As a result of these simpli cations, a more precise t should not be expected.
What is important is that the model captures an interesting aspect of the data: the addition bias in Spanish was lower than in Dutch. The data from the two error corpora are certainly consistent with the hypothesis that there is a stronger addition bias in Dutch than in Spanish (the bias is 85% in Dutch and only 72% in Spanish). Recall that all aspects of the simulations in the two languages were similar, except for the structure of the model lexicon, which is dictated by the structure of the language. The simulation is thus able to capture a cross-linguistic difference in the distribution of wordshape errors, based solely on the languages' different distribution of syllable structure.
This suggestive result should however be accompanied with a word of warning. It may be unsound to directly compare the two error corpora. There may be possibly relevant differences in the way the errors were collected and scored and in the perceptual biases that the observers had in the different languages.
SIMULATION 4: CONTEXT EFFECTS
The previous simulations showed that the Dell (1988) model, which incorporates a representation for CV structure, predicted an addition bias, both in Dutch and in Spanish. My explanation for that bias is twofold: (1) the frequency with which CV structures occur determines both the activation level of CV structure nodes and the structural context in which syllables will occur; (2) feedback will tend to favour syllables with more segments. Evidence that feedback has this effect in the model will be presented in Simulation 5.
In the current simulation, I attempted to more straightforwardly con rm the role of structural context. If it is true that a main determinant of the addition bias is the frequency of syllabic structure contexts, one should observe that the distribution of additions and deletions varies with context. Furthermore, given the different structure of Spanish and Dutch, one expects that context has a different in uence in those languages. In particular, in Dutch, the presence of a CVC syllable in the context should more often lead to an addition error than in Spanish.
Method
The following four disyllabic wordshapes occurred most frequently in both the Dutch and the Spanish lexicon: CV-CV, CV-CVC, CVC-CV, and CVC-CVC. Two simulations were conducted, one with the Dutch lexicon and one with the Spanish lexicon. In both simulations, I selected four words of each type, and systematically presented word pairs, consisting of each possible combination (including word pairs in which the same word is repeated). Each word pair was presented ve times. The same parameter settings were used as in the previous simulations. However, to increase variability in the outcomes, this time random noise was added to the activation level of each node. The noise was drawn from a Gaussian distribution with mean 0 and a SD of .05 times the activation level of each node.
After the model produced each word pair, wordshape errors were scored. These were then divided into additions, deletions, and shifts (incidents in which a segment was deleted from one syllable and added to a different syllable). Finally, the proportion of these incidents was computed, relative to the total number of opportunities for each incident.
Results and discussion
The results for Dutch and Spanish are reported in Tables 6 and 7 , below. Each cell in the table is based on 80 observations. As is shown in Tables 6 and 7, the model predicts that wordshape errors are triggered by the shape of syllables in the context. If all four syllables have the same CV structure, there are no wordshape errors. Wordshape errors are very likely when a particular CV structure is outnumbered three to one by the other CV structure. In six out of eight situations where that is the case, many wordshape errors occurred. If there are two CV syllables, and two CVC syllables, wordshape errors occurred less frequently. The wordshape errors that did occur with a two-two distribution are all additions, indicating that there is a general tendency in the model to add rather than delete.
As predicted, the impact of context differed between Spanish and Dutch. In both languages, addition errors occur in the same situations, but in most of these situations, there are fewer additions in Spanish than in Dutch. In one situation (CV-CV CVC-CVC) there were no additions in Spanish, but a fair number of additions in Dutch. This follows from the fact that there are more syllables with structure CVC in Dutch: therefore, the syllabic structure node for CVC will reach a relatively higher activation level in Dutch, triggering additions.
Another aspect of the data in Tables 6 and 7 is also important. Both in Dutch and in Spanish, there were no wordshape errors in two situations even though in both of these situations, a CV structure outnumbered the other one three to one: CV-CV CV-CVC and CVC-CVC CV-CVC. What prevented wordshape errors in those situations? Notice that the singleton CV structure occurred in Word 2 in both situations. The majority of wordshape errors occurred in Word 1. Apparently, the model has an anticipatory bias, both with respect to substitution errors and with respect to wordshape errors. Thus, even if a CVC syllable is outnumbered three to one, if it occurs in Word 2 it is relatively safe from wordshape errors.
In sum, this simulation shows that the model predicts effects of structural context and a different impact for context for different CV structure, depending on their frequency in the lexicon. As a result of these frequency differences the model predicts cross-linguistic differences in the strength of the context effects.
SIMULATION 5: THE ROLE OF FEEDBACK
The corpus analyses revealed an addition bias in Dutch and Spanish, and in Simulations 1 and 3 we managed to simulate that pattern. I proposed that an important determinant of this bias are the context and frequency of CV structures. Empirical evidence for context effects was obtained in Corpus analysis 2, and the model was able to simulate context effects.
There is an additional reason why the model produces more addition errors than deletion errors. This is a result of feedback in the model. Word nodes receive feedback from syllable nodes, and syllable nodes receive feedback, from both the syllabic structure layer and the segment layer. Feedback from segments to syllables will tend to favour larger syllables. The more segments a syllable contains, the more feedback it will receive and thus the higher its activation level and subsequent selection probability. If this explanation holds, the model should show a stronger addition bias if the amount of feedback is increased.
However, feedback from the syllable structure layer to the syllable layer has a different effect. The more connections there are to a certain syllable structure node, the more syllables with that structure will receive feedback. Since CVC is more frequent than CV in Dutch, such feedback will increase the addition bias. However, since CV is more frequent than CVC in Spanish, feedback from syllable structures to syllables will decrease the addition bias in that language. Thus, whereas one expects the same effect of segment-to-syllabl e feedback in Dutch and Spanish (increasing the addition bias), one expects a differential effect from syllable structure-tosyllable feedback in those languages.
Method
Two sets of simulations were run, one with the Dutch lexicon and one with the Spanish lexicon. The Dell (1988) model was used, and all parameters were set at the same values as in the previous simulations, with the exception of (1) the weights on feedback connections; and (2) whether there was feedback from the syllable structure to syllable layer or not. When this particular feedback was present, the amount of feedback was the same as for the segment-to-syllable feedback.
The model was tested with 1000 randomly drawn word pairs for each level of the design, obtained by crossing syllable structure-to-syllable feedback (present, absent), amount of feedback (0, 0.025, 0.05, 0.075, 0.1), and lexicon (Dutch, Spanish).
Results and discussion
The proportion of addition errors out of all wordshape errors (the addition bias) is graphed in Figure 3 for each cell of the design. Figure 3 shows the predicted pattern. First, Figure 3 shows that the cross-linguistic difference in the strength of the addition bias holds for the whole range of the feedback parameter. For each parameter combination, the addition bias is stronger in Dutch than in Spanish. Second, Figure 3 shows that the addition bias depends on the amount of feedback. The larger the general feedback parameter is, the stronger the addition bias. Third, the presence of a speci c type of feedback, from syllable structure units to syllable units, has different effects in Dutch and Spanish: In Dutch, presence of this particular kind of feedback tends to increase the addition bias, but in Spanish it tends to decrease the addition bias.
The simulations thus show that feedback is an important determinant of the addition bias. In particular, feedback from segments to syllables tends to favour larger syllables, resulting in an increased addition bias. Feedback from syllable structures to syllables tends to favour canonical syllables, thus resulting in either an increased or a decreased addition bias, depending on which syllable structure is canonical in a particular language.
GENERAL DISCUSSION
Let me summarise the ndings. A number of predictions were derived from the hypothesis that in speech production, a unit of processing is selected that represents a syllables' CV structure. First and foremost, a model of phonological encoding that incorporates such representations should be able to simulate the empirical distribution of speech errors in which CV structure is changed (wordshape errors). Second, one should expect effects of CV structures in the context. In particular, contextually present CV structures should often replace the target CV structure.
In two corpus analyses the distribution of wordshape errors was determined in Dutch and in Spanish. As opposed to earlier reports, I included both contextual and non-contextual additions and deletions. If the hypothesis is correct that CV structures are retrieved in phonological encoding, many apparently non-contextual errors may be considered contextual: The contextual source is the CV structure of neighbouring syllables. The rst corpus analysis showed that there is a bias towards adding, rather than deleting segments, in both Dutch and Spanish. This bias was stronger in the Dutch corpus. The second corpus analyses con rmed the context hypothesis.
Subsequently, a number of simulation studies were conducted with localist interactive activation network models, based on the work by Dell (1986 Dell ( , 1988 . The simulations showed that a model that explicitly incorporates a representation for CV structure (Dell, 1988) successfully generated the addition bias, both in Dutch and in Spanish. A model that does not incorporate such representations, but rather relies on ''cluster nodes'' and ''null nodes'' generated the opposite pattern, a strong deletion bias. Both models managed to simulate the pattern of substitution errors.
Further simulations con rmed the existence of syllable structure context effects and showed cross-linguistic differences in these context effects. The likelihood that a source syllable structure would intrude depended on the context (number of CV structures of each kind) and on the frequency of each structure in the model lexicon. The model made differential predictions with respect to the size of context effects in Dutch and Spanish (see below).
In a nal simulation, an additional explanatory mechanism for the addition bias was tested, feedback between segments and syllables. Such feedback tends to favour larger syllables, increasing the probability of additions. The simulations con rmed that feedback has this effect in the model, and furthermore that a speci c kind of feedback, from CV structures to syllables, has different effects in the two languages.
An interesting and suggestive nding was a smaller addition bias in Spanish than in Dutch, both in the empirical data and in the simulations. This was found to be the case, even though the Dutch and Spanish models differed only with respect to lexical structure. Why did the model predict a larger addition bias in Dutch? There are two related reasons. Let us consider the two most frequent syllable types, CVC and CV. In Dutch, CVC is much more frequent than CV. Therefore, the situation that a syllable of type CV is surrounded by CVC syllables occurs more frequently, leading to addition errors. Second, because CVC is more frequent than CV, feedback from the CVC syllable structure node to the syllable layer will activate more syllables with that structure. Subsequent feedforward from these syllables will then result in the node for the structure CVC to obtain a relatively higher activation than its counterpart in Spanish. Thus, crosslinguistic differences in the CV structure of syllables lead to differences in the type of context a given syllable will tend to encounter and in the amount of input from the syllable layer.
In sum, the results suggest that there are multiple determinants for the addition bias: (1) the presence of other CV structures in the context; (2) the frequency of CV structures in the lexicon; (3) the presence of feedback, in particular from segments to syllables. The implication of these results is that the CV structure of syllables is a relevant unit of processing in speech production. I have reported empirical data that constitute a benchmark for this claim and I have reported simulations that show that models incorporating CV structure representations adequately simulate these data.
The present results corroborate earlier ndings (e.g. Costa & Sebastiá n, 1998; Meijer, 1996; Sevald et al., 1995) but contrast with the ndings of Meijer (1994) and Roelofs and Meyer (1998) . How should we reconcile the discrepancy in the empirical results? Meijer (1994) found priming effects of CV structure in two experiments that used a word-translation paradigm, but he failed to nd a priming effect in another experiment (his Experiment 6). In this nal experiment he contrasted words with short and long vowels, which according to some theorists (e.g., Clements & Keyser, 1983) have different CV structures (CVC and CVVC). A null effect in this experiment can be taken to mean that there is no priming of CV structure, but as Meijer argues, it can as easily be taken to mean that long vowels take only a single position in the CV structure. It should be noted that there is no consensus in the phonological literature about the representation of long vowels in Dutch (see Gilbers, Van der Linde, & Bastiaanse, 1997 for a discussion of this issue).
What about the results of Roelofs and Meyer (1998) ? These authors used the implicit priming paradigm (Meyer, 1990) and contrasted homogeneous sets, in which all the words had the structure CCVC, with heterogeneous sets in which CV structure was CCVC, CCVVC, CCV, or CCVCC. Within these conditions, they varied whether onset clusters were shared or not. They found identical priming effects of shared onsets in a set, regardless of homogeneity of CV structure in the set and claimed that therefore CV structure is not part of the metrical representation. But notice that this is an indirect test: The claim depends on the assumption that metrical structures need to be exactly identical, in order for a priming effect to surface. Furthermore, the structures in the heterogeneous set were all very similar. In fact, half of the structures differed only with respect to the length of the vowel (CCVVC and CCVC). Given the lack of consensus in phonology with respect to the representation of long vowels and given Meijer's (1994) results, it is possible that half of the structures in the heterogeneou s set were identical (in any case with respect to processing). In sum, implicit priming might not be the most ideal instrument to uncover effects of CV structure: the test is indirect and only a limited range of CV structures can be studied. In Roelofs and Meyer's study, that range was possibly further limited by including structures that differed only with respect to vowel length.
In the next section, I rst discuss two alternative explanations for the addition bias. I will conclude by discussing a number of limitations of the present model.
Alternative explanations for the addition bias
In this section, I will discuss two alternative explanations for the addition bias: An explanation proposed by Stemberger (1991) , and an explanation which can be derived from the WEAVER model (Roelofs, 1997) . I will argue that both of these explanations correctly predict that additions are more frequent than deletions. However, neither explanation can account for the contextual effects we observed in our corpus analysis. Stemberger (1991) observed an addition bias in English and provided an explanation for speech errors in terms of competition and inhibition. This explanation holds that speech errors arise because of competition between an intended segment and a competing segment. The intended segment will usually inhibit the competitor, but if the inhibition is too slight, the competitor wins, and is erroneously selected. Thus, if both a target segment /r/ and a competitor segment /s/ are activated, /s/ may sometimes win the competition, resulting in a substitution error (e.g., bar ! bas). The mechanism that yields wordshape errors is similar. If the target is an empty coda (i.e., no segment should be selected), but some segment happens to be active, say /s/, then /s/ may be inappropriately selected, yielding an addition error. If the target is /s/, but no segment is selected, a deletion error would occur.
If this explanation is correct, additions would be more likely than deletions, because in the case of an addition, there is a competitor element that receives no inhibition from a target representation (there is no intended segment for that position). Therefore, the competitor is likely to be selected, resulting in an addition. On the other hand, in a deletion error there is an intended element that is not selected. However, there is no competitor for the target. Therefore, the target is likely to be selected, resulting in a correct production, rather than in a deletion. Stemberger's explanation is similar to mine in its appeal to competition and activation (but notice that there is no explicit inhibition in the Dell, 1986 Dell, , 1988 . However, it is hard to see how Stemberger's explanation could account for the effects of syllabic structure context I presented in corpus analysis 2, since this explanation focuses on competition at the segment level rather than at a structural level.
Roelofs (1997; see also Levelt et al., 1999) presented a model of word form encoding, from which one can derive another explanation for the addition bias. This model (WEAVER) is a mixture of activation models (such as the ones reported in the present paper) and classical AI-models with production rules. Its main goal is to simulate chronometrical data. The model has not been worked out with respect to the simulation of speech errors, but some initial attempts have been made (Levelt et al., 1999) . In WEAVER, phonological encoding comprises three levels: the morpheme and its metrical structure, the segment, and the syllable program. Segments activate syllable programs, and these in turn provide access to a ''syllabary'', a store of motor programs for each syllable. Units are selected through a dual mechanism: rst, activation spreads feedforward through the network. If a node is activated above threshold, a production rule res which checks whether the node is linked to the appropriate nodes one level up. For an error to occur in WEAVER, two conditions have to be met: (1) the wrong node is activated above threshold; and (2) the veri cation mechanism that is subsequently triggered fails. In a simulation with a modi ed version of WEAVER (Levelt et al., 1999) , in which the veri cation procedure was programmed to fail a random number of times, the pattern of substitution errors was correctly captured.
Wordshape errors would occur if the wrong syllable program node were activated, and that syllable program node would consist of a different number of phonemes than the correct one. Thus, if the target syllable program were [t@r] , the erroneous syllable programs [t@] and [@r] might also become somewhat active, since they receive input from some of the same segments. If one of these alternative syllable program nodes would be selected, a deletion error would occur. It is conceivable that in this system additions occur more frequently than deletions. This is because larger syllable program nodes receive input from more segment nodes. Thus their activation tends to be higher than that of smaller syllable program nodes. Notice that this mechanism is similar to the feedback mechanism proposed in the present study. The difference is that in WEAVER, it is feedforward from segments to syllabic representations, rather than feedback to syllabic representations that contributes to an addition bias.
Thus, it is conceivable that WEAVER would predict an addition bias, although it is unclear whether the strength of this bias would correspond to the empirical ndings. However, a more dif cult challenge for WEAVER would be to predict effects of structural context. Given the mechanism for wordshape errors in WEAVER (selection of a syllable program node that is highly active, as a result of segmental input) a requirement for a context effect would be the presence in the context of a syllable that shares segmental structure with the target syllable. The implication is that wordshape errors in WEAVER would always be (segmental) contextual errors. An important point that follows from the analysis presented here, is that this view is incorrect: Wordshape errors are often contextual in the sense of structural context.
Some limitations of our approach
There are some obvious limitations to the present approach. One limitation of the simulations is that the model was restricted to produce only syllables of four types: V, VC, CV, and CVC. More complex syllable types were ignored, although many wordshape errors involve clusters, both additions and deletions (Stemberger, 1990) . The reason clusters were ignored is that it is unclear how the model should be modi ed in order to handle more complex syllable types. Because there are separate pools of segment nodes for each position, extending the model leads to (1) an increase in the number of pools of segments; (2) a representational problem: if the model were able to handle syllables with, for example, structure CCVC, we need at least two pools of onset consonants. The question is then how syllables with structure CVC should be handled: From which of the two onset consonant pools should the onset be retrieved? There are two possible answers. First, the structure CVC could be connected to the rst onset consonant pool and this pool would contain all possible onset consonants. Second, there could be a C1 pool, containing e.g., obstruents and a C2 pool containing, e.g., liquids, nasals, and glides. This avoids the problem of reduplicating representations for segments, but instead of a single structure CVC, we would now need separate structures (e.g., C1VC and C2VC). For now, I have avoided these issues by restricting the model to structures without clusters (see Hartley & Houghton, 1996 for a computational model that does allow production of more complex syllable types). The goal here was to reveal effects of CV structure, focusing on just the most frequent syllable types.
A general limitation of models in the tradition of Dell (1986 Dell ( , 1988 is that these models are designed for the simulation of speech error data and not for the simulation of production latencies. There is now a large body of research on phonological encoding in the so-called chronometrical tradition (see Levelt et al., 1999 for an overview). A challenge for further research is the construction of a model that can handle both types of data. Needless to say, the present goals were much more modest. Another limitation of the Dell (1986 Dell ( , 1988 model is that it produces words only in citation form. Yet as Levelt et al. (1999) correctly remark, in fast running speech there is resyllabi cation across word boundaries, e.g., /give it/ would become syllabi ed /gi vit/. The model is not able to account for such phenomena (as opposed to WEAVER, see Roelofs, 1997) .
A nal limitation of the model concerns two types of speech errors that the model cannot generate. The rst error type cannot be produced, because the model produces a single syllable every xed number of time steps. The implication is that the model does not allow for the addition or deletion of syllables. An example of a deletion error that alters the number of syllables is (15), from the Del Viso et al. (1987) corpus.
(15) el perió dico Britano (Intended: Britá nico)
The British newspaper
The model also does not allow for shift errors in which onset segments move to the coda or vice versa, e.g. (16), also taken from Del Viso et al. (1987) .
(16) persumo que sṍ (Intended: presumo) I assume yes
In (16) the onset segment /r/ moves to the coda of the rst syllable. The reason the model does not handle such situations is a result of the positionspeci c coding of segments in the model (i.e., segments can only substitute for other segments in the same pool).
In sum, there are obvious limitations to the present work, both in the scope of the model, in the restricted number of syllable types the model handles, and in the types of speech error the model can produce. We are still far removed from the ultimate model, which according to Levelt et al. (1999) should handle production latencies as well as the intricate patterns of speech errors.
Conclusions
The main contribution of this study is that it shows incorporation of CV structure representations in an activation-based model allows adequate simulation of empirically obtained speech error data. As a result of the incorporation of such representations in the model, effects of structural context as well as of segmental context are predicted. The data con rmed these effects. Both the model and the corpus data suggest cross-linguistic differences. This nding is consistent with our explanation for the addition bias as multiply determined by the CV structure context, the frequency of each CV structure, and the impact of feedback.
Manuscript received December 1999
Revised manuscript accepted November 2000
