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Abstract
This dissertation describes a fully-coupled (FC), finite-element (FE) based, algorithm
for modeling and simulation of the fluid-structure interaction (FSI) of involuteshaped fuel plates used in research reactors; specifically the High Flux Isotope
Reactor (HFIR) at the Oak Ridge National Laboratory (ORNL). Following a graded
approach to code and model validation, a cylinder in cross-flow benchmark is used to
establish flow physics as well as properly coupling the FSI phenomena with increasing
complexity. As an interim step toward HFIR LEU fuel plate simulations, three
experiments are used for validation. The first, performed by Smissaert, is used to
envelope large plate deflections and understand the validity of various fluid boundary
conditions for single plate comparisons. Continuing with Smissaert’s data, a 5-plate
simulation is presented showing the first-ever multi-plate simulation using this FC
and FE approach. Second, a vibrating plate, presented by Liu et al., is simulated
showing the same technique to encompass self-excited, periodic plate deflections.
Lastly, an experiment for the conceptual Advanced Neutron Source Reactor (ANSR)
using involute plates is utilized to validate the ability of this FC and FE algorithm to
predict the deflections of the involute-shaped plates used in the HFIR. The method
shown herein accurately captures the established ‘S-shaped’ deflection of the first
mode of the involute plate providing guidance that researchers and designers can
utilize in the forthcoming design of the next generation of low-enriched uranium
(LEU) fuel plates for the HFIR. A ‘Lessons Learned’ section which describes external
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routine coupling, geometry and meshing guidance, and solver settings used in the
computational platform used to perform these FSI simulations is also provided.
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Chapter 1
Introduction
1.1

Motivation

The High Flux Isotope Reactor (HFIR) at the Oak Ridge National Lab (ORNL) is
a research reactor currently utilizing highly-enriched uranium (HEU) fuel. The U. S.
Department of Energy’s (DOE) National Nuclear Security Administration (NNSA)
has funded research for all research reactors to convert their HEU fuel to low-enriched
uranium (LEU) through the Global Threat Reduction Initiative (GTRI). The Convert
program is one of the three pillars of the GTRI designed to reduce the use of HEU
fuel which is capable of producing weapons of mass destruction (WMDs). Reducing
and eliminating the use of HEU fuel by converting domestic and international civilian
research reactors and isotope production facilities to LEU fuel will help to protect
Americans and the rest of the world from nuclear and radiological terrorism [1]. In
order to facilitate this conversion, the Reduced Enrichment for Research Test Reactors
(RERTR) [2] and the National Organization of Test, Research, and Training Reactors
(TRTR) [3] were created. Presently, over 40 research reactors have been converted
from HEU to LEU fuel thanks to the support of the NNSA and RERTR. There
are currently five major High-Performance Research Reactors (HPRRs) that still
need to be converted in the United States: the Massachusetts Institute of Technology
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Nuclear Reactor Laboratory (MIT-NRL), the University of Missouri Research Reactor
(MURR), the National Institute of Standards and Technology (NIST) Research
Reactor, the HFIR at ORNL and the Advanced Test Reactor (ATR) at Idaho National
Laboratory (INL) [4].
There are several goals that the GTRI/RERTR program has defined for the
replacement of HEU fuels in research reactors. Some of the key points of these
goals are to maintain the current scientific missions of the reactors, ensure similar
fuel lifetimes, ensure that conversion can be completed without major changes to
the structure or equipment, and demonstrate that the reactor can be converted and
operated safely after conversion. For the HFIR, the conversion must maintain the
high neutron flux for the same cycle length (approximately 25 days) using existing
structures, systems and components while incorporating the current fuel geometric
envelope. Staff members at ORNL are currently performing safety calculations for
the conversion.
The design of the current HEU core is based upon early research reactor experience, HFIR-specific experiments, and historical safety and design basis calculations.
Today, it is not economically feasible to perform extensive experiments to support
the design of the fuel and the use of computational models is becoming a necessity.
Currently, the HFIR employs numerous safety calculations and codes, based upon
empirical data, to assess each cycle of the reactor. Each code and its implementation
for the HFIR is described in detail in the Safety Analysis Report (SAR) for the HFIR
[5]. The two main codes used for the thermal-hydraulic analysis of the HFIR core and
system are the Steady State Heat Transfer Code (SSHTC) [6] and a modified version of
RELAP5 [7]; both of these codes are based on rather simplified one-dimensional flow
theories. As the name implies, the SSHTC is a proprietary, steady-state code designed
to analyze the core of the HFIR. Using experimental data and built-in safety margins,
the SSHTC is used to verify the conditions of the core based upon inputs from a
neutronics code called MCNP [8, 9]. RELAP5 is used to determine the transient
response of the entire reactor system for events considered in the accident analysis of
2

the SAR. It is desired to supplement these codes with a more robust analysis of the
HFIR core using a three-dimensional analysis that incorporates a variety of physics.
The computational tool chosen for the analysis of the HFIR core is COMSOL
Multiphysics version 5.2a [10].

COMSOL is a finite-element analysis (FEA)

commercial software package designed to incorporate a multitude of physics including
fluid flow, heat transfer, structural mechanics, magnetism, and many others. The
code also allows for the implementation of user defined physics not provided by the
commercial developer. Incorporating the proper boundary conditions between each
set of physics allows for the simulation and analysis of very complex systems such
as that found in the core of the HFIR. Previously, analysis of the HFIR core using
COMSOL has been limited to thermal-hydraulics [11–20]. The results of this analysis
have also given rise to the simulation of the thermal-structure interaction in the HFIR
performed by Jain et al. [21]. Chandler [22] incorporated reactor kinetics into the
COMSOL code to model the reactions of the LEU fuel for the HFIR core.
The focus of this dissertation is to analyze the interaction of the coolant flow
with the structural mechanics of the fuel plates. With the conversion to LEU fuel,
the structure of the HFIR fuel plates will be altered and an in-depth analysis of the
structural response is desired to ensure the safety of the reactor after conversion. Up
until this work, a fully-coupled, numerical simulation of the fluid-structure interaction
(FSI) phenomena has not been performed for the HFIR fuel plates. Not only can this
work be applied to the conversion of the HFIR to LEU fuel, but it can be utilized in
the safety analysis for the current HEU fuel design.

1.2

Background of HFIR

The HFIR was commissioned by the U. S. Atomic Energy Commission (AEC) in
November of 1958 to meet the anticipated growing needs for transuranic isotopes
such as plutonium and curium. In June of 1961, construction began on the HFIR site
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with criticality achieved on August 25, 1965. By September of 1966, the HFIR was
running at its designed power of 100 MWth .
The HFIR was designed on the ‘flux trap’ principle in which an unfueled moderator
region is surrounded by an annular region of fuel. The unfueled region, also known as
an island, allows fast neutrons leaking from the fuel to be moderated and produces a
region of very high thermal-neutron flux in the island. The thermalized neutrons are
trapped within the reactor and can be used for isotope production. One significant
isotope produced in the reactor is Californium-252 which is used for a variety of
nuclear applications such as reactor start up, neutron activation analysis, and as a
medical isotope used to treat some forms of cancer. HFIR is the only producer of
this isotope in the western world.
In addition to isotope production within the flux trap, it is also possible to tap
the high flux of neutrons outside of the fuel and inside the reflector by placing empty
beam tubes into the reflector. This allows the neutrons to be ‘beamed’ into the
experiments outside of the reactor shielding. Additionally, materials may be placed
in holes inside the reflector for irradiation and later retrieval. A top-down view of the
HFIR core and various experimental locations is provided in Figure 1.1.
In November of 1986, tests indicated that the HFIR vessel was being embrittled at
a much faster rate than expected and the reactor was shut down for investigation. Up
until this time, the HFIR was able to achieve a record of operation unsurpassed by any
other nuclear reactor in the United States. After careful inspection and reevaluation of
the reactor, the HFIR was restarted on May 18, 1990 at a lowered power of 85 MWth .
In 2007, the reactor was again shut down but this time to provide users with more
experimental capacity. During its one-year shutdown, a variety of new instruments
were installed as well as a cold neutron source [23]. The additional instrumentation
and upgrading performed during this shutdown has allowed the HFIR to continue to
attract leading researchers in the nuclear and related fields.
By design, the construction of the fuel core has some very interesting characteristics to facilitate the high performance needed to produce such a high neutron flux.
4

Figure 1.1: Illustration of the HFIR core and the locations of the experiments.

The core consists of two concentric fuel regions containing 171 curved fuel plates in
the inner core and 369 fuel plates in the outer core [24]. A cutaway of the fuel core
is provided in Figure 1.2. The fuel plates are 24 inches long with a 20 inch active fuel
region in the middle of the plate. Each fuel plate has a nominal thickness of 50 mils
(0.050 inches, 1.27 mm) with a coolant gap of 50 mils between each plate. Water is
pumped through the core at a rate of 16,800 gallons per minute in order to maintain
proper cooling for the reactor [5]. For clarity, the axial direction of the fuel plate
refers to the flow direction while the span-wise direction refers to the length along
the curved fuel plate, transverse of the flow direction.
Each fuel element follows an involute shape in order to maintain a constant coolant
channel gap for the entirety of the fuel plate span. The involute is created by following
the path a taut string travels when unwound from a curve. The HFIR fuel plate span
is created by using the involute curve of a circle. In parametric form, the path is
5

Flow Direction

Figure 1.2: Cutaway view of the HFIR fuel element.
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given by:
x = rb (cos θ + θ sin θ)

(1.1)

y = rb (sin θ − θ cos θ)

(1.2)

where rb is the base radius of the involute circle. The involute geometry has been
used extensively in the design and creation of gears as a means to reduce the wear and
vibration that occurs when they mesh together [25]. Using the nomenclature from
gear theory, the distance between each involute curve is denoted as the base pitch, pb ,
which corresponds to the channel thickness of 50 mils for the HFIR. An example of
two involute curves separated by a base pitch is provided in Figure 1.3. Each dashed
line in Figure 1.3 is tangent to the base circle and is perpendicular to the involute
curve.
For the HFIR, the inner fuel element has a base radius of 2.7215 inches and the
outer fuel element has a base radius of 5.873 inches. The current fuel used in the
HFIR core consists of 93% by weight Uranium-235 (U235 ) in a dispersion-type fuel
pressed between the aluminum cladding along with a filler material consisting of
aluminum and a burnable poison of Boron [26]. A representation of a single fuel plate
with HEU fuel is presented in Figure 1.4. This fuel profile provides a specific power
density profile designed to provide the neutron flux desired within the core and to
maintain a safety margin for the entirety of the fuel cycle. The fuel profile for HEU
fuel is provided in Figure 1.5.
In order to convert the HFIR to LEU fuel, the internals of the fuel plates must be
redesigned and evaluated to meet the requirements provided by the GTRI/RERTR.
Initial designs have determined that the fuel will be changed from a powdered,
dispersion-type fuel to a solid fuel type; the physical properties for the new LEU
fuel are described in detail in the INL report by Burkes et al. [27]. The current
proposed fuel contour for the LEU fuel is provided in Figure 1.6. The proposed LEU
fuel profile will be used for the analysis of the HFIR plate in this dissertation.
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pb

Figure 1.3: Two involute curves with a base radius, rb , and a base pitch, pb ,
separating the two curves for the entire span.
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Figure 1.4: Representative drawing of a single HFIR fuel plate with HEU fuel. Note
that the figure is not drawn to scale.

Relative Thickness

1.2
1.0

Filler

0.8
0.6
0.4

Fuel

0.2
0
0

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2
Distance Along Plate Span (in)

Figure 1.5: The HEU fuel profile for an inner fuel element.
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Figure 1.6: The proposed LEU fuel profile for an inner fuel element.

The guidelines for safe operation of the HFIR are found in the HFIR Safety
Analysis Report (SAR) [5]. The SAR contains all of the information regarding
assumptions used for the analysis of the HFIR core to ensure safety during reactor
operation. There are several items addressed pertaining to the hydraulic deflections of
the plates. The deflection along the span of the fuel plate was determined analytically
and verified experimentally to create an ‘S-shape’ curve as shown in Figure 1.7.
The critical flow velocity, calculated in the SAR using the assumptions developed
by Gwaltney and Luttrell [28], are 49.8 m/s and 47.1 m/s for the inner and outer
fuel plates, respectively. This is well above the current coolant flow of approximately
15.5 m/s.
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Figure 1.7: ‘S-shape’ curve predicted analytically and confirmed experimentally in
the span-wise direction used in the HFIR SAR. Figure taken from the HFIR SAR.

1.3

Overview of Previous Work

The conversion of the HFIR from HEU fuel to LEU fuel has revealed the need to
reevaluate the tools used to verify the safety of the reactor. Research reactors, by
nature, are designed with specific scientific goals which often times require novel
design elements.

The HFIR, with its emphasis on a high neutron flux, utilizes

involute fuel plates in two concentric circles to create its ‘flux trap.’ The Advanced
Test Reactor at INL is designed to facilitate many different experiments as well as
changes to the experiment during the fuel cycle [29] and a ‘clover-leaf’ fuel design has
been implemented as seen in Figure 1.8. The reactor at the Massachusetts Institute
of Technology (MIT) utilizes a grid pattern for experiment and fuel placement
(Figure 1.9).
All of the five remaining HPRRs that have yet to be converted to LEU utilize
an array of fuel plates. This use of flat fuel plates is in contrast to power reactors
11

Figure 1.8: The ATR core with its clover-leaf fuel design [30].
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Figure 1.9: Top-down view of the MIT core [31]. The coolant flows into the page.
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which typically utilize fuel rods and a significantly larger mass of uranium. Because
the HPRRs use high aspect ratio flat plates, a significant effort has been made for
quantifying the deflections caused by the coolant flow. One of the first experiments
exploring the effects of the fluid-structure interaction of an array of fuel plates was
performed at ORNL for preliminary research for curved fuel plates in 1948 [32].
Stromquist and Sisman were able to observe plate vibration with plates similar in
thickness to the current HFIR design. Their experiments found that extreme spacing
variation between plates (one channel was 15.9 mm while the adjacent was 3 mm)
could produce buckling at the plate leading-edges. Under nominal plate spacing, the
maximum deflection of the plates was found to be approximately 2 mils (0.05 mm).
Later, Miller developed a theoretical approach to determine the maximum velocity
that a series of plates with fixed sides can sustain before collapse [33]. Miller’s Critical
Velocity, Mc , was based upon the assumption of incompressible, potential flow and it
utilized an elastic wide-beam theory; Miller also assumed that the mass flow between
all of the channels remained the same. Miller’s approach determined the velocity in
which the pressure difference between two plates is sufficient to maintain a deflection.
The Miller Critical Velocity soon became the safety basis used in analyzing the critical
flow velocity of parallel reactor fuel plates. For a flat plate with fixed edges, the Miller
Critical Velocity is defined as
15gEa3 h
Mc =
ρf b4 (1 − ν 2 )


1/2
(1.3)

where g is the gravitational constant, E is the Young’s Modulus of the plate, a is the
plate thickness, h is the flow channel thickness, ρf is the density of the coolant, b is
the width or span of the plate, and ν is the Poisson’s ratio of the plate.
Experimental testing of the Miller Critical Velocity has been performed by many
researchers [34–37]. These experimenters found that the Miller Critical Velocity was
conservative, with flows tested to 2·Mc with no total plate collapse. In fact, Groninger
and Kane [34] and Smissaert [35] found that vibration occurs at approximately
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twice the Miller Critical Velocity. The only experiment in which total plate collapse
occurred was performed by Ho et al. [38]. The collapse occurred at a velocity lower
than Mc suggesting that this experiment may be an outlier.
In support of the conversion to LEU fuel, two facilities have been constructed
to produce plate deflection data. A generic test plate experiment is being designed,
constructed, and tested at the Oregon State University (OSU) that uses a flat plate,
multi-channel design to measure both static and dynamic fuel plate deflections [39].
The OSU experiments will utilize strain gages to determine the deflections along
the plate. Single plate experiments are being designed and tested at the University
of Missouri that incorporate a Perspex flow channel allowing the use of a laser to
measure the plate deflections [37].
Most of the experimental research has been focused on static deflection of perfectly
flat fuel plates. A few experiments have been performed to investigate the deflections
for curved fuel plates. Ha and Garland [40] conducted an experiment for a curved
plate following a circular arc. Researchers at ORNL, in the design of the proposed
Advanced Neutron Source Reactor (ANSR), conducted experiments using a series
of involute shaped fuel plates [41]. A range of inlet velocities was considered and
the experiments revealed a much smaller deflection for the curved plates than an
equivalent flat plate.
The shortcomings and inherent conservative assumptions used for the Miller
Critical Velocity led many researchers seek ways to improve the theory. Johansson
[42], a colleague of Miller’s, first expanded on the Miller Critical Velocity by including
friction terms and the flow redistribution caused by the movement of plates. Kane
[43] explored how deviations from the design thickness can affect the deflections. He
found that large deviations, as expected, can lead to larger deflections. Further,
Scavuzzo [44] included the entrance and exit length effects at the leading and trailing
edge of the plate. Wambsganss Jr. [45] argued that the derivation first proposed by
Miller can be improved upon by including second-order effects in the calculation of
the critical velocity.
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Following these efforts, researchers began to reevaluate the assumptions Miller
made in his derivation of the critical flow velocity. Other analysis techniques were
developed including a wave propagation/water-hammer approach [46], solving the
series of plates as a system [47], and using Schlichting boundary layer theory [48].
Cekirge and Ural [49] used small deflection plate theory to rederive the critical
flow velocity. Their modified formulation resulted in only a four percent difference
from Miller’s original approach. In order to better capture the plate deflections,
Pavone and Scarton [50] employed a fourth order structural model with laminar flow.
Kerboua et al. [51] used a potential flow analysis of one plate to analyze a multi-plate
channel and found that their method matched Miller’s Critical Velocity. Howard et al.
[52] utilized a 1-D, semi-analytical model to obtain full-length plate deflections that
compared well to the experiments provided by Kennedy et al. [53].
All efforts up to this point had assumed one dimensional, steady-state flow.
A Galerkin approach was employed by Guo and Paı̈doussis [54] to analyze a twodimensional plate with a three-dimensional flow field. By combining turbulent effects
with a frequency analysis of thin rectangular plates, Kim and Davis [55] were able to
obtain natural frequencies of a series of plates. Due to the added mass effect, they
found that the natural frequencies of the plates in a fluid were lower than the plates
in vacuo; they also found that by decreasing the channel gap, the natural frequencies
would decrease. On the other hand, Cui et al. [56] used a wetting method to determine
the natural frequency of the plates and found that the added fluid did not greatly
affect the natural frequency of the plate. Using a stability criterion, Michelin and
Llewellyn Smith [57] analyzed a series of plates to determine the stability of the
system as it relates to flutter.
Until recently, the use of computer codes to simulate fluid-structure interactions
between the fuel plates and the coolant flow has been too computationally expensive.
Roth [58] simulated the fluid flow between the fuel plates but was not able to model
plate deflections. Kennedy and Solbrekken [59] have used two separate codes, one for
solving the fluid domain and the other one for solving the structural domain. Their
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approach utilized time-dependent solvers for each code, which were loosely-coupled to
each other. This approach resulted in an unstable solution process at higher Reynolds
number simulations.
In this study, a fully-coupled approach has been adopted to eliminate stability
issues found with the loosely-coupled approach. As will be shown in the later parts
of this work, the resulting framework is robust and can model complex multiphysics
phenomena inherent in narrow channel fuel plate designs. The modeling approach
has been applied to problems with progressively increased complexity to establish
guidelines. Validation studies were carried out for the prediction of static deflection
in a series of flat plates, as well as involute plates that are currently used in the HFIR
core. The method was also extended to the analysis of fluid-structure interactions
of the LEU-based HFIR plates and the effects of the inclusion of the fuel meat
in the model were investigated. Finally, time-accurate simulations for fluttering
plates in an experimental setup were considered and the computed frequencies and
vibration amplitudes were compared to available data.

Based on those results,

modeling guidelines were provided. The results and findings of this research have been
presented at conferences [60] and have been published in an archival journal paper
[61]. Currently, the work on involute plate FSI simulations is under consideration for
publication as a journal article and the work on fluttering plates is under preparation
for journal submission.
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Chapter 2
Governing Equations
The goal of this dissertation is to develop a simulation technique that will allow the
reproduction of the FSI phenomena that occurs within the HFIR fuel core. In order
to numerically simulate this, a physical model must be chosen for the fluid domain
as well as a model for the structural domain. For the simulation of the coolant flow,
the Navier-Stokes equations will be used as the basis for simulation. The governing
equations and how they will be used for the simulation will be demonstrated in Section
2.1. The structural domain will be represented by a linear structural model and will
be described in Section 2.2. These equations are based upon continuum mechanics
and often times cannot be solved directly; because of this, the governing equations
must be discretized. For this dissertation, the Finite Element discretization will be
used and is described in Section 2.3.

2.1

Navier-Stokes: Fluid Domain

In order to fully describe the fluid domain, the three laws of conservation must be
met:
1. Conservation of mass
2. Conservation of momentum
18

3. Conservation of energy
These three laws, when implemented with the correct boundary conditions, can
be used to describe the flow of a Newtonian fluid. The three unknown variables
associated with the conservation laws are pressure p, velocity uf and temperature T .
All of the other variables that are associated with this such as density ρf , enthalpy h,
viscosity µ and thermal conductivity k can be obtained assuming local thermodynamic
equilibrium using only p and T .
The most general form of the laws of conservation is to assume a fluid that is
compressible, that is the density of the fluid may change, and one that is changing
with respect to time. These two assumptions produce the following conservation of
mass equation
Dρ
+ ρf ∇ · uf = 0
Dt
In Eq. (2.1),

DQ
Dt

(2.1)

is known as the substantial or material derivative and is given as
∂Q
DQ
=
+ (uf · ∇)Q
Dt
∂t

(2.2)

in which Q can represent any variable. The ∇ symbol describes the gradient operator
and in Cartesian coordinates is defined as
∇ = ı̂

∂
∂
∂
+ ̂
+ k̂
∂x
∂y
∂y

(2.3)

If one assumes that the fluid is incompressible, for fluids such as water, Eq. (2.1)
becomes
∇ · uf = 0

(2.4)

This assumption will be used for the simulations performed in this dissertation as the
working fluid will be water.
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Moving on to the next conservation law, the conservation of momentum, one can
begin with Newton’s second law
F = ma

(2.5)

The general form of Newton’s law for a fluid particle is
ρf

Duf
= ρf g + ∇ · τij
Dt

(2.6)

where g is the force due to gravity and τij is the stress tensor.
In order to obtain the Navier-Stokes equations from Eq. (2.6), one must make the
assumption of the Newtonian Fluid. In order for a fluid to be considered Newtonian,
the fluid must be continuous and a linear relationship must exist between the stress
tensor τij and the strain rates ij . The properties of the fluid must be independent of
direction, that is, the fluid is isotropic. This assumption ensures that the deformation
relationship is independent of the coordinate axes. Finally, the fluid must reduce to
the hydrostatic pressure condition when the strain rates go to zero [62, 63]. Using
these assumptions, the general form of the Navier-Stokes equations can be written as
 


Duf
∂
∂vi
∂vj
ρf
= ρf g − ∇p +
µ
+
+ δij λ div uf
Dt
∂xj
∂xj ∂xi

(2.7)

where δij is the Kronecker delta (δij = 1 if i = j and δij = 0 if i 6= j) and λ is known
as the coefficient of bulk viscosity. The terms inside the bracket [· · · ] of Eq. (2.7) are
the viscous stresses for a Newtonian fluid and will be represented by τij0 .
As stated earlier in the derivation, the working fluid is assumed to be incompressible such that div uf goes to zero due to the continuity equation. This assumption
eliminates the coefficient of bulk viscosity. If the viscosity, µ, is not allowed to vary
with temperature and pressure, Eq. (2.7) reduces to
ρf

Duf
= ρf g − ∇p + µ∇2 uf
Dt
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(2.8)

The assumption that the flow is incompressible and that the viscosity does not
change fully decouples the continuity and momentum equations from temperature.
This allows the solution of Eqs. (2.4) and (2.8) without the need to solve for the
temperature. The temperature can later be solved for separately from the fluid
solution reducing the complexity of the problem.
The final conservation law, the Conservation of Energy, can be described by the
first law of thermodynamics
dEt = dQ + dW

(2.9)

where Q is the heat added and W is the work done on the system. The flowing
particle is considered a moving system such that Et includes the internal energy and
all potential and kinetic energy of the system:


1 2
Et = ρf e + U − g · r
2

(2.10)

where e is the internal energy per unit mass and r is the displacement of the particle.
Using an Eulerian point of view, Eq. (2.9) becomes
DEt
DQ DW
=
+
Dt
Dt
Dt

(2.11)

and applying this same point of view to Eq. (2.10) one gets
DEt
= ρf
Dt



De
DU
+U
− g · uf
Dt
Dt


(2.12)

Using Fourier’s law to define the heat transfer to the element as q = −k∇T gives
DQ
= −div q = div(k∇T )
Dt

(2.13)

Similarly, the work done on each element is described by
DW
= −div w = ∇ · (uf · τij )
Dt
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(2.14)

After careful rearrangement, the energy equation becomes
ρf

Dp
Dh
=
+ div(k∇T ) + Φ
Dt
Dt

where h is the enthalpy defined as h = e +

e
ρ

(2.15)

and Φ is known as the dissipation

function and is defined as
"  
 2
 2 
2
2
∂u
∂u
∂v
∂w
∂v ∂u
i
0
Φ = τij
=µ 2
+2
+2
+
+
+
∂xj
∂x
∂y
∂z
∂x ∂y

2 
2 #

2
∂w ∂v
∂u ∂w
∂u ∂v ∂w
+
+
+
+λ
+
+
(2.16)
∂y
∂z
∂z
∂x
∂x ∂y
∂z
Equations (2.4), (2.8) and (2.15) fully describe an incompressible, Newtonian fluid
and will be used to model the fluid within a domain. Although these equations
model the fluid within the boundaries of interest, they do not describe what the fluid
is doing at the boundaries and thus the boundary conditions must be established in
order to fully describe the fluid.
Fluid Domain Boundary Conditions
There are four types of boundary conditions that are represented in the present work:
the wall, inlet, outlet and periodic flow conditions. These boundary conditions help
to ensure that the problem remains physically accurate and bounds the problem to a
domain that can be discretized for analysis.
The fluid along a wall must match what is traditionally called the no-slip wall
condition. That is, the fluid velocity is equal to the wall velocity. This Dirichlet type
boundary condition is defined as:
ufluid = usolid
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(2.17)

For most cases, the velocity of the solid is zero such that Eq. (2.17) reduces to ufluid = 0
giving rise to the general no-slip condition term. This will not be the case when the
FSI is implemented and the boundary condition will be described by Eq. (2.17).
The conservation of energy requires that there be either a Dirichlet or Neumann
boundary condition for the temperature between the wall and the fluid. The Dirichlet
boundary condition gives
Tfluid = Twall

(2.18)

and the Neumann boundary condition gives


∂T
00
k
= qwall
∂n fluid

(2.19)

The Dirichlet boundary condition ensures that there is not a temperature jump across
the fluid-solid interface. The Neumann boundary condition ensures that the heat flux
is transferred from the solid to the fluid without any losses.
The inlet conditions specify the inlet velocity and the temperature of the incoming
fluid. The outlet condition is specified such that the pressure goes to zero and that
there are no viscous stresses at the outlet such that
h 
i
T
µ ∇uf + (∇uf )
·n=0

(2.20)

where n is the vector normal to the outlet boundary.
Turbulence Model
Now that the governing equations have been established, it is worthwhile to examine
the flow characteristics that occur at the conditions seen in the HFIR and other
research reactors. In order to obtain sufficient cooling and to avoid incipient boiling,
the flow rate between the fluid channels is quite high. The inlet flow rate for the
HFIR, for example, is approximately 15 m/s through a channel gap of 50 mils. This
high flow rate results in a Reynolds number of approximately 36,000 based upon
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the hydraulic diameter, Dh , of the outer fuel element. The hydraulic diameter for a
rectangular channel is defined by
Dh =

2tw
t+w

(2.21)

where t represents the thickness of the channel and w represents width of the channel.
Because the HFIR plates are of an involute shape, it is appropriate for the Reynolds
number calculations to model the channel as a rectangular channel of thickness, t,
and width, w. The arc length of the involute outer fuel element is 2.87 in (7.3 cm)
and the inner fuel element is 3.189 in (8.1 cm) which can be attributed to the channel
width. Because the channel width is much greater than the thickness, Eq. (2.21) can
be reduced to twice the channel thickness such that:
Dh = 2t, w  t

(2.22)

This high Reynolds number indicates that the flow between the channels is
in the turbulent regime [64]. The unsteady nature of turbulence requires further
manipulation of the continuity and Navier-Stokes equations (Eqs. (2.4) and (2.8)).
For this dissertation, Reynolds Averaging will be applied to these equations [65]. The
time-averaging equation, applied to the flow variable f (x, t), is defined by:
1
FT (x) = lim
T →∞ T

Z

t+T

f (x, t) dt

(2.23)

t

In order to apply the time-averaging to the Navier-Stokes equations, it is best to put
the convective term into the conservation form of
ρf

Duf
∂uf
= ρf
+ ∇ · (ρf uf ⊗ uf )
Dt
∂t
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(2.24)

The conservation form of the Navier-Stokes equations then becomes

ρf

∇ · (ρuf ) = 0

(2.25)

∂uf
+ ∇ · (ρf uf ⊗ uf ) = −∇p + µ∇2 uf
∂t

(2.26)

where ⊗ is the tensor product.
Carrying out the Reynolds averaging on the conservation form of the NavierStokes equations results in fewer equations than unknowns and thus a multitude of
closure models have been developed. For the present work, a modified version [66] of
the standard two-equation k- model is used to model the turbulent flow [67]. The
parameters for the k- turbulence model of this dissertation are provided in Table 2.1

Table 2.1: Constants used for the k- turbulence model for this dissertation.

2.2

Constant

Value

Cµ
C1
C2
σk
σ

0.09
1.44
1.92
1.0
1.3

Structural Mechanics

The governing equations for the structural mechanics model follows the linear elastic
model. The equation of motion is derived from Newton’s Second law
∇ · σ + Fs = ρ
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∂ 2 us
∂t2

(2.27)

The strain-displacement equations are given by
ε=

i
1h
∇us + (∇us )T
2

(2.28)

The constitutive equation relates the unknown stresses and strains using Hooke’s law
for an elastic material
σ=C:ε

(2.29)

where C is the fourth order stiffness tensor. For an isotropic material, the tensor can
be written in terms of the Lamé constants λ and µ
Cijkl = λδij δkl + µ (δij δjl + δil δjk )

(2.30)

where
λ=

Eν
,
(1 + ν)(1 − 2ν)

µ=

E
2(1 + ν)

(2.31)

A : B = Aij Bij is the inner product of two second order tensors. This formulation
ensures that the material behaves as if in the linear elastic regime and assumes the
material does not deform into the plastic regime.
Solid Domain Boundary Conditions
In order to fully describe the structural domain, the conditions at the boundary must
be specified. For the present work, there are two structural boundaries: the fixed
boundary and the fluid-solid boundary. The fixed boundary represents a boundary
in which the displacement is held to zero such as the fixed end of a cantilevered beam
and is represented by the following equation
us = 0
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(2.32)

The fluid-solid interface boundary correlates the pressure and viscous stresses from
the fluid to the stress in the structure:
h



σ · n = −p + µ ∇uf + (∇uf )

T

i

·n

(2.33)

The governing equations and boundary conditions are to be used to model the
fluid-structure phenomena and the finite element approach used for discretization
is described in the next section.

2.3

Finite Element Analysis: Discretization

The discretization method used for the governing equations in COMSOL is the Finite
Element Analysis (FEA) method. This method breaks a domain up into a series of
elements known as finite elements that can be either triangular or quadrilateral.
Triangular elements are heavily utilized because of the ease in which complicated
domains can be meshed as seen in Figure 2.1. As more triangular elements are
included, the discretized domain begins to better represent the original domain.

Figure 2.1: Arbitrary domain discretized into triangular finite elements.
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The finite element model assumes that an equation can be approximated over a
typical finite element denoted by the superscript e . Thus, for a quantity U (x, y, z)
the discretization assumes
e

U (x, y, z) ≈ U (x, y, z) =

n
X

Uje ψje (x, y, z)

(2.34)

j=1

where U e (x, y, z) is the approximation of U (x, y, z) over the element and Uje are
the values of the function U e (x, y, z) at the nodes that make up the element. The
approximation, or basis functions associated with the element are represented by
ψje which, in most cases, are polynomials. As the polynomial order increases, the
accuracy of the finite element discretization also increases and accordingly, so does
the computational cost.
For fluid flow, the basis function for a triangular element is represented by the
equation P x + P y where P x is the basis function for the flow velocity and P y is
the basis function for the pressure. For example, a triangular FEA representation of
the fluid that uses a quadratic basis function for the flow variables and a linear
basis function for the pressure variables would be denoted as P 2 + P 1.

The

Ladyzhenskaya-Babuska-Brezzi (LBB) condition requires that the velocity component
basis functions be at least one order higher than the pressure basis function [68].
This condition can be bypassed by incorporating a smoothing technique known as
the Galerkin-Least Squares (GLS) formulation which will allow the use of equal-order
basis functions [69, 70]. The GLS formulation is utilized in the FEA discretization
of COMSOL. The basis functions for the fluid domain in this dissertation will be
P 1 + P 1; the P 1 + P 1 basis functions are accurate if a fine enough mesh is utilized
[70].
For the structural domain, the FEA discretization will use a quadratic basis
function for analysis. Because the structural domain is relatively small compared
to the fluid domain for the majority of the simulations, the computational cost
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associated with quadratic elements is justified. Some of the simulations will have
large displacements in which a higher order basis function is beneficial.
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Chapter 3
Cylinder in Cross-Flow
The cylinder in cross-flow is a fundamental fluids problem in which the physics allows
for a stringent testing of the different aspects of a code. A stationary cylinder
will naturally begin to shed vortices for Re greater than approximately 40 and will
continue to shed into the turbulent regime. These shedding vortices are known as
Kármán vortex streets and their occurrence is related to the Strouhal number defined
as
St = f D/U

(3.1)

where f is the shedding frequency, D is the characteristic length, i.e., the cylinder
diameter, and U is the free stream velocity. For flows with Re between 100 and
100,000, the non-dimensional Strouhal number is around 0.2 which means that the
vortex shedding cycle is approximately the time it takes the free stream flow to move
5 cylinder diameters [63].
This phenomenon will occur for almost any bluff body for which Re ≥ 40. The
shedding vortices can cause significant vibrations in the structure. This vibration,
if not carefully accounted for, can cause large oscillations and eventual failure of
the structure such as that seen in 1940 with the Tacoma Narrows bridge [71]. This
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shedding and subsequent oscillation has been studied at length experimentally [72–
74] and numerically [75–82]. The progression for the modeling of the cylinder in
cross-flow for this chapter will follow this outline:
3.1 - Stationary Cylinder
3.2 - Oscillating Cylinder: Prescribed Displacement
3.3 - Oscillating Cylinder: Free Displacement
3.4 - Stationary Cylinder with Moving Tail
This progression was chosen as a way to test the code incrementally.

The

complexity of both the flow solver and the structural solver increases with each
section. Section 3.1 employs only the flow solver while holding the cylinder stationary
and computing only the vortex shedding of the fluid. Sections 3.2 and 3.3 incorporate
different moving cylinders: one type that follows a prescribed displacement and one
that allows the cylinder to move freely in the transverse direction based upon the lift
created by the shedding vortices, respectively. The last section, 3.4, incorporates a
stationary cylinder with a long tail attached to the end. This simulation tests the
ability of the mesh generator to handle large displacements of the tail caused by the
shedding vortices.

3.1

Stationary Cylinder

The stationary cylinder in cross-flow is used to test and verify the capabilities of the
flow solver. The solver should be able to capture the shedding of the vortices without
any external manipulation from the user. The development of the Kármán vortex
streets should occur naturally and progressively using a transient solver. Here, we
consider a range of Reynolds numbers that result in laminar flow about a stationary
cylinder.
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3.1.1

Domain and Boundary Conditions

The 2-D domain for the stationary cylinder was chosen to be a large rectangular
domain. The cylinder diameter is 1mm. The domain is 40 times the cylinder diameter
in height and 40 times the cylinder diameter in length. In order to ensure enough
resolution of the trailing vortices, the cylinder was offset in the flow direction with
a larger section placed on the trailing edge of the domain. The top and bottom
boundaries are taken to be periodic boundaries. The periodic boundary conditions
are described by the following equations
usource = udestination

(3.2)

psource = pdestination

(3.3)

where the source is the top boundary and the destination is the bottom boundary.
The left boundary is an inlet with specified velocity based upon the Re number. The
right boundary is a pressure boundary set to 0. The boundary around the cylinder
is a no slip condition. Figure 3.1 provides the domain dimensions and boundary
conditions used for the simulations. The working fluid for the simulation is taken to
be incompressible water with the following constant properties at 293 K:
• Density: 1000 kg/m3
• Viscosity: 0.01 Pa s
Water was chosen because the working fluid for the majority of the simulations
performed for analysis of the HFIR would be water.
A free triangular mesh was created for the simulation in order to handle the more
complex geometry created by using a circular cylinder and a rectangular domain. This
free triangular mesh posed a problem, which is made evident in Section 3.3, in which
a non-uniform mesh is created at the trailing edge of the cylinder; this non-uniform
mesh caused a spurious shift in the lift [83]. This non-uniformity was corrected by
placing a horizontal line that divides the domain in half; this line is not used in any
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Figure 3.1: Domain for the 2-D cylinder simulations.
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calculations but simply allows the creation of a symmetric mesh. The free mesh is
created by first meshing the top half of the domain and then mirroring the mesh along
the horizontal line giving a perfectly symmetric mesh and avoiding any discrepancies
in results due to the grid asymmetry. Figure 3.2 provides the progression from the
non-uniform mesh to the perfectly symmetric mesh. In order to capture the physics
involved accurately, a boundary layer mesh was inserted with 8 layers on the boundary
of the cylinder. The final mesh consisted of 29,558 mesh elements.

Figure 3.2: Mesh comparison for the 2-D Cylinder. Control of the mesh along the
mid-plane of the cylinder ensures the lift around the cylinder is symmetric while using
a free tetrahedral mesh.

3.1.2

Simulation and Results

The simulation for the stationary cylinder in cross-flow was performed using a fully
implicit time domain solver. A steady-state solution was used as an initial condition
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in order to reduce the computational costs by eliminating the start-up of the flow
solver. The initial condition for the Re = 100 case is provided in Figure 3.3.

Figure 3.3: Initial condition using the steady-state solver for Re = 100 for the
2-D cylinder simulations. The working fluid is water and the velocity contours are
represented in m/s.

The fully implicit solver is stable and lends itself to large time-step iterations
[68].

When a steady-state solution with no periodic tendencies is desired, this

greatly reduces the computational costs needed to obtain a steady-state solution.
The cylinder in cross-flow, as stated earlier, should result in a time-accurate solution
that converges into a periodic limit cycle. If the free-time step solver is implemented
for the determination of the time-step used for the flow solver, certain physical
phenomena will not be captured. For the cylinder in cross-flow with a steady-state
initial condition, the time-step may be too large to allow the flow solver to capture
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the instability that induces the vortex shedding. This phenomenon was seen with the
present study in which the cylinder failed to produce vortex shedding.
For example, with Re = 100, the cylinder should shed within 10 physical seconds
from the initial condition (here, physical seconds represents the time in the time
domain as opposed to the computational time which is the interval it takes to run
the code on a given machine and is dependent upon the number of cores and solving
method used, i.e. direct or iterative method and is typically referred to as the ‘wallclock time’). When the time-step was allowed to be set for any interval, the code
would compute physical time-steps much too large to capture the vortex shedding.
The solution would remain in steady-state and no shedding would be observed; the
solution would be indistinguishable from the initial condition seen in Figure 3.3.
To correct this problem, a limit on the maximum time-step was imposed. This
limit was taken to be 1/20 of the approximate period of shedding for a particular
Reynolds number. Again, using Re = 100 as an example and the other physical
properties described above, the shedding frequency can be estimated from Eq. 3.1
with St ≈ 0.165 to be approximately 16.5 Hz. Using the estimated frequency, a
maximum time-step of approximately 0.001 51 s produces the desired vortex shedding.
This method was employed for all of the simulations, allowing the code to properly
capture the flow physics.
In order to verify the vortex shedding capabilities of the flow solver, a variety
of Reynolds numbers were computed. Because the phenomenon is not observed for
all Reynolds numbers, a simulation with Re = 20 was performed to ensure that the
code could capture shedding as well as non-shedding cases. To establish a good basis,
the following Reynolds numbers were considered: 20, 75, 100, 150 and 200. This
range ensures laminar flow while allowing the analysis to remain two-dimensional. A
sample of the solution obtained once the cylinder begins to shed vortices is provided
in Figure 3.4 for Re = 100.
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(a) Time = 1.0 s

(b) Time = 3.0 s

(c) Time = 4.0 s

(d) Time = 4.5 s

Figure 3.4: Set of time-domain solutions for Re = 100 for the stationary cylinder
in cross-flow. The working fluid is water.

37

The fundamental way to measure the shedding frequency is to observe the
coefficient of lift, Cl , defined by:
Cl =

l
2 D
1/2ρf U∞

(3.4)

where l represents the lift on the cylinder per unit length, ρf represents the freestream fluid density, U∞ represents the free-stream fluid velocity and D is the cylinder
diameter. Observation of the lift in the time domain shows that the vortex shedding
has gone into a limit cycle (Figure 3.5). A Fast-Fourier Transform (FFT) [84] is
employed to determine the dominant frequencies of the solution (Figure 3.6).
The results of Figure 3.6 are used to obtain the shedding frequency for each case.
Williamson [85] performed experiments for the cylinder in cross-flow and presented
his results in graphical form. For a direct comparison of our solution with the
experimental data, the open source program called Engauge Digitizer [86] was used
to extract the data from the paper. The extracted experimental data is compared to
the simulations in Table 3.1 and Figure 3.7.

Table 3.1: Shedding frequencies of the stationary cylinder in cross-flow compared
to experimental results of Williamson [85].
Experimental
Re

St

20 0.0000
75 0.1424
100 0.1600
150 0.1800
200 0.1825

Numerical

Freq, Hz

St

Freq, Hz

0.00
10.70
16.03
27.05
36.57

0.0000
0.1398
0.1517
0.1642
0.1723

0.00
10.50
15.20
24.68
34.52
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(a) Re = 75

(b) Re = 100

(c) Re = 150

(d) Re = 200

Figure 3.5: Time accurate Cl for the stationary cylinder in cross-flow. The working
fluid is water.
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(a) Re = 75

(b) Re = 100

(c) Re = 150

(d) Re = 200

Figure 3.6: FFT of the Cl for the stationary cylinder. The working fluid is water.
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Figure 3.7: Strouhal number of the stationary cylinder simulations compared to the
experimental results by Williamson [85].

3.1.3

Discussion

The stationary cylinder in cross-flow provides a context to test real-world instabilities
with a numerical code. The simulations show that the code is capable of reproducing
this naturally occurring phenomena when careful consideration of the numerical tools
is employed. By limiting the transient solver time-step to 1/20 the time it takes to
shed one vortex, the code is able to capture the expected Kármán vortex streets close
to the experimentally obtained Strouhal number.
Because the small time-step could result in large data files, it was originally
proposed to record the data at intervals larger than the 1/20 time-step but smaller
than the shedding interval.

This resulted in very manageable file sizes, but it

was quickly discovered that the interval, as with all digital recording, could induce
unwanted aliasing [87]. This aliasing is evident as a smaller frequency on top of
the main frequency as seen in Figure 3.8. In order to alleviate the aliasing, the
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Figure 3.8: Cl for the Re = 150 case with aliasing present due to large recording
intervals. Limiting the maaximum time-step alleviates the aliasing seen in this
example.
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sampling rate was configured to be the same as the maximum time-step allowed for
each simulation. This change eliminated the aliasing problem from the solution and
aliasing effects were considered for all other time-dependent solutions.
The code has proven to effectively capture the shedding vortices for a 2-D cylinder
in cross-flow. Table 3.1 shows that the numerical simulation provides reasonable
results compared to the experiment. Using the stationary cylinder as a proving ground
and stepping stone for analysis, it is now appropriate to move on to more complicated
cases.

3.2

Oscillating Cylinder:
Prescribed Displacement

The next logical step in testing the FSI capabilities of the code is to allow the cylinder
to move. In this section, the cylinder movement will follow a prescribed periodic
displacement that is not affected by the flow of the fluid and its subsequent shedding
vortices. This will allow the testing of both the mesh deformation capability and the
fluid solver for a moving cylinder. The cylinder will be allowed to oscillate in the
transverse direction of the free-stream flow velocity. This case was also considered
experimentally by Koopman [73] for Reynolds numbers of 100 and 200.
The vortex streets that are shed from the oscillating cylinder can fall into two
categories: lock-on and non lock-on. In the lock-on region, the vortices are shed at
the same frequency of the oscillating cylinder. When one investigates the coefficient
of lift, there is only one principle frequency present. For the non lock-on case, the
cylinder sheds vortices at its ‘natural’ frequency based upon the Strouhal number
for the flow conditions. This will result in two principle frequencies being present in
the coefficient of lift calculations (the cylinder oscillation and the ‘natural’ vortex
shedding).

A representation of the cylinder lock-on and non lock-on regions is

presented in Figure 3.9.
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Amplitude Ratio

Lock-on Region

Non Lock-on
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Non Lock-on
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Forcing Frequency/Natural Shedding Frequency

Figure 3.9: Graphical Representation of the lock-on region for the cylinder in cross
flow with prescribed displacement.

3.2.1

Domain and Boundary Conditions

The domain for the oscillating cylinder with prescribed displacement is the same as
that used for the stationary cylinder. The only boundary condition that is different
from the one used for the stationary cylinder is the solid moving boundary around
the cylinder. The boundary will now follow the general wall boundary condition
described in Eq. (2.17) such that the fluid velocity is equal to the velocity of the wall
such that ufluid = usolid .
The cylinder will follow a periodic sinusoidal motion normal to the free-stream
velocity.

The maximum amplitude and frequency will vary depending on the

particular case being examined during the simulation. The equation of motion for
the cylinder is given by:
̂ · usolid = h sin(ωt)
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(3.5)

where ̂ is the unit vector in the direction transverse to the inlet flow, h is the
maximum cylinder amplitude and ω is the oscillation frequency. The baseline mesh
for this case is the same as that used in Section 3.1 for the stationary cylinder.
Now that movement is to take place during the simulation of the flow around the
cylinder, it is necessary to allow the mesh to deform and move with the cylinder. In
COMSOL, there are 3 different types of mesh smoothing techniques:
1. Laplace
2. Winslow
3. Hyperelastic
The Laplace technique, first described by Buell and Bush [88] for a structured mesh
and refined by Field [89] for a free triangular mesh, applies the Laplace operator on
the computational coordinates (ξ, η) in the physical space (X, Y ). When the Laplace
equation (3.6) is satisfied, a smooth distribution of the computational coordinates is
present.
∂ 2ξ
∂ 2ξ
+
=0
∇ξ=
∂x2 ∂y 2
∂ 2η ∂ 2η
2
∇η=
+
=0
∂x2 ∂y 2
2

(3.6)

The Laplace equations should satisfy the max-min conditions such that parameters
inside the domain will not exceed the boundary of the domain which ensures that
the grid lines will not cross resulting in inverted meshes. In Eq. (3.6), the known
variables are (ξ, η) and the unknown variables are (x, y). Applying the Laplacian of
Eq. (3.6) to the computational space results in the Laplace smoothing equation:
∂ 2x ∂ 2x
∇ x= 2 + 2 =0
∂ξ
∂η
2
∂ y ∂ 2y
2
∇ y= 2 + 2 =0
∂ξ
∂η
2
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(3.7)

Although Eq. (3.7) satisfies the max-min condition for a structured mesh, this is not
always the case for an unstructured mesh where some of the elements may be inverted,
resulting in negative cell volumes.
To overcome the limitations of the Laplace smoothing technique, Winslow [90]
proposed a transformation resulting in the following set of equations:
∂ 2x
∂ 2x
∂ 2x
+
γ
−
2β
=0
∂ξ 2
∂ξ∂η
∂η 2
∂ 2y
∂ 2y
∂ 2y
+γ 2 =0
α 2 − 2β
∂ξ
∂ξ∂η
∂η
 2  2
∂x
∂y
α=
+
∂η
∂η
∂x ∂x ∂y ∂y
β=
+
∂ξ ∂η ∂ξ ∂η
 2  2
∂x
∂y
γ=
+
∂ξ
∂ξ
α

(3.8)

This set of equations, though more complex, can greatly improve the accuracy and
may alleviate the problems of inverted meshes found using the Laplace smoothing
equations [91].
The last mesh smoothing technique available in the code is a hyperelastic technique
inspired by neo-Hookean materials [92–94]. The technique searches for the minimum
of the mesh deformation energy in which the energy is given by:
Z
W =

µ
κ
(I1 − 3) + (J − 1)2 dV
2
2

(3.9)

Ω

where µ is the artificial shear modulus and κ is the artificial bulk modulus. The
invariants J and I1 are given by:
J = det(∇X x)


T
−2/3
I1 = J
tr (∇X x) ∇X x
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In the above definitions, det(A) represents the determinant of the matrix A and
tr(A) represents the trace of the matrix A. The gradient operator denoted with the
subscript ‘X’ represents the gradient with respect to the physical coordinates (X, Y ).
Each of the three mesh smoothing techniques have their benefits and trade-offs.
The fastest and least computationally expensive technique would be the Laplace
smoothing. The most robust of the three techniques is the hyperelastic smoothing
technique.

Because of the large mesh displacements possible in the upcoming

simulations, the Laplace smoothing technique will not be used. In order to retain
some accuracy, to prevent inverted meshes, and to obtain solutions in a reasonable
amount of time, the Winslow smoothing technique will be used for all of the moving
mesh simulations of this dissertation. Further analysis of the three mesh smoothing
techniques is explored in Appendix A.

3.2.2

Simulation and Results

The issues seen with the stationary cylinder and the use of the implicit solvers is not
observed with the moving cylinder because the simulation does not have to rely on
a natural instability to begin to shed. Although any time-stepping scheme may be
used, the issue of aliasing could still be present such that the restriction on the timestep of 1/20 of the predicted frequency will still be used. There will be 35 cases run
for the prescribed cylinder motion with a Reynolds number of 100. The cases were
chosen in order to span across the lock-on and non lock-on regions. The frequency
ratio, f /fn , spans from 0.8 to 1.2 where fn is the natural vortex shedding frequency
and the amplitude ratio, h/D, spans from 0.05 to 0.35 The results are presented in
Figure 3.10 where the plus (+) symbols represent the case in which lock-on occurs
and the cross (×) symbols represent the case in which no lock-on occurs.
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0.45

Re=100 (Koopman)
Re=200 (Koopman)
Locked-on
Not locked-on

0.4

Cylinder Plunge Amplitude, h/D
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Figure 3.10: The cylinder lock-on simulations compared to the experiment by
Koopman. The plus symbols (+) represent cases in which lock-on was achieved and
the cross symbols (×) represent the cases in which no lock-on was present.
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3.2.3

Discussion

The oscillating cylinder with prescribed displacement follows the experimental setup
quite well. There is one simulation that does not follow the experimental results
presented by Koopman at a plunge amplitude of 0.2 and a frequency ratio of 1.2.
This ‘extreme’ case is an outlier in all of the other lock-on cases, and based upon
the success of the other simulations does not negate the solver. For instance, the
simulations around the ‘fork’ of the experimental results follow the lock-on/non lockon progression as expected. The next step in establishing the validity of the FSI code
is to allow the cylinder to move freely based upon the lift created by the shedding
vortices.

3.3

Oscillating Cylinder: Free Displacement

Following the progression described previously, the cylinder will now be allowed to
move freely based upon the lift created by the shedding vortices. This oscillation
will be restricted to movement only in the transverse direction to the free-stream
inlet velocity. The movement for the 2-D cylinder will be described as a springmass-damper system. The cylinder with free displacement lends itself to a full FSI
study in 3-D utilizing the coupling of the Navier-Stokes equations with the structural
mechanics equations. This progression was previously done in other simulations [77].

3.3.1

Domain and Boundary Conditions

As with the previous two sections, the domain for the free oscillating cylinder is a
rectangle with the same dimensions as presented in Figure 3.1. The inlet, outlet and
periodic boundary conditions remain unchanged from the previous two sections. In
this section however, the cylinder is displaced not based upon a prescribed motion
known a priori but based upon the periodic lift created by the oscillating vortices.
For the 2-D simulation, the cylinder displacement is determined from the equation of
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motion for a spring-mass-damper system:
mẍ + cẋ + kx = f (t)

(3.10)

where the forcing function, f (t), is determined by the lift on the cylinder. Figure
3.11 provides a visual representation of the mass-spring-damper assumption used for
the 2-D simulation. The spring constant, k, is determined using beam theory for a

f (t)

m

U∞

y

k

c

Figure 3.11: Visualization of the spring-mass-damper model used for the 2-D
cylinder in cross-flow simulations.

cantilevered beam:
F L3
δl =
3EI

(3.11)

where δl is the deflection at the end of the beam, F is the force at the end of the
beam, L is the length of the beam, E is the Modulus of Elasticity of the beam and
I is the area moment of inertia of the beam [95]. Rearranging Eq. (3.11) such that
F/δl = k yields the effective stiffness of the beam:
keffective = F/δl =
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3EI
L3

(3.12)

Assuming that there is no internal damping yields c = 0 and the mass is assumed to
be the total mass of the cylinder such that m = ρcyl · Vcyl . Equation (3.10) is a single
degree of freedom (SOF) ordinary differential equation (ODE) which will be solved
using an ODE solver.
The 3-D case is the first test of the coupling of the structural mechanics and fluid
mechanics to form a Fluid-Structure Interaction problem. The 3-D domain has an
identical setup to the 2-D domain except that the domain is ‘swept’ so that a cylinder
is created. The boundary conditions are the same for the fluid domain except that
the new walls created by the ‘sweeping’ of the domain are held as slip boundaries
such that
uf · n = 0

(3.13)

K − (K · n) n = 0

(3.14)

h 
i
where K = µ ∇uf + (∇uf )T n. During the sweep, 4 cuts are made to create
a 3-D simulation. This limited number of cuts is utilized in an effort to speed up
computational times; this is also made possible because of the low Reynolds number
of the flow and the slip boundary conditions along the two specified walls of the
domain. This results in a mesh consisting of 118 232 points.

3.3.2

Simulation and Results

The displacement of the cylinder should match the frequency of the shedding vortices.
For completeness, two simulations will be performed to ensure that both are excited
at the natural shedding frequency. The simulations will use inlet conditions such that
the Reynolds number is 100 and 200. The working fluid is again chosen to be water
with the properties previously described in Section 3.1. The cylinder properties,
taken to be steel, are as follows: ρ = 7800 kg/m3 , E = 70 GPa, ν = 0.35, and
L = 0.01 m. These parameters result in a cylinder with an area moment of inertia
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of I = 4.909 × 10−14 m4 and an effective spring stiffness of keffective = 10 308 N/m. As
with the previous two sections, a steady-state solution is used as the initial condition
for the transient simulation.
The FSI problem (in both 2-D and 3-D ) can be solved numerically in three
different ways: fully-coupled, segregated, and one-way coupled. The fully-coupled
method, as the name implies, solves for all of the physics (fluid and structure) in the
same matrix. This method is the most expensive yet most robust solution technique.
The solver iterates on the fully-coupled matrix until the convergence criterion is met.
Figure 3.12 provides a flow chart for the visualization of the fully-coupled solver.

Start

Iterate on All
Variables

Update Variables

Converged?

No

Yes
End

Figure 3.12: Flow chart for the fully-coupled solver.
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The segregated solver allows the dependent variables to be solved independently
of each other. For the FSI problem, the most logical segregation is the separation of
the fluid mechanics and the solid mechanics. First, the fluid variables are iterated
upon until a stopping criteria is met (typically a set number of iterations), then
the fluid solution is used to establish the boundary conditions for the structural
model. The solver then computes the structural variables. The overall convergence
is checked; if the convergence criteria is not met, the boundaries for the fluid domain
are updated and the process continues. Figure 3.13 shows the progression of the
segregated solver. One of the strongest benefits of the segregated solver is the smaller
memory requirements needed. Because the structural mechanics is solved second, the
structure lags by one outer iteration and, depending upon how coupled the fluid and
structure are, this could cause stability issues.
The one-way coupled solution technique fully decouples the fluid and structural
variables. First, the fluid domain is fully solved for using the initial conditions of the
structural domain for its boundary conditions. Once the fluid variables are fully
converged, they are used to establish the boundary conditions for the structural
mechanics solver. The structural variables are computed without updating the fluid
solution and the process is completed. The flow chart for the one-way coupled solver
is provided in Figure 3.14. This solution technique is the fastest of the three solvers
discussed. If the fluid and structure are not strongly coupled, then this technique
works very well.

For example, a very stiff structure in which the flow induced

displacement is very small and does not greatly affect the characteristics of the flow
is a very good candidate for the one-way coupled solver.
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Figure 3.13: Flow chart for the segregated solver.
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Figure 3.14: Flow chart for the one-way coupled solver.
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2-D Case
For the 2-D case, all three solvers will be explored. For the transient cases, the fullycoupled and segregated solvers work similarly in that for each time-step, the solver is
run until convergence before the next time-step is computed. For the one-way coupled
solver, the transient fluid solution is computed and then the transient structural
solution is computed using the previously computed fluid solution as the boundary
condition at each time-step. The one-way coupled solver solves the fluid solution to
completion and then uses the fluid solution to obtain the transient structural solution.
The results for the first case, the fully-coupled solver, are provided in Figure 3.15.
The frequency of the coefficient of lift and displacement as well as the solution time
are provided in Table 3.2. A solution was not obtained for the segregated solver
because of instabilities created with the segregation process.

Table 3.2: Results for the 2-D simulation for the free displacement cylinder. The
frequencies were obtained using the FFT. The simulations were performed on a 12
core machine with 192GB RAM.
Re

Cl , Hz

Displacement, Hz

Max. Disp., mm

Time, s

Fully-Coupled
100
Segregated
One-Way

15.67
——
15.2

15.67
——
15.2

69.5 × 10−5
————
5.8 × 10−3

10 107
——–
890

Fully-Coupled
200
Segregated
One-Way

37.5
——
34.2

37.5
——
34.2

13.9 × 10−5
————
1.0 × 10−3

6888
——–
746

3-D Case
The 3-D simulation, as previously described, is a simple extrusion of the 2-D setup.
This simulation is run using the fully-coupled solver in order to retain the interaction
between both the cylinder and the fluid. The cylinder is modeled as a cantilevered
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(a) Re = 100 Cl

(b) Re = 100 Displacement

(c) Re = 200 Cl

(d) Re = 200 Displacement

Figure 3.15: Displacment and Cl of the fully coupled 2-D free displacement cylinder.
The working fluid is water.
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beam with a fixed boundary on one side and a free boundary on the other. The results
for the coefficient of lift and cylinder displacement are provided in Figure 3.16.
The fully-coupled, 3-D simulation, as expected, took a much longer time to
complete than the 2-D cases. The cases took 68,743 and 46,303 seconds for the Re
100 and 200 cases, respectively. The oscillating frequency and displacement frequency
matched for both cases at 15 Hz for Re = 100 and 34 Hz for Re = 200.

(a) Re = 100 Cl

(b) Re = 100 Displacement

(c) Re = 200 Cl

(d) Re = 200 Displacement

Figure 3.16: Solution of the fully coupled 3-D free displacement cylinder. The
results are taken at the free end of the cylinder.
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3.3.3

Discussion

The oscillating cylinder with free displacement provides insight into the capabilities
of the FSI solver to capture the physics of the phenomenon. The exploration of the 3
solving techniques available in the code for the 2-D case allows for an assessment of
the applicability of the methods for the FSI cases. Looking at the results in Table 3.2,
it can be seen that the fastest solution can be obtained using the one-way coupling.
While the one-way coupled solver produced oscillating frequencies similar to the fullycoupled solver, the maximum deflections were larger than the fully-coupled case. The
segregated solver was not able to capture the physics correctly resulting in an unstable
solution in which the case would diverge.
The 2-D, free displacement case revealed the need for the perfectly symmetric mesh
described in Section 3.1. The need for this new meshing technique was discovered by
observing the displacement of the cylinder once it reached its limit cycle. Assuming
a perfectly round cylinder, the displacement should oscillate around the original
position of the cylinder but when the mesh was not symmetric, the cylinder would
initially drift up and begin to oscillate about another position which can be seen in
Figure 3.17.
The 3-D case, which included the linear-elastic structural model, was able to
capture the physics as well. For each case, the maximum displacement was smaller
than the 2-D cases. This can be attributed to the assumptions made for the springmass-damper system: all of the mass of the cylinder is at the end, increasing its
momentum and there is no internal damping to decrease the displacement for a given
input force. Taking these assumptions into account, the displacements obtained from
the simulations are concluded to be reasonable.
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Figure 3.17: Incorrect displacement of the 2-D cylinder for the condition of Re =
100. The dashed line represents the initial position and the displacement should
oscillate about it. Controlling the free mesh around the mid-plane of the cylinder
corrects this.
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3.4

Stationary Cylinder with Moving Tail

The last section for the cylinder in cross-flow will incorporate a stationary cylinder
with a moving tail. This numerical test, proposed by Turek and Hron [80], allows
the testing of large displacement FSI models using a 2-D setup. The published paper
for the numerical test case includes a multitude of results for three different laminar
cases that demonstrate the effectiveness of both the fluid and structural solver. The
cylinder, as seen in the previous sections, will begin to shed vortices under the ideal
conditions; these vortices will then create changes in pressure that will cause the
cylinder tail to deform. It is this deformation, in conjunction with the vortex shedding,
that is the main focus of this section.

3.4.1

Domain and Boundary Conditions

The stationary cylinder with moving tail is placed in a rectangular domain as proposed
by Turek and Hron and the domain is presented in Figure 3.18. The domain has the

y

H

L

x

Figure 3.18: Domain for the 2-D Stationary Cylinder with Moving Tail.

following dimensions: The length of the channel, L, is 2.5 m and the height, H,
is 0.41 m. The cylinder has a radius, r, of 0.05 m and its center is positioned at
(0.2, 0.2) m measured from the bottom left corner of the domain. The bar has a
length, l, of 0.35 m and height, h, of 0.02 m with the bottom right corner placed at
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(0.6, 0.19) m and it is rigidly attached to the cylinder. The boundary conditions are
as follows:
• Inlet: u(0, y) = 1.5Ū y(H−y)
2
( H2 )
• Outlet: Pressure, P = 0
• Wall: No-slip, including the fluid-structure interfaces between the fluid and the
stationary cylinder and tail
where Ū is the average velocity across the inlet.
The cylinder is held fixed and no structural computations are performed for the
cylinder. As the cylinder begins to shed vortices, the tail will begin to experience a
pressure differential which will result in deformation of the tail. This deformation is
calculated using the structural mechanics equations in a similar manner to the 3-D
cylinder in cross-flow.

3.4.2

Simulation and Results

The simulation of the cylinder with moving tail includes four cases, three of which
were performed and presented by Turek and Hron (FSI1, FSI2, and FSI3). The first
three simulations will have the following fluid and structural properties based upon
the cases presented in Turek and Hron’s paper: The Reynolds number of 20 is run to
ensure that the code will not begin to artificially shed vortices for conditions below
Re ≈ 40 [63]. The final simulation, labeled ‘Steel,’ was performed to observe the
characteristics of a material similar to that in the HFIR; this material was not used
in the simulations of Turek and Hron [80].
Each run was performed using the implicit transient solver with a maximum timestep of 5 × 10−3 s for a total of 10 s. The physics were modeled as fully-coupled.
Unlike all of the previous cylinder in cross-flow simulations, the initial condition for
the transient solver was not the steady-state solution for the corresponding Reynolds
number; instead the initial conditions were all set to zero. In order to overcome any
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Table 3.3: Properties of the fluid and structure used for the FSI test cases.
Parameter

FSI1

FSI2

FSI3

ρs , density of solid [103 kg/m3 ]
ν s , Poissons Ratio of solid
µs , shear modulus of solid [106 kg/(ms2 )]

1.0
0.4
0.5

10.0
0.4
0.5

1.0
0.4
2.0

7.80
0.29
81 400.00

ρf , density of fluid [103 kg/m3 ]
ν f , dynamic viscosity of fluid [10−3 m2 /s]

1.0
1.0

1.0
1.0

1.0
1.0

1.00
1.00

0.2
20.0

1.0
100.0

2.0
200.0

2.00
200.00

Ū , average inlet velocity [m/s]
Re, Reynolds number

Steel

instabilities, the inlet velocity was increased from zero using a smoothing function
with the following parameters:

 u(0, y) 1−cos( π2 t) if t < 2.0
2
u(t, 0, y) =
 u(0, y)
otherwise

(3.15)

The use of the smoothing function also demonstrates the ability of the code to capture
the transients that can happen during start-up of the HFIR.
Turek and Hron present four parameters for comparison of their data: x and y
displacement at the end of the tail and the lift and drag around the entire cylinder
and tail. As expected, FSI1 did not create any vortex shedding or subsequent tail
oscillations. FSI2 and FSI3 produced very comparable results to Turek and Hron and
the results for FSI2 are presented in Figure 3.19. The data is presented well after
the cylinder has gone into a limit cycle. The results for FSI3 and the Steel case are
provided in Appendix B for completeness.
Observation of Figure 3.19 will reveal that the results presented exceed the
computational time domain performed for the simulation. This discrepancy results
from the fact that Turek and Hron presented their results for this time. Because
the current simulation had reached a limit cycle, it was not necessary to run the
simulation for the extended period.
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(a) X displacement

(b) Y displacement

(c) Lift around cylinder and tail

(d) Drag around cylinder and tail

Figure 3.19: Results for the FSI2 test case. The results (red lines with circles) are
compared to the data provided by Turek and Hron in black.
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3.4.3

Discussion

The cylinder with tail provides a context to explore large deflections produced by
the fluid. In particular, the FSI2 case produces results in which the deflection at
the tail is approximately 8 times larger than the thickness of the plate. This large
deflection tests the code’s ability to resolve the large stresses in the linear-structural
model, to adapt the mesh as the structure deforms, and to capture the change in
fluid characteristics, especially around the end of the tail. The final solution of FSI2
demonstrating these attributes is provided in Figure 3.20.
The monolithic solver was required to obtain the solutions provided in this section.
This need is consistent with the experience of Turek and Hron who also used a
monolithic simulation technique. The simulation matched the test cases provided
by Turek and Hron very well and also produced deflections for a much stiffer plate
as seen in the Steel case. Using all of the cylinder in cross-flow cases as benchmark
simulations for the FSI capabilities of the code, it is now appropriate to explore
experiments and cases related to the stacked plate configuration of the HFIR.

Figure 3.20: 2-D solution for the FSI2 case at 10s, Re = 100.
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Chapter 4
Flat and Curved Fuel Plate
Simulations
The ultimate goal of this dissertation is to effectively simulate the fluid-structure
interaction that occurs in the HFIR core; this ability will then be used to calculate
the deflection of the proposed LEU fuel. To date, there have been no experiments
performed that include fuel in the plates. In order to gain confidence in the deflection
predictions, a number of unfueled experiments are used as code benchmarks. The
following chapter provides the benchmarks cases as well as the HFIR analysis.
Following a similar progression to the cylinder in cross-flow, a ‘simple’ setup of
flat plates will be used to explore the suitable setup of these complex FSI problems.
The first set of simulations will attempt to capture the static deflection of the flat
plates of Smissaert [35]. This is a good case as Smissaert utilized plastic plates in
order to obtain large deflections, much larger than what is expected to be seen in the
HFIR core. The next step is to simulate transient deflections for flat plates. This was
done experimentally by Liu et al. [96]. Finally, experiments were performed for the
Advanced Neutron Source Reactor in the 1990’s using curved fuel plates [36, 41, 97–
103]. The experimenters have deflection data for an involute ANSR fuel plate as well
as deflections for a single HFIR-shaped fuel plate. Once good agreement with the
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ANSR experiments has been achieved, the proposed LEU fuel will be inserted into
the plates and the deflection will be predicted.

4.1

Flat Plates

Acknowledgment: This section is derived in part from an article published in
Nuclear Science and Engineering , available online:
http://www.tandfonline.com/doi/full/10.1080/00295639.2017.1379304.
In this section, simulation techniques will be explored in order to better
understand what is required to correctly capture the tightly coupled FSI physics seen
with large deflection experiments. Various boundary conditions and the consequences
of those assumptions will be demonstrated and reported. The knowledge gained
from the static deflection simulations will provide insight into best practices for the
simulation of a dynamically moving plate.

4.1.1

Smissaert Simulations: One-plate

Georges S. Smissaert performed a series of flat plate experiments at the Pennsylvania
State University in 1968 in order to better quantify the Miller Critical Velocity [35].
Smissaert constructed a hydraulic loop with a test section consisting of a series of
parallel flat plates made out of PVC plastic; his experiment utilized pressure taps
and strain gauges to measure the pressure drop and plate deflections, respectively.
All of the plates were 0.0625 inch thick, 4.5 inches wide, and 45.0 inches long. The
test section was designed to allow multiple plate configurations of 5, 9, and 15 plates.
The 5 plate/6 channel case with a channel thickness of 0.250 inches was chosen for
the validation case for the FSI code. The physical properties of the PVC plates as
modeled in this study are provided in Table 4.1. Smissaert chose to use plastic plates
to observe larger deflections and to induce vibrations at lower mass flow rates. It was
realized that there are discrepancies between the stated plate thickness in Smissaert’s
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Table 4.1: Properties of the PVC plate used by Smissaert in his experiment [35].
Property

English Values

Metric Values

Width
Thickness
Length
Modulus of Elasticity
Poisson’s ratio
Density

4.500 in
0.058 ± 0.002 in
45.000 in
4.8 × 105 lbf /in2
0.25
90.4 lbm /ft3

0.1143 m
1.473 ± 0.051 mm
1.143 m
3.310 × 109 Pa
0.25
1448.1 kg/m3

written description and what is provided in a table in his paper. The plate thickness
in the table provides a value of 0.058 ± 0.002 in suggesting that this is the “as built”
thickness of the plates. As such, a thickness of 0.058 in will be used in the simulations
presented herein.
Several configurations for the simulation of a flat plate are considered for the
Smissaert case. In order to control the size of the simulation, a single flat plate is
the obvious choice. As with all numerical simulations, the boundary conditions play
a vital role in the convergence and accuracy of a solution. A variety of boundary
conditions above and below the plates will be considered for simulation.
Domain and Boundary Conditions
Because the plates are parallel, a logical one-plate simulation would be to utilize
periodic boundary conditions incorporating flow channels half the size of the full
channel on both sides of the plate.

The half-channel with periodic boundary

conditions makes the assumption that all of the plates deflect in the same direction
for an infinite number of plates (see Figure 4.1). Experiments have shown that the
parallel plates deflect in opposite directions [34, 35] as illustrated in Figure 4.2. Due
to this configuration being nonphysical, the simulations do not converge, and the
convergence rate approaches an asymptote. Two other boundary conditions have
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proven to work much better in reproducing accurate deflections for a single plate
case: symmetry and wall.

Periodic Boundary

Periodic Boundary
Half Channel

Periodic Boundary

Half Channel

Periodic Boundary

Figure 4.1: Deflection of a series of plates using periodic boundary conditions. The
periodic boundary condition, applied to a single plate, assumes that all of the fuel
plates deflect in the same direction.
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Figure 4.2: Bending of a series of plates with deflections of adjacent plates going in
the opposite direction which is a more physical assumption [34].
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The alternating small and large channels predicted by experiments due to the
deflections can be replicated by utilizing a half channel setup similar to Figure 4.1
except the boundaries are now symmetric. The symmetric boundary imposes no
velocity penetration and vanishing shear stress and is described by the following
equations:



uf · n = 0

−p + µ ∇uf + (∇uf )T
n=0


(4.1)
(4.2)

where n is the normal vector to the boundary. Whereas the periodic boundary
condition assumes the plates all deflect in the same direction, the symmetry boundary
condition assumes that each plate deflects in the opposite direction of the adjacent
plate in a similar fashion to Figure 4.2.
The wall boundary conditions take a different approach to solving the series of
parallel plates. For this configuration, a full channel is simulated on each side of the
plate with wall boundary conditions at the outside of the channels demonstrated in
Figure 4.3. This configuration has proven to be the most stable for the one-plate
models because of the wall function (no-slip) boundary conditions.
The remaining fluid boundary conditions are the inlet and outlet conditions and
the boundary between the fluid and the moving plate. The inlet conditions are
similar to those imposed for the cylinder in cross-flow utilizing a uniform velocity
inlet condition. The outlet condition is similarly set as a 0 pressure outlet. The side
walls, where the plates are held, are set to wall boundary conditions satisfying the
wall function.
Spacing
Deviations from ideal channel thickness play a major role in the amount of deflection
observed for the plates. As Kane [43] showed in his theoretical work, the larger the
deviations, the larger the leading-edge deflections. The experiments performed by
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Wall Boundary

Full Channel

Full Channel

Wall Boundary
Figure 4.3: Single plate setup with full channels and wall boundary conditions.

Stromquist and Sisman [32] showed that large deviations produced instabilities in the
plates and the extreme cases resulted in plate buckling. The experiment by Kennedy
et al. [37] was designed with a single plate and two different sized flow channels
(80 mils and 100 mils) to ensure a predictable deflection utilizing the knowledge that
the deviations create a pressure differential that produces a deflection. The most
stringent manufacturing techniques can never guarantee a perfect geometry thus
providing a context to include some deviations when simulating flat plates.
Numerical simulations, particularly ones with uniform meshes on each side of a
plate, could fail to produce deflections if the channel sizes are the same. In fact, a
fully coupled solution begins to show instabilities and issues with convergence if the
channels are the same size. In order to circumvent this problem, a small deviation
from the ideal geometry is introduced which provides an initial pressure difference
between the plates to induce the deflection. These deviations do not have to be large
in order to produce deflections.
For the periodic boundary case, introducing an offset or deviation from the ideal
geometry does not alleviate the convergence issues previously observed for these
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boundary conditions.

The periodic condition, on a simplified level, repeats the

geometry over and over. Using the Smissaert case as an example with channel
thicknesses of 0.250 in, if the plate offset is 5 mils, then the upper half channel becomes
120 mils and the lower half channel becomes 130 mils.

Although the simulation

channels have different sizes for this case, the periodic boundary condition keeps
the total channel thickness of 250 mils or 0.250 in; this concept is demonstrated in
Figure 4.4. Both the nonphysical plate deflections in the same direction and the
uniform channels make the use of periodic boundary conditions inappropriate for
single plate simulations.

Periodic Boundary
120 mils

Periodic Boundary

130 mils
250 mils
120 mils

Periodic Boundary

130 mils
250 mils
120 mils

Periodic Boundary

130 mils

Figure 4.4: Periodic boundary conditions with a plate offset of 5 mils. The periodic
boundary condition maintains the original channel thickness of 250 mils between each
plate which does not produce any stable deflections.
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Unlike the periodic boundary condition, the symmetric boundary condition
preserves the offset between adjacent plates. Figure 4.5 shows how the offset is
preserved.

By preserving the offset, the deflection caused by the leading-edge

deviation described by Kane can be observed and the stability of convergence is
greatly improved.

260 mils

Symmetry Boundary

120 mils
240 mils

Symmetry Boundary
120 mils

Symmetry Boundary
Symmetry Boundary

130 mils
260 mils
130 mils

Figure 4.5: The symmetry boundary increases and decreases the overall channel
thickness between each plate when an offset is imposed on the plate location. In this
case, the offset is 5 mils and the computational domain is in the grey box.

The offset of the single plate with wall boundary conditions is also necessary
to obtain deflections and maintain stability. Without this deviation, the simulation
behaves similarly to the periodic boundary condition and a converged solution is not
obtained.
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Simulation and Results
The large aspect ratio of the Smissaert experimental setup (180 length to channel
thickness ratio) presents a difficult computational problem when it comes to balancing
computational time, size and stability. The long, thin flow channel requires a large
number of elements in order to properly capture the flow field. A quadrilateral mesh
is utilized to capture the flow field while reducing the mesh requirements compared
to a triangular mesh. The final mesh consists of 234 120 elements for the symmetric
boundary condition and 493 320 elements for the wall boundary condition simulations.
The leading-edge mesh is shown in Figures 4.6 and 4.7 for the symmetric and wall
boundary conditions, respectively.

Figure 4.6: Leading-edge mesh for the single plate simulation with symmetric
boundary conditions which simulated only half of the flow channel on each side of the
plate for the Smissaert experimental comparison.

The inlet and outlet portions of the test section were not clearly defined in
Smissaert’s original work.

Therefore, in this work, the lengths were chosen by

comparing the pressure profiles of a simulation with an inlet and outlet length of
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Figure 4.7: Leading-edge mesh for the single plate simulation with wall boundary
conditions which simulated the full flow channel on each side of the plate for the
Smissaert experimental comparison.

2 inches and 10 inches for 2-D flow neglecting the deflection of the plates. This
exercise resulted in the following comparison of the pressure distribution for the full
channel with wall boundaries in Figures 4.8 and 4.9. After comparing the pressure
distribution for the two inlet lengths, it was determined that a length of 10 inches was
the appropriate inlet and outlet length.
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Figure 4.8: The pressure distribution for a 2-D simulation with inlet and out lengths
of 2 inches. The 2-D simulation had an inlet velocity of 1.23·Mc (approx 2.7 m/s) and
showed that an inlet plenum of 2 inches is not sufficient to match the experimental
pressure drop. Mesh 1: 17 284 elements Mesh 2: 67 412 elements Mesh 3: 262 920
elements

77

Figure 4.9: The pressure distribution for a 2-D simulation with inlet and out lengths
of 10 inches. The 2-D simulation had an inlet velocity of 1.23·Mc (approx 2.7 m/s) and
showed that an inlet plenum of 10 inches is appropriate to match the experimental
pressure drop. Mesh 1: 17 284 elements Mesh 2: 67 412 elements Mesh 3: 262 920
elements
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Displacement
Deflection calculations for a fully converged solution with symmetry boundary
conditions are provided in Figure 4.10. The simulations were not able to capture
all of the mode shapes reported by Smissaert however it is worth noting that there
are mode shapes at the ends of the simulated plates where there were no deflections
measured in the experiment. Figure 4.11 provides the deflection for the case in which
the full and half channels were simulated with wall boundary conditions. These results
show good agreement with the leading-edge deflection where the largest reduction in
flow occurs for the half channel simulation.

Figure 4.10: Deflection for a single plate simulation with symmetry boundary
conditions. The inlet velocity was set to 1.23·Mc (approx 2.7 m/s) with a plate offset of
2.5 mil. Mesh 1: 31 684 elements Mesh 2: 125 012 elements Mesh 3: 493 320 elements
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Figure 4.11: Deflection for a single plate simulation with wall boundary conditions.
The inlet velocity was set to 1.23·Mc (approx 2.7 m/s) with a plate offset of 2.5 mil.
Mesh 1: 31 684 elements Mesh 2: 125 012 elements Mesh 3: 493 320 elements

4.2

Smissaert Simulations: Five-Plate

The 5-plate simulation was constructed to model the Smissaert experiment as
described in the paper. All five plates were included utilizing the linear structural
model with fixed edges along both sides of each plate. The side walls and top and
bottom walls were modeled as fixed wall boundaries with an inlet and outlet section
10 inches long.
The simulation was performed using a series of decreasing mesh sizes with the final
mesh consisting of 815 680 mesh elements. The final mesh around the leading-edge
of one of the plates is provided in Figure 4.12. The final mesh was also checked to
satisfy the requirements for the k- turbulence model with y+ =11.06 on all walls. The
initial condition for the course mesh transient solution was taken from a steady-state
solution of only the flow variables. The simulations were performed on an 8 node
cluster with 12 cores per node and Table 4.2 provides the run times for each mesh.
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Figure 4.12: The mesh around the leading-edge of one of the plates used for the
final mesh simulation with 815 680 total mesh elements for the five-plate Smissaert
simulation.

As with the single plate simulations, a monolithic approach with a direct solver was
utilized.

Table 4.2: Run times for each subsequent mesh performed on Mintaka at ORNL (8
nodes, 12 cores per node) for the simulation of the Smissaert [35] experiment.
Num of Elements Deg of Freedom
89 080
89 080
115 640
815 680

573 048
573 048
1 060 635
8 712 387

Physical Time (s) Wall-Clock Time (s)
Steady-state
5.0
0.01
0.168

1096
53 831
38 945
2 246 400 (26 days)

Time-steps
Steady-state
140
108
220

For the five plate simulations, the use of initial plate deviations was not needed,
and all of the flow channels were 0.250 inch thick. The deflections were induced by
the non-moving walls above and below the first and last plate. The total deflections
for each plate are provided in Figure 4.13. According to Groninger and Kane [34],
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adjacent plates always deflect in opposite directions and the three middle plates,
Plates 2, 3 and 4, follow this trend. The top and bottom plate, Plates 1 and 5
respectively, do not seem to follow this trend because of their interactions with the
non-moving top and bottom walls.

Figure 4.13: Deflection of the five-plate Smissaert simulation for an inlet velocity
of 1.23·Mc (approx 2.7 m/s). For visualization, the distance between each plate has
been increased from 250 mil to 400 mil and the deflection is exaggerated by 25 times.
The deflection is presented in mils.

Comparison of the deflections of the plates with the experiment is provided in
Figure 4.14 and shows good agreement for the leading-edge deflection amplitudes.
Plate 3, the middle plate, matches well with the large leading-edge deflection provided
by Smissaert. In his paper, Smissaert also provided three deflection points for a plate
adjacent to the middle plate, either Plate 2 or 4 and this is also provided in Figure 4.14.
The leading-edge deflection of Plate 2 of the simulation again matches quite well with
the reported deflection of one of the plates adjacent to the middle plate.
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Figure 4.14: Deflection along the centerline of the plates compared to the
experimental deflections for the five-plate Smissaert simulation. The inlet velocity
was set to 1.23·Mc (approx 2.7 m/s).

It is desired to couple this solution with a thermal-hydraulics solution for the HFIR
core. For this application, the reduction in flow that results from the deflections at the
leading-edge of the plates could have an effect on the ability of the flow to effectively
remove heat from the reactor. Figures 4.15 and 4.16 provide the velocity and pressure
at the midplane of the leading-edges of the plates. As can be seen in these two figures,
the change in channel size results in a redistribution of the flow around the plates
which is not fully captured by the Miller Critical Velocity.
The Steady-State Heat Transfer Code (SSHTC) has been used for many years
at the HFIR to ensure the safety of the reactor before startup. This code includes
a provision for the reduction in flow rate from the deflection of the HFIR plates.
This area reduction can be calculated from these simulations and is presented in
Table 4.3. The changes in area for the Smissaert cases are quite large but this should
not be the case for the stiffer HFIR plates because they are curved and made out of
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Figure 4.15: 2-D cut plane of the velocity (m/s) along the midplane of the plates
at the leading-edge of the plates for the five-plate Smissaert simulation. The inlet is
10 inches from the leading-edge of the plate and set to 1.23·Mc (approx 2.7 m/s).

Figure 4.16: 2-D cut plane of the pressure (Pa) along the midplane of the plates
at the leading-edge of the plates for the five-plate Smissaert simulation. The inlet is
10 inches from the leading-edge of the plate and set to 1.23·Mc (approx 2.7 m/s).
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aluminum. Flow reduction knowledge can be used to better predict the performance
of the thermal-hydraulics of the reactor during its operation.

Table 4.3: Changes in flow area for each channel of the 5-plate simulation.
Channel
1
2
3
4
5
6

4.3

New Area (in2 )

Percent Change in area
−7.5600
4.6682
14.4736
−24.1211
23.8795
−11.3402

1.0400
1.1775
1.2878
0.8536
1.3936
0.9974

Liu Transient Experiments

Liu et al. [96] designed and conducted an experiment to observe the self-excited,
periodic vibrations of a flat plate. In order to ensure the periodic displacement, a
1 mm thick plate was held at the four corners creating what they termed a ‘foursquare’ plate. The thin plate was 850 mm long by 76 mm wide and was placed in a
test section 1250 mm long by 80 mm wide and 35 mm thick. The displacement was
measured through the plexiglass housing using a laser in the middle of the plate..
A series of numerical simulations will be performed to explore the ability to capture
vibration of the plates; 2-D and 3-D simulations with various boundary conditions
will be explored.
2-D Simulation
As with the Smissaert work, an exploration of the boundary conditions and how they
affect the solution was conducted to obtain the best way to simulate the transient
case. The transient cases take much longer to run because of the need to capture many
cycles of deflection, so an initial case utilizing a 2-D geometry was created. The plate
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was held fixed at the leading and trailing edges. Initially, the mesh smoothing was
applied to the entire domain adding to the size and complexity of the model solved.
In order to reduce computation time and to prevent inverted meshes during the mesh
smoothing calculations, the fluid domain was split with the inlet and outlet sections
held fixed. Figure 4.17 shows how the domain was split up.

plate
Figure 4.17: The computational domain for the 2-D simulation of the Liu
Experiment. The purple highlight shows the part of the domain in which the mesh
smoothing is applied. Outside of this domain, the mesh does not move and the mesh
smoothing is not calculated.

The 2-D simulation proved to be very stable and ran very quickly on a 12 core
desktop machine. The fast running and stable nature of the simulations allowed
for an exploration of all of the cases presented by Liu. Unlike the static deflection
simulations run for the Smissaert experiments, no offset was needed; the plate was
simulated in the middle of the channel. An initial condition was established using
the stationary flow solver and used for the fully-coupled FSI transient solver. Using
a laser, Liu measured the deflection in the middle of the plate and the results of
the simulations compared to the experimental results are provided in Table 4.4. The
deflection in the middle of each plate for the range of inlet velocities are provided in
Figures 4.18 to 4.23.
Although the 2-D simulations exhibited self-excitation, they did not match the
published vibrational frequencies.

The maximum measured displacement at the

middle of the plate was also much smaller than the experimental results by over
an order of magnitude. This is to be expected as the fixed leading-edges stiffen the
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Table 4.4: Deflection frequencies for the 2-D Liu simulations. ∗ The deflection plot
provided in the paper does not contain sufficient resolution to obtain the frequency
of the plate and thus the maximum time-step was chosen based on an estimated
frequency of 1.75 Hz.
Inlet Velocity (m/s)
1.05
1.19
1.85
2.84
3.29
3.64

Max Time-step (s) Experimental Frequency (Hz) Simulation Frequency (Hz)
2.1758
0.0855
0.0215
0.0144
0.0132
0.0119

0.1149
0.2924
1.1620
0.000∗
1.9000
2.1000

0.125
0.375
0.651
——
——
1.138

Solution Time (s)
50 694
81 017
35 617
125 045
166 194
36 211

Figure 4.18: The deflection at the center of the plate for the 2-D Liu simulation
with fixed leading- and trailing edges with an inlet velocity of 1.05 m/s
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Figure 4.19: The deflection at the center of the plate for the 2-D Liu simulation
with fixed leading- and trailing edges with an inlet velocity of 1.19 m/s

Figure 4.20: The deflection at the center of the plate for the 2-D Liu simulation
with fixed leading- and trailing edges with an inlet velocity of 1.85 m/s
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Figure 4.21: The deflection at the center of the plate for the 2-D Liu simulation
with fixed leading- and trailing edges with an inlet velocity of 2.84 m/s

Figure 4.22: The deflection at the center of the plate for the 2-D Liu simulation
with fixed leading- and trailing edges with an inlet velocity of 3.29 m/s
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Figure 4.23: The deflection at the center of the plate for the 2-D Liu simulation
with fixed leading- and trailing edges with an inlet velocity of 3.64 m/s

plate quite a bit leading to smaller deflections and higher natural frequencies. Some
of the deflections also exhibited somewhat random behavior which (Figures 4.18, 4.21
and 4.22) was seen in the deflection data provided by Liu et al. The domain was then
extended to include the 3-D effects next.
3-D Fixed Leading-Edge Simulation
As a first step, the domain was extended in the span-wise direction to simulate the
entire domain in 3-D while holding the entire leading and trailing edges fixed. The
sides were free to move in the z-direction only and no fluid was exchanged between
the sides of the plates and the domain wall. Figure 4.24 provides an example of the
computational domain. The reduced mesh smoothing domain that was used for the
2-D case was also employed for the 3-D cases.
A coarse mesh of 58 248 elements was used to determine the relevance of the
fixed leading-edge case. After refining the mesh to 288 880 elements, the maximum
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Fixed edge
Figure 4.24: 3-D domain for the transient Liu simulations with fixed leading and
trailing edges of the plate.

displacement in the middle of the plate was closer to the experimental results while
the frequency was still incorrect. Figure 4.25 shows the displacement for the inlet
velocity of 1.85 m/s.
These transient runs were taking about 350 000 s wall-clock time when the
maximum time-step was held fixed similar to the cylinder in cross-flow. In order
to determine if the restriction on the time-step was necessary for these calculations,
the time-step was allowed to freely change and actually took longer to calculate due
to the code taking more Newton iterations per time-step. Figure 4.26 shows how the
time-step changed during the free time-step simulation and Figure 4.27 shows the
displacement of the plate using the free time-step. As can be seen when comparing
Figures 4.25 and 4.27, the unrestricted time-step results in an unstable solution with
an almost random deflection. In fact, it was impossible to extract the displacement
frequency from the solution using the free time-step. The free time-step solver used
a time-step of 0.116 71 s for the majority of the calculations with one instance of a
time-step of 0.233 42 s. Although the free-time step study required fewer time-steps,
it required a significant amount of Newton iterations to converge each time-step thus
taking longer to complete.
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Figure 4.25: Displacement for the 3-D Liu simulation with an inlet velocity of
1.85 m/s with the restricted time-step of 0.0215 s.

Figure 4.26: The time-steps used by the solver when there was no restriction on
the maximum time-step for the 3-D Liu simulation with and inlet velocity of 1.85 m/s
and fixed leading- and trailing-edges.
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Figure 4.27: Displacement for the 3-D Liu simualtion with an inlet velocity of
1.85 m/s with a free time-step and fixed leading- and trailing-edges.

Table 4.5: Comparison of the deflection frequency and solution time for the 3-D
case with fixed leading and trailing edges.
Inlet Velocity: 1.85 m/s

Max Time-step (s)

Experimental Frequency (Hz)

Simulation Frequency (Hz)

Solution Time (s)

Restricted max. time-step
Free max. time-step

0.0215
0.1167

1.1620
1.1620

0.601
—

354 208
483 274
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3-D Fixed Corners Simulation
As expected, the simulation holding the entire leading and trailing edges fixed
provided incorrect results. In order to simulate the experiment more accurately,
a final case with only the four corners held fixed and the leading and trailing edges
allowed to freely move was created. A mesh consisting of 58 248 elements was used
to determine the appropriate maximum time-step. Although this mesh satisfies the
k- y+ values on all of the walls, an even finer mesh with 288 880 elements was used
and evaluated. This solution was obtained running on the betty cluster with 64 cores
for approximately 3 months. The displacement of the middle of the plate is provided
in Figure 4.28 and a progression of the 3-D displacement of the plate is provided in
Figure 4.29
This final mesh solution with 288 880 elements provided the closest prediction of
the displacement and frequency presented by Liu et al. The experimenters attempted
to keep water from mixing between the bottom and top of the plate by placing the
plate as close to the side walls as possible. Even though they were successful in doing
this, it is likely fluid was exchanged between the bottom and top of the plate and this
exchange of momentum likely altered the damping effects of the fluid and allowed
larger displacements and higher frequencies than if the plates were truly water-tight.
The experimenters only observed the displacement and frequency from one location
on the plate and Figure 4.29 clearly shows the maximum deflection may not be in that
location. Another drawback to the laser measurement methods is its susceptibility to
errors from imperfections in the plexiglass housing.

Table 4.6: Frequency results for the 3-D simulation with only the 4 corners fixed
similar to the experiment.
Inlet Velocity: 1.19 m/s Max Time-step (s)
58 248 elements
58 248 elements
288 880 elements

0.1384
0.0433
0.0433

Experimental Frequency (Hz)

Simulation Frequency (Hz)

Solution Time (s)

0.2924
0.2924
0.2924

0.172
0.287
0.312

813 645
882 441
7 884 000
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Figure 4.28: Displacement for the 3-D Liu simulation with free leading- and trailingedges. The simualtion has an inlet velocity of 1.19 m/s with a final mesh of 288 880
elements and a maximum time-step of 0.043 25 s which is 1/80th the predicted period.

4.4

Curved Plates

Now that appropriate simulation techniques have been established with verification
using flat plate simulations, analysis of curved plates can be conducted. During
the literary search, the majority of analyses, both experimental and numerical, has
been dedicated to flat plates. As stated earlier, the large design effort for the ANSR
included deflection measurements of representative curved, involute plates which is
used as validation of the deflection of the ANSR and HFIR plates.

4.4.1

Advanced Neutron Source Reactor

The Advanced Neutron Source Reactor (ANSR) was a proposed high-performance,
heavy-water research reactor at ORNL. The reactor was to consist of involute fuel
plates in a similar shape to the HFIR with cooling flow rates at approximately 25 m/s.
The reactor design was to meet or exceed the neutron flux characteristics of the HFIR
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Figure 4.29: Progression of the 3-D displacement for an inlet velocity of 1.19 m/s
for the 3-D Liu simulation with free leading- and trailing-edges.

making it the highest neutron flux reactor in the world. Due to the extremely high
flow rates, extensive analysis was done to ensure the stability and integrity of the fuel
plate structure in the reactor [36, 41, 97–100, 102, 103].
The ANSR was designed to have two fuel cores similar to the HFIR except the
cores in the ANSR were to be stacked one after the other instead of the concentric
configuration of the HFIR. The conceptual core design is provided in Figure 4.30.
The flow through the core is from the bottom to top of Figure 4.30 and the
nomenclature of upper element and lower element will be used to describe the larger
and smaller cores, respectively. The upper element consists of 432 plates with an inner
diameter of 175 mm and an outer diameter of 235 mm; the lower element consists of
252 plates with an inner diameter of 102 mm and an outer diameter of 168 mm. Each
fuel element is 527 mm long with 507 mm being fueled.
During the design process for the ANSR, many experiments were performed in
order to establish a safety basis for the reactor operations and to better quantify
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Flow Direction
Figure 4.30: Proposed configuration of the ANSR core [102].
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the design requirements. Flow tests measuring thermal characteristics of the fuel
plates were performed that were designed to measure the heat transfer capabilities
of the design [101, 104–106]. Another set of experiments were performed to test
the deflection caused by the pressure differentials from the coolant flow [36, 41, 97–
100, 102, 103].
The emphasis of this section will be on the experiments performed to establish
the deflection characteristics of the plates. The experimental setup consisted of five
“fuel” plates made out of PVC plastic. The experiment was run on plates with the
involute shape of the upper element with six full flow channels around the plates. A
dimensional analysis was performed by the researchers in order to predict the leadingedge deflection for a series of aluminum plates. The analysis, which is described by
Swinson et al. [41], assumes that the Poisson’s ratio of each material is approximately
the same and thus the measured deflection of the PVC plate (referred to as the model)
equals the deflection of the aluminum plate (referred to as the prototype), leading to
the following equations:
δp (prototype deflection) = δm (model deflection)
q
Vp = Vm Ep /Em

(4.3)
(4.4)

Using Eq. (4.4), Table 4.7 presents the inlet velocities for both the prototype and
models along with the Re of each inlet velocity. The Reynolds number in Table 4.7 is

Table 4.7: Inlet velocities for the ANS prototype and model simulations and
experiments.
Vm , m/s

Rem

Vp , m/s

Rep

3.58
5.18
6.65
8.32
10.03

9093
13 157
16 891
21 133
25 476

17.35
25.09
32.24
40.32
48.63

44 069
63 729
81 890
102 413
123 520
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calculated using the assumption that the hydraulic diameter, dh , can be set to twice
the channel thickness for a channel whose width is much greater than its thickness.
For the upper element, the channel width, also the arclength of the involute curve,
is approximately 71.2 mm long while the channel thickness is 1.27 mm; thus, Re is
determined from twice the channel thickness of 1.27 mm.
The deflection of the plates was measured using strain gauges located at 5 evenly
spaced locations along the length of the plates. The deflection was measured at the
leading and trailing edges and also at the 1/4, 1/2, and 3/4 locations along the plate.
An inlet section of 527 mm was used. The outlet section length was not specified.
Table 4.8 provides the physical properties for both the PVC and aluminum plates
used for the analysis. The density of the PVC plate was not specified. Therefore, an
average of the density range found in Titow [107] was used for these simulations.

Table 4.8: Properties used for the ANSR experiments.
Material
PVC
6061 Aluminum

E, GPa

ρ, kg/m3

ν

2.937
69

1350
2700

0.35
0.33

In order to model the plates as closely as possible to the specified design criteria,
SolidWorks [108], a CAD software, was used to create the involute geometry used for
the ANSR plates. The equations and background of the involute shape are discussed
in Section 1.2. The geometry was then imported into COMSOL for the analysis.
One Plate: Simulation and Results
In order to understand the physical phenomena and to incrementally increase the
complexity of the involute problem, a single-plate, two-channel model is used as the
first step for the simulation of the ANSR. The Smissaert one plate simulation utilizing
periodic boundary conditions does not create a large enough pressure difference so
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that the FSI simulation results in little or no deflection and this proved to be true for
the involute shaped plates as well. This small deflection was shown to actually create
an instability in the code which would prevent convergence to a stable solution. In
order to work around this problem, wall boundary conditions are used in place of the
periodic conditions while also utilizing the full channel thickness for the fluid domain.
This technique, as shown previously, produces accurate leading-edge deflections, as
well as, provides faster running times. This is attributed to a smaller computational
domain needed for one plate. Furthermore, a more efficient meshing technique can
also be established, and also contributes to a faster-running simulation.
Inlet deviations play a large role in the size of deflections seen at the inlet [43].
A deviation of 5 mil was used on the concave side of the channel in order to create
a pressure differential across the plate. This deviation from the nominal as-designed
distance was chosen because the allowed manufacturing deviations for the HFIR are
approximately 6 mils as stated in the SAR [5].
All of the flows evaluated for the simulation, as related to those performed in
the experiment and presented in Table 4.7, are turbulent and thus the k- turbulent
model described earlier was used for all simulations. To avoid the use of artificial
dissipation to stabilize the flow, the steady-state solver was run using a pseudo-time
stepping scheme.
The ANSR experiments were performed using plastic plates at a lower speed than
what the ANSR would experience. The researchers used Eq. (4.4) to determine the
velocity that would cause similar deflections in the aluminum plates. Single plate
simulations were performed for both plates made of different materials and their
respective inlet velocities. The final mesh consisted of 270 264 elements and a closeup view of the leading-edge mesh is provided in Figure 4.31. The leading-edge of the
fuel plate produced the s-shaped deflection in Figure 4.32. This unusual deflection
was predicted by Sartory [98] and has been confirmed by analyzing the eigen modes of
the involute plate with the first mode showing the s-shaped deflection. The deflections
for the aluminum plate are provided in Figure 4.33.
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Figure 4.31: The mesh around the leading-edge of the single ANSR simulations
with wall boundary conditions.

Figure 4.32: The leading-edge deflection of the aluminum ANSR simulation showing
the ‘S-curve’ deflection with an inlet velocity of 17 m/s. The simulation consisted of
a single ANSR plate with wall boundary conditions.
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Figure 4.33: Deflections of the single plate ANSR simulations with wall boundary
conditions. The simulations are compared to the deflections measured by the
experiment performed by Swinson et al. [41]

As can be seen, the agreement between the current simulations and the experimental data is very good.

The simulations of the ANSR show that the fully-

coupled approach works very well to reproduce the deflections in the experiment.
The deflections, particularly at the leading-edge of the plate, match very well with the
experiment. The ability of the code to accurately capture the leading-edge deflection
at the high coolant speed of 40 m/s provides confidence that the deflections can be
accurately predicted for the HFIR which incorporates coolant speeds closer to 15 m/s.
It must also be noted that for the highest flow speed (40.32 m/s) the experiments
indicate “snapping” at the trailing edge, which was also predicted by the numerical
simulations. With the established confidence, predictions for the HFIR fuel plate are
presented next.
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Two Plate: Preliminary Simulation and Results
In addition to the 1 plate simulations presented above, a 2 plate simulation was
performed to verify that the interaction between the involute plates behaves the same
as what was observed with the Smissaert simulations. The PVC plate was used with
an inlet velocity of 3.58 m/s which translates to 17.35 m/s for an equivalent aluminum
plate. The plates were placed 50 mil apart and as with the Smissaert case, the offset
needed for the single plate deflection was not necessary. The mesh for the simulation
was coarser than usual as this was a demonstration of the ability of the solver to
capture the interaction between the two plates and consisted of 153 495 elements;
the leading-edge mesh is provided in Figure 4.34. The simulation was run using the
steady-state solver and the leading-edge deflection is provided in Figure 4.35.
The deflections presented in the simulations for the 2 plate case, although they
have a coarser mesh, provide similar results to the simulation of the single plate. The
maximum deflection of this case is approximately 0.0167 mm while the single plate
case resulted in a maximum deflection of 0.023 mm. Previous studies have shown
that refining the mesh typically results in larger deflections, moving toward a meshconverged solution which indicates that the deflections of this simulation should show
similar results.

4.4.2

HFIR

Because the experimenters for the ANSR deflection measurements had a test stand
capable of incorporating involute fuel plates, a series of tests for the HFIR inner fuel
element (IFE) were conducted. Instead of the 5 plate setup used for the ANSR, the
experimenters only set up a one-plate experiment and only measured deflections at
the leading-edge of the plate. Simulations for the plate with the properties of the
PVC plate were used again as validation and deflection of an aluminum plate, with
and without LEU fuel, are predicted.
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Figure 4.34: The mesh around the leading-edge of the ANSR simulation for 2 plates
with wall boundary conditions and an inlet velocity of 3.58 m/s.

Figure 4.35: Leading-edge displacement of the 2 plate ANSR simulation at an inlet
velocity of 3.58 m/s with the PVC plates. The displacement has been exaggerated
by 250 times in order to show the deflection of the plates. The plates exhibit the
alternating deflections observed by Groninger and Kane [34].
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The simulation of the PVC plate consisted of a homogeneous plate with a similar
mesh structure as that used for the comparison of the ANSR plates. The simulations
were performed using the steady-state solver with the inlet velocities reported by
the experimenters. The results of the simulations, compared to the experimental
results, are provided in Figure 4.36. These results show acceptable agreement with the
leading-edge deflections predicted using COMSOL which is consistent with previous
simulations of for the Smissaert and ANSR experiments.

Figure 4.36: Comparison of the leading-edge deflection of the HFIR fuel plate
simulations using the properties of the PVC plate compared to the experiment by
Swinson et al. [41]. The equivalent inlet velocities for an aluminum plate are provided
at the top of the figure for reference.

As stated a number of times in this dissertation, it is desired to use COMSOL
to predict the deflections of the HFIR fuel plates. Using the LEU fuel profile in
Figure 1.6 with the properties of the proposed Uranium-10Molybdenum (U-10Mo)
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deflection predictions will be calculated and compared to a solid aluminum plate. The
U-10Mo fuel consists of low-enriched uranium fuel mixed with 10% by molybdenum
to form a solid fuel [27]. In comparison, the current HEU fuel is a dispersion-type
fuel meaning it is a compressed powder. To create the fuel plates, two flat, aluminum
plates with the fuel profiles removed, are rolled together with the fuel inside. The
rolled, flat plates are then formed into the involute shape.
Inclusion of the LEU fuel profile introduces complexity into the creation of the
mesh for the simulations. In the past, a swept mesh could be used in order to generate
efficient meshes as seen with the flat plate comparisons. This can also be done with the
involute plates if there is no fuel meat inside of the plates. In order to accommodate
the fuel meat, a mapped mesh was created for the flow region and then converted
into tetrahedrals. A free mesh was then generated for the aluminum plate and fuel
meat. The mesh, which consists of 958 649 elements and is presented in Figure 4.37.
This mesh was used for the simulation of both the solid aluminum and LEU-fueled
plates in order to compare simulations without differences in mesh.

Figure 4.37: Mesh consisting of 958 649 elements for the inner fuel element of the
HFIR with the inclusion of the LEU fuel. The grey area is the fluid domain and the
LEU fuel meat is highlighted in blue.
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The simulations were performed beginning with a coarse mesh of 322 163 and using
the previous solutions of the coarser meshes to end with a refined mesh of 958 649
which satisfies the y+ requirements on all wall boundaries. The all-aluminum and LEU
simulations were performed with the same meshes but the mechanical properties of the
fuel domain were changed to reflect either the aluminum or U-10Mo fuel properties.
The mechanical properties of both the aluminum and U-10Mo used for the simulations
are provided in Table 4.9.

Table 4.9: Mechanical properties of the U-10Mo LEU fuel [27] and aluminum used
for the HFIR plate simulations.
Property

Aluminum

U-10Mo Fuel

Modulus of Elasticity 69 GPa
Poisson’s ratio
0.33
Density
2700 kg/m3

67.75 GPa
0.35
17 140 kg/m3

Simulation and Results
The simulations for the HFIR IFE with LEU fuel were done to closely match the
conditions seen in the HIFR core. As such, the inlet velocity was set to a nominal
velocity of 15 m/s. The simulations of both the fueled and unfueled plates were
performed on a cluster with 84 cores using the steady-state, fully-coupled solver.
The total deflections of the unfueled and U-10Mo plates are provided in Figures 4.38
and 4.39, respectively. The maximum displacement of the plates was found to be
0.023 752 mm and 0.023 661 mm which translates to 0.935 118 mil and 0.931 535 mil
for the solid aluminum and U-10Mo fueled plates, respectively. There is a slight
decrease in maximum deflection for the U-10Mo fueled plate that may be attributed
to the difference in the Poisson’s ratio between the materials. The difference is so
small that it is most likely unmeasurable with currently available techniques.
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The comparison of the leading-edge deflections is provided in Figure 4.40. As
expected, the results show the ‘S-shape’ as well as the slightly smaller deflection of
the fuel plates. Comparison of the difference in deflection for the entire plates is
provided in Figure 4.41. This figure shows the biggest difference in deflection occurs
at the leading-edge, in particular where the largest part of the ‘S-shape’ occurs.
Comparison of the HFIR IFE fuel plate with and without the LEU fuel meat
included shows that the maximum deflection differs in the fourth decimal place of
the deflection. Because the difference in deflection of the fuel plate with and without
the LEU fuel meat is small, it shows that inclusion of the fuel meat in deflection
calculations is not necessary. Further adding to this is the fact that inclusion of the
fuel meat greatly increases the complexity of the mesh creation and neglecting the
fuel meat would allow for a better optimized mesh for the geometry of the involute
plates.

Figure 4.38: Deflection of the HFIR IFE plate made of solid aluminum with a
coolant velocity of 15 m/s. The single plate simulation uses wall boundary conditions.
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Figure 4.39: Deflection of the HFIR IFE plate with the LEU fuel profile of U10Mo
with a coolant velocity of 15 m/s. The single plate simulation uses wall boundary
conditions.

The simulations of the HFIR plate show a maximum deflection of approximately
1 mil at the leading-edge of the plate. This deflection is well within the tolerances for
plate spacing within the SAR and reduction in flow is minimal. Assuming adjacent
plates deflect in the opposite directions as seen with the Smissaert and 2 plate ANSR
simulations, the largest increase and decrease in distance between plates is only
2 mil which is still within the manufacturing tolerances of the SAR. A significant
amount of time has been spent learning the best practices for using COMSOL to
effectively simulate the fluid-structure interaction of multiple involute plates and the
next chapter provides the lesson learned while using the commercial code in order to
provide insight for future work using COMSOL for FSI problems.
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Figure 4.40: Leading-edge deflection of a solid aluminum IFE plate compared to
the IFE plate with the LEU fuel profile of U10Mo. The single plate simulation uses
wall boundary conditions. The simulation has an inlet velocity of 15 m/s and uses
wall boundary conditions.

Figure 4.41: Difference in the deflection in the area of the plate where the LEU
U10Mo fuel meat is located with a coolant velocity of 15 m/s.
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Chapter 5
Lessons Learned
COMSOL Multiphysics is a very powerful platform for analyzing very complex
systems with a wide variety of physics. In order to facilitate this ability, the code
allows for a wide range of options in order to obtain stable and realistic solutions.
This chapter is going to lay out the best practices found for simulating large deflection
FSI problems with COMSOL. The COMSOL code splits up the simulation using a
tree-like structure shown in Figure 5.1 guiding the user through the steps of the
simulation starting with global definitions, moving onto geometry creation, mesh
generation, solver settings, and finally post-processing.

5.1

Calling External FORTRAN Functions

COMSOL allows for the specification of global variables and functions to be used by
the code. The functions can be specified using built-in functions such as analytic,
interpolated from a table, various ramping techniques as well as external functions
(c++, etc) and MATLAB functions.

Previously, the NIST steam tables were

implemented using FORTRAN source code. COMSOL does not allow a direct link for
a FORTRAN code but will allow the use of a MATLAB function directly implemented
into the code. It is possible, with some extra work, to compile a FORTRAN code in
MATLAB and then be returned a MATLAB function. The command in MATLAB
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Figure 5.1: The tree-like structure used in the COMSOL code to control the
simulation.
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is called “mex” and takes a file ending with the extension “.F” and returns a file,
actually a MATLAB function, with the extension “.mexa64.” This file can then be
run inside MATLAB just as any other function is run: using input arguments to
return some output arguments in the form a = func(x,y).
The NIST FORTRAN file was successfully compiled inside MATLAB resulting in
a .mexa64 file. The compiled code has been compared to the steam tables available in
Thermodynamics: An Engineering Approach [109] with great accuracy. This code has
been implemented into the COMOSL GUI by creating a MATLAB function that calls
the mex-function. This implementation was made possible after several discussions
with the COMSOL support group. It was revealed that COMSOL sends it variables
as vector arrays of 1xN while the mex-function was created to only accept a scalar
variable that is a 1x1 variable. In using the NIST code implemented in MATLAB,
the mex-function was called as follows:
output = input(press,temp)
Where output is the desired output from the mex-function (density, thermal
conductivity, etc) and input is the mex-function. The mex-function only accepts
one value for press and temp where COMSOL gives an array of variables. Using
this knowledge allowed the creation of the following MATLAB function to call the
mex-function:
function output = COMSOL_function(press,temp)
for ii = 1:length(press)
output(ii) = mex_function(press(ii),temp(ii))
end
return
The above MATLAB function has allowed the implementation of the NIST steam
tables into COMSOL. Unfortunately, this passing of the vector and the subsequent forloop increased the computation time for a very small problem by orders of magnitude.
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It is much better to create a look-up table with the thermodynamic properties covering
the temperatures and pressures seen in the analysis and use the interpolation function
built into COMSOL to obtain the correct properties.

5.2

Geometry Creation and Meshing Techniques

In order to properly capture the physics being simulated, the geometry created
using the code must represent the actual setup of the experiment or physical system
being analyzed. The first step is to use the geometry builder in COMSOL. For
simple geometries, such as the Smissaert flat plate experiments, the built-in geometry
creation tools are sufficient to generate the geometry. As the complexity of the
geometry increases, the CAD Import Module can be used and was sued or the
implementation of the involute-curved plates in the HFIR and the ANSR experiments.
A note of caution: when using the CAD Import Module, a license is checked out
for the entirety of the simulations and once the CAD Import Module is utilized in a
model, it is very difficult to release that license without recreating the geometry and
losing all of the solutions accompanying the geometry. If one thinks a geometry can
be created without the CAD Import Module, then that is the best route to pursue if
CAD Import Module licenses are scarce.
The geometry can also be used to better control the mesh generation. Although
COMSOL has automatic mesh generation capabilities, the code attempts to use
tetrahedral meshes along with boundary layer meshes to capture the physics. For
the high-aspect ratio geometries seen in the research reactors, the default generated
meshes tended to contain small mesh elements which drove up the computational cost
of the analysis (Figure 5.2). Using what COMSOL calls the mapped mesh (which
looks very much like a structured mesh) allows for careful control of the mesh size in
the areas of interest and large gradients.
Using the Smissaert simulation as an example, the mapped mesh was created by
splitting the computational domain into smaller subdomains and using the newly
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Figure 5.2: Default generated mesh using free-tetrahedrals and boundary-layer
meshes.
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created boundaries to control the mesh size. In order to avoid computational issues,
the subdomain boundaries were removed by using the Virtual Geometry Features
of the code and specifying the subdomain boundaries as ‘Mesh Control Edges and
Faces.’
Once the geometry is created, it is now time to begin the mesh generation. For
the majority of the flat plate FSI simulations, a mapped mesh was created on one of
the side plate faces and the mesh was then swept to generate the 3-D geometry. On
the face where the mapped mesh is being created, a distribution element is used to
control the aspect ratio of the mesh.
By default, COMSOL assumes there is a combination of free triangular/tetrahedral
mesh and mapped meshes that need to be properly combined in order to reduce
computational errors. When using the Virtual Geometries setting in the geometry
creation, COMSOL attempts to smooth the mesh transition across the boundary
being removed. This setting called ‘Smooth across removed control entities’ is checked
by default for most mesh generation settings (Figure 5.3) and needs to be unchecked
in order to avoid skewed meshes, especially for mapped meshes such as in Figure 5.4.
Not only does this negate the effort of manually controlling the mesh, this smoothing
step also adds to the computation time required to generate the mesh by the code.
Once the mesh has been sufficiently generated on one face of the geometry, it is
most efficient to sweep the mesh across the domain. For the reactor plate geometries,
the mesh is swept across the span of the plate, perpendicular to the coolant flow
direction. Similar to the mapped mesh on the boundary, the swept mesh can be
controlled with the distribution node allowing for precise control over the number of
elements created by the mesh generation.
Depending on the geometry and mesh generation, it is often necessary to refine
the mesh around the wall boundaries of the domain in order to accurately capture the
boundary layer velocity profile. In order to facilitate the creation of the refined mesh
along the walls, COMSOL has a meshing technique called ‘Boundary Layer Meshing’
that allows fine control over the mesh close to the wall without the need to create
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Figure 5.3: ‘Smooth across removed control entities’ check box that is automatically
turned on for most mesh generation settings and should be turned off for finer control.
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Figure 5.4: Skewed mesh from the ‘smoothing’ of the mesh across a removed
boundary.

virtual geometry elements. This boundary layer mesh can be created for both 2-D
and 3-D simulations, but the boundary layers can only be created on an existing 3-D
mesh when used on a 3-D domain. The boundary layer mesh can also be added to
both free tetrahedral/triangular and mapped meshes. Care needs to be taken in order
to avoid skewing the meshes when the boundary layer mesh is added in. Figures 5.5
and 5.6 demonstrate what a boundary layer mesh looks like as well the improvement
of the velocity profile near the wall.
Figure 5.6 provides the velocity profile along the wall for a k- turbulent solution
for a mesh with and without the boundary layer. The k- turbulent model will not
produce a solution in which the velocity along the wall is zero, but the mesh with
the boundary layer does produce a solution with a velocity ‘closer’ to zero. Proper
y+ values must be obtained in order to have confidence in the solution. An over
prediction of the velocity along the wall could produce an increased heat transfer
coefficient which would over predict the heat removed by the cooling fluid of a reactor.
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Figure 5.5: Boundary layer mesh along the wall of a fluid domain added to a free
triangular mesh. The mesh on the left side is the original triangular mesh and the
mesh on the right side has the boundary layer mesh added in.

Figure 5.6: Velocity along the wall for a turbulent flow solution comparing a free
triangular mesh with and without boundary layer meshes added in. The boundary
layer mesh satisfies the y+ conditions for the k- turbulence model.
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It is often necessary to refine the mesh in order to produce coarse meshes for initial
solution creation and perform mesh refinement studies. In order to avoid creating a
new mesh for each refinement in the study, a well-defined mesh can be copied, and
scaling can be applied to produce meshes of varying densities. The refinement can go
in either direction and is controlled by using the ‘Reference Mesh’ and then selecting
‘Scale.’ The scaling can be controlled on the entire geometry or on specific domains
of the geometry and a demonstration is provided in Figure 5.7

Figure 5.7: Mesh referencing and scaling settings to duplicate and refine/coarsen
meshes.

5.3

Solver Settings

COMSOL provides a variety of solvers that can be utilized in order to obtain solutions
for varying physics and problem sizes. Even with a well posed simulation, convergence
to the correct solution can be difficult if the proper solver settings are not employed.
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This section will lay out the best practices for obtaining solutions in COMSOL for
the large-deflection, tightly-coupled simulations presented in this dissertation.

5.3.1

Segregated Vs. Fully-Coupled (Monolithic) Solvers

One of the greatest strengths of the COMSOL software us its ability to couple and
solve a variety of mulitphysics problems. Because of this, COMSOL also allows
users to solve the physics using either a segregated or monolithic (COMSOL calls
this fully-coupled) approach. This is chosen in the settings for the solver shown
in Figure 5.8. By choosing the ‘Fully Coupled’ solver, COMSOL places all of the
computational model into one matrix including all relevant physics and boundary
conditions, including those coupling the physics. The segregated solver allows for the
computation of the physics incorporated into the model to be solved independently
and the coupling is performed after each segregated step is computed. For instance,
a turbulent flow solution can be computed using the fully-coupled solver in which all
of the flow variables (U , p, k, and ) are solved simultaneously or the solution can
be segregated where the flow variables (U , p) and the turbulence variables (k, ) are
calculated separately.
The segregated solver is well suited for loosely coupled mulitphysics problems such
as incompressible conjugate heat transfer. By using the segregated solver, the memory
requirements can be drastically reduced as each segregated step has a reduction in
the number of degrees of freedom and can provide the ability to solve large problems
on a RAM-limited system. The segregated approach can also be beneficial for very
stiff problems to provide an initial condition for a fully-coupled solver.
COMSOL allows for an unlimited number of segregated solvers to be used and
even allows splitting up all variables. The stronger the coupling between variables,
the less advisable it is to separate them into separate segregated solvers. Taking
the turbulent flow calculation as an example, COMSOL would allow a segregated
solver for each variable U , p, k, and  resulting in 4 segregated solvers. This would
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Figure 5.8: Solver options in the COMSOL code.

most likely be very unstable as the fundamental flow variables U and p are strongly
coupled.
For FSI problems, COMSOL has an additional segregated solver they call the
‘One-way coupled’ solver. This solution technique solves for the flow variables to
convergence and then uses the flow solution as the boundary conditions to solve the
structural mechanics displacements. The flow solution is not updated. This solution
technique is applicable to very loosely coupled problems where the displacement of the
structure does not affect the flow pattern significantly. Once a solution is obtained
using this technique, it is advisable to run a coupled solution, even with a coarse
mesh, to ensure this approach is appropriate. Being a much less computationally
demanding technique, this approach could be used for an engineering estimate of the
FSI in certain applications.
As discussed earlier in the dissertation, for large deflection FSI problems, the
fluid and structure are tightly coupled. Using the segregated solver provides an
unstable solution and a fully coupled solver must be used. This is a much more
122

robust solver technique that provides the stability needed to obtain large deflection
FSI calculations [80, 110]. Unfortunately, the fully coupled approach requires a large
amount of memory and can result in long computational times.

5.3.2

Iterative Vs. Direct Solvers

COMSOL also provides a wide variety of solvers for researchers to use in order to make
the best use of the computing resources available. There are a number of iterative
and direct solvers provided in the code:
• Iterative Solvers
 GMRES
 FGMRES
 Conjugate Gradients
 BiCGStab
• Direct Solvers
 MUMPS
 PARDISO
 SPOOLES
The iterative solvers provide a great deal of benefit when used in COMSOL.
One of the largest benefits is the significant reduction in memory required compared
to a direct solver. If memory is a concern, it is best to attempt to use the iterative
solvers if possible. The iterative solvers are also very well suited for massively parallel
calculations and speed-up should be observed well beyond what is achievable with
direct solvers. As the matrix becomes stiffer, the iterative solvers begin to have
more difficulty in obtaining a solution. This was seen with the strongly coupled FSI
problems encountered for this dissertation. By nature, the iterative solvers allow for
great control and thus have many ‘knobs’ to tune in order to obtain a stable solution;
this can take quite some time to master.
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The direct solvers provide a means to add stability to the solution technique.
There are much fewer options with the direct solver which allows it to be generically
applied to a much larger range of problems with very little tweaking. The direct
solver proved to be the most stable for the large deflection FSI calculations. The
direct solver has drawbacks because of its large memory requirements and the nature
of the direct solver does not lend well to massively parallel architectures. Currently,
the only direct solver that can be run using distributed memory is the MUMPS solver.
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Chapter 6
Conclusions and Recommendations
Multiphysics is part of every engineering analysis. How important it is to couple
those physics drives the numerical analysis that needs to be performed. In the past,
the limited computational speed and memory sizes of computers required the analyst
to find ways to simulate the physics separately. Although this works well for most
analyses, this dissertation shows that there are situations where this is not sufficient.
As computers have become more powerful, the ability to include multiple physics
has become possible with many researchers beginning to combine various codes not
designed to handle multiphysics problems. Developing and using computer codes
designed with multiphysics in mind creates a powerful tool that can be used to provide
insight into areas where experimental research is either not possible or prohibitively
expensive.
The conversion of the High Flux Isotope Reactor to LEU fuel provides a great
opportunity to explore the possibilities of using a fully-coupled multiphysics code to
predict the performance of the reactor. In order to ensure safe operations of the
reactor, accurate analysis of the various physics involved in cooling the reactor core
is needed and experiments (especially those with LEU fuel) are expensive. In this
dissertation, it has been shown that deflections of both flat and curved fuel plates
can be accurately predicted using fully-coupled FSI techniques. It may be possible to
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include more physics in reactor core simulations using larger computational resources
than those used for this dissertation (1000’s of cores). As an example, one can couple a
thermal analysis to the existing FSI framework to account for thermal-fluid-structural
effects, and investigate the impact of flow area reduction on the ability of the fluid
to remove heat in an efficient way. Incorporating more physics in the simulations
would improve accuracy since the structural deformations are not only driven by the
pressures and stresses induced by the fluid but also by the thermal effects.
Furthermore, including more plates in the analysis would lead to a better
understanding of the interaction between the plates. This would allow the simulation
of 10-20 plates at the same time and would remove the ‘end wall’ effects, which was
also observed with the 5-plate Smissaert simulations.
Finally, the application of a fully-coupled FSI simulation is not limited to only
research-type nuclear reactors.

Large deflection FSI is also observed in many

engineering applications. The techniques utilized in this dissertation can be used as
a building block for researchers and designers to improve upon their understanding
of how FSI affects their areas of interest.
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Appendix A
Mesh Smoothing Techniques
The simulation of a moving computational domain requires some method to allow
the mesh to follow the deformation. As the structure deforms into the fluid domain,
the existing mesh is no longer valid for computation. Because remeshing the entire
domain at every time-step or iteration would be too expensive, it is best to ‘smooth’
the mesh to match the new boundaries created by the moving structure. As described
in Section 3.2, there are three smoothing techniques available in COMSOL: Laplace,
Winslow, and Hyperelastic. In this Appendix, an in depth demonstration of the
strengths and weaknesses of each technique will be presented.

Governing Equations
The Laplace technique, first described by Buell and Bush [88] for a structured mesh
and refined by Field [89] for a free triangular mesh, applies the Laplace operator on
the computational coordinates (ξ, η) in the physical space (X, Y ). When the Laplace
equation (A.1) is satisfied, a smooth distribution of the computational coordinates is
present.
∂ 2ξ
∂ 2ξ
+
=0
∂x2 ∂y 2
∂ 2η ∂ 2η
∇2 η =
+
=0
∂x2 ∂y 2
∇2 ξ =
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(A.1)

The Laplace equations should satisfy the max-min conditions such that parameters
inside the domain will not exceed the boundary of the domain which ensures that
the grid lines will not cross resulting in inverted meshes. In Eq. (A.1), the known
variables are (ξ, η) and the unknown variables are (x, y). Applying the Laplacian of
Eq. (A.1) to the computational space results in the Laplace smoothing equation:
∂ 2x ∂ 2x
+ 2 =0
∂ξ 2
∂η
2
∂ y ∂ 2y
∇2 y = 2 + 2 = 0
∂ξ
∂η

∇2 x =

(A.2)

Although Eq. (A.2) satisfies the max-min condition for a structured mesh, this is
not always the case for an unstructured mesh where some of the elements may be
inverted, resulting in negative cell volumes.
To overcome the limitations of the Laplace smoothing technique, Winslow [90]
proposed a transformation resulting in the following set of equations:
∂ 2x
∂ 2x
∂ 2x
−
2β
+
γ
=0
∂ξ 2
∂ξ∂η
∂η 2
∂ 2y
∂ 2y
∂ 2y
α 2 − 2β
+γ 2 =0
∂ξ
∂ξ∂η
∂η
 2  2
∂y
∂x
+
α=
∂η
∂η
∂x ∂x ∂y ∂y
β=
+
∂ξ ∂η ∂ξ ∂η
 2  2
∂x
∂y
γ=
+
∂ξ
∂ξ
α

(A.3)

This set of equations, though more complex, can greatly improve the accuracy and
may alleviate the problems of inverted meshes found using the Laplace smoothing
equations [91].
The last mesh smoothing technique available in the code is a hyperelastic technique
inspired by neo-Hookean materials [92]. The technique searches for the minimum of

142

the mesh deformation energy in which the energy is given by:
Z
W =

µ
κ
(I1 − 3) + (J − 1)2 dV
2
2

(A.4)

Ω

where µ is the artificial sheer modulus and κ is the artificial bulk modulus. The
invariants J and I1 are given by:
J = det(∇xx )


−2/3
x T
x
I1 = J
tr (∇x ) ∇x

Domain
The domain for the mesh smoothing example is a 2-D rectangle with an aspect ratio
of 10 (Figure A.1). The left side of the domain will be held fixed and the right side of
the domain will be prescribed with three different deformations. Each deformation is

y

Moving Wall

1
x

10

Figure A.1: Domain for the mesh smoothing example.

run using the transient solver and will run until the right boundary meets the left or
the mesh smoothing crashes. Both a mapped (structured) and triangular (free) mesh
will be evaluated for each mesh smoothing technique. The mapped mesh consists of
1000 elements (Figure A.2) and the free mesh consists of 2610 elements (Figure A.3).
At the left boundary, the mesh is held fixed in both the x and y directions. At
the top and bottom boundaries, the mesh is held fixed in the y direction but has no
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Figure A.2: The mapped mesh used for the mesh smoothing comparisons consisting
of 1000 elements.

Figure A.3: The free mesh used for the mesh smoothing comparisons consisting of
2610 elements.

restriction in the x direction. The right boundary is deformed by the following set of
equations:
1. x = −t · AR
2. x = −t · y · AR
3. x = −t · (1 − y) · y · AR
where AR is the aspect ratio of the domain. The first equation moves the entire
right boundary to the left as a function of time. The second equation creates a linear
boundary movement with the bottom right of the domain fixed as seen in Figure A.4.
Figure A.5 demonstrates the third equation which creates a quadratic bulge into the
mesh domain. The simulations are run for 1 s or until the mesh smoothing scheme
breaks down.

144

Figure A.4: Linear boundary movement for the mesh smoothing example.

Figure A.5: Quadratic boundary movement for the mesh smoothing example.
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Simulation and Results
The mapped and free mesh domains were computed using the implicit, transient
direct solver in COMSOL using each mesh smoothing technique. The maximum
computation times for each mesh and smoothing technique are presented in Tables A.1
and A.2. A simulation that runs for the entire 1 s goes to the other side of the domain.
Although the solver may run for the entire time, it does not mean that there are no
inverted meshes and this is demonstrated in the Inversion part of Tables A.1 and A.2.
The mesh inversion was calculated from the calculation of the minimum element
area; when the minimum element area is less than zero, then an inverted mesh is
present in the computational domain. Although an inverted mesh can be present in
the solution, the solver may still be able to run after the inversion. As expected,
the uniform mesh movement results in no inverted mesh for the entire computation.
The other two cases show inverted meshes before the code breaks down. With a
smaller maximum time-step, and thus smaller changes between each mesh smoothing
calculation, it can be seen that both mesh inversion can be reduced and mesh
smoothing can be improved.

Table A.1: Maximum time computed before error in mesh smoothing calculations
for a maximum time-step of 0.1 s.
x = −t

x = −t · y

x = −t · y(1 − y)

Mapped

Free

Mapped

Free

Mapped

Free

Laplace
Run time
Winslow
Hyperelastic

1.000 s
1.000 s
1.000 s

1.000 s
1.000 s
1.000 s

1.000 s
0.156 s
0.256 s

1.000 s
0.217 s
0.236 s

1.000 s
0.518 s
0.278 s

1.000 s
0.274 s
0.280 s

Laplace
Winslow
Hyperelastic

1.000 s
1.000 s
1.000 s

1.000 s
1.000 s
1.000 s

0.042 s
0.105 s
0.140 s

0.037 s
0.095 s
0.204 s

0.057 s
0.043 s
0.217 s

0.055 s
0.043 s
0.243 s

Inversion
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Table A.2: Maximum time computed before error in mesh smoothing calculations
for a maximum time-step of 0.001 s.
x = −t

x = −t · y

x = −t · y(1 − y)

Mapped

Free

Mapped

Free

Mapped

Free

Run time

Laplace
Winslow
Hyperelastic

1.000 s
1.000 s
1.000 s

1.000 s
1.000 s
1.000 s

1.000 s
1.000 s
0.565 s

1.000 s
1.000 s
1.000 s

1.000 s
1.000 s
0.929 s

1.000 s
0.998 s
0.899 s

Inversion

Laplace
Winslow
Hyperelastic

1.000 s
1.000 s
1.000 s

1.000 s
1.000 s
1.000 s

0.042 s
0.136 s
0.146 s

0.037 s
0.135 s
0.188 s

0.057 s
0.043 s
0.728 s

0.055 s
0.044 s
0.602 s

Results for x = −t · AR
Moving the mesh uniformly from one side of the domain to the other is the easiest
of the three movements to solve. Both maximum time-steps and all mesh smoothing
techniques were able to calculate the deformed meshes for the entire length of the
domain.
This movement highlights the benefits of the mapped mesh when a smoothing
technique is applied. When looking at the extreme mesh deformations in Figure A.6
for the free mesh solution at 0.9 s, it can be seen that the deformed mesh does not
maintain the original form of the free mesh. Although the mesh is smooth, close to
the left and right boundaries the mesh begins to exhibit some wiggles that should
not be there. The horizontal lines of the mesh should be straight in the middle of
the mesh domain and close observation shows that this is not the case. The mapped
mesh on the other hand does not have these issues as seen in Figure A.7. Other than
the quality of the deformed meshes, there were no other issues or differences in the
mesh smoothing techniques.
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Figure A.6: The deformed free mesh using the Hyperelastic smoothing technique
at 0.9 s.
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Figure A.7: The deformed mapped mesh using the Hyperelastic smoothing
technique at 0.9 s.
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Results for x = −t · y · AR
The linear mesh deformation begins to introduce some difficulties in the ability of the
solver to properly smooth the mesh over the entire domain. Although the Laplace
smoothing technique is able to completely run for the full 1 s, both free and mapped
meshes resulted in inverted meshes very early into the computation. The final solution
for the Laplace smoothing technique with the small maximum time-step is presented
in Figure A.8.

Figure A.8: The deformed mapped mesh using the Laplace smoothing technique at
1.0 s. The inverted meshes are highlighted in red.

As the robustness of the mesh smoothing scheme increases, the number of inverted
meshes decreases.

Figure A.9 shows the final results at 1.0 s for the Winslow

smoothing. Note that the mesh follows the linear profile much better as well as
having fewer inverted meshes.

Figure A.9: The deformed mapped mesh using the Winslow smoothing technique
at 1.0 s. The inverted meshes are highlighted in red.
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As one would expect, the Hyperelastic mesh smoothing scheme provides the best
protection against inverted elements. This protection comes at a cost, one of which
is the difficulty in obtaining a solution for the domain. This can be seen in the fact
that the code had to stop at 0.565 s for the mapped mesh case. Figure A.10 shows
the final calculated solution for the mapped mesh with much fewer inverted meshes
than the previous two techniques.

Figure A.10: The deformed mapped mesh using the Hyperelastic smoothing
technique at 0.565 s. The inverted meshes are highlighted in red.

Results for x = t · (1 − y) · y · AR
The quadratic case is the only mesh deformation that induces a curved edge for
the mesh smoothing to follow. Each mesh smoothing technique ran to or close to
completion with mesh inversion similar to the linear deformation. Again, the smaller
time-stepping allowed for a more accurate smoothing in which the solver was able to
nearly complete all of the runs. The solution for the mapped mesh and free mesh for
the Hyperelastic case at 0.75 s is provided in Figures A.11 and A.12. Although it is
difficult to see in the figures, the mesh is inverted at the middle of the bulge in each
mesh. The quality of the mesh continues to degrade as the simulation progresses to
the final time-step.

Each mesh, mesh smoothing technique, and deformation are

presented in the Additional Plots Section below for the intervals 0.25 s, 0.50 s, 0.75 s
and 1.00 s.
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Figure A.11: The deformed mapped mesh using the Hyperelastic smoothing
technique at 0.75 s. The inverted meshes are highlighted in red.

Figure A.12: The deformed free mesh using the Hyperelastic smoothing technique
at 0.75 s. The inverted meshes are highlighted in red.

Discussion
This demonstration shows some of the differences between each mesh smoothing
technique. More important than the ability of the code to complete the transient
problem is the ability of the mesh smoothing technique to avoid inverted meshes.
An inverted mesh element greatly decreases the stability of a fluid-flow problem and
typically results in a diversion of the residual as expected. The resistance to inversion
is a better metric to judge the quality of each mesh smoothing technique in the present
study over the ability to complete the run.
Although the Laplace smoothing is very stable, resulting in solutions obtained for
the full deformation, the early onset of mesh inversion makes the accuracy of large
deflections questionable. The ease of deformation computation make the Laplace
smoothing technique applicable for small deflections. The ease of computation also
lends itself to production-type models in which speed of attaining results is more
important than overall accuracy.
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The Winslow smoothing technique, which builds upon the Laplace smoothing,
falls into the middle of the pack as far as resistance to inversion and stability is
concerned. The resistance to inversion is better in the linear case but unexpectedly
worse for the quadratic bulge case.

Additional Plots
In this section, each deflection is presented for time intervals of 0.25 s, 0.50 s, 0.75 s
and 1.00 s for each mesh smoothing technique. For each time interval, the mapped
and free mesh are presented together in order to demonstrate the differences that the
mesh smoothing technique has on each mesh type.
Laplace Smoothing: x = −t · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.13: Time = 0.25 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.14: Time = 0.50 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.15: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.16: Time = 1.00 s
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Laplace Smoothing: x = −t · y · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.17: Time = 0.25 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.18: Time = 0.50 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.19: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.20: Time = 1.00 s
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Winslow Smoothing: x = −t · y · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.21: Time = 0.25 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.22: Time = 0.50 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.23: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.24: Time = 1.00 s
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Hyperelastic Smoothing: x = −t · y · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.25: Time = 0.25 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.26: Time = 0.50 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.27: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.28: Time = 1.00 s
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Laplace Smoothing: x = −t · (1 − y) · y · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.29: Time = 0.25 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.30: Time = 0.50 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.31: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.32: Time = 1.00 s
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Winslow Smoothing: x = −t · (1 − y) · y · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.33: Time = 0.25 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.34: Time = 0.50 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.35: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.36: Time = 1.00 s
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Hyperelastic Smoothing: x = −t · (1 − y) · y · AR

(a) Free Mesh

(b) Mapped Mesh

Figure A.37: Time = 0.25 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.38: Time = 0.50 s
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(a) Free Mesh

(b) Mapped Mesh

Figure A.39: Time = 0.75 s

(a) Free Mesh

(b) Mapped Mesh

Figure A.40: Time = 1.00 s
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Appendix B
Turek And Hron Additional
Results
Two other cases were run using the cylinder in cross-flow with the tail. The case for
FSI3 is provided in Figure B.1 and compared to Turek and Hron [80]. The steel case,
which is much stiffer than FSI2 or FSI3, is provided in Figure B.2. This case was not
run by Turek and Hron [80] and there is no comparison to be made.
Although the Steel case is significantly stiffer, it is worth noting that the structural
mechanics solver was able to capture displacements in the X- and Y-directions. The
displacements are about 6 orders of magnitude smalelr than the similar FSI3 case.
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(a) X displacement

(b) Y displacement

(c) Lift around cylinder and tail

(d) Drag around cylinder and tail

Figure B.1: Results for the FSI3 test case. The results (red lines with circles) are
compared to the data provided by Turek and Hron in black.
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(a) X displacement

(b) Y displacement

(c) Lift around cylinder and tail

(d) Drag around cylinder and tail

Figure B.2: Results for the Steel test case.
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