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Povzetek
Naslov: Globoko ucenje na genomskih in logenetskih podatkih
Metode globokega ucenja v praksi dosegajo izjemne rezultate pri resevanju
problemov na razlicnih podrocjih, med drugim tudi v genomiki. V diplomski
nalogi smo se ukvarjali z razvrscanjem genskih zaporedij bakterij v taksonom-
ske razrede. Cilj je bil zgraditi model, ki bo znal bakterijo na podlagi zapo-
redja njenega gena 16S rRNA razvrstiti v pravo deblo, razred, red, druzino
in rod. Z uporabo metod globokega ucenja smo zgradili vec klasikacijskih
modelov in vrednotili njihovo uspesnost na podlagi klasikacijske tocnosti
in mere F1. Med seboj smo primerjali konvolucijske nevronske mreze, pre-
proste rekurencne nevronske mreze, dvosmerne rekurencne nevronske mreze,
kombinirane modele z rekurencnimi in konvolucijskimi nevronskimi mrezami
ter metodo nakljucnih gozdov. Eksperimente smo izvedli na dveh razlicno
velikih mnozicah podatkov, preverili pa smo tudi, kako se modeli obnesejo
pri klasikaciji, ce imajo na voljo le krajsi del genskega zaporedja. Rezultati
kazejo, da so za resevanje tovrstnih problemov najbolj primerne konvolucijske
nevronske mreze.
Kljucne besede: globoko ucenje, klasikacija, nevronske mreze.

Abstract
Title: Deep learning on genomic and phylogenetic data
Deep learning methods have been achieving amazing results in solving a vari-
ety of problems in many dierent elds, a very important one of them being
genomics. In the thesis, deep learning methods have been used to classify
bacterial DNA sequences into taxonomic ranks. The goal was to build a clas-
sication model based on the bacteria's 16S rRNA sequence and classify a
bacteria by phylum, class, order, family and genus. The performance of ve
dierent models has been compared in terms of accuracy and F1 score. A
model with convolutional neural networks, simple recurrent neural network,
bidirectional neural network, a hybrid model that combines convolutional
and neural network and a model using random forests have been built. Two
experiments have been conducted. In the rst one classication was based on
the whole sequence. In the second one only a small sequence fragment was
used. We evaluated the performance of the models based on two datasets
of dierent sizes. Results show that convolutional neural networks outper-
formed other models in all the cases.
Keywords: deep learning, classication, neural networks.

Poglavje 1
Uvod
Genomika je relativno nova znanstvena disciplina, ki za raziskovalne namene
uporablja zaporedje genoma. Genom je dedna informacija celotnega orga-
nizma, ki je zapisana v DNA (ang. deoxyribonucleic acid) ali pri nekaterih
virusih v RNA (ang. ribonucleic acid). Leta 1990 sta Ari Patrinos (U.S. De-
partment of Energy's Oce of Science) in Francis Collins (National Institutes
of Health, National Human Genome Research Institute) zacela s projektom
sekvenciranja cloveskega genoma (ang. Human Genome Project - HGP) [2],
katerega namen je bil pridobiti in razumeti celotno zaporedje cloveske DNA.
Poleg sekvenciranja cloveskega genoma je ogromno narejenega tudi na po-
drocju odkrivanja zaporedij najrazlicnejsih organizmov. Pfeierjev bacil (lat.
Haemophilus inuenzae) je bil prvi organizem iz narave, ki so mu leta 1995
dolocili zaporedje celotnega genoma [12]. Leta 1998 je bil objavljen genom
prve zivali, gliste Caenorhabditis elegans [11], do leta 2000 sta bila objavljena
genoma prvega insekta - vinske musice (lat. Drosophila melanogaster) [4] in
prve rastline - navadnega repnjakovca (lat. Arabidopsis thaliana) [14]. Leta
2002 je bil prvic objavljen genom laboratorijske misi (lat. Mus musculus) [5],
leta 2003 pa se je koncal projekt sekvenciranja cloveskega genoma, ki je trajal
celih 13 let. Takrat je bilo sekvenciranje genoma pocasno in drago. Z ra-
zvojem nove generacije visoko zmogljivega vzporednega sekvenciranja DNA
[18] so se cas in stroski postopka zmanjsali, zanimanje pa mocno povecalo.
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Z raziskovanjem genskega zaporedja se lahko veliko naucimo tako o razvoju
znotraj vrste kot o razvoju med vrstami. Podatkov je vse vec, prav tako
pa tudi idej, kako jih lahko uporabimo. Tehnoloski napredek je omogocil, da
lahko na podlagi genskih zaporedij gradimo evolucijska drevesa in razvrscamo
organizme v taksonomske nize, prepoznavamo gene, ugotavljamo odziv orga-
nizma na zdravila, odkrivamo nove gene, ki povzrocajo dedne bolezni, in se
veliko vec [15].
Pri analizi bioloskih podatkov lahko uporabljamo metode strojnega ucenja.
Omogocajo nam boljse razumevanje cloveskega genoma pa tudi odkrivanje
novih znanj in zakonitosti. Strojno ucenje delimo na tri veje: nadzorovano
ucenje (ang. supervised learning), nenadzorovano ucenje (ang. unsuper-
vised learning) in vzpodbujevalno ucenje (reinforcement learning) [22]. V
diplomski nalogi se bomo ukvarjali z nadzorovanim ucenjem, kjer se sistem
na podlagi vhodnih podatkov nauci vnaprej dolocenega tipa odgovorov. Pri-
mer problema je napovedovanje preostanka casa zivljenja pacienta z rakom.
Na voljo imamo podatke o vrsti, lokaciji in razsirjenosti raka, starosti pa-
cienta in moznih nacinih zdravljenja, cilj pa je zgraditi napovedni model,
ki bo na podlagi teh podatkov znal napovedati preostali cas zivljenja. Po-
jem nadzorovano ucenje se nanasa na dejstvo, da sistemu podamo podatke,
kjer poznamo "pravi odgovor". Drugacen primer nadzorovanega ucenja je
na podlagi medicinskih podatkov ugotoviti, ali je tumor maligen (nevaren)
ali benigen (manj nevaren). Take tipe vprasanj resujemo s tehniko strojnega
ucenja imenovano klasikacija (ang. classication) oziroma razvrscanje v
skupine. Glavna naloga algoritmov je na podlagi znacilnosti primera le-tega
uvrstiti v nek vnaprej dolocen razred. Za resevanje tega problema poznamo
vec tehnik strojnega ucenja: odlocitvena drevesa, metoda podpornih vektor-
jev, Bayesov klasikator, nakljucni gozdovi, nevronske mreze in druge [16].
Podrocje umetne inteligence, ki obravnava vecslojne nevronske mreze, se
imenuje globoko ucenje (ang. deep learning)[17]. Nevronske mreze (ang. ne-
ural networks) so sestavljene iz umetnih nevronov in so zgrajene po vzoru
cloveskih mozganov. Podobno kot nevroni v cloveskih mozganih so tudi ume-
3tni nevroni v nevronskih mrezah organizirani v plasti. Ucenje poteka v vec
nivojih tako, da se informacije iz ene plasti skozi nelinearno funkcijo prenesejo
v visjo, bolj abstraktno plast. Z dovolj velikim stevilom plasti se tako lahko
naucimo tudi zelo zapletenih relacij. Za uporabo tradiconalnih tehnik stroj-
nega ucenja je potrebno rocno dolociti lastnosti objektov, na podlagih katerih
nato poteka ucenje. Postopek zahteva podrobno nacrtovanje, predvsem pa
veliko casa in podrocnega znanja. Glavna prednost globokega ucenja pred
ostalimi tehnikami strojnega ucenja je, da med ucenjem same avtomatsko
dolocijo lastnosti in ugotovijo, katere so uporabne. Med procesom se nato
naucijo pravila, ki povezuje vhodne podatke z izhodnimi. Globoko ucenje je
uspesno predvsem v primerih, ko imamo na voljo veliko stevilo ucnih podat-
kov.
Cilj diplomske naloge je preveriti, kako se globoko ucenje obnese pri pro-
blemu klasikacije bakterij v taksonomske nivoje. Pravilna razvrstitev bak-
terij v taksonomske nivoje ima pomemben vpliv na razumevanje klinicne mi-
krobiologije in nalezljivih bolezni. Z analizo genoma lahko identiciramo vr-
sto bakterije ali pa ugotovimo, katerim ze znanim je nova bakterija podobna.
Problem je se posebej kriticen v primerih, ko je bakterija povzrociteljica bole-
zni - gre za patogene bakterije. Takrat ima pravilna klasikacija pomembno
vlogo pri identikaciji bolezni in nacinu zdravljenja [9]. V diplomski na-
logi smo zgradili klasikacijske modele, ki poizkusajo bakterijo razvrstiti v
pravilno deblo, razred, red, druzino in rod. Po zgledu iz clanka [21] smo za
ucenje uporabili zaporedja gena 16S rRNA, klasikacijo pa izvajali s pomocjo
konvolucijskih nevronskih mrez. Zanimalo nas je tudi, kako se pri resevanju
problema obnesejo rekurencne nevronske mreze, eksperimente pa smo pono-
vili na dveh razlicno velikih mnozicah podatkov.
Vsebina diplomskega dela je razdeljena na 4 poglavja. Najprej opisemo,
kaksne podatke smo uporabili za ucenje in kje smo jih pridobili. Sledi pred-
stavitev uporabljenih klasikacijskih modelov in opis vrednotenja njihove
uspesnosti. Zakljucimo s prikazom rezultatov in sklepom.

Poglavje 2
Podatki
Podatke smo pridobili iz repozitorija RDP (Ribosomal Database Project)
[10], izdaja 11.4. Repozitorij RDP vsebuje poravnana in oznacena genska
zaporedja bakterij, arhej in gliv, skupaj z orodji za dodatno analizo teh
zporedij.
Iz repozitorija smo pridobili datoteko v zapisu FASTA, ki je vkljucevala
podatke o 1423984 neporavnanih genskih zaporedjih bakterij. Za vsako bak-
terijo smo imeli na voljo podatke o tem, katerim taksonomskim kategorijam
pripada in pa njeno gensko zaporedje. Na voljo smo imeli informacije o de-
blu (ang. phylum), razredu (ang. class), redu (ang. order), druzini (ang.
family) in rodu (ang. genus) podanega zaporedja gena 16S rRNA. To je
del bakterijskega genoma, ki vsebuje zapis za manjse podenote ribosomov
(ang. small-subunit ribosomial RNA) in je uporaben kot splosni logenet-
ski oznacevalec. Pogosto se uporablja za ugotavljanje raznolikosti bakterij,
identikacije in njihove logenetske podobnosti ter je osnova za molekularno
taksonomijo [3]. Celotna mnozica podatkov je obsegala zaporedja gena 16S
rRNA bakterij, ki so spadala v 30 razlicnih debel, 56 razlicnih razredov, 123
razlicnih redov, 316 razlicnih druzin in 1830 razlicnih rodov.
Eksperimente smo izvajali na dveh razlicno velikih mnozicah podatkov. V
prvem primeru smo po zgledu iz clanka [21] uporabljali po 1000 nakljucno iz-
branih zaporedij gena 16S rRNA iz vsakega izmed treh najpogostejsih debel
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bakterij, Actinobacteria, Firmicutes, Proteobacteria, in tako skupaj zbrali
3000 zaporedij. Vsa zaporedja imajo dolzino vec kot 1200bp (bazni par, ang.
base pair), zato so klasicirane kot najboljsi predstavniki svoje vrste in so s
strani RDP baze potrjene kot kvalitetne. Slika 2.1 prikazuje delno strukturo
uporabljenih podatkov. Koren drevesa predstavlja kraljestvo bakterij, ki se
na naslednjem nivoju razdeli na tri debla - Proteobacteria, Actinobacteria
in Firmicutes. Primeri bakterij iz debla Proteobacteria so v izbrani mnozici
podatkov spadali v dva razlicna razreda - Alphaproteobacteria in Betaprote-
obacteria, vse bakterije iz debla Actinobacteria pa so pripadale enakoimen-
skemu razredu Actinobacteria. Struktura podatkov se v naslednjih korakih
precej razveja, zato smo pri deblih Proteobacteria in Actinobacteria z veja-
njem zakljucili na nivoju razreda, medtem ko smo strukturo debla Firmicutes
predstavili se malo bolj natancno. Vse bakterije tega debla iz izbrane mnozice
podatkov so pripadale razredu Bacilli in redu Bacillales. Na naslednjem ni-
voju lahko opazimo, da se podatki razdelijo v 10 razlicnih druzin. Na sliki
lahko vidimo, da je v listih drevesa na zadnjem nivoju namesto imen rodov
prikazano stevilo primerov, ki spadajo v posamezen rod. Vsota vseh stevil se
torej sesteje v 1000, saj smo imeli na voljo 1000 primerov iz debla Firmicutes.
Kot je razvidno iz strukture drevesa, so razlicne druzine razlicno razcepljene
na nivoju rodov, prav tako pa so razlicno zastopane v smislu stevila prime-
rov, ki jim pripadajo. Vsi primeri iz druzine Staphylococcaceae spadajo v en
sam rod, medtem ko se primeri iz druzine Planococcaceae razdelijo na 10 ro-
dov. Druzini Staphylococcaceae in Sporolactobacillaceae sta na nivoju rodov
enako razvejani - le en rod - a sta v nasih podatkih zelo razlicno zastopani,
na voljo imamo 631 primerov iz druzine Staphylococcaceae in le en primer iz
druzine Sporolactobacillaceae.
V tabeli 2.1 so prikazani podatki o stevilu posameznih taksonomskih ka-
tegorij, na katere se razdelijo podatki iz vsakega debla manjse mnozice po-
datkov. Jasno je razvidno, da kljub enakomerni razvejanosti in zastopanosti
podatkov na nivoju debla, mnozica podatkov v nizjih taksonomskih nivo-
jih postane manj uravnotezena. Idealno bi bilo, da bi imeli na vseh nivojih
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za vsako kategorijo enako stevilo ucnih primerov, kar se v nasem primeru
ne zgodi. Ze na drugem nivoju se mnozica bakterij iz debla Actinobacte-
ria razcepi na dva razreda, medtem ko bakterije iz debla Proteobacteria in
Firmicutes ostanejo v enem razredu. Razlika je na nizjih nivojih se bolj opa-
zna. Ce bi bili primeri znotraj posameznega debla razporejeni enakomerno,
bi imeli na nivoju rodov za bakterije debla Actinobacteria v povprecju na
voljo okrog 14 primerov za vsak rod, za bakterije debla Firmicutes okrog 30
primerov za vsak rod in za bakterije debla Proteobacteria okrog 7 primerov
za vsak rod. Ze tukaj so razlike kar precejsne, a kot smo videli na sliki zgo-
raj, razlicne kategorije znotraj enega taksonomskega nivoja niso enakomerno
zastopane. Tako imamo za nekatere rodove na voljo le en ucni primer, za
druge 2 ali 3, za najbolj zastopan rod v nasi mnozici podtkov pa imamo na
voljo kar 631 primerov. Skupno so podatki razporejeni v 3 debla, 4 razrede,
16 redov, 74 druzin in 256 rodov.
Druga mnozica podatkov, na kateri smo izvajali eksperimente, je bila 10-
krat vecja od prve. Razlog za izvajanje na dveh mnozicah je globoko ucenje,
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Tabela 2.1: Taksonomska razporeditev manjse mnozice podatkov
Tri glavna
bakterijska debla
Stevilo kategorij na vsakem taksonomskem nivoju
deblo razred red druzina rod
Firmicutes 1 1 1 10 33
Proteobacteria 1 2 13 35 153
Actinobacteria 1 1 2 29 70
za katerega je znacilno, da je zelo uspesno pri klasikacijiskih problemih,
kjer imamo na voljo veliko kolicino podatkov. Podobno kot pri prvi mnozici
smo tudi tokrat iz vsakega izmed treh najpogostejsih debel nakljucno izbirali
zaporedja. Za vsako izmed debel smo izbrali 10000 zaporedij in tako torej
imeli na voljo skupno 30000 primerov. V tabeli 2.2 lahko vidimo, da so
podatki tokrat se bolj kompleksni in bolj neenakomerno razporejeni, kot v
primeru manjse mnozice. Ce bi bili podatki znotraj taksonomskih kategorij
na posameznih nivojih razporejeni enakomerno, bi imeli na nivoju rodov za
bakterije debla Actinobacteria v povprecju na voljo okrog 70 ucnih primerov
za vsak rod, za bakterije debla Proteobacteria okrog 32 primerov za vsak
rod in za bakterije znotraj debla Firmicutes okrog 159 primerov za vsak
rod. Ze v prejsjem primeru smo videli, da zastopanost kategorij znotraj
nivoja ni enakomerna. V vecji mnozici podatkov smo opazili, da imamo za
nekatere rodove na voljo le eno zaporedje, za najbolj zastopanega pa kar 6423
zaporedij. Skupno so podatki vecje mnozice razporejeni v 3 debla, 4 razrede,
19 redov, 88 druzin in 519 rodov.
9Tabela 2.2: Taksonomska razporeditev vecje mnozice podatkov
Tri glavna
bakterijska debla
Stevilo kategorij na vsakem taksonomskem nivoju
deblo razred red druzina rod
Firmicutes 1 1 1 12 63
Proteobacteria 1 2 16 38 313
Actinobacteria 1 1 2 38 143

Poglavje 3
Metode
V diplomski nalogi smo za klasikacijo bakterij na podlagi zaporedij gena
16S rRNA uporabljali razlicne metode globokega ucenja in jih primerjali z
metodo nakljucnih gozdov. Podatke, ki smo jih imeli na voljo, smo najprej
preprocesirali v primerno obliko za uporabljene metode strojnega ucenja.
Zgradili smo 4 razlicne klasikacijske modele, ki za svoje delovanje upora-
bljajo nevronske mreze in opisali njihovo strukturo ter implementacijo. Na
koncu smo uspesnost klasikacijskih modelov primerjali med seboj.
3.1 Globoko ucenje
Globoko ucenje (ang. deep learning)[17] je relativno novo podrocje umetne
inteligence, ki dosega izredne rezultate na podrocjih prepoznave govora, pre-
poznave slik, razumevanja besedila, prevajanja, pa tudi v drugih domenah,
kot so odkrivanje zdravil in genomika. Globoko ucenje odkriva zapletene
strukture v ogromnih podatkovnih zbirkah z uporabo vzvratnega sirjenja
napake (ang. backpropagation) - model prilagaja notranje utezi za izracun
predstavitve podatkov v trenutni plasti na podlagi izhodnih podatkov iz
prejsnje plasti.
Klasikacijski modeli, ki uporabljajo globoko ucenje, imajo vecplastno
arhitekturo - sestavljeni so iz vhodne, skrite in izhodne plasti. Vsaka plast
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je relativno preprosta racunska enota, ki se poizkusa nauciti doloceni nivo
reprezentacije, med sabo pa so plasti povezane z nelinearnimi funkcijami.
Izhod iz nizje plasti je tako vhod v visjo plast modela.
V diplomski nalogi smo gradili klasikacijske modele s pomocjo konvo-
lucijskih in rekurencnih nevronskih mrez. Konvolucijske nevronske mreze
(ang. convolutional neural networks) so bile sprva nacrtovane za prepozna-
vanje vzorcev na slikah [20]. Obicajno so sestavljene iz treh razlicnih tipov
plasti: konvolucijska plast, zdruzevalna plast in polno povezana plast. Kot
ze ime pove, ima glavno vlogo pri ucenju konvolucijska plast. Konvolucija je
matematicna operacija med vhodnimi podatki in ltrom manjse dimenzije.
S ltrom oziroma jedrom se premikamo po vhodnih podatkih in racunamo
skalarne produkte, na ta nacin pa proizvedemo nove podatke. Te podatke
nato normaliziramo z vnaprej podano aktivacijsko funkcijo, dobljeni rezultat
pa je vhod v nasledjo plast. Z vpeljavo konvolucije se casovna kompleksnost
ucenja poveca, zato uporabimo metodo zdruzevanja maksimalnih vrednosti
(ang. max pooling), ki zmanjsuje stevilo parametrov in s tem poveca hitrost
algoritma. Zadnja plast v mrezi je polno povezana plast, ki povezuje vsako
izhodno celico iz zdruzevalne plasti z vsako izhodno celico modela.
Za naloge, ki vkljucujejo vhodne podatke v obliki zaporedja (prepoznava
govora, procesiranje naravnega jezika) je pogosto boljse kot konvolucijske
uporabiti rekurencne nevronske mreze [13, 19]. Rekurencne mreze procesirajo
vhodne podatke po vrsti, enega na enkrat, v svojih skritih plasteh pa hranijo
informacijo o zgodovini vseh prejsnjih stanj. Njihov glavni namen je, da se
naucijo dolgorocnih odvisnosti, a se je v praksi izkazalo, da je informacije
tezko zadrzati za dolgo casa. Kot rezultat so se pojavile mreze s spominom,
med katerimi so najbolj znane LSTM (ang. long short-term memory) mreze.
Uporabljajo posebne skrite celice, ki si vhodne podatke zapomnejo za daljsi
cas [17]. Po zmogljivosti se z LSTM celicami lahko primerjajo novejse GRU
(ang. gated recurrent unit) celice [8], ki smo jih uporabili tudi pri gradnji
klasikacijskih modelov v tej diplomski nalogi.
Za gradnjo nevronskih mrez smo v nasi nalogi uporabljali knjiznico keras
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Slika 3.1: Spektralna predstavitev podatkov
[6], za pripravo podatkov in analizo modelov s stalisca napovedne tocnosti
pa razvili program v jeziku Python.
Vhodni podatki v konvolucijsko nevronsko mrezo morajo biti v obliki
vecdimenzionalnega vektorja, zato smo genska zaporedja, ki smo jih imeli na
voljo, najprej preoblikovali. Vsak organizem ima tipicen spekter n-gramov,
ki se pojavlja v njihovem genskem zaporedju [7]. S pomocjo tega jih lahko
locimo od drugih organizmov. Na podatkih v spektralni obliki lahko upora-
bimo vec tehnik strojnega ucenja - metodo podpornih vektorjev, k-najblizjih
sosedov, nakljucne gozdove..., zato jo pogosto uporabljamo pri klasikacijskih
problemih. Za dano stevilo n je spektralna predstavitev genskega zaporedja
vektor velikosti 4n. Vsaka komponenta vektorja ustreza stevilu pojavitev
pripadajocega n-grama v genskem zaporedju. Predstavitev sekvence v spek-
tralni obliki dobimo torej tako, da se z drsecim oknom velikosti n premikamo
po sekvenci in pristevamo po 1 komponenti vektorja, ki pripada trenutnemu
opazenemu n-gramu (slika 3.1). V primeru, da v zaporedju naletimo na ne-
znane znake, ta del podatkov zavrzemo. V nasem primeru smo zaporedje
nukleotidov preoblikovali v spektralni prostor 5-gramov, torej so bili nasi
vhodni podatki v obliki vektorjev velikosti 1024.
Program s slike 3.2 uporablja knjiznico keras in implementira konvolu-
cijsko nevronsko mrezo, katere struktura je prikazana na sliki 3.3. Mreza
je sestavljena iz dveh nivojev konvolucije. Prvi nivo je sestavljen iz 10-ih
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1 model = Sequential()
2 model.add(Convolution1D(10, 5, border_mode="same",
3 input_shape=(1024,1)))
4 model.add(Activation("relu"))
5 model.add(MaxPooling1D(pool_length=2, stride=None,
6 border_mode="valid"))
7 model.add(Convolution1D(20, 5, border_mode="same"))
8 model.add(Activation("relu"))
9 model.add(MaxPooling1D(pool_length=2, stride=None,
10 border_mode="valid"))
11 model.add(Flatten())
12 model.add(Dense(len(taxonomic_ranks)))
13 model.add(Activation("softmax"))
Slika 3.2: Implementacija konvolucijske nevronske mreze v okolju keras
ltrov, drugi pa iz 20-ih ltrov dimenzije 5. Po vsaki plasti konvolucije sledi
aktivacija, nato pa se zdruzevanje maksimalnih vrednosti. Vsak izhod iz kon-
volucijske plasti nato povezemo z vsako celico izhodne plasti modela. Stevilo
celic v izhodni plasti ustreza stevilu taksonomskih razredov, ki jih zelimo po-
trditi oziroma zavrniti. Sledi se ena aktivacijska plast, ki izhod prejsne plasti
spremeni v vrednosti med 0 in 1, ki se sestejejo v 1, zato jih lahko interpre-
tiramo kot verjetnosti. Na koncu gensko zaporedje in s tem organizem, ki
mu pripada, uvrstimo v tisti taksonomski razred, ki ima najvecjo verjetnost
glede na izhodno plast modela.
S spektralno predstavitvijo podatkov, uporabljenih pri konvolucijski ne-
vronski mrezi, pri ucenju ne upostevamo celotnega genskega zaporedja, saj
ignoriramo pozicije n-gramov. Da bi odpravili to pomanjkljivost, smo zgradili
drugacen klasikacijski model, kjer smo za ucenje uporabili preprosto reku-
rencno nevronsko mrezo (slika 3.4). V tem primeru smo namesto spektralne
predstavitve genskega zaporedja za ucenje uporabili kar celotno zaporedje.
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Slika 3.3: Struktura konvolucijske nevronske mreze, ki smo jo uporabili za
klasikacijo bakterij
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Po zaporedju smo se sprehajali z drsecim oknom velikosti 5 in belezili opazene
5-grame. Tako smo zaporedje nukleotidov dolzine n preslikali v vektor ve-
likosti n   4, ki namesto nukleotidov vsebuje indekse vsebovanih 5-gramov.
Nato smo dobljene vektorje poravnali tako, da smo na zacetku ali koncu do-
dali nicle. Na ta nacin smo vsa razlicno dolga genska zaporedja predstavili
z vektorjem enotne dolzine, hkrati pa smo ohranili vse informacije, ki jih
imamo v zaporedju.
Implementacija preproste rekurencne nevronske mreze v okolju keras je
predstavljena na sliki 3.5. Mreza je sestavljena iz ene plasti prej omenjenih
celic GRU s 300 izhodnimi enotami. Podobno kot pri zgoraj opisanih konvo-
lucijskih nevronskih mrezah, tudi tukaj povezemo rekurencno plast z vsako
enoto izhodne plasti, nato pa sledi se aktivacija, s katero izhodne vrednosti
preslikamo v verjetnosti.
Pri rekurencnih nevronskih mrezah lahko vcasih opazimo, da zadnjemu
delu zaporedja pripisemo vecjo tezo, saj pri vsakem koraku malo posplosimo
prejsnja stanja. Da bi se izognili efektu pozabljanja, smo implementirali
ucenje z dvosmernimi rekurencnimi nevronskimi mrezami (ang. bidirectional
recurrent neural network) [23].
Struktura modela je prikazana na sliki 3.6, implementacija s knjiznico
keras pa na sliki 3.7. Podatke, obdelane na enak nacin kot pri preprosti re-
kurencni nevronski mrezi, uporabimo v dveh modelih. Prvi model vhodna
genska zaporedja obdeluje v obicajnem vrstnem redu, torej od sprednjega
proti zadnjemu koncu, medtem ko drugi model obdeluje zaporedje v naspro-
tno smer, od zadnjega proti sprednjemu koncu. Oba modela sta sestavljena
iz ene plasti celic GRU s po 150 izhodnimi enotami, ki jih nato zdruzimo.
Enako kot pri prejsnih modelih tudi tukaj povezemo dobljeni zdruzeni vektor
z vsemi enotami izhodne plasti, nato pa temu dodamo se aktivacijsko plast.
Konvolucijske mreze so uspesne pri iskanju vzorcev, rekurencne mreze
pa upostevajo zaporedje, zato smo implementirali tudi hibridni model (slika
3.6), ki poizkusa izkoristiti obe prednosti. Kot je razvidno iz programske
kode 3.8, je model sestavljen iz dveh konvolucijskih plasti, sledi pa jima
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Slika 3.4: Struktura rekurencne nevronske mreze, ki smo jo uporabili za
klasikacijo bakterij
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1 model = Sequential()
2 model.add(Embedding(1025, 100, input_length=sequence_length))
3 model.add(GRU(input_shape=(sequence_length, 1), output_dim=300))
4 model_rnn.add(Dense(len(taxonomic_ranks)))
5 model_rnn.add(Activation("softmax"))
Slika 3.5: Implementacija rekurencne nevronske mreze v okolju keras
se rekurencna plast. Konguracija konvolucijskih in rekurencnih plasti je
enaka kot pri prejsnjih primerih. Vhod v konvolucijsko plast so zaporedja,
pridelana na enak nacin kot pri preprosti in dvosmerni rekurencni nevronski
mrezi. Na ta nacin ohranimo vse informacije o zaporedju. Ideja je, da s
pomocjo konvolucijskih mrez najprej poiscemo vzorce, nato pa se na zelimo
na teh poenostavljenih sekvencah z rekurencnimi mrezami nauciti, v katere
taksonomske razrede spadajo.
3.2 Vrednotenje tocnosti
Za vrednotenje uspesnosti modelov moramo podatke najprej razdeliti na ucno
in testno mnozico. Ucne primere uporabimo za razvoj klasikacijskega mo-
dela, testne primere pa za ocenitov njegove uspesnosti. V diplomskem delu
smo na podatkih izvajali 10-kratno precno preverjanje, kar pomeni, da smo
podatke razdelili na 10 enakih mnozic in od teh v vsakem koraku upora-
bili eno mnozico za testiranje, ostalih 9 pa za ucenje. Uspesnost modelov
v vsaki ponovitvi smo merili z dvema statistikama, klasikacijsko tocnostjo
in mero F1, na koncu pa izracunali povprecje. Klasikacijska tocnost nam
pove, kaksen delez vseh primerov smo uvrstili v pravilni razred. Mera F1
je predstavljena kot harmonicno povprecje med natancnostjo (delez pravilno
napovedanih primerov v nek razred) in obcutljivostjo (delez pravilno napo-
vedanih primerov nekega razreda). V nasem primeru, ko imamo klasikacijo
v vec razredov, mera F1 predstavlja povprecje mer skozi vse razrede.
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Slika 3.6: Struktura dvosmerne rekurencne nevronske mreze, ki smo jo
uporabili za klasikacijo bakterij
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1 forwards = Sequential()
2 forwards.add(Embedding(1025, 100, input_length=sequence_length))
3 forwards.add(GRU(input_shape=(sequence_length, 1), output_dim=150))
4
5 backwards = Sequential()
6 backwards.add(Embedding(1025, 100, input_length=sequence_length))
7 backwards.add(GRU(input_shape=(sequence_length, 1), output_dim=150,
8 go_backwards=True))
9
10 model = Sequential()
11 model.add((Merge([forwards, backwards], mode="concat")))
12 model.add(Dense(len(taxonomic_ranks)))
13 model.add(Activation("softmax"))
Slika 3.7: Implementacija dvosmerne rekurencne nevronske mreze v okolju
keras
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1 model = Sequential()
2 model.add(Embedding(1025, 100, input_length=sequence_length))
3 model.add(Convolution1D(10, 5, border_mode="same"))
4 model.add(Activation("relu"))
5 model.add(MaxPooling1D(pool_length=2, stride=None,
6 border_mode="valid"))
7 model.add(Convolution1D(20, 5, border_mode="same"))
8 model.add(Activation("relu"))
9 model.add(MaxPooling1D(pool_length=2, stride=None,
10 border_mode="valid"))
11 model.add(GRU(output_dim=300))
12 model.add(Dense(len(taxonomic_ranks)))
13 model.add(Activation("softmax"))
Slika 3.8: Implementacija hibridnega modela s konvolucijsko in rekurencno
nevronsko mrezo v okolju keras
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Slika 3.9: Struktura hibridnega modela (kombinacija konvolucijske in
rekurencne nevronske mreze), ki smo ga uporabili za klasikacijo bakterij
Poglavje 4
Rezultati in diskusija
Z uporabo podatkov in metod opisanih v prejsnjih poglavjih smo naredili dve
vrsti eksperimentov. V prvem primeru smo s pomocjo 10-kratnega precnega
preverjanja merili ucinkovitost napovedovanja za vsak taksonomski nivo (od
debla do roda) posebej, pri cemer smo za vsak primer upostevali njegovo
celotno gensko zaporedje. V drugem primeru smo namesto celotne sekvence
upostevali le krajsi, 500bp dolg del genskega zaporedja, ki smo ga pridobili
tako, da smo iz celotnega zaporedja nakljucno izbrali 500 zaporednih nukle-
otidov. Namen je bil testirati, ali so metode sposobne klasicirati zaporedja
v pravilne taksonomske razrede, tudi ce imamo na voljo le manjsi (500 bp)
del vse genske informacije. Dva eksperimenta smo ponovili na manjsi (3.000
primerov) in vecji mnozici podatkov (30.000 primerov).
Med seboj smo primerjali rezultate klasikacijskih modelov, ki smo jih
na slikah oznacili z naslednjimi oznakami:
cnn konvolucijska nevronska mreza
rnn rekurencna nevronska mreza
b rnn dvosmerna rekurencna nevronska mreza
cnn+rnn hibridni model - kombinacija konvolucijske in reku-
rencne nevronske mreze
rf metoda nakljucnih gozdov
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Slika 4.1: Primerjava uspesnosti metod pri klasikaciji celotnih sekvenc -
klasikacijska tocnost
Sliki 4.1 in 4.2 prikazujeta uspesnost modelov pri klasikaciji primerov na
manjsi mnozici podatkov, kjer smo za klasikacijo uporabljali celotno gen-
sko zaporedje. Iz obeh grafov je vidno, da so konvolucijske nevronske mreze
dosegle najboljse rezultate. Pri razvrscanju zaporedij v zacetne nivoje hi-
erarhije (deblo, razred, red) razlike v klasikacijski tocnosti niso velike, na
zadnjem nivoju, pri razvrscanju v rod, pa so konvolucijske nevronske mreze
od druge najboljse metode uspesnejse za vec kot 10%, od najslabse metode
pa kar za vec kot 25%. Zanimiva je krivulja hibridne metode - pri klasikaciji
zaporedij je na prvem nivoju obcutno slabsa od ostalih, nato pa se na nasle-
dnjih bolj kompleksnih nivojih izboljsa in dosega skoraj enake klasikacijske
tocnosti kot metoda nakljucnih gozdov. Na grafu mere F1 lahko opazimo, da
pri vseh metodah vrednost hitro pada. To se verjetno zgodi zaradi vecanja
stevila razredov in njihove neenakomerne porazdelitve. Krivulja hibridnega
modela ponovno kaze, da je pri razvrscanje v razrede debla uspesnost slabsa
od ostalih modelov, a se ze na naslednjem nivoju izboljsa in se ji od vseh
metod se najbolj uspe priblizati konvolucijskim nevronskim mrezam.
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Slika 4.2: Primerjava uspesnosti metod pri klasikaciji celotnih sekvenc -
mera F1
Na slikah 4.3 in 4.4 so prikazani rezultati uspesnosti modelov pri klasi-
kaciji krajsih delov sekvenc (500 bp), kjer smo za ucenje uporabljali manjso
mnozico podatkov. Se bolj kot prej je ocitno, da so za to nalogo najbolj
primerne konvolucijske nevronske mreze. Ze pri razvrscanju v deblo je nji-
hova klasikacijska tocnost od tocnosti ostalih metod visja za vec kot 40%,
na zadnjem nivoju pa za vec kot 50%. Tako vrednosti klasikacijske tocnosti
kot tudi mere F1 kazejo, da ostale metode dosegajo zelo slabe rezultate,
na zadnjem nivoju pa je njihova uspesnost skoraj na nicli. Pri modelih, ki
vkljucujejo rekurencne mreze, je mozen vzrok za to prav dolzina sekvec. Mo-
deli se namrec ucijo na poravnanih sekvencah, ki so dolge vec kot 1200bp. Ko
zelimo napovedati razred za sekvenco 500bp, jo hkrati dopolnimo z niclami
do dolzine ostalih sekvenc. Na ta nacin je vec kot polovica sekvence, ki jo
na koncu zelimo klasicirati, neuporabna. Problem nevronskih mrez je tudi,
da se obnasajo kot crna skatla. To pomeni, da ne vemo na kaksen nacin
sprejemajo odlocitve, zato je tezko ugibati o vzrokih za njihovo neuspesnost
(ali uspesnost).
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Slika 4.3: Primerjava uspesnosti metod pri klasikaciji sekvenc dolgih
500bp - klasikacijska tocnost
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Slika 4.4: Primerjava uspesnosti metod pri klasikaciji sekvenc dolgih
500bp - mera F1
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Slika 4.5: Primerjava uspesnosti metod pri klasikaciji celotnih sekvenc ob
ucenju na vecji mnozici podatkov - klasikacijska tocnost
Metode globokega ucenja so obicajno bolj uspesne, ce imajo na voljo vec
podatkov za ucenje, zato smo eksperiment ponovili na vecji mnozici ucnih
primerov. Kot je razvidno iz slik 4.5 in 4.6 so vsi klasikacijski modeli dosegli
boljse rezultate v primerjavi z ucenjem na manjsi mnozici podatkov. Se
vedno je najboljse napovedi dosegala metoda s konvolucijskimi nevronskimi
mrezami, a so razlike precej manjse. Pri klasikacijski tocnosti, kjer so bile v
prvem primeru razlike med najboljsim in najslabsim modelom pri razvrscanju
v rodov med 10% in 25%, so sedaj razlike le se okoli 10%, pri visjih nivojih
pa so se manjse.
Sliki 4.7 in 4.8 prikazujeta rezultate uspesnosti klasikacijskih modelov pri
razvrscanju 500bp dolgih sekvenc v taksonomske razrede. Kot pri primeru
ucenja na manjsi mnozici podatkov tudi tukaj opazimo, da konvolucijske
nevronske mreze dosegajo veliko boljse rezultate od ostalih modelov.
Zaradi nakljucnega izbora podatkov je prislo do tega, da v drugem ekspe-
rimentu nimamo le vecje mnozice primerov, temvec tudi vecjo kompleksnost
podatkov. Podatki so v drugem primeru bolj raznoliki in pripadajo vecim ta-
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Slika 4.6: Primerjava uspesnosti metod pri klasikaciji celotnih sekvenc ob
ucenju na vecji mnozici podatkov - mera F1
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Slika 4.7: Primerjava uspesnosti metod pri klasikaciji sekvenc dolgih
500bp ob ucenju na vecji mnozici podatkov - klasikacijska tocnost
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Slika 4.8: Primerjava uspesnosti metod pri klasikaciji sekvenc dolgih
500bp ob ucenju na vecji mnozici podatkov - mera F1
ksonomskim razredom. Sedaj razvrscamo sekvence v 3 debla (ostaja enako),
4 razrede (ostaja enako), 19 redov (prej 16), 88 druzin (prej 74) in 519 rodov
(prej 256). Kompleksnost se je torej na nivoju klasikacije rodov povecala kar
za dvakrat. Kljub temu lahko opazimo, da so se napovedni modeli izboljsali
in dosegajo visje mere tocnosti.
Poleg napovednih tocnosti smo primerjali tudi case ucenja opisanih klasi-
kacijskih modelov. Programe smo poganjali na gracni kartici Geforce GTX
Titan X. V tabeli 4.1 so prikazani tipicni casi ucenja posameznih metod na
manjsi (mnozica 1) in vecji (mnozica 2) mnozici podatkov. Opazimo, da za
ucenje najmanj casa porabi metoda nakljucnih gozdov, najvec casa pa dvo-
smerne rekurencne nevronske mreze. Razlike med casi ucenja med modeli so
zelo velike - najhitrejsi model na manjsi mnozici podatkov za ucenje porabi
kar 900-krat manj casa od najpocasnejsega, na vecji mnozici podatkov pa
240-krat manj casa. Opazimo lahko tudi, da cas pri ucenju s konvolucijskimi
nevronskimi mrezami raste priblizno linearno, pri metodah, ki vkljucujejo
rekurencne nevronske mreze, pa ne. Vzrok je v tem, da pri ucenju konvo-
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lucijskih nevronskih mrez vedno naredimo 200 ponovitev (saj se zgledujemo
po modelu iz clanka [21]), pri ucenju z rekurencnimi mrezami pa postopek
ucenja ustavimo, ko zacne tocnost na validacijskih podatkih padati zaradi
prevelikega prilagajanja modela ucnim podatkom. Stevilo ponovitev ucenja
v tem primeru ni ksno. V primeru manjse mnozice podatkov se rekurencne
mreze v eni iteraciji naucijo manj kot v primeru vecje mnozice podatkov, zato
je razumljivo, da vec podatkov kot imamo na voljo, manj ponovitev ucenja
je potrebnih. Kot je razvidno iz tabele, so konvolucijske nevronske mreze
veliko hitrejse od rekurencnih nevronskih mrez, zato so tudi z vidika casovne
zahtevnosti primernejsa izbira za resevanje nasega problema.
Tabela 4.1: Tipicni casi ucenja posameznih metod
Metoda ucenja
Tipicen cas ucenja v minutah
mnozica 1 mnozica 2
Konvolucijska nevronska mreza 3 35
Rekurencna nevronska mreza 295 1545
Dvosmerna rekurencna nevronska mreza 635 2660
Hibridni model 125 145
Metoda nakljucnih gozdov 0.7 11
Poglavje 5
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V diplomski nalogi smo razvili razlicne modele za klasikacijo bakterij v ta-
ksonomske razrede in jih med sabo primerjali glede na klasikacijsko tocnost
in mero F1. Za ucenje in testiranje smo uporabili bakterijske 16S ribosomske
RNA sekvence. Zgradili smo klasikacijske modele, ki uporabljajo konvolu-
cijske in rekurencne nevronske mreze, primerjali pa smo jih tudi s klasikacij-
skim modelom nakljucnih gozdov. Rezultat diplomske naloge je programska
koda, dostopna v GitHub repozitoriju [1].
Uspesno smo replicirali rezultate iz clanka [21], kjer so avtorji kot prvi
predlagali uporabo konvolucijskih nevronskih mrez v namene taksonomske
klasikacije bakterij. Preizkusili smo tudi, kako se pri resevanju problema ob-
nesejo rekurencne nevronske mreze. Ker pri resitvi s konvolucijskimi nevron-
skimi mrezami upostevamo le petorke in njihove frekvence, ostalo zaporedje
pa prakticno zanemarimo, smo pricakovali, da bodo rekurencne nevronske
mreze izboljsale rezultat, saj upostevajo zaporedje skozi celotno sekvenco. V
nasprotju s pricakovanji so rezultati pokazali, da se modeli z rekurencnimi
nevronskimi mrezami obnesejo precej slabse pri vseh primerih in ne glede
na to, katero mero tocnosti uporabimo. Ker se s pomocjo globokega ucenja
lahko ucimo na veliki kolicini podatkov, smo eksperiment ponovili se na vecji
mnozici. Rezultati glede uspesnosti modelov pri ucenju na vecji mnozici po-
datkov so pokazali, da se ob vecjem stevilu ucnih primerov napovedna tocnost
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modelov poveca, kljub temu da se poveca tudi kompleksnost podatkov. Ugo-
tovili smo, da lahko 500bp dolge sekvence dokaj uspesno klasicirajo le kon-
volucijske nevronske mreze, uporabljeni modeli z rekurencnimi mrezami pa
za resevanje tega problema niso primerni.
Rezultati kazejo, da je prostora za izboljsave modelov se precej, predvsem
pri klasikaciji sekvenc dolgih 500bp. Morda bi pri tem lahko pomagalo vec
nivojev nevronskih mrez, bolj premisljena struktura modelov in drugacen
izbor parametrov. Glede na rezultate eksperimenta na vecji mnozici podat-
kov, bi se klasikacijska tocnost modelov povecala, ce bi za ucenje uporabili
celotno mnozico podatkov, ki je na voljo v repozitoriju RDP. Problem je,
da ucenje nevronskih mrez, predvsem rekurencnih, zahteva veliko casa, zato
vseh moznosti ni mogoce preizkusiti, tezavo pa predstavlja tudi narava ne-
vronskih mrez, ki uporabniku ne omogoca vpogleda v njihovo sprejemanje
odlocitev.
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