We consider the infinite Jacobi block matrices in the completely indeterminate case, i. e. such that the deficiency indices of the corresponding Jacobi operators are maximal. For such matrices, some criteria of complete indeterminacy are established. These criteria are similar to several known criteria of indeterminacy of the Hamburger moment problem in terms of the corresponding scalar Jacobi matrices and the related systems of orthogonal polynomials.
Introduction
The connections between the power moment problems with the theory of functions and the operator theory is a thoroughly studied topic. In particular, the solvability issues of the Hamburger moment problem are closely related to the spectral properties of the corresponding Jacobi operators and the properties of associated orthogonal polynomials [1, 18] .
First we recall some basic facts and definitions essential for further consideration. Namely, given the moment sequence S D fs j g Denote by l 2 the Hilbert space of complex quadratic summable sequences and by .e n / 1 nD0 its standard orthonormal basis. The matrix J generates the minimal closed symmetric operator in l 2 and in the basis .e n / this operator (also denoted by J ) has the matrix representation J . For the operator J; the function . / D .E e 0 ; e 0 /; where E is a *Corresponding Author: Andrey Osipov: Scientific-Research Institute for System Studies Russian Academy of Sciences, Nakhimovskii pr. 36-1, Moscow 117218, Russian Federation, E-mail: osipa68@yahoo.com (generalized) spectral function of J (more details and definitions can be found in [1, 2] ) yields the solution of the Hamburger moment problem. Conversely, any solution of the moment problem can be represented in this form [1] . This means that s n D .J n e 0 ; e 0 / D .J n / 0;0 D 1 Z 1 n d.E e 0 ; e 0 /:
Thus, the construction of the operator J for a given S implies the solution of the moment problem.
To the matrix J we assign the second-order difference equation: a n 1 y n 1 C b n y n C a n y nC1 D y n ; 2 C; n D 1; 2; : : : :
It has two linearly independent polynomial solutions P . / WD .P n . // 1 nD0 and Q. / WD .Q n . // 1 nD0 with the initial conditions
so any solution .y n . // 1 nD0 is a linear combination of them:
We write P n . / D p 0;n C p 1;n C C p n;n n I p n;n ¤ 0. The polynomials P n . / are orthogonal with respect to S (or
Following Stieltjes (see [18] for details), the power moment problem is called determinate if it has a unique solution; if there are multiple solutions, it is called indeterminate. Many equivalent conditions are known to characterize the non-uniqueness of solutions to the moment problem corresponding to J . We state some of them in the following theorem.
Theorem 1.1. The following conditions are equivalent: a) The Hamburger moment problem is indeterminate b) The corresponding operator J has deficiency indices (1,1) c) For any 2 C; P 1 nD0 jP n . /j 2 C jQ n . /j 2 < 1; and the convergence is uniform on compact subsets of C.
This condition is fulfilled if at least for one D 0 2 C all solutions of ( 1) are in l 2 .
d) The linear mapping T defined on linear space of polynomials p.
is bounded: < Tp; Tp > Ä C < p; p > for some C > 0, where < ; > is the inner product, generated by the moment sequence:
e) The smallest eigenvalue of the Hankel matrix H n does not tend to zero as n ! 1.
The equivalence of the conditions a)-c) follows from the results of H. Hamburger, E. Hellinger and R. Nevanlinna [1] . One can easily check that the deficiency indices of the operator J are either (0,0) or (1,1), and in the latter case P 1 nD0 jP n . /j 2 < 1 for any 2 C n R. Then, for any non-real there exists a solution of
; which belongs to l 2 . This is a discrete analog of the Weyl solution of the Sturm-Liouville equation, and m. / is called a Weyl function of J , [6, 7] . This fact implies two things. First, if P . / (or Q. / ) are in l 2 for some non-real D 0 then all solutions of (1) for 0 are in l 2 or, equivalently,
Second, if there are two different solutions of the moment problem: 1 . / and 2 . /, then at least in one 0 2 of the second order difference equation
Then for every solution u and M > 0 the series
(A generalization of this theorem for difference equations of an arbitrary order and spaces l p 1 Ä p Ä 1 is contained in [17] ). Obviously, the equation (1) is a special case of the above equation. In view of the above, we see that the conditions b) and c) of the Theorem 1.1 are equivalent, and the condition a) of this theorem implies both of them. To prove the converse implications we note that if the condition c) holds, then P 1 nD0 jP n . /j 2 < 1 for all 2 C: In the determinate case, for each x 2 . 1; 1/ the jump of the (unique) function .x/ at this point satisfies the equality
nD0 jP n .x/j 2 (a detailed proof is contained e. g. in [6] , page 537, Theorem 1.17). Hence, if we assume that the condition c) might imply that the determinate case holds, then the function .x/ must have jumps equal to .
at all real x; which contradicts to countability of the set of points of discontinuity of a nondecreasing function.Thus the conditions a)-c) are equivalent.
As to the remaining conditions, the equivalence of conditions a) and e) follows from the recent Berg-ChenIsmael Theorem [4] . To check the equivalence of d) and e) we note that the norm of the linear mapping T is the supremum of the norms T n ; where T n is the restriction of the application T to P n -the linear space of polynomials of degree at most n. If p D P n i D0 a i i we write x D .a 0 ; : : : ; a n / T 2 C nC1 and it follows from (2) that < Tp; Tp >D P n i D0 ja i j 2 D x x; so we get:
Therefore, applying the Courant-Fischer minimax theorem to H n we find:
where 1;n is the smallest eigenvalue of the positive-definite matrix H n , and the equivalence of d) and e) follows. In this paper we consider the so-called completely indeterminate case for block Jacobi operators (which may be considered as an analog of the above-mentioned indeterminate case) in order to find the conditions similar to those in the Theorem 1.1.
Completely indeterminate case: definition and preliminaries
The systematic study of spectral properties of the operators generated by infinite block Jacobi matrices and their connections with matrix moment problems began in the late 1940s by the work of M. Krein [14, 15] (although the block Jacobi operators were probably first considered in [16] ).
Denote by l 
where O is a zero matrix of order N . We will identify the matrix J N with the operator defined as the closure of the operator acting on the dense set of finite vectors from l 2 N , where the action of this operator is described via matrix calculus. For this operator we keep the same notation. In [15] a one-to-one correspondence was established between the matrices J N and the sequences S WD fS j g
for arbitrary vectors u j . For these S there exists at least one Hermitian matrix function †. / such that for each u j the form u j †. /u j D . †. /u j ; u j / C N is a nondecreasing function of 2 . 1; 1/ with an infinite number of points of increase and
Thus, †. / gives a solution of the matrix moment problem. 1 To the matrix A we assign finite-difference equations in the vectors y n 2 C N and matrices Y k 2 C N N :
As in the scalar case, we introduce the (matrix) polynomial solutions of (7) P . / WD .P n . // 1 nD0 and Q. / WD .Q n . // 1 nD0 with the initial conditions
where E is a unit matrix. The polynomials P . / are orthogonal with respect to S (or d †. /), so the relations similar to ( 2) hold in the matrix case as well:
The defect indices n C and n of the operator J N satisfy the inequalities 0 Ä n C ; n Ä N and they are not necessarily equal to each other (an examples of operators J N with different defect indices can be found in [9] ). If at least one of the defect numbers of J N is equal to zero, then the matrix moment problem has a unique normalized (i. e. such that lim ! 1 †. / D O and †. 0/ D †. /; 2 . 1; 1/ ) solution [15] . The defect indices of J N are equal to the rank of the limit matrix
for an arbitrary from the upper and lower complex half-plane respectively [14, 15] .
As defined in [14] , the completely indeterminate case holds for matrix moment problem, associated with the operator J N , if the defect indices of this operator are .N; N / (for simplicity of notation, the term "completely indeterminate J N matrices" is also used in some sources [13] ). In this case, the columns of P n . /; n 0; for I m > 0 and I m < 0 form a basis of the corresponding defect subspaces of J N and also, as stated in [15] , the series
converges uniformly on compact sets of C.
1 In general, the positive semi-definiteness of the forms in (4) implies a solvability of the matrix moment problem, associated with an arbitrary matrix sequence S; see [14] .
Similarly to the scalar case, the columns of P n . / and Q n . / form a fundamental system of solutions of (6), and for any solution of this equation the following representation holds:
where c and d are certain vectors in C N . Also, similarly to the scalar case, there exists at least one matrix function F . / such that for each nonreal ; for the solution R. / WD .R n . // 1 nD0 ; R n . / D P n . /F . / C Q n . / of (7) the following condition holds:
(the proof is contained e. g. in [6] , page 579, Theorem 2.8). From the latter condition it follows that P 1 nD0 kR n . /k 2 < 1 as well.
2
In [11] it was shown that if one of the defect indices of J N is equal to N , then the other index is also equal to N . Along with this, as noted in [11] , in the completely indeterminate case all solutions of (6) are in l 2 N for any 2 C n R. In view of the above, we can conclude that this condition is fulfilled, if at least for one nonreal D 0 all solutions of (6) are in l 2 N , or, equivalently,
As follows from (10) the condition is fulfilled if for 0
At the end of 1990s, it was shown by A. Kostyuchenko and K. Mirzoev, that if the latter condition is fulfilled for an arbitrary real 0 , then the completely indeterminate case also takes place. Namely, the following theorem was proved in [12] .
Theorem (Kostyuchenko-Mirzoev, 1998). If any solution of (6) for some real D 0 belongs to the space l 2 N , (or, equivalently, if
then it is valid for all 2 C and the completely indeterminate case holds.
In [12] it was stated (without a proof) that the converse is also true, namely, that the complete indeterminacy of J N implies that for all , including the real ones, all solutions of (6) are in l 2 N . Note that for the scalar Jacobi matrices a similar result belongs to H. Hamburger (see e.g. [1] , page 84), so one may consider the above theorem as its generalization to the case of J N matrices.
Criteria of complete indeterminacy
First we obtain the complete analog of condition c) of the Theorem 1.1 for J N matrices. Namely, the following statement is valid. Proof. The proof is a combination of Kostyuchenko-Mirzoev theorem and the results of [11] . Suppose that for some arbitrary D 0 all solutions of ( 6) are in l 2 N . It follows from [11] that the completely indeterminate case holds for J N and, in particular, that all solutions of ( 6) for D N 0 are also in l 
Here and in what follows k:k denotes the matrix operator norm.
The matrix equation (7) can be written in the form
0 /Y n ; n D 1; 2; : : : :
Applying the method of variation of constants to the above "inhomogenious", equation we obtain the following representation for Y n . / [12] :
n D k; k C 1; : : : k D 0; 1; : : : :
Consider the latter sum in the above equation. Using that k.
and applying the Cauchy-Schwarz inequality, we find
where
Therefore, for i D k; k C 1; : : : ; n we have:
Now we raise both sides of these inequalities to the second power and perform the summation from i D k to n. Then, extracting the square root from the both sides and applying the Minkowski inequality, we finally get:
Since M k . 0 / ! 0 as k ! 1; we can find an index k 0 such that for k k 0 and for all in the disc
we have 2j 0 jM k . 0 / < 1=2;
The right-hand side of this inequality is independent of n, and therefore, N k;n has a limit as n ! 1 for all satisfying (12) . Since Y is an arbitrary solution of (7) we get that P 1 nD0 kP n . /k 2 C kQ n . /k 2 < 1 uniformly for in a certain disc centered in 0 . Then, the convergence of the latter on compact subsets of C can be easily checked. Conversely, the completely indeterminate case implies that at least for one nonreal (in fact, for all ) all solutions of (6) are in l 2 N and we can apply the above arguments to prove the required convergence.
Using the fact that P 1 nD0 kP n .0/k 2 C kQ n .0/k 2 < 1 implies the complete indeterminacy of J N , an effective criterion of complete indeterminacy in terms of K i;j WD Q i .0/.P j .0// P i .0/.Q j .0// was established in [12] . On the basis of this criterion, a number of sufficient conditions for complete indeterminacy in terms of the entries of J N was obtained (see [12, 13] for details).
To obtain an analog of condition d / of the Theorem 1.1 we first define the inner product < ; > for the vector polynomials similarly to the scalar case, namely for
to be a natural analog of its scalar counterpart. As shown in [6] , any polynomial v. / D P n iD1 i v i ; v i 2 C N admits a unique representation of the form
where u i are Fourier coefficients of v. / with respect to the system P . /, and the Parseval equality holds:
It can be easily checked by using (8) . For the polynomials P n . / the following extremal property is fulfilled.
Lemma 3.2. Let V run through the set of polynomials in of degree at most n 2 Z C ; for which .v. 0 /; x/ C N D 1 for a given 0 2 C and x 2 C n ; x ¤ 0. Then
and the infinum is attained only for the polynomial v D Q v, where
Proof. We have
Hence, by (14), we get O V 1 P n iD0 kP i . N 0 /xk 2 At the same time, using (14), we find
Now we are ready to prove an analog of the condition d /. 
for some C > 0, where
Proof. Suppose that T is bounded. Then, using the definition of T; we get
Assume that 0 2 C; j 0 j < 1 and for a fixed nonzero x 2 C N ; .v. 0 /; x/ D 1: We have
By the previous lemma we find
and therefore
The right-hand side of this inequality is independent of n and therefore we find that P 1 iD0 kP i . 0 /xk 2 < 1 for all 0 2 C; j 0 j < 1 and x ¤ 0. The completely indeterminate case follows then from (11) . To prove the "only if" part, using (13)- (14), we observe that
Now consider the positive semi-infinite block matrix
P 0 .z/P 0 .z/ P 0 .z/P 1 .z/ : : : P 0 .z/P n .z/ P 1 .z/P 0 .z/ P 1 .z/P 1 .z/ : : : P 1 .z/P n .z/ : : : : : : : : : : : :
It is well known that the (operator) norm of a scalar positive semi-definite matrix does not exceed the sum of its diagonal elements (which amounts to the sum of its eigenvalues). An analog of this estimate in the block matrix case also exists. Namely, in our case, the following inequality is satisfied:
This inequality follows from the decomposition
where M.i/ D d iag.P i .z/P i .z/ı i;j /; 0 Ä j Ä n; and U i -unitary block matrices of order n C 1; 0 Ä i Ä n: For n D 1 the proof is contained in [8] (Lemma 3.4), for an arbitrary n the proof is similar. In view of the above, we obtain
According to the previous theorem, the series P 1 iD0 kP i . /k 2 uniformly converges on the unit circle. Thus < T v; T v > Ä C < v; v > for some C > 0. ; n 0; where S i are defined by (5) , is bounded below.
Since the completely indeterminate case is defined via the defect numbers of the corresponding operator J N (in the scalar case it means that the conditions a/ and b/ of the Theorem 1.1 are equivalent by definition), we claim that the theorems of this section comprise a complete analog of this theorem for block Jacobi matrices.
Conclusion
In the paper [14] a class of entire operators, which is important in the operator theory, was introduced. It was shown, that the completely indeterminate J N operators correspond to entire operators of the minimal type. Such operators have some remarkable properties: their self-adjoint extensions have discrete spectra, their spectral measures are of a special structure, etc. (see [14] ). Therefore, the above established criteria ensure that the corresponding operators J N belong to this important subclass.
For the complex scalar Jacobi matrices (i. e. for the infinite matrices J such that a i ; b i 2 C; a i ¤ 0; i 2 Z C ;) some results, similar to the present paper, were obtained in [3] . In that paper, the role of indeterminate Jacobi matrices was played by so-called improper Jacobi matrices (i. e. such matrices that the minimal and the maximal operators generated by the same Jacobi matrix do not coincide). For the classical indeterminate Jacobi operators (i. e. operators with the defect numbers .1; 1/) this is certainly the case, so this analogy is justified. A condition similar to the condition c/ of the Theorem 1.1 was found. Also, it was shown that the direct analog of the condition e/ does not exist. As to the condition d /; the equivalence between the improperness of a complex Jacobi operator and boundedness of a certain linear mapping was established under some additional assumptions. However, no proof was presented that these assumptions are not fulfilled automatically, so the study of this equivalence remains an open issue.
