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New criteria for a ring to have a semisimple left quotient ring
V. V. Bavula
Abstract
Goldie’s Theorem (1960), which is one of the most important results in Ring Theory, is a
criterion for a ring to have a semisimple left quotient ring. The aim of the paper is to give
four new criteria (using a completely different approach and new ideas). The first one is based
on the recent fact that for an arbitrary ring R the setM of maximal left denominator sets of
R is a non-empty set [2]:
Theorem (The First Criterion). A ring R has a semisimple left quotient ring Q iff
M is a finite set,
⋂
S∈M
ass(S) = 0 and, for each S ∈ M, the ring S−1R is a simple left
Artinian ring. In this case, Q ≃
∏
S∈M
S−1R.
The Second Criterion is given via the minimal primes of R and goes further then the
First one in the sense that it describes explicitly the maximal left denominator sets S via the
minimal primes of R. The Third Criterion is close to Goldie’s Criterion but it is easier to
check in applications (basically, it reduces Goldie’s Theorem to the prime case). The Fourth
Criterion is given via certain left denominator sets.
Key Words: Goldie’s Theorem, a left Artinian ring, the left quotient ring of a ring, the
largest left quotient ring of a ring, a maximal left denominator set, the left localization radical
of a ring, a maximal left localization of a ring, a left localization maximal ring.
Mathematics subject classification 2010: 15P50, , 16P60, 16P20, 16U20.
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1 Introduction
In this paper, module means a left module, and the following notation is fixed:
• R is a ring with 1, n = nR is its prime radical and Min(R) is the set of minimal primes of R;
• C = CR is the set of regular elements of the ring R (i.e. C is the set of non-zero-divisors of
the ring R);
• Q = Ql,cl(R) := C
−1R is the left quotient ring (the classical left ring of fractions) of the ring
R (if it exists) and Q∗ is the group of units of Q;
• Denl(R, a) is the set of left denominator sets S of R with ass(S) = a where a is an ideal of
R and ass(S) := {r ∈ R | sr = 0 for some s ∈ S},
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• max.Denl(R) is the set of maximal left denominator sets of R (it is always a non-empty set,
[2]).
Four new criteria for a ring to have a semisimple left quotient ring. Goldie’s Theorem
[9] characterizes left orders in semisimple rings, it is a criterion for a ring to have a semisimple left
quotient ring (earlier, characterizations were given, by Goldie [8] and Lesieur and Croisot [12], of
left orders in a simple Artinian ring).
Theorem 1.1 (Goldie’s Theorem, [9]) A ring has a semisimple left quotient ring iff it is
a semiprime ring that satisfies the ascending chain condition on left annihilators and does not
contain infinite direct sums of nonzero left ideals.
In [2] and [1], several new concepts are introduced (and studied): the largest left quotient ring
of a ring, the largest regular left Ore set of a ring, a maximal left denominator set of a ring, the
left localization radical of a ring, a left localization maximal ring (see Section 2 for details). Their
universal nature naturally leads to the present criteria for a ring to have a semisimple left quotient
ring. In the paper, several new concepts are introduced that are used in proofs: the core of an Ore
set, the sets of left localizable and left non-localizable elements, the set of completely left localizable
elements of a ring. The First Criterion is given via the set M := max.Denl(R).
• (Theorem 3.1, The First Criterion) A ring R has a semisimple left quotient ring Q iff
M is a finite set,
⋂
S∈M ass(S) = 0 and, for each S ∈ M, the ring S
−1R is a simple left
Artinian ring. In this case, Q ≃
∏
S∈M S
−1R.
The Second Criterion is given via the minimal primes of R and certain explicit multiplicative
sets associated with them. On the one hand, the Second Criterion stands between Goldie’s Theo-
rem and the First Criterion in terms how it is formulated. On the other hand, it goes further then
the First Criterion in the sense that it describes explicitly the maximal left denominator sets and
the left quotient ring of a ring with a semisimple left quotient ring.
• (Theorem 4.1, The Second Criterion) Let R be a ring. The following statements are
equivalent.
1. The ring R has a semisimple left quotient ring Q.
2. (a) The ring R is a semiprime ring.
(b) The set Min(R) of minimal primes of R is a finite set.
(c) For each p ∈Min(R), the set Sp := {c ∈ R | c+ p ∈ CR/p} is a left denominator set
of the ring R with ass(Sp) = p.
(d) For each p ∈Min(R), the ring S−1p R is a simple left Artinian ring.
If one of the two equivalent conditions holds then max.Denl(R) = {Sp | p ∈ Min(R)} and
Q ≃
∏
p∈Min(R) S
−1
p R.
The Third Criterion (Theorem 5.1) can be seen as a ‘weak’ version of Goldie’s Theorem in the
sense that the conditions are ‘weaker’ than that of Goldie’s Theorem. In applications, it could be
‘easier’ to verify whether a ring satisfies the conditions of Theorem 5.1 comparing with Goldie’s
Theorem as Theorem 5.1 ‘reduces’ Goldie’s Theorem essentially to the prime case and reveals the
‘local’ nature of Goldie’s Theorem.
• (Theorem 5.1, The Third Criterion) Let R be a ring. The following statements are
equivalent.
1. The ring R has a semisimple left quotient ring Q.
2. The ring R is a semiprime ring with |Min(R)| <∞ and, for each p ∈ Min(R), the ring
R/p is a left Goldie ring.
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The condition |Min(R)| <∞ can be replaced by any of the four equivalent conditions of Theorem
5.2, e.g., ‘the ring R has a.c.c. on annihilator ideals.’
As far as applications are concerned, Theorem 5.1 has a useful corollary.
• (Theorem 6.2, The Fourth Criterion) Let R be a ring. The following statements are
equivalent.
1. The ring R has a semisimple left quotient ring Q.
2. There are left denominator sets S′1, . . . , S
′
n of the ring R such that the rings Ri := S
−1
i R,
i = 1, . . . , n, are simple left Artinian rings and the map
σ :=
n∏
i=1
σi : R→
n∏
i=1
Ri, R 7→ (
r
1
, . . . ,
r
1
),
is an injection where σi : R→ Ri, r 7→
r
1 .
The paper is organized as follows. In Section 2, necessary concepts are introduced and results
are collected that are used in the profs of Theorem 3.1, Theorem 4.1, Theorem 5.1 and Theorem
6.2.
In Section 3, the proof of Theorem 3.1 is given.
In Section 4, the proof of Theorem 4.1 is given.
In Section 5, the proof of Theorem 5.1 is given.
In Section 6, the proof of Theorem 6.2 is given.
In Section 7, it is shown that the set of maximal left denominators of a finite direct product∏n
i=1 Ri of rings is a union of the sets of maximal left denominator sets of the rings Ri (Theorem
2.9).
In Section 8, a criterion (Theorem 8.1) is given for the factor ring R/l (where l is the left
localization radical of R) to have a semisimple left quotient ring. The criterion is given in terms
of the ring R rather than of R/l and is based on four criteria above, it is a long statement. Let us
give a flavour.
• (Theorem 8.1) The following statements are equivalent.
1. The ring R/l has a semisimple left quotient ring Q.
2. (a) |max.Denl(R)| <∞.
(b) For every S ∈ max.Denl(R), S−1R is a simple left Artinian ring.
So, Theorem 8.1 characterizes precisely the class of rings that have only finitely many maximal
left denominators sets and all the left localizations at them are simple left Artinian rings.
The proofs of Theorem 3.1 and Theorem 4.1 are based on completely different ideas from
existing proofs of Goldie’s Theorem and Goldie’s Theorem is not used. The key idea of the proof
of Theorem 5.1 is to reduce it to Theorem 4.1 and the prime case of Goldie’s Theorem. The key
idea of the proof of Theorem 6.2 is to reduce it to Theorem 5.1.
Old and new criteria for a ring to have a left Artinian left quotient ring. Goldie’s
Theorem gives an answer to the question: When a ring has a semisimple left quotient ring? The
next natural question (that was posed in 50s) and which is a generalization of the previous one:
Give a criterion for a ring to have a left Artinian left quotient ring. Small [15, 16], Robson [14],
and latter Tachikawa [18] and Hajarnavis [11] have given different criteria for a ring to have a
left Artinian left quotient ring. Recently, the author [3] has given three more criteria in the spirit
of the present paper. We should mention contribution to the old criteria of Talintyre, Feller and
Swokowski [6], [20]. Talintyre [19] and Feller and Swokowski [7] have given conditions which are
sufficient for a left Noetherian ring to have a left quotient ring. Further, for a left Noetherian ring
which has a left quotient ring, Talintyre [20] has established necessary and sufficient conditions for
the left quotient ring to be left Artinian. In the proofs of all these criteria (old and new) Goldie’s
3
Theorem is used. Each of the criteria comprises several conditions. The conditions in the criteria
of Small, Robson and Hajarnavis are ‘strong’ and are given in terms of the ring R rather than of
its factor ring R = R/n. On the contrary, the conditions of the criteria in [3] are ‘weak’ and given
in terms of the ring R and a finite set of explicit R-modules (they are certain explicit subfactors
of the prime radical n of the ring R).
2 Preliminaries
In this section, we collect necessary results that are used in the proofs of this paper. More results
on localizations of rings (and some of the missed standard definitions) the reader can find in [10],
[17] and [13]. In this paper the following notation will remained fixed.
Notation:
• Orel(R) := {S |S is a left Ore set in R};
• Denl(R) := {S |S is a left denominator set in R};
• Locl(R) := {S−1R |S ∈ Denl(R)};
• Assl(R) := {ass(S) |S ∈ Denl(R)} where ass(S) := {r ∈ R | sr = 0 for some s = s(r) ∈ S};
• Sa = Sa(R) = Sl,a(R) is the largest element of the poset (Denl(R, a),⊆) and Qa(R) :=
Ql,a(R) := S
−1
a R is the largest left quotient ring associated to a, Sa exists (Theorem 2.1, [2]);
• In particular, S0 = S0(R) = Sl,0(R) is the largest element of the poset (Denl(R, 0),⊆), i.e.
the largest regular left Ore set of R, and Ql(R) := S
−1
0 R is the largest left quotient ring of
R [2] ;
• Locl(R, a) := {S−1R |S ∈ Denl(R, a)}.
In [2], we introduce the following new concepts and prove their existence for an arbitrary ring:
the largest left quotient ring of a ring, the largest regular left Ore set of a ring, the left localization
radical of a ring, a maximal left denominator set, a maximal left quotient ring of a ring, a (left)
localization maximal ring. Using an analogy with rings, the counter parts of these concepts for
rings would be a left maximal ideal, the Jacobson radical, a simple factor ring. These concepts
turned out to be very useful in Localization Theory and Ring Theory. They allowed us to look at
old/classical results from a new more general perspective and to give new equivalent statements
to the classical results using a new language and a new approach as the present paper, [2], [1], [3],
[4] and [5] and several other papers under preparation demonstrate.
The largest regular left Ore set and the largest left quotient ring of a ring. Let R be
a ring. A multiplicatively closed subset S of R or a multiplicative subset of R (i.e. a multiplicative
sub-semigroup of (R, ·) such that 1 ∈ S and 0 6∈ S) is said to be a left Ore set if it satisfies the left
Ore condition: for each r ∈ R and s ∈ S, Sr
⋂
Rs 6= ∅. Let Orel(R) be the set of all left Ore sets
of R. For S ∈ Orel(R), ass(S) := {r ∈ R | sr = 0 for some s ∈ S} is an ideal of the ring R.
A left Ore set S is called a left denominator set of the ring R if rs = 0 for some elements
r ∈ R and s ∈ S implies tr = 0 for some element t ∈ S, i.e. r ∈ ass(S). Let Denl(R) be the
set of all left denominator sets of R. For S ∈ Denl(R), let S−1R = {s−1r | s ∈ S, r ∈ R} be the
left localization of the ring R at S (the left quotient ring of R at S). Let us stress that in Ore’s
method of localization one can localize precisely at left denominator sets.
In general, the set C of regular elements of a ring R is neither left nor right Ore set of the ring
R and as a result neither left nor right classical quotient ring (Ql,cl(R) := C−1R and Qr,cl(R) :=
RC−1) exists. Remarkably, there exists the largest regular left Ore set S0 = Sl,0 = Sl,0(R), [2].
This means that the set Sl,0(R) is an Ore set of the ring R that consists of regular elements (i.e.,
Sl,0(R) ⊆ C) and contains all the left Ore sets in R that consist of regular elements. Also, there
exists the largest regular (left and right) Ore set Sl,r,0(R) of the ring R. In general, all the sets
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C, Sl,0(R), Sr,0(R) and Sl,r,0(R) are distinct, for example, when R = I1 = K〈x, ∂,
∫
〉 is the ring
of polynomial integro-differential operators over a field K of characteristic zero, [1]. In [1], these
four sets are found for R = I1.
Definition, [1], [2]. The ring
Ql(R) := Sl,0(R)
−1R
(respectively, Qr(R) := RSr,0(R)
−1 and Q(R) := Sl,r,0(R)
−1R ≃ RSl,r,0(R)
−1) is called the
largest left (respectively, right and two-sided) quotient ring of the ring R.
In general, the rings Ql(R), Qr(R) and Q(R) are not isomorphic, for example, when R = I1,
[1]. The next theorem gives various properties of the ring Ql(R). In particular, it describes its
group of units.
Theorem 2.1 [2]
1. S0(Ql(R)) = Ql(R)
∗ and S0(Ql(R)) ∩R = S0(R).
2. Ql(R)
∗ = 〈S0(R), S0(R)−1〉, i.e. the group of units of the ring Ql(R) is generated by the
sets S0(R) and S0(R)
−1 := {s−1 | s ∈ S0(R)}.
3. Ql(R)
∗ = {s−1t | s, t ∈ S0(R)}.
4. Ql(Ql(R)) = Ql(R).
The maximal denominator sets and the maximal left localizations of a ring. The
set (Denl(R),⊆) is a poset (partially ordered set). In [2], it is proved that the set max.Denl(R) of
its maximal elements is a non-empty set.
Definition, [2]. An element S of the set max.Denl(R) is called a maximal left denominator set
of the ring R and the ring S−1R is called a maximal left quotient ring of the ring R or a maximal
left localization ring of the ring R. The intersection
lR := l.lrad(R) :=
⋂
S∈max.Denl(R)
ass(S) (1)
is called the left localization radical of the ring R, [2].
For a ring R, there is the canonical exact sequence
0→ lR → R
σ
→
∏
S∈max.Denl(R)
S−1R, σ :=
∏
S∈max.Denl(R)
σS , (2)
where σS : R → S−1R, r 7→
r
1 . For a ring R with a semisimple left quotient ring, Theorem
4.1 shows that the left localization radical lR coincides with the prime radical nR of R: lR =⋂
p∈Min(R) p = nR = 0. In general, this is not the case even for left Artinian rings [4].
Definition. The sets
Ll(R) :=
⋃
S∈max.Denl(R)
S and NLl(R) := R\Ll(R)
are called the sets of left localizable and left non-localizable elements of R, respectively, and the
intersection
Cl(R) :=
⋂
S∈max.Denl(R)
S
is called the set of completely left localizable elements of R. Clearly, R∗ ⊆ Cl(R).
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The maximal elements of Assl(R). Let max.Assl(R) be the set of maximal elements of the
poset (Assl(R),⊆) and
ass.max.Denl(R) := {ass(S) |S ∈ max.Denl(R)}. (3)
These two sets are equal (Proposition 2.4), a proof is based on Lemma 2.2 and Corollary 2.3.
Recall that for an non-empty set X or R, l.ann(X) := {r ∈ R | rX = 0} is the left annihilator of
the set X , it is a left ideal of R.
Lemma 2.2 [2] Let S ∈ Denl(R, a) and T ∈ Denl(R, b) be such that a ⊆ b. Let ST be the
multiplicative semigroup generated by S and T in (R, ·). Then
1. l.ann(ST ) ⊆ b.
2. ST ∈ Denl(R, c) and b ⊆ c.
Corollary 2.3 Let R be a ring, S ∈ max.Denl(R) and T ∈ Denl(R). Then
1. T ⊆ S iff ass(T ) ⊆ ass(S).
2. If, in addition, T ∈ max.Denl(R) then S = T iff ass(S) = ass(T ).
Proof. 1. (⇒) If T ⊆ S then ass(T ) ⊆ ass(S).
(⇐) If ass(T ) ⊆ ass(S). then, by Lemma 2.2, ST ∈ Denl(R) and S ⊆ ST , hence S = ST , by
the maximality of S. Then T ⊆ S.
2. Statement 2 follows from statement 1. 
Proposition 2.4 [2] max.Assl(R) = ass.max.Denl(R) 6= ∅. In particular, the ideals of this set
are incomparable (i.e. neither a * b nor a + b).
Properties of the maximal left quotient rings of a ring. The next theorem describes
various properties of the maximal left quotient rings of a ring. In particular, their groups of units
and their largest left quotient rings. The key moment in the proof is to use Theorem 2.1.
Theorem 2.5 [2] Let S ∈ max.Denl(R), A = S−1R, A∗ be the group of units of the ring A;
a := ass(S), πa : R→ R/a, a 7→ a+ a, and σa : R→ A, r 7→
r
1 . Then
1. S = Sa(R), S = π
−1
a (S0(R/a)), πa(S) = S0(R/a) and A = S0(R/a)
−1R/a = Ql(R/a).
2. S0(A) = A
∗ and S0(A) ∩ (R/a) = S0(R/a).
3. S = σ−1a (A
∗).
4. A∗ = 〈πa(S), πa(S)−1〉, i.e. the group of units of the ring A is generated by the sets πa(S)
and π−1a (S) := {πa(s)
−1 | s ∈ S}.
5. A∗ = {πa(s)−1πa(t) | s, t ∈ S}.
6. Ql(A) = A and Assl(A) = {0}. In particular, if T ∈ Denl(A, 0) then T ⊆ A∗.
The left localization maximal rings. These are precisely the rings in which we cannot
invert anything on the left (in the sense of Ore).
Definition, [2]. A ring A is called a left localization maximal ring if A = Ql(A) and Assl(A) =
{0}. A ring A is called a right localization maximal ring if A = Qr(A) and Assr(A) = {0}. A
ring A which is a left and right localization maximal ring is called a (left and right) localization
maximal ring (i.e. Ql(A) = A = Qr(A) and Assl(A) = Assr(A) = {0}).
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Example. Let A be a simple ring. Then Ql(A) is a left localization maximal ring and Qr(A)
is a right localization maximal ring. In particular, a division ring is a (left and right) localization
maximal ring. More generally, a simple left Artinian ring (i.e. the matrix ring over a division ring)
is a (left and right) localization maximal ring.
Let max.Locl(R) be the set of maximal elements of the poset (Locl(R),→) where A → B
for A,B ∈ Locl(R) means that there exist S, T ∈ Denl(R) such that S ⊆ T , A ≃ S−1R and
B ≃ T−1R (then there exists a natural ring homomorphism A → B, s−1r 7→ s−1r). Then (see
[2]),
max.Locl(R) = {S
−1R |S ∈ max.Denl(R)} = {Ql(R/a) | a ∈ ass.max.Denl(R)}. (4)
The next theorem is a criterion of when a left quotient ring of a ring is a maximal left quotient
ring.
Theorem 2.6 [2] Let a ring A be a left localization of a ring R, i.e. A ∈ Locl(R, a) for some
a ∈ Assl(R). Then A ∈ max.Locl(R) iff Ql(A) = A and Assl(A) = {0}, i.e. A is a left localization
maximal ring.
Theorem 2.6 shows that the left localization maximal rings are precisely the localizations of
all the rings at their maximal left denominators sets.
The core of a left Ore set. The following definition is one of the key concepts that is used
in the proof of the First Criterion (Theorem 3.1).
Definition, [5]. Let R be a ring and S ∈ Orel(R). The core Sc of the left Ore set S is the set
of all the elements s ∈ S such that ker(s·) = ass(S) where s· : R→ R, r 7→ sr.
Lemma 2.7 If S ∈ Denl(R) and Sc 6= ∅ then
1. SSc ⊆ Sc.
2. For any s ∈ S there exists an element t ∈ S such that ts ∈ Sc.
Proof. 1. Trivial.
2. Statement 2 follows directly from the left Ore condition: fix an element sc ∈ Sc, then ts = rsc
for some elements t ∈ S and r ∈ R. Since ass(S) ⊇ ker(ts·) = ker(rsc·) ⊇ ker(sc·) = ass(S), i.e.
ker(ts·) = ass(S), we have ts ∈ Sc. 
Theorem 2.8 Suppose that S ∈ Denl(R, a) and Sc 6= ∅. Then
1. Sc ∈ Denl(R, a).
2. The map θ : S−1c R→ S
−1R, s−1r 7→ s−1r, is a ring isomorphism. So, S−1c R ≃ S
−1R.
Proof. 1. By Lemma 2.7.(1), ScSc ⊆ Sc, and so the set Sc is a multiplicative set. By Lemma
2.7.(2), Sc ∈ Orel(R): for any elements sc ∈ Sc and r ∈ R, there are elements s ∈ S and r′ ∈ R
such that sr = r′sc (since S ∈ Orel(R)). By Lemma 2.7.(2), s′c := ts ∈ Sc for some t ∈ S. Then
s′cr = tr
′sc.
If rsc = 0 for some elements r ∈ R and sc ∈ Sc then sr = 0 for some element s ∈ S (since
S ∈ Orel(R)). By Lemma 2.7.(2), s
′
c := ts ∈ Sc for some element t ∈ S, hence s
′
cr = 0. Therefore,
Sc ∈ Denl(R, a).
2. By statement 1 and the universal property of left Ore localization, the map θ is a well-defined
monomorphism. By Lemma 2.7.(2), θ is also a surjection: let s−1r ∈ S−1R, and sc := ts ∈ Sc for
some element t ∈ S (Lemma 2.7.(2)). Then
s−1r = s−1t−1tr = (ts)−1tr = s−1c tr. 
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The core of every maximal left denominator set of a semiprime left Goldie ring is a non-empty
set and Theorem 3.1.(6) gives its explicit description (via the minimal primes).
The maximal left quotient rings of a finite direct product of rings.
Theorem 2.9 Let R =
∏n
i=1Ri be a direct product of rings Ri. Then for each i = 1, . . . , n, the
map
max.Denl(Ri)→ max.Denl(R), Si 7→ R1 × · · · × Si × · · · ×Rn, (5)
is an injection. Moreover, max.Denl(R) =
∐n
i=1max.Denl(Ri) in the sense of (5), i.e.
max.Denl(R) = {Si |Si ∈ max.Denl(Ri), i = 1, . . . , n},
S−1i R ≃ S
−1
i Ri, assR(Si) = R1 × · · · × assRi(Si)× · · · ×Rn. The core of the left denominator set
Si in R coincides with the core Si,c of the left denominator set Si in Ri, i.e.
(R1 × · · · × Si × · · · ×Rn)c = 0× · · · × Si,c × · · · × 0.
The proof of Theorem 2.9 is given in Section 7.
A bijection between max.Denl(R) and max.Denl(Ql(R)).
Proposition 2.10 Let R be a ring, Sl be the largest regular left Ore set of the ring R, Ql := S
−1
l R
be the largest left quotient ring of the ring R, and C be the set of regular elements of the ring R.
Then
1. Sl ⊆ S for all S ∈ max.Denl(R). In particular, C ⊆ S for all S ∈ max.Denl(R) provided C
is a left Ore set.
2. Either max.Denl(R) = {C} or, otherwise, C 6∈ max.Denl(R).
3. The map
max.Denl(R)→ max.Denl(Ql), S 7→ SQ
∗
l = {c
−1s | c ∈ Sl, s ∈ S},
is a bijection with the inverse T 7→ σ−1(T ) where σ : R → Ql, r 7→
r
1 , and SQ
∗
l is the
sub-semigroup of (Ql, ·) generated by the set S and the group Q∗l of units of the ring Ql, and
S−1R = (SQ∗l )
−1Ql.
4. If C is a left Ore set then the map
max.Denl(R)→ max.Denl(Q), S 7→ SQ
∗ = {c−1s | c ∈ C, s ∈ S},
is a bijection with the inverse T 7→ σ−1(T ) where σ : R → Q, r 7→ r1 , and SQ
∗ is the
sub-semigroup of (Q, ·) generated by the set S and the group Q∗ of units of the ring Q, and
S−1R = (SQ∗)−1Q.
Proof. 1. Let S ∈ max.Denl(R). By Lemma 2.2, Sl ⊆ S.
2. Statement 2 follows from statement 1.
3. Statement 3 follows from statement 1 and Proposition 3.4.(1), [2].
4. If C ∈ Orel(R) then C = Sl and statement 4 is a particular case of statement 3. 
3 The First Criterion (via the maximal left denominator
sets)
The aim of this section is to give a criterion for a ring R to have a semisimple left quotient ring
(Theorem 3.1). The implication (⇐) is the most difficult part of Theorem 3.1. Roughly speaking,
it proceeds by establishing properties 1-9 which are interesting on their own and constitute the
structure of the proof. These properties show that the relationships between the ring R and its
semisimple left quotient ring Q are as natural as possible and are as simple as possible (‘simple’
in the sense that the connections between the properties of R and Q are strong).
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Theorem 3.1 (The First Criterion) A ring R have a semisimple left quotient ring Q iff
max.Denl(R) = {S1, . . . , Sn} is a finite set,
⋂n
i=1 ass(Si) = 0 and Ri := S
−1
i R is a simple left
Artinian ring for i = 1, . . . , n. If one of the equivalent conditions hold then the map
σ :=
n∏
i=1
σi : R 7→ Q
′ :=
n∏
i=1
Ri, r 7→ (r1, . . . , rn),
is a ring monomorphism where ri = σi(r) and σi : R→ Ri, r 7→
r
1 ; and
1. C =
⋂n
i=1 Si.
2. The map σ′ :=
∏n
i=1 σ
′
i : Q → Q
′, c−1r 7→ (c−1r, . . . , c−1r), is a ring isomorphism where
σ′i : Q→ Q
′, c−1r 7→ c−1r. We identify the rings Q and Q′ via σ′.
3. max.Denl(Q
′) = {S′1, . . . , S
′
n} where S
′
i := R1× · · · ×R
∗
i × · · · ×Rn, R
∗
i is the group of units
of the ring Ri, a
′
i := ass(S
′
i) = R1 × · · · × 0 × · · · × Rn, S
′−1
i Q
′ ≃ Ri for i = 1, . . . , n. The
core S′i,c of the left denominator set S
′
i is equal to R
∗
i = 0× · · · × 0×R
∗
i × 0× · · · × 0.
4. The map max.Denl(Q
′) → max.Denl(R), S′i 7→ Si := R ∩ S
′
i = σ
−1
i (R
∗
i ) is a bijection,
ai := ass(Si) = R ∩ a
′
i.
5. For all i = 1, . . . , n, Si *
⋃
j 6=i Sj. Moreover, ∅ 6= Si,c ⊆ Si\
⋃
j 6=i Sj = R ∩ (R
∗
i ×
∏
j 6=iR
0
i )
where R0i := Ri\R
∗
i is the set of zero divisors of the ring Ri.
6. Si,c = R∩S
′
i,c = Si∩S
′
i,c = Si∩
⋂
j 6=i aj = R
∗
i ∩
⋂
j 6=i aj = (
⋂
j 6=i aj)\R
0
i 6= ∅ for i = 1, . . . , n
where R∗i , R
0
i ⊆
∏n
j=1Rj are the natural inclusions r 7→ (0, . . . , 0, r, 0, . . . , 0). For all i 6= j,
Si,cSj,c = 0.
7. C′ := S1,c + · · · + Sn,c ∈ Denl(R, 0), C′−1R ≃ Q, Q = {
∑n
i=1 s
−1
i ai | si ∈ Si,c, ai ∈
⋂
j 6=i aj
for i = 1, . . . , n}, CC′ ⊆ C′ and CSi,c ⊆ Si,c for i = 1, . . . , n.
8. Q∗ = {s−1t | s, t ∈ C′} = {s−1t | s, t ∈ C}.
9. C = {s−1t | s, t ∈ C′, s−1t ∈ R}.
Proof. (⇒) Suppose that the left quotient ring Q of the ring R is a semisimple ring, i.e.
Q ≃
n∏
i=1
Ri
where Ri are simple left Artinian rings. Every simple left Artinian ring is a left localization
maximal ring, hence max.Denl(Ri) = {R∗i }. Then, by Theorem 2.9,
max.Denl(Q) = max.Denl(
n∏
i=1
Ri) = {S
′
1, . . . , S
′
n}
where S′i = R1 × · · · ×R
∗
i × · · · ×Rn,
assQ(S
′
i) = R1 × · · · × 0× · · · ×Ri and S
′−1
i Q ≃ Q/assQ(S
′
i) ≃ Ri.
The core S′i,c of the maximal left denominator set S
′
i is R
∗
i = 0× · · · × 0 ×R
∗
i × 0× · · · × 0. The
ring R → Q, r 7→ r1 , is a ring monomorphism. We identify the ring R with its image in Q. By
Proposition 2.10.(4), the map
max.Denl(Q)→ max.Denl(R), S
′
i 7→ Si := R ∩ S
′
i,
is a bijection and S−1i R ≃ S
′−1
i Q ≃ Ri. The inclusions assR(Si) ⊆ assQ(S
′
i) where i = 1, . . . , n
imply
⋂n
i=1 assR(Si) ⊆
⋂n
i=1 assQ(S
′
i) = 0, and so
⋂n
i=1 assR(Si) = 0.
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(⇐) Suppose that max.Denl(R) = {S1, . . . , Sn},
⋂n
i=1 ass(Si) = 0 and Ri := S
−1
i R is a simple
left Artinian ring for i = 1, . . . , n. We keep the notation of the theorem. Then σ is a monomorphism
(since
⋂n
i=1 ai = 0 where ai := ass(Si)), and we can identify the ringR with its image in the ringQ
′.
Repeating word for word the arguments of the proof of the implication (⇒), by simply replacing
the letter Q by Q′, we see that statement 3 holds (clearly, S′i,c = 0× · · · × 0× R
∗
i × 0 × · · · × 0).
The group Q′∗ of units of the direct product Q′ is equal to
∏n
i=1R
∗
i .
Step 1: C = R
⋂
Q′∗: The inclusion C ⊇ R
⋂
Q′∗ is obvious. To prove that the reverse inclusion
holds it suffices to show that, for each element c ∈ C, the map
·c : Q′ → Q′, q 7→ qc,
is an injection (then necessarily, the map ·c is a bijection, then it is an automorphism of the left
Artinian Q′-module Q′, its inverse is also an element of the type ·c′ for some element c′ ∈ Q′∗.
Then c = (c′)−1 ∈ Q′∗, as required). Suppose that kerQ′(·c) 6= 0, we seek a contradiction. Fix a
nonzero element q = (s−11 r1, . . . , s
−1
n rn) ∈ kerQ′(·c). Without loss of generality we may assume
that s1 = · · · = sn = 1, multiplying several times, if necessary, by well-chosen elements of the set⋃n
i=1 Si in order to get rid of the denominators. There is a nonzero component of the element
q = (r1, . . . , rn), say ri. Then ri = σi(r) for some element r 6∈ ai (otherwise, we would have
ri = 0). The equality qc = 0 implies that 0 = riσi(c) = σi(rc). Then siric = 0 for some element
si ∈ Si, and so sir = 0 since c ∈ C. This means that 0 = σi(r) = ri, a contradiction. The proof of
Step 1 is complete.
Step 2: For all i 6= j, S−1i aj = Rj : The ring Ri = S
−1
i R is a left Artinian ring and aj is an
ideal of the ring R, hence S−1i aj is an ideal of the simple ring Ri. There are two options: either
S−1i aj = 0 or, otherwise, S
−1
i aj = Ri. Suppose that S
−1
i aj = 0, i.e. aj ⊆ ai, but this is not
possible, by Proposition 2.4. Therefore, S−1i aj = Ri.
Step 3: For all i = 1, . . . , n, Si∩
⋂
j 6=i aj 6= ∅: For each pair of distinct indices i 6= j, Ri = S
−1
i aj
(by Step 2), and so Ri ∋ 1 = s
−1
i aj for some elements si ∈ Si and aj ∈ aj. Then si − aj ∈ ai, and
so there is an element sij ∈ Si such that sij(si − aj) = 0, and so
tij := sijsi = sijaj ∈ Si ∩ aj .
Then
ti :=
∏
j 6=i
tij ∈ Si ∩
⋂
j 6=i
aj . (6)
4. We have the commutative diagram of ring homomorphisms:
R
σi
❄
❄
❄
❄
❄
❄
❄
❄
σ // Q′
pi

Ri
(7)
σi = piσ where pi : Q
′ =
∏n
j=1 Rj → Ri, (r1, . . . , rn) 7→ ri. By statement 3, S
−1
i R = Ri ≃
S′−1i Q
′ where Si ∈ max.Denl(R) and S′i ∈ max.Denl(Q
′). Then, by Theorem 2.5.(3), Si = σ
−1
i (R
∗
i )
and S′i = p
−1
i (R
∗
i ). Therefore,
Si = σ
−1
i (R
∗
i ) = (piσ)
−1(R∗i ) = σ
−1(p−1i (R
∗
i )) = σ
−1(S′i),
and so the map
max.Denl(Q
′)→ max.Denl(R), S
′
i → Si = σ
−1(S′i) = R ∩ S
′
i,
is a bijection. It follows from the commutative diagram (7) and Step 3 that
ai = ass(Si) = R ∩ (R1 × · · · × 0× · · · ×Rn) = R ∩ a
′
i. (8)
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In more detail, ai ⊆ R ∩ a′i, by (7). Then ti ∈ Si ∩
⋂
j 6=i a
′
j , by (6), and so ti(R ∩ a
′
i) = 0 (since
ti(R ∩ a′i) ⊆ ∩
n
i=1a
′
i = 0). This equality implies the inclusion R ∩ a
′
i ⊆ ai, and so (8) holds.
6. We claim that Si,c = R ∩ S′i,c. The inclusion Si,c ⊇ R ∩ S
′
i,c follows from (8). Suppose that
Si,c\R∩S′i,c 6= ∅, we seek a contradiction. Fix an element s ∈ Si,c\R∩S
′
i,c. Then s = (s1, . . . , sn)
with sj 6= 0 for some j such that j 6= i. Let tj be the element from Step 3, see (6), i.e.
tj ∈ Sj ∩
⋂
k 6=j
ak ⊆ ai,
since j 6= i. Notice that tj = (0, . . . , 0, tj, 0, . . . , 0) and tj ∈ Sj ⊆ S′j , and so tj ∈ R
∗
j . On the one
hand, stj = 0 since s ∈ Si and tj ∈ ai, and so 0 = σj(stj) = sjtj . On the other hand, sjtj 6= 0
since sj 6= 0 and tj ∈ R∗j , a contradiction. Therefore, Si,c = R ∩ S
′
i,c. Then Si,cSj,c = 0 for all
i 6= j. Then, for all i = 1, . . . , n,
Si,c = R ∩ S
′
i,c = Si ∩ S
′
i,c = R ∩ S
′
i ∩
⋂
j 6=i
a′j = (R ∩ S
′
i) ∩
⋂
j 6=i
R ∩ a′j = Si ∩
⋂
j 6=i
aj ∋ ti,
Si,c = S
′
i,c ∩
⋂
j 6=i
aj = R
∗
i ∩
⋂
j 6=i
aj = (
⋂
j 6=i
aj)\R
0
i 6= ∅.
So, statement 6 has been proven.
2 and 7. By statement 6, C′ ⊆ Q′∗ =
∏n
i=1 R
∗
i , and so
C′ ⊆ R ∩Q′∗ = C,
by Step 1. Since C ⊆ Q′∗ (Step 1), for each i = 1, . . . , n, CSi,c ⊆ Si,c, by statement 6. Then
CC′ ⊆ C′ since C′ =
∑n
i=1 Si,c.
By Theorem 2.8.(2),
S−1i,c R = S
−1
i R = Ri
for i = 1, . . . , n. Each element q ∈ Q′ can be written as q = (s−11 r1, . . . , s
−1
n rn) for some elements
si ∈ Si,c and ri ∈ R. The element ri is unique up to adding an element of the ideal ai. Notice
that siai = 0 since si ∈ Si,c, and so si(ri + ai) = siri. Then
q = (s−21 s1r1, . . . , s
−2
n snrn) =
n∑
i=1
s−2i · siri
= (s21 + · · ·+ s
2
n)
−1(s1r1 + · · ·+ snrn) = c
′−1r
where c′ = s21 + · · · + s
2
n ∈ C
′ and r = s1r1 + · · · + snrn ∈ R, since Si,cSj,c = 0 for all i 6= j
(statement 6). Notice that s2i ∈ Si,c and siri ∈
⋂
j 6=i aj for i = 1, . . . , n (by statement 6, since
si ∈ Si,c). Therefore,
Q′ = {
n∑
i=1
t−1i ai | ti ∈ Si,c, ai ∈
⋂
j 6=i
aj , i = 1, . . . , n}.
This equality implies that C′ ∈ Denl(R, 0) and C′−1R = Q′. Since C′ ⊆ C and C ⊆ Q′∗ (Step 1),
every element q ∈ Q′ can be written as a left fraction c′−1r where c′ ∈ C′ ⊆ C and r ∈ R. This
fact implies that C ∈ Orel(R): for given elements c ∈ C and r ∈ R, Q
′ ∋ rc−1 = c′−1r′ for some
elements c′ ∈ C′ and r′ ∈ R, or, equivalently, c′r = r′c, and so the left Ore condition holds for C.
Since C ∈ Orel(R), C ⊆ Q′∗ and R ⊆ Q′, the map σ′ : Q = C−1R → Q′ is a ring monomorphism
which is obviously an epimorphism as Q′ = C′−1R and C′ ⊆ C. Therefore, σ′ is an isomorphism
and we can write Q = C−1R = C′−1R = Q′, and statements 2 and 7 hold.
1. By Proposition 2.10.(1) (or by Lemma 2.2), C ⊆ Si for all i = 1, . . . , n, and so
C ⊆
n⋂
i=1
Si
st. 4
=
n⋂
i=1
R ∩ S′i = R ∩
n⋂
i=1
S′i
= R ∩R∗1 × · · · ×R
∗
n = R ∩Q
′∗ = C,
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by Step 1. Therefore, C =
⋂n
i=1 Si.
5. For all i = 1, . . . , n, ∅ 6= Si,c ⊆
⋂
j 6=i aj (statement 4), and so ∅ 6= Si,c ⊆ Si\
⋃
j 6=i Sj , by
statement 6. Let r ∈ R. Recall that Si = σ
−1
i (R
∗
i ), statement 4. Then r ∈ Si iff σi(r) ∈ R
∗
i ; and
r 6∈ Si iff σi(r) ∈ Ri\R∗i = R
0
i . Therefore,
Si\
⋃
j 6=i
Sj = R ∩R
∗
i ×
∏
j 6=i
R0j .
8. By statement 7, Q = {
∑n
i=1 s
−1
i ai | si ∈ Si,c, ai ∈
⋂
j 6=i aj, i = 1, . . . , n}, and Q = Q
′, by
statement 2. Then q ∈ Q∗ = Q′∗ iff s−1i ai ∈ R
∗
i for i = 1, . . . , n iff ai ∈ R
∗
i for i = 1, . . . , n iff
ai ∈ Si,c for i = 1, . . . , n (since, by statement 6, Si,c = R∗i ∩
⋂
j 6=i aj). Therefore,
q = (s1 + · · ·+ sn)
−1(a1 + · · ·+ an)
where s1 + · · · + sn, a1 + · · · + an ∈ C′, i.e. Q∗ = {s−1t s, t ∈ C′}. Since C ⊆ Q∗ (Step 1), the
previous equality implies the equality Q∗ = {s−1t s, t ∈ C}.
9. By Step 1, C = R ∩Q∗. Then, by statement 8, C = {s−1t | s, t ∈ C′; s−1t ∈ R}. 
Corollary 3.2 Suppose that the left quotient ring Q of a ring R is a simple left Artinian ring.
Then max.Denl(R) = {C}, and so every left denominator set of the ring R consists of regular
elements.
Proof. Theorem 3.1.(1). 
Corollary 3.3 Let R be a ring with a semisimple left quotient ring Q (i.e. R is a semiprime left
Goldie ring) and we keep the notation of Theorem 3.1. Then
1. The left localization radical of the ring R is equal to zero and the set of regular elements of
R coincides with the set of completely left localizable elements.
2. (a) NLl(R) = {r ∈ R |σi(r) ∈ R
0
i for i = 1, . . . , n} = {r ∈ R | r + p 6∈ CR/p for all p ∈
Min(R)}.
(b) R · NLl(R) ·R ⊆ NLl(R).
(c) NLl(R) +NLl(R) ⊆ NLl(R), i.e. NLl(R) is an ideal of R, iff NLl(R) = 0 iff R is a
domain.
Proof. 1. Theorem 3.1.
2(a). The first equality follows from Theorem 3.1.(4). The second equality follows from Theo-
rem 4.1(2c).
(b) The inclusion follows from the first equality in (a) and the fact that RiR
0
iRi ⊆ R
0
i since
Ri is a simple Artinian ring.
(c) The statement (c) follows at once from the obvious fact that in a semisimple Artinian ring
a sum of two zero divisors is always a zero divisor iff the ring is a division ring. 
The next corollary (together with Theorem 3.1) provides the necessary conditions of Theorem
4.1.
Corollary 3.4 Let R be as in Theorem 3.1 and we keep the notation of Theorem 3.1 and its proof.
Then
1. The ring R is a semiprime ring.
2. Min(R) = {a1, . . . , an}.
3. For each i = 1, . . . , n, Si = π
−1
i (CRi) = {c ∈ R | c + ai ∈ CRi} where πi : R → Ri := R/ai,
r 7→ r + ai, and CRi is the set of regular elements of the ring Ri.
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4. For each i = 1, . . . , n, CRi = σ
−1
i (R
∗
i ) ∈ Orel(Ri) and C
−1
Ri
Ri ≃ Ri where σi : Ri → Ri,
r + ai 7→
r
1 .
5. S−1i aj =
{
0 if i = j,
Ri if i 6= j.
Proof. 1. Statement 1 follows from statement 2 and Theorem 3.1:
⋂
p∈Min(R) p =
⋂n
i=1 ai = 0.
5. Clearly, S−1i ai = 0 for i = 1, . . . , n. Then statement 5 follows from Step 2 in the proof of
Theorem 3.1.
2. Statement 2 follows from the following two statements:
(i) a1, . . . , an are prime ideals,
(ii) Min(R) ⊆ {a1, . . . , an}.
Indeed, by (ii), Min(R) = {a1, . . . , am}, up to order. The ideals a1, . . . , an are incomparable,
i.e. ai 6⊆ aj for all i 6= j. Then, by (i), we must have m = n (since otherwise we would have (up
to order) ai ⊆ am+1 for some i such that 1 ≤ i ≤ m, a contradiction).
Proof of (i): For each i = 1, . . . , n, the rings Ri are left Artinian. So, if a is an ideal of
the ring Ri then S
−1
i a is an ideal of the ring Ri, hence Qa =
∏n
i=1 S
−1
i a is an ideal of the ring
Q = Q′ =
∏n
i=1 Ri. If ab ⊆ ai for some ideals of the ring R then
Qa ·Qb ⊆ Qab ⊆ Qai =
n∏
j=1
S−1j ai = R1 × · · · × 0× · · · ×Rn = a
′
i,
by statement 5 and Theorem 3.1.(3). The ideal a′i of the ring Q is a prime ideal. Therefore, either
Qa ⊆ a′i or Qb ⊆ a
′
i. Then, either a ⊆ R ∩ Qa ⊆ R ∩ a
′
i = ai or b ⊆ R ∩Qb ⊆ R ∩ a
′
i = ai (since
ai = R ∩ a′i, by Theorem 3.1.(4)), i.e. ai is a prime ideal of the ring R.
Proof of (ii): Let p be a prime ideal of the ring R. Then
n∏
i=1
ai ⊆
n⋂
i=1
ai = ker(σ) = {0} ⊆ p
(Theorem 3.1), and so ai ⊆ p for some i, and the statement (ii) follows from the statement (i).
3 and 4. There is a commutative diagram of ring homomorphisms
R
πi
❄
❄
❄
❄
❄
❄
❄
❄
σi // Ri
Ri
σi
OO
where σi : r+ai 7→
r
1 is a monomorphism, πi(Si) ∈ Denl(Ri, 0) and πi(Si)
−1Ri ≃ Ri = S
−1
i R (via
an obvious extension of σi). The ring Ri is a simple left Artinian ring, hence a left localization
maximal ring. By Theorem 2.5.(3), Si = σ
−1
i (R
∗
i ). Clearly, σ
−1
i (R
∗
i ) ⊆ CRi . On the other hand,
for each element c ∈ CRi , the map ·c : Ri → Ri, r 7→ rc, is a left Ri-module monomorphism, hence
as isomorphism, and so c ∈ R∗i , i.e. CRi ⊆ R
∗
i . Therefore, σ
−1
i (R
∗
i ) = CRi . Now,
Si = σ
−1(R∗i ) = (σiπi)
−1(R∗i ) = π
−1
i (σ
−1
i (R
∗
i )) = π
−1
i (CRi). (9)
Therefore, CRi = πi(Si) ∈ Orel(Ri) and C
−1
Ri
Ri ≃ πi(Si)
−1Ri ≃ Ri. 
4 The Second Criterion (via the minimal primes)
The aim of this section is to give another criterion (Theorem 4.1) for a ring R to have a semisimple
left quotient ring Q.
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Theorem 4.1 (The Second Criterion) Let R be a ring. The following statements are equiva-
lent.
1. The ring R has a semisimple left quotient ring Q.
2. (a) The ring R is a semiprime ring.
(b) The set Min(R) of minimal primes of the ring R is a finite set, say, {a1, . . . , an}.
(c) For each i = 1, . . . , n, Si := π
−1
i (CRi) = {c ∈ R | c + ai ∈ CRi} ∈ Denl(R, ai) where
πi : R→ Ri := R/ai, r 7→ r + ai.
(d) For each i = 1, . . . , n, the ring Ri := S
−1
i R is a simple left Artinian ring.
If one of the two equivalent conditions holds then max.Denl(R) = {S1, . . . , Sn} and Q ≃
∏n
i=1 Ri.
Proof. (1⇒ 2) Corollary 3.4 and Theorem 3.1.
(2⇒ 1) It suffices to prove the following claim.
Claim: max.Denl(R) = {S1, . . . , Sn}.
Since then
⋂n
i=1 ai = 0 (as R is a semiprime ring) and so the assumptions of Theorem 3.1 hold
and as a result the ring R has a semisimple left quotient ring.
Proof of the Claim:
(i) S1, . . . , Sn are distinct since a1 = ass(S1), . . . , an = ass(Sn) are distinct.
(ii) max.Denl(R) ⊇ {S1, . . . , Sn}: Every simple left Artinian ring is a left localization maximal
ring, for example, Ri = S
−1
i R ≃ πi(Si)
−1Ri for i = 1, . . . , n. The ring Ri is a left Artinian ring
that contains the ring Ri (via σi). Hence, CRi ⊆ R
∗
i . Since πi(Si) ⊆ CRi , πi(Si) ∈ Orel(Ri),
CRi ⊆ R
∗
i and Ri = πi(Si)
−1Ri, we see that
CRi ∈ Orel(Ri) and C
−1
Ri
Ri = πi(Si)
−1Ri = Ri.
Recall that σi : R → Ri, r 7→
r
1 , and πi : R → Ri, r 7→ r = r + ai. Clearly, σi = σiπi.
The ring C−1
Ri
Ri ≃ Ri is a left localization maximal ring. Therefore, max.Denl(Ri) = {CRi}, by
Proposition 2.10, and CRi = σ
−1
i (R
∗
i ), by Theorem 2.5.(3). Then, by Theorem 2.5.(3), σ
−1
i (R
∗
i ) ∈
max.Denl(Ri) since Ri is a left localization maximal ring. Now,
σ−1i (R
∗
i ) = (σiπi)
−1(R∗i ) = π
−1
i (σ
−1
i (R
∗
i )) = π
−1
i (CRi) = Si.
Then Si ∈ max.Denl(R for i = 1, . . . , n.
(iii) max.Denl(R) ⊆ {S1, . . . , Sn}: We have to show that, for a given left denominator set
S ∈ Denl(R, a) of the ring R; S ⊆ Si for some i. We claim that S ∩ ai = ∅ for some i otherwise
for each i = 1, . . . , n, we would have chosen an element si ∈ S ∩ ai, then we would have
n∏
i=1
si ∈ S ∩
n⋂
i=1
ai = S ∩ 0 = ∅,
a contradiction. We aim to show that S ⊆ Si. The condition S ∩ ai = ∅ implies that S := πi(S) ∈
Orel(Ri). Let b = assRi(S).
(α) We claim that b = 0. The ring Ri is a simple left Artinian ring with Ri ⊆ Ri. In particular,
it satisfies the a.c.c. on right annihilators (since Ri is a matrix ring with entries from a division
ring). By Lemma 4.2 which is applied in the situation that Ri ⊆ Ri and S ∈ Orel(Ri), the core
Sc of the left Ore set S is a non-empty set. Let s ∈ Sc. Then RisRi · b = Risb = 0. The ring Ri
is a prime ring and RisRi 6= 0 since 0 6= s ∈ RisRi. Therefore, b = 0.
(β) a ⊆ ai: by (α).
(γ) SSi ∈ Denl(R), by (β) and Lemma 2.2. Hence S ⊆ SSi = Si, by the maximality of Si. 
The next result is a useful tool in finding elements of the core of an Ore set in applications.
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Lemma 4.2 Let R ⊆ R′ be rings and S ∈ Orel(R). Suppose that the ring R′ satisfies the a.c.c.
on right annihilators and let MaxR′(S) = {s ∈ S | kerR′(s·) is a maximal element of the set
{kerR′(s·) s ∈ S} }. Then
1. MaxR′(S) 6= ∅ and kerR′(s·) = kerR′(t·) for all elements s, t ∈ MaxR′(S).
2. MaxR′(S) ⊆ Sc.
Proof. 1. The ring R′ satisfies the a.c.c. on right annihilators, so MaxR′(S) 6= ∅. Since
S ∈ Orel(R), we must have kerR′(s·) = kerR′(t·) for all elements s, t ∈ MaxR′(S) (the left Ore
condition for S implies that s′s = rt for some elements s′ ∈ S and r ∈ R, hence s′s ∈ S and
kerR′(s·), kerR′(t·) ⊆ kerR′(ss′·), and so
kerR′(s·) = kerR′(ss
′·) = kerR′(t·) ).
2. For all s ∈ S, kerR(s·) = R∩ kerR′(s·). Therefore, statement 2 follows from statement 1. 
5 The Third Criterion (in the spirit of Goldie-Lesieur-Croisot)
The aim of this section is to prove Theorem 5.1. This is the Third Criterion for a ring to have
a semisimple left quotient ring. It is close to to Goldie’s Criterion but in applications it is easier
to check its conditions. It reveals the ‘local’ nature of the fact that a ring has a semisimple left
quotient ring.
For a semiprime ring R and its ideal I, the left annihilator of I in R is equal to the right
annihilator of I in R and is denoted ann(I). A ring is called a left Goldie ring if it has a.c.c. on
left annihilators and does not contain infinite direct sums of nonzero left ideals.
Theorem 5.1 (The Third Criterion) Let R be a ring. The following statements are equivalent.
1. The ring R has a semisimple left quotient ring.
2. The ring R is a semiprime ring with |Min(R)| <∞ and, for each p ∈ Min(R), the ring R/p
is a left Goldie ring.
Remark. The condition |Min(R)| <∞ in Theorem 5.1 can be replaced by any of the equivalent
conditions of Theorem 5.2.
Theorem 5.2 (Theorem 2.2.15, [13]) The following conditions on a semiprime ring R are equiv-
alent.
1. RRR has finite uniform dimension.
2. |Min(R)| <∞.
3. R has finitely many annihilator ideals.
4. R has a.c.c. on annihilator ideals.
Proof of Theorem 5.1. (1 ⇒ 2) Theorem 4.1 and Goldie’s Theorem (since Ri = S
−1
i R ≃
C−1R/ai(R/ai) = Q(R/ai)).
(1 ⇐ 2) If the ring R is a prime ring then the result follows from Goldie-Lesieur-Croisot’s
Theorem in the prime case [8], [12]. So, we can assume that R is not a prime ring, that is
n := |Min(R)| ≥ 2. The idea of the proof of the implication is to show that the conditions (a)-(d)
of Theorem 4.1 hold. The conditions (a) and (b) are given. Let min(R) = {a1, . . . , an}, we keep
the notation of Theorem 4.1. For each i = 1, . . . , n, the ring Ri = R/ai is a prime left Goldie ring
(by the assumption). By Goldie-Lesieur-Croisot’s Theorem in the prime case, CRi ∈ Orel(Ri) and
Q(Ri) is a simple Artinian ring. The conditions (c) and (d) follows from Proposition 5.3 and the
Claim.
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Claim: ann(ai) ∩ Si 6= ∅ for i = 1, . . . , n.
Indeed, by Proposition 5.3 which is applied in the situation R, I = ai, a = 0 and S = CRi , we
have Si ∈ Denl(R, ai) and S
−1
i R ≃ C
−1
Ri
Ri = Q(Ri) is a simple Artinian ring, as required.
Proof of the Claim. The ring R is semiprime, so ann(ai) + ai = ann(ai)⊕ ai (since (ann(ai) ∩
ai)
2 = 0, we must have ann(ai) ∩ ai = 0, as R is a semiprime ring). Since n ≥ 2, 0 6=
⋂
j 6=i ai ⊆
ann(ai) (as ann(ai) ·
⋂
j 6=i ai ⊆
⋂n
k=1 ak = 0, the ring R is a semiprime ring). Let πi : R → Ri :=
R/ai, r 7→ r+ ai. Then πi(ann(ai)) is a nonzero ideal of the prime ring Ri. Any nonzero ideal of a
prime ring is an essential left (and right) ideal, Lemma 2.2.1.(i), [13]. Hence, π(ann(ai))∩CRi 6= ∅,
by Goldie-Lesieur-Croisot’s Theorem (in the prime case). Therefore, ann(ai)∩Si 6= ∅, as required.

Proposition 5.3 Let R be a ring, I be its ideal, π : R→ R := R/I, r 7→ r = r+I, S ∈ Denl(R, a),
S := π−1(S) and a := π−1(a). If, for each element x ∈ I, there is an element s ∈ S such that
sx = 0 then S ∈ Denl(R, a) and S−1R ≃ S
−1
R.
Proof. By the very definition, S is a multiplicative set.
(i) S ∈ Orel(R): Given elements s ∈ S and r ∈ R, we have to find elements s′ ∈ S and r′ ∈ R
such that s′r = r′s. Since S ∈ Denl(R, a), s1r = r1s for some elements s1 ∈ S and r1 ∈ R. Then
x := s1r− r1s ∈ I, and so 0 = s2x for some element s2 ∈ S, then s2s1r = s2r1s. It suffices to take
s′ = s2s1 and r
′
1 = s2r1.
(ii) ass(S) = a: Let r ∈ ass(S), i.e. sr = 0 for some element s ∈ S. Then sr = 0, and so
r ∈ a. This implies that r ∈ a. So, ass(S) ⊆ a. Conversely, suppose that a ∈ a. We have to find
an element s ∈ S such that sa = 0. Since a ∈ a and S ∈ Denl(R, a), s1a = 0 for some element
s1 ∈ S. Then s1a ∈ I, and so s2s1a = 0 for some element s2 ∈ S. It suffice to take s = s2s1.
(iii) S ∈ Denl(R, a): In view of (i) and (ii), we have to show that if rs = 0 for some r ∈ R and
s ∈ S then r ∈ a. The equality rs = 0 implies that r ∈ a (since S ∈ Denl(R, a)), and so r ∈ a.
(iv) S−1R ≃ S
−1
R: By the universal property of left localization, the map S−1R → S
−1
R,
s−1r 7→ s−1r, is a well-defined ring homomorphism which is obviously an epimorphism. It suffices
to show that the kernel is zero. Given s−1r ∈ S−1R with s−1r = 0. Then s1r = 0 in R, for
some element s1 ∈ S. Then s1r ∈ I, and so s2s1r = 0 for some element s2 ∈ S. This means that
s−1r = 0 in S−1R. So, the kernel is equal to zero and as the result S−1R ≃ S
−1
R. 
6 The Fourth Criterion (via certain left denominator sets)
In this section, a very useful criterion for a ring R to have a semisimple left quotient ring is given
(Theorem 6.2). It is a corollary of Theorem 5.1 and the following characterization of the set of
minimal primes in a semiprime ring.
Proposition 6.1 Let R be a ring and a1, . . . , an ideals of R and n ≥ 2. The following statements
are equivalent.
1. The ring R is a semiprime ring with Min(R) = {a1, . . . , an}.
2. The ideals a1, . . . , an are incomparable prime ideals with
⋂n
i=1 ai = 0.
Proof. (1⇒ 2) Trivial.
(1 ⇐ 2) The ideals a1, . . . , an are incomparable ideals hence are distinct. The ideals ai are
prime. So, or each i = 1, . . . , n, fix a minimal prime ideal pi ∈ Min(R) such that pi ⊆ ai. We claim
that pi = ai for i = 1, . . . , n. The inclusions
∏n
j=1 aj ⊆
⋂n
j=1 aj = {0} ⊆ pi, imply aj ⊆ pi ⊆ ai for
some j, necessarily j = i (since the ideals a1, . . . , an are incomparable). Therefore, pi = ai. So,
the ideals a1, . . . , an are minimal primes of R with
⋂n
i=1 ai = 0. Therefore, Min(R) = {a1, . . . , an}
(otherwise we would have a minimal prime p ∈Min(R) distinct from the ideals a1, . . . , an but then∏n
i=1 ai ⊆
⋂n
i=1 ai = {0} ⊆ p⇒ ai ⊆ p, for some i, a contradiction). 
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Theorem 6.2 (The Fourth Criterion) Let R be a ring. The following statements are equiva-
lent.
1. The ring R has a semisimple left quotient ring.
2. There are left denominator sets S′1, . . . , S
′
n of the ring R such that the rings Ri := S
′−1
i R,
i = 1, . . . , n, are simple left Artinian rings and the map
σ :=
n∏
i=1
σi : R→
n∏
i=1
Ri, R 7→ (
r
1
, . . . ,
r
1
),
is an injection where σi : R→ Ri, r 7→
r
1 .
If one of the equivalent conditions holds then the set max.Denl(R) contains precisely the distinct
elements of the set {σ−1i (R
∗
i ) | i = 1, . . . , n}.
Proof. (1⇒ 2) By Theorem 3.1 and (2), it suffices to take max.Denl(R) since, by (1), lR = 0.
(1 ⇐ 2) If n = 1 the implication (2 ⇒ 1) is obvious: the map σ : R → S′−11 R is an injection,
hence S′1 ∈ Denl(R, 0). In particular, the set S1 consists of regular elements of the ring R. Since
R ⊆ S′−11 R (vis σ) and the ring S
′−1
1 R is a simple left Artinian ring, S
′
1 ⊆ C ⊆ (S
′−1
1 R)
∗, and so
C ∈ Orel(R) and Q = S
−1
1 R.
Suppose that n ≥ 2. It suffices to verify that the conditions of Theorem 5.1.(2) hold. For each
i = 1, . . . , n, the ring Ri is a simple left Artinian ring, and so Ri is a left localization maximal
ring. By Theorem 2.5.(3),
Si = σ
−1
i (R
∗
i ) ∈ max.Denl(R), S
−1
i R ≃ Ri,
and obviously S′i ⊆ Si and ai = ass(Si) = ass(S
′
i). Up to order, let S1, . . . , Sm be the distinct
elements of the collection {S1, . . . , Sn}. By Proposition 2.4, the ideals a1, . . . , am are incomparable.
The map σ is an injection, hence
0 = ker(σ) =
n⋂
i=1
ass(S′i) =
n⋂
i=1
ass(Si) =
m⋂
i=1
ass(S′i).
For each i = 1, . . . ,m, let πi : R → Ri := R/ai, r 7→ ri = r + ai. Then Si := πi(Si) ∈ Denl(Ri, 0)
and the ring S
−1
i Ri ≃ S
−1
i R is a simple left Artinian ring which necessarily coincides with the
left quotient ring Q(Ri) of the ring Ri (see the case n = 1). By Goldie-Lesieur-Croisot’s Theorem
the ring Ri is a prime left Goldie ring. By Proposition 6.1, R is a semiprime ring with Min(R) =
{a1, . . . , am}. So, the ring R satisfies the conditions of Theorem 5.1.(2), as required. 
7 Left denominator sets of finite direct products of rings
Let R =
∏n
i=1 Ri be a direct product of rings Ri. The aim of this section is to give a criterion
of when a multiplicative subset of R is a left Ore/denominator set (Proposition 7.2) and using it
to show that the set of maximal left denominator sets of the ring R is the union of the sets of
maximal left denominators sets of the rings Ri (Theorem 2.9).
Let R =
∏n
i=1 Ri be a direct product of rings Ri and 1 =
∑n
i=1 ei be the corresponding
sum of central orthogonal idempotents (e2i = ei and eiej = 0 for all i 6= j). Let πi : R → Ri,
r = (r1, . . . , rn) 7→ ri and νi : Ri → R, ri 7→ (0, . . . , 0, ri, 0, . . . , 0). Clearly, νiπi = idRi , the
identity map in Ri. Every ideal a of the the ring R is the direct product a =
∏n
i=1 ai of ideals
ai = eia of the rings Ri.
Lemma 7.1 Let R =
∏i
i=1 Rn be a direct product of rings Ri. We keep the notation as above.
1. If S ∈ Orel(R, a =
∏n
i=1 ai) then for each i = 1, . . . , n either 0 ∈ Si := πi(S) or otherwise
Si ∈ Orel(Ri, ai) and at least for one i, Si ∈ Orel(Ri, ai).
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2. If S ∈ Denl(R, a =
∏n
i=1 ai) then for each i = 1, . . . , n either 0 ∈ Si := πi(S) or otherwise
Si ∈ Denl(Ri, ai) and at least for one i, Si ∈ Denl(Ri, ai).
Proof. Straightforward. 
For each S ∈ Orel(R), let supp(S) := {i |πi(S) ∈ Orel(Ri)}. By Lemma 7.1.(1),
a = ass(S) =
n∏
i=1
ai, ai =
{
assRi(πi(S)) if i ∈ supp(S),
Ri if i 6∈ supp(S).
(10)
The following proposition is a criterion for a multiplicative set of a finite direct product of rings
to be a left Ore set or a left denominators set.
Proposition 7.2 Let R =
∏n
i=1 Ri be a direct product of rings Ri, S be a multiplicative set of R
and Si := πi(S) for i = 1, . . . , n. Then
1. S ∈ Orel(R) iff for each i = 1, . . . , n either 0 ∈ Si or otherwise Si ∈ Orel(Ri) and at least
for one i, Si ∈ Orel(Ri).
2. S ∈ Denl(R) iff for each i = 1, . . . , n either 0 ∈ Si or otherwise Si ∈ Denl(Ri) and at least
for one i, Si ∈ Denl(Ri).
Proof. 1. (⇒) Lemma 7.1.(1).
(⇐) Clearly, supp(S) 6= ∅ and ass(S) is given by (10). Without loss of generality we may
assume that supp(S) = {1, . . . ,m} where 1 ≤ m ≤ n. We have to show that for given elements
s = (si) ∈ S and r = (ri) ∈ R there are elements s′ = (s′i) ∈ S and r
′ = (r′i) ∈ R such that
s′r = r′s. Since S1 ∈ Orel(R1), t11r1 = a1s1 for some elements t11 ∈ S1 and a1 ∈ R1 ⊆ R. Fix an
element t1 ∈ S such that π1(t1) = t11. Using the same sort of argument but for S2 ∈ Orel(R2),
we have t22π2(t1r) = a2s2 for some elements t22 ∈ S2 and a2 ∈ R2 ⊆ R. Fix an element t2 ∈ R
such that π2(t2) = t22. Repeating the same trick several times we have the equalities
tiiπi(ti−1 · · · t2t1r) = aisi, i = 1, . . . ,m,
where tii ∈ Si, ai ∈ Ri and ti ∈ S such that πi(ti) = tii.
If m = n then it suffices to take s′ = tn · · · t2t1 and the element r
′ = (r′i) can be easily written
using the equalities above
r′1 = π1(tntn−1 · · · t2)a1, r
′
2 = π2(tntn−1 · · · t3)a2, . . . , r
′
n−1 = πn−1(tn)an−1, r
′
n = an.
If m < n then this case can deduced to the previous one. For, each j = m + 1, . . . , n, choose an
element θj = (θji) ∈ S with θjj = 0. Let θ = θm+1 · · · θn. It suffices to take s′ = θtmtm−1 · · · t1
and r′ = θ · (r′′1 , . . . , r
′′
m, 0, . . . , 0) where
r′′1 = π1(tmtm−1 · · · t2)a1, r
′′
2 = π2(tmtm−1 · · · t3)a2, . . . , r
′′
m−1 = πm−1(tm)am−1, r
′′
m = am.
2. (⇒) Lemma 7.1.(2).
(⇐) By statement 1, S ∈ Orel(R). Without loss of generality we may assume that supp(S) =
{1, . . . ,m} where 1 ≤ m ≤ n. By (10), a =
∏m
i=1 ai ×
∏n
j=m+1 Rj . Using the fact that Si ∈
Denl(Ri, ai) for i = 1, . . . ,m and ker(θ·) ⊇
∏n
j=m+1 Rj , we see that S ∈ Denl(R, a): If rs = 0 for
some elements r = (ri) ∈ R and s = (si) ∈ S then ri ∈ ai for i = 1, . . . ,m since Si ∈ Denl(Ri, ai).
Fix an element t1 ∈ S such that π1(t1r) = 0. Since π2(t1r) ∈ a2, fix an element t2 ∈ S such that
π2(t2t1r) = 0. Repeating the same argument several times we find elements t1, . . . , tm ∈ S such
that
πi(titi−1 · · · t1r) = 0 for i = 1, . . . ,m.
Then s′r = 0 where s′ = θtiti−1 · · · t1 ∈ S and the element θ is defined in the proof of statement
1. 
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By Proposition 7.2, for each i = 1, . . . , n, we have the injection
max.Denl(Ri)→ max.Denl(R =
n∏
i=1
Ri), Si 7→ R1 × · · · × Si × · · · ×Rn. (11)
We identify max.Denl(Ri) with its image in max.Denl(R =
∏n
i=1Ri).
Proof of Theorem 2.9. The theorem follows at once from Proposition 7.2.(2). 
Corollary 7.3 Let R be a ring and 1 = e1 + · · ·+ en be a sum of central orthogonal idempotents
of the ring R. Then for each S ∈ max.Denl(R) precisely one idempotent belongs to S.
Proof. The ring R =
∏n
i=1Ri is a direct product of rings Ri := eiR. Then the result follows
from Theorem 2.9. 
8 Criterion for R/lR to have a semisimple left quotient ring
The aim of this section is to give a criterion for the factor ring R/l (where l is the left localization
radical of R) to have a semisimple left quotient ring (Theorem 8.1), i.e. R/l is a semiprime left
Goldie ring. Its proof is based on four criteria and some results (Lemma 8.2 and Lemma 8.3).
Theorem 8.1 Let R be a ring, l = lR be the left localization radical of R, Min(R, l) be the set of
minimal primes over the ideal l and πl : R → R/l, r 7→ r = r + l. The following statements are
equivalent.
1. The ring R/l has a semisimple left quotient ring, i.e. R/l is a semiprime left Goldie ring.
2. (a) |max.Denl(R)| <∞.
(b) For every S ∈ max.Denl(R), S−1R is a simple left Artinian ring.
3. (a) l =
⋂
p∈Min(R,l) p.
(b) Min(R, l) is a finite set.
(c) For all p ∈ Min(R, l), the set Sp := {c ∈ R | c+ p ∈ CR/p} is a left denominator set of
the ring R with ass(Sp) = p.
(d) For each p ∈ Min(R, l), S−1p R is a simple left Artinian ring.
(e) For each p ∈ Min(R, l) and for each l ∈ l, there is an element s ∈ Sp such that sl = 0.
4. (a) l = ∩p∈Min(R,l)p.
(b) Min(R, l) is a finite set.
(c) For each p ∈ Min(R, l), R/p is a left Goldie ring.
If one of the equivalent conditions 1–3 holds then
(i) The map π′l : max.Denl(R) → max.Denl(R/l), S 7→ πl(S), is a bijection with the inverse
T 7→ π−1l (T ).
(ii) max.Denl(R) = {Sp | p ∈ Min(R, l)}.
(iii) max.Denl(R/l){Sp/l | p ∈Min(R, p)} where Sp/l := πl(Sp).
(iv) For all p ∈ Min(R), Sp = π
−1
l (Sp/l), ass(Sp/l) = ass(Sp)/l and S
−1
p R ≃ S
−1
p/lR/l is a
simple left Artinian ring.
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Theorem 8.1 shows that when the factor ring R/l is a semiprime left Goldie ring there are
tight connections between the localization properties of the rings R and R/l. In particular, the
map π′l is a bijection. In general situation, Lemma 8.2.(1) shows that the map π
′
l is an injection.
In general, there is no connection between maximal left denominator sets of a ring and its factor
ring.
Before giving the proof of Theorem 8.1 we need some results.
Lemma 8.2 Let R be a ring, l = lR be its left localization radical and πl : R→ R/l, r 7→ r = r+ l.
Then
1. The map π′l : max.Denl(R)→ max.Denl(R/l), S 7→ πl(S), is an injection such that S
−1R ≃
πl(S)
−1(R/l) and assR/l(πl(S)) = assR(S)/l.
2. The map π′′l : ass.max.Denl(R)→ ass.max.Denl(R/l), a 7→ a/l, is an injection.
3. Let T ∈ max.Denl(R/l). Then T ∈ im(π′l) iff assR/l(T ) = assR(S)/l for some S ∈
max.Denl(R).
4. The map π′l if a bijection iff the map π
′′
l is a bijection iff for every b ∈ max.Denl(R/l) there
is S ∈ max.Denl(R) such that for each element b ∈ π
−1
l (b) there is an element s ∈ S such
that sb = 0.
5. If the map π′′l is a bijection then its inverse π
′−1
l is given by the rule T 7→ π
′−1
l (T ).
Proof. 1. Since l ⊆ a = ass(S) we have πl(S) ∈ Denl(R/l, a/l) and the map
πl,S : S
−1R→ πl(S)
−1R/l, s−1r 7→ π−1l (s)πl(r), (12)
is a ring isomorphism, by Lemma 3.2.(1), [2]. There is a commutative diagram of ring homomor-
phisms:
R
σS //
πl

S−1R
πl,S

R/l
σS// πl(S)−1R/l
(13)
where σS(r) =
r
1 and σS(r + l) =
πl(r)
1 . The ring S
−1R is a left localization maximal ring. Let
G and G′ be the groups of units of the rings S−1R and πl(S)
−1R/l respectively. By Theorem
2.5.(3),
S = σ−1S (G) and S
′ := σ−1S (G
′) ∈ max.Denl(R/l).
By the commutativity of the diagram (13), we have
S = π−1l (S
′). (14)
Then, by the surjectivity of the map πl, πl(S) = S
′ ∈ max.Denl(R/l). So, the map π
′
l is a
well-defined map which is an injection, by statement 2.
2. Every element of ass.max.Denl(R) contains l, hence π
′
l is an injection.
3. Statement 3 follows from statement 2 and Corollary 2.3.(2).
4. By Corollary 2.3.(2) and statements 1 and 2, the map π′l is a bijection/surjection iff the map
π′′l is a bijection/surjection. Let LS stands for the statement after the second ‘iff’ in statement 4
and let T ∈ max.Denl(R/l) with b = ass(T ). If π′l is a bijection then LS holds by statement 1 and
the inclusion l ⊆ ass(S) for all S ∈ max.Denl(R). If LS holds then clearly π
−1
l (b) ⊆ ass(S), and so
b ⊆ ass(S)/l. Then necessarily b = ass(S)/l, by Proposition 2.4, and so T = πl(S), by statement
1 and Corollary 2.3.(2). This means that the map π′l is a surjection hence a bijection.
5. Statement 5 was proved in the proof of statement 1, see (14). 
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Lemma 8.3 Let R be a ring, l = lR be its left localization radical and Min(R, l) be the set of
minimal primes over l. Suppose that max.Denl(R) = {S1, . . . , Sn} is a finite set and the ideals
ai := ass(Si), i = 1, . . . , n, are prime. Then
1. The map max.Denl(R)→ Min(R, l), S 7→ ass(S), is a bijection.
2. l =
⋂
p∈Min(R,l) p.
Proof. If n = 1 then l = a1 is a prime ideal and so statements 1 and 2 obviously hold.
So, let n ≥ 2. The ideals a1, . . . , an are distinct prime ideals with l = ∩ni=1ai. Therefore,
the prime ideals a1/l, . . . , an/l of the ring R/l are distinct with zero intersection. By Proposition
6.1, the ring R/l is a semisimple ring with Min(R/l) = {a1/l, . . . , an/l). Hence, Min(R, l) =
{a1, . . . , an} with l =
⋂n
i=1 an, i.e. statement 2 holds. Now, statement 1 is obvious (by Corollary
2.3.(2)). 
Proof of Theorem 8.1. (1 ⇒ 2) This implication follows from Theorem 3.1 and Lemma
8.2.(1).
(2⇒ 1) By (2), there is a ring monomorphism R/l→
∏
S∈max.Denl(R)
S−1R. By Theorem 6.2,
the ring R has a semisimple left quotient ring. Then, by Theorem 6.2 and Lemma 8.2.(1, 5), the
statement (i) holds. By Goldie’s Theorem the ring R is a semiprime left Goldie ring.
(1⇔ 3) Notice that the map Min(R.l)→ Min(R/l), p 7→ p/l, is a bijection. By Theorem 4.1,
statement 1 is equivalent to the statements (a)’–(d)’ (we have added ‘prime’ to distinguish these
conditions from the conditions (a)–(d) of statement 3):
(a)’ R/l is a semiprime ring,
(b)’ |Min(R/l)| <∞,
(c)’ For each p/l ∈Min(R/l), Sp/l := {c+ l ∈ R/l | c+ p ∈ CR/p} ∈ Denl(R/l, p/l), and
(d)’ For each p/l ∈Min(R/l), the ring S−1
p/lR/l is a simple left Artinian ring.
The conditions (a)’ and (b)’ are equivalent to the conditions (a) and (b) of statement 3. Now,
the implication (1 ⇒ 3) follows: the statement (i) and Lemma 8.2.(4) imply the condition (e);
then the conditions (c) and (d) follow from the conditions (c)’ and (d)’ by using Proposition 5.3.
The implication (3⇒ 1) follows from Theorem 6.2: the conditions (a)–(c) imply that there is
a ring homomorphism
R/l→
∏
p ∈Min(R,l)
S−1p R.
By the condition (d), the rings S−1p R are simple left Artinian rings. Then, by Theorem 6.2, the
ring R/l has a semisimple left quotient ring.
(1 ⇒ 4) The conditions (a) and (b) of statement 4 are precisely the conditions (a) and (b) of
statement 3. The condition (c) of statement 4 follows from the conditions (c) and (d) of statement
3 and Goldie’s Theorem (since Q(R/p) ≃ S−1p R is a simple left Artinian ring, by statement 3).
(4⇒ 1) By the condition (c) and Goldie’s Theorem, the left quotient rings Q(R/p) are simple
left Artinian rings. Then there is a chain of ring homomorphisms
R/l = R/ ∩p∈Min(R,p) p→
∏
p∈Min(R,p)
R/p→
∏
p∈Min(R,p)
Q(R/p).
By Theorem 6.2, the ring R/l has a semisimple left quotient ring. This finishes the proof of
equivalence of statements 1–4. Now, statements (ii)–(iv) follow from the statement (i) and Lemma
8.2. 
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