This paper deals with the realization of feature description systems for clusters by rule generation based on genetic programming (GP) and its applications. First, the data are divided into several clusters by using conventional clustering algorithms. Then logical variables corresponding to the categorical variables are introduced, and the logical expressions using these logical variables are defined as rules to extract the targeted cluster from the dataset. The rules are improved by GP so that they are valid (become true) only for the targeted cluster. Unlike ordinary GP procedures, the fitness of individuals is defined as proportional to the number of hits inside the targeted cluster, but also to the inverse of the number of hits outside the targeted cluster. In simulation studies, the system is applied first to artificially generated samples and clusters to examine the performance of the system, and then to personal loan assessment problems, after which the evaluation of several kinds of clustering problems is summarized. 
Introduction
Recently, the development of large information storage systems such as data warehouses has made it possible to retrieve or reuse huge volumes of data. Data retrieval systems help to support the decision processes in various fields such as financial activities [1, 2] . In particular, the characterization of a set of data extracted from storage according to a standard measure (these data sets are called clusters below) will help to provide highly intelligent and useful information.
Generally, problems of data clustering are categorized into two groups. The first one consists of finding the unknown cluster to which the underlying data should belong (cluster estimation), and the second is characterization of the cluster features of the underlying group (feature description of clusters). For cluster estimation, various methods such as multivariate analysis are applicable. However, for the feature description of clusters, direct extension of cluster estimation is not relevant.
In addition, it is necessary to create linguistic expressions for the description of cluster features rather than numerical descriptions. Even though there are systems oriented to linguistic expressions, such as ID3, these systems usually need multiple clusters to distinguish between clusters (called pair-samples). For example, if we find a linguistic description for a cluster having "good" as a prescribed value, we also need a cluster having "bad" as a prescribed value [3] [4] [5] [6] . Thus, these methods cannot be directly used to describe the features of a single isolated cluster.
This paper deals with feature description systems for clusters using rule generation based on genetic programming (GP), and their applications to data mining [7, 8] . In the method, we prepare various kinds of logical expression (having a tree structure and called individuals) for the data (called samples) in the underlying cluster by using variables for categorical values, and we then improve the logical expressions by using GP. As the fitness of each individual, we use the number of hits for individuals (cases in which the logical expression corresponds to individuals) for the samples in the cluster. Then we use the GP procedure to improve the capability of the logical expressions until a stable description for the cluster is obtained.
The GP method has been successfully applied to the approximation of chaotic dynamics, and also to the knowledge representation of agents in simulation studies of artificial markets [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The method is also usable to recognize time series segments of stock prices and for time series prediction.
In the first stage, we extract a group of samples as a cluster by using relevant numerical evaluations. Then, in the next step, we assume that all variables assigned to the samples are logical variables whose values are categorical values. In the third step, we prepare a pool of individuals which correspond to the tree structure of the logical expression, using logical variables to describe the features of the cluster. Then we use the GP procedure to improve the capability of the logical expressions (individuals) so that the logical expressions are true only for the samples in the underlying cluster, and are false value for samples outside the cluster.
The definition of individuals is slightly different from that in ordinary GP systems. The fitness of individuals is proportional to the number of hits for the samples in the underlying cluster, but also is inversely proportional to the number of hits for the samples outside the cluster. By an extension of the definition of fitness, we can retain stable individuals (logical expressions) which are true only for the samples in the cluster.
As applications, we first examine the ability of the system to handle artificially generated samples. We then apply the method to the evaluation decision making for personal loans in order to demonstrate its effectiveness. The feature description system is also applied to eight groups of samples arbitrarily collected from various databases.
Below, in Section 2, we present an overview of the system treated in the paper. Section 3 describes the basics of the GP method in relation to the feature description of clusters. In Section 4, we give several example datasets to show the capabilities of the system.
Feature Description System for Clusters
Based on GP
Why feature description for a single cluster?
At the outset, we would like to explain the scope of this paper, which is different from that of conventional investigations of clustering and feature description. First, the usual clustering methods deal with problems of classifying samples into several groups (clusters) by using input variables referring to the distance among samples. But our approach is mainly interested in the explanation (description) of features for samples in a cluster by using logical expressions which are easily transformed into natural language. This kind of feature description is useful for characterizing certain arbitrarily collected samples.
Second, even though there are several conventional methods for feature description using tree structures, such as ID3, in our method we assume that there is only a single cluster for which the feature description should be found. Conventional methods such as ID3 need multiple separated and oppositional clusters to find the tree structure for feature description. For example, a cluster includes a group assigned "yes" as a prescribed value, and another group assigned "no" is also needed. But in our method, samples belonging to a single cluster are assumed, and we do not need multiple clusters to find feature descriptions. The advantage of using a single cluster is twofold. First, we do not need to collect multiple clusters, which makes data mining easier. Second, the feature description ability is improved. Since conventional methods depending on multiple clusters try to build a single tree structure to be used in clustering multiple clusters, the resultant clustering is inefficient compared to our method, in which a tree structure must be built only for a single cluster [23, 24] .
These remarks on the introduction of the GP method into feature description will be developed below.
Overview of system configuration
An overview of our feature description system for clusters based on GP treated is presented below [7] . The system shown in Fig. 1 is composed of three subsystems.
(1) Description of samples by categorical variables Generally, two kinds of variables (numerical variables and logical variables) can be used to characterize the samples, but in our system we assume only logical variables. The numerical variables are transformed into categorical variables by conventional methods of discretization (details are omitted here) [16, 17] .
(2) Generation of initial individuals for logical expressions
It is assumed that the logical expressions represented by the categorical variables are used to describe the features of samples in the cluster which correspond to the individuals. For tractability, it is assumed that the logical expressions have a binary tree structure. At the beginning of the GP procedure, we generate an initial pool of individuals (say, 1000 individuals) by using random numbers.
(3) Definition of fitness of individuals
The fitness of the k-th individual in the GP procedure is defined in terms of the number of hits, that is, the number of samples in the cluster for which the logical expression corresponding to the individual is true. The number of hits c for samples outside the underlying cluster in the whole dataset is also used. We first define the index where we use the following notation: n k : the number of samples in the whole dataset for which the logical expression for individual k is true; h k : the number of samples in the underlying cluster c for which the logical expression for individual k is true; T: the total number of samples in cluster c.
The fitness of individual k (denoted as f k ) is defined by adding some positive number to y k , and taking the inverse of the number:
If the number of hits for logical expressions covering samples in the cluster increases, then accordingly, measure (1) becomes closer to zero. Since the denominator of Eq. (1) includes the number n k as the second term, the logical expressions are improved so that they cover only samples in cluster c, and as many of those as possible. On the other hand, if the logical expression is true for samples outside of the cluster c, the fitness of the individual is small.
After calculating the fitness of individuals, we apply the GP procedure in order to improve its feature description ability for the cluster.
(4) Termination of search for feature description If the maximum fitness value of individuals becomes sufficient and further improvement is not expected, we terminate the GP procedure. As a result, we have a feature description derived from the individuals with greater fitness.
Extraction of clusters
In this paper we assume that the samples in a cluster c have already been obtained, and we focus only on finding the feature description based on the GP procedure. Therefore, we do not explain further how to extract a cluster from the whole dataset. However, in the simulation studies used to examine the capability of the system, we note the following points of importance in avoiding trivial cases of applications.
(
1) No deterministic numerical or logical variables
We do not use deterministic numerical or logical variables for cluster extraction; otherwise the problem of feature description would become trivial. For example, if we use only a single categorical variable to extract clusters, it is clear that the features of the cluster are described by the variable. Therefore, when we use conventional methods for the extraction of clusters, we use at least six numerical and categorical variables.
(2) Steady extraction of clusters
We try to find a combination of variables for the extraction of clusters that enables us to avoid cases in which the size of the cluster samples is very small (corresponds to rare events). Even though the feature description of rare events is also interesting, we are now focusing on the steady extraction of clusters to evaluate the system. (1) (2) and we therefore utilize the ordinary method (called the centroid method). Of course, variations of the clustering method and its effect on system capabilities should be discussed in any case; but in simulation studies in which we changed the clustering method from the ordinary centroid method to several other alternatives, we found no significant differences in system performance. Therefore, in the following discussion we assume that the samples of the targeted cluster have already been defined (collected) from the whole dataset, so that the only task of the system is feature description.
Logical Rules for Feature Description and the GP

Basics of the GP
For simplicity, we start with GP operations on arithmetic expressions. The GP is an extension of the conventional GA (genetic algorithm) in which each individual in a population (pool of individuals) is a computer program composed of arithmetic operations, standard mathematical expressions, and variables [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
There are several ways to represent mathematical expressions in the GP. Among them, the prefix representation is attractive due to its simplicity for GP operations.
The prefix representation is equivalent to a tree representation in which the external points (leaves) of the tree are labeled with terminals (i.e., constants and variables), the root of the tree is labeled with a primitive function such as a binomial operation +, -, ×, /, or the operation of taking the square root of a variable. For example, if we have a prediction for the time series
then we have the corresponding next prefix representation
The equations represented by using the prefixes are interpreted on the basis of stack operations.
We must assure that after initialization, crossover, and mutation, we have a valid tree representation. For this purpose, the stack count (denoted as StackCount) is useful [14] . StackCount is the number of arguments pushed onto the stack minus the number of arguments removed from it. The cumulative StackCount never becomes positive until we reach the end, at which point the overall sum must still be 1.
By using StackCount, we can identify the terminals of the subtree which are candidates for the crossover operation. The basic rule is that any two loci on the two parent genomes can serve as crossover points so long as the current StackCount just before those points is the same. The crossover operation creates new offspring by exchanging subtrees between two parents.
Before applying the genetic operation, we must evaluate the ability of each individual (tree structure). This ability is called the fitness, and is calculated by comparison of the predicted value for the individual and the observed value. Usually, we calculate the root mean square error (rmse) between x(t) and x(t) and use it as the fitness. The fitness S i of the i-th individual is defined as the inverse of rmse.
We iterate the following steps until the termination criterion is satisfied [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] :
Generate an initial random population of the functions and terminals of the problem (constants and variables).
(Step 2)
Execute each program (evaluation of system equation) in the population and assign it a fitness value by using the fitness measure. Then, sort the individuals according to the fitness S i .
(Step 3)
Create a new population of programs by applying one of two primary operations (see below). These operations are applied to individuals chosen with a probability p i based on the fitness. The probability p i is defined for the i-th individual as where S min is the minimum value of S i , and N is the population size.
Create new individuals (offspring) from two existing ones by genetically recombining randomly chosen parts of two existing individuals by the crossover operation applied at a randomly chosen crossover point.
(Step 4)
If the result designation is obtained by the GP (the maximum value of the fitness becomes larger than the prescribed value), then terminate the algorithm, otherwise return to Step 2.
We apply the mutation operations defined as follows at a probability p M .
(Global mutation)
Generate an individual I s , and select a subtree which satisfies consistency of the prefix representation. Then,
(Local mutation)
Select at random a leaf in the individual to which the mutation is applied, that is, replace the parameter at the leaf by another value (a primitive function or a variable).
Application of GP to logical rule generation
In previous investigations, we used the GP procedure to generate and improve logical rules (expressions) for several tasks [6, 12, 14, 15] . To simplify the method of GP, we assume that the logical expressions are represented in binary forms in which two predicates are combined with logical operators; but this restriction does not limit the applicability of the system. Additionally, the separation of the whole system into subsystems makes system configuration easier. One subsystem is used to manage the arithmetic expressions included in the predicates, and the other subsystem is used to manage the logical expressions.
Basically, the GP procedure developed for the approximation of arithmetic expressions (functional forms) is easily extended to the approximation of logical expressions by changing the operators and operands. The logical expressions included in the production rules are the same as the arithmetic expressions using prefix representation, with the operands replaced by propositions and the arithmetic operators replaced by logical operators:
numerical We also define the fitness of individuals as the degree to which the accuracy of the generated rules corresponds to the underlying individual. To improve the fitness of individuals, we apply the GP operations to the logical expressions.
The fitness of individuals is evaluated as follows.
( 
Applications
Feature description for artificial samples
Before applying the proposed method of feature description to a real dataset, we examine the ability of the system by using artificially generated samples. In the simulation study, we assume we have a cluster c whose samples are already characterized by certain features, and other samples besides the cluster are also mixed into the dataset. Then, the feature description for the cluster c is obtained by the GP procedure, and the result is compared with given (known) settings.
In the following, for simplicity, it is assumed that the categorical variables assigned to samples are denoted as v 1 , v 2 , . . . , v m , and the variables take the values 1, 2, . . . . The ranges of these categories are defined as r 1 , r 2 , . . . , r m . It is also assumed that the categorical variables v i , i = 1 to m for the cluster c which should be extracted and whose feature should be truly described have the same value of 1. The categorical variables v i , i = 1 to m for samples belonging to other clusters have random numbers different from 1.
To check the ability of the system of the paper, the following points are examined by the simulation studies.
(1) Validity of extraction of samples belonging to cluster c
If the extraction of cluster c has truly succeeded, then we must have y i = 0, h i = n i = T. The ability of the GP method can be tested by checking these values. Considering the above reasoning, we classify the cases for simulation studies for the cluster extraction and feature description as follows. The setting of the categorical variables in clusters d other than cluster c is given as follows:
Case A: only one randomly selected categorical variable is assigned a value different from 1.
Case B: two randomly selected categorical variables are assigned values different from 1.
Case C: three randomly selected categorical variables are assigned values different from 1.
The condition for the GP procedure is given as follows. In particular, the length of the array corresponding to the size of individuals is chosen sufficiently large to confirm the final cluster extraction performance: number of samples in cluster c: T = 100 number of samples outside cluster c: 100 maximum size of array in individuals: M s = 10 size of pool of individuals: 1000 Table 1 shows typical examples for the cases where m = 3, r i = 3, and the categorical variables are selected in accordance with Case C. In the table, the optimal values of h k , n k , y k in Eq. (1) for the individuals having the highest fitness (for simplicity, we denote them as h, n, y) are plotted against the number of generations of the GP procedure (denoted as N GP ).
It is seen from the table that if m ≤ 4 the extraction of cluster c is completed after about 500 generations of the GP procedures, and the logical expression finally obtained describes the true features of cluster c.
Additionally, in Table 2 , the comparison of the time until convergence of extraction is shown versus the variations of the number of categorical variables other than the cluster c for Cases A, B, and C (in Table 2 , they are denoted as N F ). Table 2 shows the results only for the case in which the range is r i = 3, and for Case C, but for the other cases we find small changes of the values in N F , and therefore, only the result for the case r i = 3 is shown. Moreover, it is omitted in Table 2 ; in the final stage of GP procedure, we can extract only the samples in cluster c, and we have y = 0, n = h = T, which affirms that cluster extraction is completed.
The results obtained from the simulation studies suggest that if the number m of categorical variables is 3 or less, the extraction of clusters is successfully realized without strict dependence on the number of ranges of categorical variables inside 300 GP generations. This fact suggests that if the number of categorical variables used for the feature description is relatively small, then the GP procedure treated in the paper is still effective even if the number of samples is large.
However, when m > 4, the time (GP generations) to extract clusters becomes very large. The reason for the increased extraction time seems to be an increase in the number of combinations of logical variables in logical expressions. We find that if the number of categorical variables is greater than 7, then the time for cluster extraction becomes larger than 600 GP generations. Table 1 . Example of relation among h, n, y, N GP (Case C, m = 3, ri = 3)
Applications to German credit data
An experiment on real-life credit-risk evaluation was performed using German credit data. The German credit data are obtainable from a website. The data consist of 1000 records of personal loans, and the input variables for one record include 7 numerical data and 13 categorical data [3, 22] .
Even though the original purpose of the dataset is the generation of accept/deny rules for personal loans, we use the dataset to examine the capabilities of the proposed GP method. First, we select 100 samples at random from the dataset and classify them into three clusters by using the following seven numerical variables based on a conventional software package. y 1 : terms of credit (months until end of repayment) y 2 : credit amount (applied amount to be loaned) y 3 : interest rate of credit (interest rate of loan) y 4 : length of current residence (months at current address) y 5 : age (current age of applicant) y 6 : number of credit accounts (how many credit applications in existence) y 7 : number of dependents (number of persons in family)
Then, we assume one cluster (say cluster c) is the target cluster whose features must be described, and the other samples belonging to other clusters are regarded as samples outside cluster c. To extract the feature description for the cluster c, we use the following six categorical variables. Table 3 shows the optimal values of h k , n k , y k (we denote them as h, n, y) versus the number of generations of the GP procedure (denoted as N GP ). It is seen from the table that after about 600 generations of the GP procedures the feature extraction (description) is completed, and the logical expression finally obtained describes the true features of cluster c. Table 4 depicts several logical expressions corresponding to the feature description of cluster c. It is seen that these expressions are simple enough that their meaning can be interpreted.
Applications of feature description to real data
In the following, we explain the simulation studies of the proposed feature description applied to multiple real datasets, and discuss the average performance. The details of these datasets are summarized in Table 5 , and we omit an explanation of the method of collection and the sources of these datasets. In Table 5 , we give the names of the dominant categorical variables. First, we select about 100 to 300 samples from the dataset at random, and then we divide these samples into three clusters by using a conventional numerical method of clustering. Then, in the next step, we apply the proposed GP procedure for the extraction of clusters and feature description of these three clusters, independently. That is, if we focus on cluster c, the samples belonging to clusters d different from the underlying cluster c are regarded as samples outside cluster c. The simulation results for the Table 2 . Feature of cluster extraction for Case A, B, C Table 3 . Relation among h, n, y, N GP Table 4 . Example of finally obtained logical expression describing cluster characteristics three categories are summarized, and the average performance is evaluated. The conditions for the simulation studies are summarized as follows. maximum size of array in individuals: M s = 10 size of pool of individuals: 1000 Table 6 shows the average of the sample numbers T included in each cluster, the average of the number of categorical variables m, and the average of ranges r i of the first five categorical variables for these three clusters. Table  7 gives the number of GP generations N F necessary to obtain the final result of feature description. We note that by using the proposed feature description method, we finally obtain 100% correct classification of samples to the underlying clusters; but the result is omitted here.
As can be seen from the result, the GP procedure to extract the clusters and to give feature descriptions works effectively after 500 or 600 GP generations even for realworld data, despite wide variations.
Indirect comparison of capability
As mentioned earlier, conventional methods such as ID3 have the purpose of presenting tree structures for classifying samples into several clusters. However, in these cases there must exist multiple clusters (groups) that have been assigned prescribed values. Therefore, these conventional methods are basically different from the method treated here, where we can obtain feature descriptions for a certain (single) cluster of samples.
But a kind of indirect comparison of capabilities is possible. For example, in the first stage we divide all samples into three clusters assigned prescribed values, and then apply the conventional methods of clustering. In the following we describe comparative studies using ID3, a typical inductive method [6] . Additionally, we try to use the conventional multivariate method for classification (Multivariate Discriminant Analysis: MDA), using only the numerical variables as inputs.
First, we prepare three clusters (cluster A, B, and C) for each dataset, having similar sample sizes. For example, if the underlying cluster is cluster A, then clusters B and C are regarded as samples outside cluster A. We use the software package for MDA analysis, and use the notations A, B, and C as the prescribed values for the samples. In the application of ID3, to avoid redundancy of the tree structure, we terminate the generation of the tree structure when about one-quarter of the samples remain to be unclassified (so-called pruning of the tree and leaves). However, we present the result for the cases where pruning of trees (leaves) is not applied. We apply the generation of the tree structure until all samples have been classified by the tree. We denote these cases as ID3-f below.
Additionally, since many logical expressions generated by the GP method are given as logical products, we try to use the conventional method to generate association rules (correlation rules). These cases are denoted as CRULE in the following. Table 8 shows the results of comparative studies of clustering for the eight real-world datasets treated in the previous section, and for the German Credit data (denoted as G in the table) by comparing the results obtained using ID3, ID3-f, MDA, and CRULE. The values in Table 8 are the rates of true classification, that is, the probability that the prescribed cluster is the same as the cluster obtained (estimated) by each method. For simplicity, the result for the proposed GP method is omitted from the table, because the classification rate of the GP method is always 100%. Table 6 . Number of samples and categorical variables (numbers and ranges) Table 7 . GP generation necessary for cluster extraction Table 9 gives a comparison of the complexity of our method in the paper (GP method) and that of the ID3, CRULE method. In the table, we show the number of nodes and leaves in the tree structure if the logical expressions for feature descriptions are represented in tree structures. In Table 9 , l-GP, l-ID3, l-ID3-f refer to the number of leaves in the GP, ID3, ID3-f methods, and n-GP, n-ID3, n-ID3-f refer to the number of nodes in the GP, ID3, ID3-f methods, respectively. a-CRULE refers to the number of logical products in the generation of association rules.
As can be seen from the results, while the true classification rate of the GP method (our method) is 100%, the corresponding rates of the ID3 and MDA methods are lower than 100%. One reason for the worse classification performance is the method of tree structure construction: in the ID3 method, in principle the same tree structure is applied to several (all) clusters for comprehensive and simultaneous classification, which results in deteriorated classification.
Additionally, in the MDA method only the linear discriminant functions are used for classification, so that the results are worse than in the cases of GP methods where logical expressions are utilized.
In addition, the size of the tree structures obtained by the ID3 method is somewhat larger than the size of the trees obtained by the GP method (our method), and they are not relevant for simple description of features. In contrast, the tree structure obtained by the GP method is simple and uses only five or six leaves and nodes on average.
As can be seen from the results, even in comparative (indirect) studies assuming that the samples are classified into several clusters, we find relatively better results for the GP method than for the ID3 and MDA methods with respect to feature extraction and description.
Conclusions
This paper has treated the realization of retrieval and feature description systems for clusters by using logical rule generation based on GP. The GP procedure for improving logical expressions was applied to feature description of the targeted clusters. The fitness of individuals was defined in proportion to the hits of the corresponding logical expression on the samples in the targeted cluster c, but also in inverse proportion to the hits outside cluster c. As applications, the GP method was applied to artificially generated samples and various real-world data.
In the future it will be necessary to apply the method of transformation of logical expressions to natural language. Further investigations will be conducted by the authors. Table 8 . Classification rate by ID3 and MDA (%) 
