Lab 5: Regressione con variabili dummy e regressione non lineare by Pasetto, Michela Eugenia
Laboratorio di Statistica Aziendale 
Modello di regressione lineare con variabili 
categoriali 
Modello di regressione non lineare nelle variabili 
Michela Pasetto 
michela.pasetto2@unibo.it 
Statistica Aziendale – Laboratorio di R 
Modello con una variabile categoriale (1) 
In un modello di regressione lineare (semplice 
o multipla) si può voler inserire una variabile 
qualitativa, per valutare l’effetto dei caratteri 
della variabile categoriale sulla variabile 
risposta. 
Per una variabile qualitativa con due modalità, 
si definisce una variabile dummy, che sarà 
inserita nel modello di regressione; 
𝑌 = 𝛽0 + 𝛽1𝑥1 + 𝛿𝐷 + 𝜀. 
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Per 𝐷 = 1, il valore di atteso di 𝑌  è pari a 
(𝛽0+𝛿) + 𝛽1𝑥1 , mentre per 𝐷 = 0  si verifica 
𝐸 𝑌 𝐷 = 0 = 𝛽0 + 𝛽1𝑥1. 
 
Il parametro 𝛽1 rappresenta la pendenza delle 
rette di regressione: infatti, vi è una retta di 
regressione con intercetta pari a 𝛽0, e una retta 
con intercetta uguale a 𝛽0 + 𝛿 . 
Modello con una variabile categoriale (2) 
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Esempio: dati sulla vendita di immobili 
• PRICE: prezzo di vendita (centinaia di $), 
• SQFT: piedi quadri di spazio vivibile, 
• AGE: età della casa (anni), 
• FEATS: numero fino a 11 di caratteristiche (lavastoviglie, 
frigorifero, microonde, cappa, lavatrice, citofono, lucernario, 
compattatore di immondizia, asciugatrice, attrezzature 
handicap, TV via cavo), 
• NE: casa posizionata vicino al settore a Nord-Est della città 
(1) o meno (0), 
• COR: casa più distante dal traffico (1) o meno (0), 
• CUST: casa con dépendance (1) o meno (0), 
• TAX: tasse annuali sulla casa ($). 
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Inserimento di una dummy nel modello 
OLS 
Si vuole valutare se, e in che misura, incida la presenza 
della dépandance sul prezzo della casa. 
Si stima un modello di regressione lineare con la variabile 
dummy CUST, inserendo, poi, dei regressori quantitativi. 
 
> mod1 <- lm(PRICE ~ CUST) 
> mod2 <- lm(PRICE ~ SQFT + CUST) 
> mod3 <- lm(PRICE ~ SQFT + CUST + TAX) 
 
La scelta dei regressori avviene grazie all’analisi della 
varianza: anova(mod2,mod3). 
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Modello con due variabili categoriali 
E’ possibile inserire in un modello di regressione lineare 
più di una variabile qualitativa. Ad esempio, con due 
variabili dummy, si otterebbe il modello 
 
𝑌 = 𝛽0 + 𝛽1𝑥1 + 𝛿1𝐷1 +𝛿2 𝐷2 + 𝜀. 
 
Nel modello di regressione 1, si inserisce la dummy NE, 
per valutare se la presenza della dépendance e la 
posizione della casa a Nord-Est determinano un prezzo di 
vendita diverso rispetto all’assenza di queste due 
caratteristiche. 
> mod4 <- lm(PRICE ~ CUST + NE) 
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Iterazione tra variabili 
In questo modo, non esiste relazione tra le due dummy: si 
considera separatamente l’effetto sul prezzo di vendita di 
una casa a Nord-Est e di un immobile con dépendance, 
ma non si valuta l’effetto sia di essere a Nord-Est sia di 
avere una dépendance. 
Tale restrizione non è necessaria: pertanto, si introduce 
un’ iterazione tra le variabili. 
 
Ciò significa che si stima un modello di regressione lineare 
nei parametri ma non lineare nelle variabili. 
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Regressione non lineare nelle variabili 
In un modello di regressione lineare nei parametri ma 
non lineare nelle variabili si stima l’effetto su 𝑌 di una 
variazione unitaria della covariata 𝑋 che dipende dal 
valore assunto dalla variabile esplicativa stessa o da 
un’altra covariata. 
 
Si considerano due casi: 
• la variazione di 𝑋1 dipende dal valore di 𝑋2 (iterazione 
tra 𝑋1 e 𝑋2); 
• la variazione di 𝑋 dipende dal valore assunto della 
variabile stessa. 
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Iterazioni tra covariate 
Le iterazioni tra variabili esplicative possono 
avvenire sia tra due dummy, sia tra una 
variabile binaria e una continua, sia tra due 
continue. 
 
Sui dati di vendita degli immobili, si valuta se 
sia significativa una iterazione tra CUST e 
COR, tra NE e SQFT, tra SQFT e TAX. 
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Regressione quadratica 
Può capitare che a seconda del valore assunto dalla 
𝑋, l’effetto su 𝑌 sia diverso. 
In questo caso, occorre specificare una funzione di 
regressione più adatta ai dati. Ad esempio, una 
funzione di regressione quadratica permette di 
ottenere un modello 
𝑌 = 𝛽0 + 𝛽1𝑥 + 𝛽2𝑥
2 + 𝜀. 
 
In un modello del genere, la stima dell’effetto su 𝑌 va 
valutata considerando entrambi i parametri. 
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Regressione logaritmica 
La trasformata logaritmica può essere impiegata 
sia su 𝑌 sia su 𝑥 (modello log-log), oppure solo sul 
logaritmo della variabile risposta (modello log-
lineare), o sulla sola covariata (modello lineare nel 
logaritmo di 𝑥). 
 
A seconda della variabile con trasformata 
logaritmica, i parametri hanno una diversa 
interpretazione. 
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Creazione di una dummy su R  
Una variabile categorica in R è identificata 
come fattore. Generalmente, questa assume 
come valori delle stringhe di testo: occorre 
trasformare la variabile qualitativa in variabile 
numerica binaria. 
Sono adatte allo scopo la funzione dummy() 
oppure as.numeric(variable == character). 
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Modello con una variabile categoriale a 
𝒎 modalità 
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Per una variabile categorica con 𝑚 > 2 
modalità, occorre creare tante variabili 
dummy quante sono le modalità (𝑚 dummy). 
 
In un modello di regressione andranno 
inserite 𝑚 − 1 variabili binarie, poiché ci si 
condiziona a una modalità altrimenti il 
modello risentirebbe di perfetta collinearità. 
Esempio 2: trasformazione di una 
variabile qualitativa di un dataframe 
Il dataset Prestige della libreria car 
presenta una variabile categorica con tre 
modalità: «colletti bianchi», «professionisti», 
«colletti blu». Per valutare l’effetto della 
professione sul prestigio lavorativo, si 
creano due variabili dummy e le si 
inseriscono in un modello di regressione: 
> lm(prestige ~ type1 + type2) 
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