Some notes on Z-matrices  by Smith, Ronald L.
Some Notes on Z-Matrices 
Ronald L. Smith 
Department of Mathematics 
The University of Tennessee at 
Chattanooga, Tennessee 37403 
Submitted by David H. Cadson 
Chattanooga 
ABSTRACT 
An inequality is obtained relating the eigenvalue of minimum modulus of an 
NO-matrix A to the eigenvahre of minimum modulus of (A/A,,)-the Schur comple- 
ment of A,, in A-where A,, is an M-matrix. Similar results are obtained for 
irreducible M-matrices and irreducible nonsingular Fo-matrices. Circulant No-matrices 
of order three are characterized in terms of their spectrum. Matrices whose inverses 
are &matrices are shown to have nonpositive almost principal minors. 
I. INTRODUCTION AND PRELIMINARIES 
Throughout we deal with n X n real nonnegative matrices and n X n real 
Z-matrices, i.e. matrices whose offdiagonal elements are nonpositive. For a 
nonnegative matrix B, let p(B) denote the spectral radius of B, and pk(B) 
denote the maximum of the spectral radii of all k x k principal submatrices 
of B. Of particular interest in the class of Zmatrices are the M-matrices [9], 
i.e. those matrices A E 2 whose form is A = tZ- B where B > 0 and 
t > p(B), and the No-matrices [6], i.e. those matrices A E 2 whose form is 
A = tZ - B where B > 0 and pn _ r(B) G t < p(B). Following Fiedler and Ptak 
[5], we let K denote the class of M-matrices and K, the closure of K, i.e., 
A E K, means A = tZ - B where B >, 0 and t >, p(B). Fan [3] examined 
those matrices in Z whose determinant is negative, whose principal minors of 
order n - 1 are negative, and whose principal minors of order n - 2 or less 
are positive for n >, 2. Following this vein, for n > 3 Johnson [6] examined 
those matrices A such that (1) A E Z, (2) all principal submatrices of order 
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n - 2 or less are in K,, and (3) at least one principal submatrix of order n - 1 
is in N,. We shall call such a matrix an F,-matrix in honor of Fan. 
A matrix A is irreducible if there is no permutation matrix P such that 
PAPT = 
where A,, and A,, are square. If A,, is a nonsingular principal submatrix of 
an n x n matrix A, the Schur complement of A,, in A [2], denoted by 
(A/A,,), is defined as follows. Let P be a permutation matrix such that 
, 
where the rows and columns of A,, and A, are in the same increasing order 
as in A. Then the Schur complement of A,, in A is (A/A,,) = 
A, - A2iA;i1Ai2. In Section II a criterion for irreducibility is obtained in 
terms of the irreducibility of the Schur complement for a certain class of 
Zmatrices which include the M-matrices, the Qmatrices, and the Fa- 
matrices. 
Fiedler and Ptkk [5, Theorem 4.51 showed that an M-matrix A has a 
positive eigenvalue m(A) of minimum modulus. Similarly, in [lo] the author 
showed that an Na-matrix A has a negative eigenvalue n(A) of minimum 
modulus and that an I$,-matrix has exactly one negative eigenvalue. In [12] 
L. J. Watford, Jr. showed (in the more general setting of an M-matrix with 
respect to a cone) that if A is an M-matrix and A,, is a principal submatrix 
of A, then m(A)< m(A/A,,). Further, he showed that if A,, A,,..., A,_, 
is a sequence of principal submatrices of the M-matrix A and for each i, 
l<i<n-1, A, is an i x i principal submatrix of A,, i, then m(A) Q 
m(A/A,) < m(A/As) d . . . < m(A/A,_i) = A/A,_,. In Section II, using 
the irreducibility criterion, these inequalities are shown to be strict when A is 
irreducible; for an Na-matrix and for a nonsingular F,-matrix similar inequali- 
ties are obtained for the negative eigenvalue. 
In [4] the spectrum of a 3 X3 circulant M-matrix was characterized. In 
Section III we characterize the spectrum of a 3 X 3 circulant N,-matrix. 
In [8] Markham defined an almost principal minor of a matrix as follows: 
If (Y and p are strictly increasing sequences on N = { 1,2,. . . , n } of the same 
length, then A[a]fi] is the minor of A with rows indexed by CY and columns 
indexed by p. We say that A[cY]/~] is an almost principal minor of A if in the 
sequence ]a - p] = ([ai - pi], lo2 - p2],. . . , (ak - pkl) exactly one term is non- 
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zero. Markham then showed that matrices whose inverses are M-matrices 
have nonnegative almost principal minors. Along these same lines Johnson [7] 
showed that matrices whose inverses are N,-matrices have nonpositive almost 
principal minors. In Section IV we show that matrices whose inverses are 
&-matrices have nonpositive almost principal minors. 
II. SCHUR COMPLEMENTS OF Z-MATRICES, M-MATRICES, 
AND &-MATRICES 
We first prove the following irreducibility criterion. The case where the 
order o(A,,) of A,, equals one was done by Johnson [6, Theorem 1.91. 
Further, Varga and Cai [ll, Corollary to Lemma 21 showed that if A E K, 
admits an LU factorization into &matrices with nonsingular L and if A is 
irreducible, then A,-the active array after k steps of the Gaussian elimina- 
tion process-is irreducible (this was done using graph-theoretic techniques). 
They then note that if A E K, is irreducible or if A E K, then A admits an 
LU factorization into &matrices with nonsingular L. It is well known that 
(1) if A,, is the nonsingular k X k principal submatrix of A in the upper left 
comer, then Ak = (A/A,,) and (2) if A E K, is irreducible, then A,, E K. 
Collecting these facts, we see that Varga and Cai have shown that if A E K, 
is irreducible, then Ak = (A/A,,) is irreducible. We show in Lemma 2.l(ii) 
below, using an inductive proof, that this holds for all A E Z such that 
A,, E K. 
LEMMA 2.1. Let M be a matrix partitioned as 
M= (2.1) 
where A,, is nonsingular, A,, f 0, and A,, # 0. Then: 
(i) If (M/A,,) is irreducible, then M is irreducible. 
(ii) Zf M E Z is irreducible and A,, E K, then (M/A,,) is irreducible. 
Proof. (i): Suppose that (M/A,,) is irreducible and that P is a permuta- 
tion matrix such that 
PMPT= ;: ; . 
( ) 
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If A,, is a proper principal submatrix of A, then there is a permutation 
matrix Q such that 
Thus, (M/A,,) is reducible, which is a contradiction. Similarly, (M/A,,) is 
reducible if A,, is a proper principal submatrix of D. So assume that A,, is 
not a proper principal submatrix of A or D. Then, there is a permutation 
matrix R such that 
RPMPTRT = 
M,, Mz? M23 MT24 
0 0 M, M, 
i Ml1 Ml, Ml, Mu’ 
where 
Again, we have the contradiction that (M/A,,) is reducible. 
(ii): Suppose that M E Z is irreducible and A,, E K. Proceeding induc- 
tively on o(A,,), the theorem is true for o(A,,) = 1 by Johnson’s result. So 
assume that o(A,,) = k, where 2 < k < n - 1, and that the theorem is true 
for all principal submatrices of M of order less than k. We may assume that 
A,, has the form 
There is a permutation matrix P such that 
Now D E K, and thus (M/D) = G - FD-‘E E Z is irreducible by the induc- 
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tive hypothesis. Hence, since 
by the Crabtree-Haynsworth quotient formula [2], the result follows from 
Johnson’s result. n 
Directly from the theorem, we have the following corollary. 
COROLLARY 2.2. Suppose M E K, (or M E N, or M E Fe), and M is 
partitioned as in (2.1), where A,, EK, A,,#O, and A,,#O. Then M is 
irreducibZe if and only if (M/A ri) is irreducible. 
It is also of interest that the generalization of Varga and Cai’s Lemma 2 to 
M 4 K, also holds by a completely analogous argument; that is, we have the 
following theorem. 
THEOREM 2.3. Let 
A = [ai-] = ;:; :” 
[ 1 22 
be an n x n Zmatrix such that A,, E K is a k x k principal s&matrix. Zf 
there is a path from vertex v, to vertex v, in the directed graph G,(A) of A 
for which r z s and min{ r, s } > k, then there is an associated path from 
vertex v, to vertex v, in the directed graph Gn_k(Ak) of the matrix Ak, 
arising in the kth step of the Gaussian elimination applied to A, where the 
vertices for Gn_,JAk) are defined to be v~+~,v~+~,...,v,. 
Johnson [6] noted that an NO-matrix A has exactly one negative eigen- 
value, which we will denote by n(A), and that if A,, is a nonsingular 
principal submatrix of A, then (A/A,,) is also an NO-matrix. We wish to 
examine the relationship between n(A) and n( A/A,,). 
THEOREM 2.4. Suppose that the No-matrix A has the form 
A= 
where A,, E K. Then n(A/Aii) < n(A). 
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Proof. It is well known [l] that 
A-‘= 
A,‘+A,‘B(A/A,,)-‘CA,’ -AP’B(A/A,,)-’ 
- (A/A,,) -1c~;i (A/A,,) -l 
. (2.2) 
Now A-’ is irreducible [6, Theorem 2.71. Since - (A/A,,)P’ is a proper 
principal submatrix of the irreducible nonnegative matrix - A _ ‘, and since 
]h] > - n(A) for all X E SPA, where A is an No-matrix [lo, Theorem 2.21, we 
have 
-1 
n(A/A,,) 
=P(-(A,A,,)-l)<~(-A-l)=-l 
n(A) 
and the result follows. n 
The proofs of the next two results are quite similar to the proofs of 
Watford’s results for M-matrices but are included for completeness. 
THEOREM 2.5. Let A be an NO-m&ix where 
A= and B= 
with BE K. Then n(A/B) < n(A/A1,) < n(A). 
All Al2 
i i A 21 A22 
Proof. By the Crabtree-Haynsworth quotient formula, (A/B) = 
((A/All)/(B/AJ). Applying Theorem 2.4 twice, we obtain n(A/B) = 
n((A/AJ/(B/Ad < n(A/Ad < n(A). n 
THEOREM 2.6. Let A,, A, ,..., A, be a sequence of principal sub- 
matrices of an N,-mQtrix A, where A, E K is a k x k principal submatrix of A 
and for each i, 1 Q i Q k - 1, Ai is an i x i principal submatrix of Ai,l. Then 
n(A/A,) -C n(A/A,_l) < *+. < n(A/A,) < n(A/A,) <n(A). 
Proof. This follows by successive applications of Theorem 2.5. n 
In a similar manner we can show that Watford’s inequalities are strict for 
irreducible M-matrices. To establish this, let A be an irreducible M-matrix 
Z-MATRICES 225 
and let Ai be an i X i principal submatrix of Ai+ 1 for 16 i < n - 1. For each 
i, 1~ i < n - 1, (A /A i) - ’ is a proper principal submatrix of the irreducible 
nonnegative matrix A - r, and by an argument similar to the proof of 
Theorem 2.4 we have 
m(A) < m(A/Ai). (2.3) 
Now suppose that i < j < n. Then Ai is a proper principal submatrix of both 
A and A j, and by Corollary 2.2 (A/A,) is an irreducible M-matrix. Applying 
the Crabtree-Haynsworth quotient formula and (2.3) twice, we obtain 
m(A) <m(A/Ai) < m(A/Aj). (2.4) 
By successive applications of (2.4) it follows that 
m(A) < m(A/A,) <+4/A,) < ... < m(A/A,_,) = (A/A,-,). 
(2.5) 
We now show that similar results hold for nonsingular F,-matrices. 
Johnson [6, Theorem 3.11 proved the following result: 
THEOREM 2.7. Let M be an FO-mutrix where n > 3. If M is nonsingular, 
then det M < 0 and M- ’ E Z with at least one positive diagonal enty. 
The author [lo, Theorem 2.51 showed that each F,-matrix M has exactly 
one negative eigenvalue, which we’ll denote by n(M). Using these results we 
now prove: 
THEOREM 2.8. Suppose the non-singular F,-matrix M has the fnm 
where n 2 4, o(A,,) 6 n - 3, A E N,, and A,, E K. Then (M/A,,) E F, and 
n( M/A,,) G n(M); further, if M is irreducible, the inequality is strict. 
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n - k and the order 
showed that 
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the order of A,, is k; then the order of (M/A,,) is 
of (A/A,,) is n - k - 1. Crabtree and Haynsworth [2] 
(M/All)ij = 
M[l,..., k,i;l,..., k,j] 
det A,, 
for i, j=k+l,..., n,and 
(M,All)[a,PI = ML1 )... ‘;yp . ..) w 
11 
(2.6) 
(2.7) 
for (u,/?c {k+l,..., n}. 
Equation (2.6) implies that (M/A,,) E 2 and that (A/A,,) is a principal 
submatrix of (M/A,,). Equation (2.7) implies that all principal minors of 
(M/A ii) of order Q n - k - 2 are nonnegative, since M E F, and (A /A ii) 
E N, by [6, Lemma 2.41. Thus, (M/A,,) E FO. 
By (2.2), (M/A,,)-’ is a proper principal submatrix of M-’ = (mij), and 
by Theorem 2.7, M-’ E Z with at least one positive diagonal entry. Let 
m=max{r&}. Then ml-M-‘>Oand 
m--&=p(mZ-M-l)>&rZ-(M,Aii)~l)=m-n(M;A >, 
11 
which implies n(M/A,i) < n(M). If M is irreducible, then p(mZ - M-‘) > 
p(mZ - (A/Ail)-l) which implies n(M/A,,) < n(M). n 
Using Theorem 2.8 and Corollary 2.2, we can prove the analogy of 
Theorem 2.5 for nonsingular F,-matrices, and similarly we have the following 
result which is analogous to Theorem 2.6. 
THEOREM 2.9. Let M be a nonsingular F,-matrix with A E NO an (n - 1) 
x (n - 1) principal submatrix of M. Let A,, A,,..., A, be a sequence of 
principal submatrices of A such that A, E K is k x k, k d n - 3, and for 
each i, l<i<k-1, Ai is an ixi principal submatrix of Ai+l. Then 
n(M/Ak> < n(M/A,_,) < * * * < n(M/A,) < n(M/A,) < n(M). Zf M is 
irreducible, the inequalities are strict. 
We note that these inequalities hold for singular F,-matrices by a continu- 
ity argument; however, it is not known whether the inequalities are then 
strict if the matrix is also irreducible. 
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III. 3 x 3 CIRCULANT No-MATRICES 
Following Fiedler et al. [4], let P be the matrix 
0 
P=O l 
1 0 
0 1, 
1 0 0 i 
and let Cp denote the class of all 3 X 3 circulant matrices, i.e. matrices of the 
form 
a,z + cw,P + a,P2 (3.1) 
where (Y,,, ai, and (Ye are real. It was shown in [4, Theorem 4.21 that if A is a 
3 ~3 circulant matrix whose row sum is 1, then A is uniquely determined 
by the eigenvalue Z(A) = (~a + lyiw + es+‘, where w = - f + i&?/2; note 
that the corresponding eigenvector is (1, w, a2)r and the other two eigenval- 
ues are the row sum 1 and Z(A). Further, it was then shown that A is an 
M-matrix if and only if Z(A) = x + iy satisfies x > 1+ ]y@. 
Note that if the N,-matrix A of the form (3.1) is in Cp, then n(A) = (Ye + 
(pi + e2 < 0, since this is the eigenvalue corresponding to the eigenvector 
(l,l, l)‘, i.e., if A=tZ-B where B>O and ~,_i(B)<t<p(B), then 
(1, 1,l)r is the Perron vector of B. Denote by Cb- ‘) the subclass of C, 
consisting of those matrices such that o0 + 0~~ + 0~~ = - 1. 
THEOREM 3.1. A matrix A E C$- ‘) is uniquely determined by the com- 
plex number Z(A). In particular, A E C&-l) is an NO-m&ix if and only if 
Z(A) = x + iy satisfies 
(i) x> -l+lylG, 
(ii) xai, and 
(iii) (x-1)2+y2>l. 
Proof. A matrix of the form (3.1) is in C$- ‘) if and only if Z(A) = CQ + 
(~iw + a2w2, where (Ye + (pi + a2 = - 1. The proof of (i) is similar to the proof 
given in [4, Theorem 4.21 for M-matrices, but is included here for complete- 
ness. If Z(A) = x + iy, then x = - 1 - ;(a, + (Ye) and y = (fi/2)(cw, - cu,), 
2.28 
which together yield 
x+1 
al= -- 3 ++ 
x+1 y 
a2= ---- 3 0’ 
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(3.2) 
(3.3) 
A 3 x 3 circulant N,-matrix A is characterized by the inequalities CQ >, 0, 
(yi < 0, o2 < 0, CY~ > (Y~(Y~, and det A = CX~ + cx: + CX~ - Sa,cw,a, < 0. For A E 
C$-l), it can be shown that the inequalities (pi < 0 and a2 Q 0 are equivalent 
to (i), the inequality (~a 2 0 is equivalent to (ii), the inequality ag 2 (Y1(Y2 is 
equivalent to (iii), and the inequality det A < 0 always holds. n 
The region defined in Theorem 3.1 is depicted as the shaded portion in 
Figure 1. 
FIG. 1. 
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IV. ALMOST PRINCIPAL MINORS OF INVERSES OF F,-MATRICES 
We now establish that matrices whose inverses are F,-matrices have 
nonpositive almost principal minors. 
LEMMA 4.1. Suppose that M is a nonsingular F,-matrix. Then all prin- 
cipal minors of M-l of order > 2 are nonpositive. 
Proof. Let M be a nonsingular F,-matrix 
M= 
and let 
be partitioned conformally with M. Then, det B,, = (det A,,)/(det M). If 1 
< o(A,,) Q n - 2, then 2 < o(B,,) < n - 1 and det B,, < 0, since det A,, > 0 
and det M < 0. n 
THEOREM 4.2. Suppose that M is a nonsingular FO-matrix. Then the 
almost principal minors of M-’ are nonpositive. 
Proof. Let M be a nonsingular F,-matrix and A an almost principal 
submatrix of M-‘. Since M-’ E Z, the theorem is trivial if o(A) = 1. WLOG 
we may assume that 
A, B(i) A= 
C(i) dij 
3 where M-l= 
First assume that o(A) = 2, so that A, = a,,. If a,, z 0, then obviously 
det A 6 0. Now consider au < 0. Note that (M-‘/a,J’ is an (n - 1) X 
(n - 1) principal submatrix of M, and moreover (1) det (M- ‘/a 11) - ’ = 
a,, det M > 0, (2) all principal minors of M of order n - 2 or less are 
nonnegative and (3) M E Z, (M-‘/a,,)-’ E K. Thus, (M-‘/a,,) > 0 which 
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implies by (2.5) that 
( Mpl/all)ij= 
detM-‘[l,i;l,j] det A 
=--0. 
a11 a11 
Hence, det A < 0. 
Now suppose that 3 < o(A) Q n - 1. Then A, is a principal submatrix of 
M- ’ of order k, where 2 < k < n - 2. By Lemma 4.1 all principal minors of 
A, of order 2 2 are nonpositive. If A, contains no nonsingular principal 
submatrix, then [6, Corollary 2.31 we may assume that A, is upper triangular 
with zero diagonal, and since M- ’ E Z, det A < 0. So now assume that A, 
contains a nonsingular principal submatrix, and let A, be a maximal nonsin- 
gular principal submatrix of A,, i.e., m is the largest integer s such that 
1~ s < k and A, is a nonsingular principal submatrix of A, of order s. Then, 
(M-‘/A,)hasordern-qwheren-kgn-m<n-l.If m=l,WLOG 
assume A,,, =(a,,), where a,, # 0, since F,-matrices are invariant under 
simultaneous permutaton of rows and columns. Then (M-‘/u,,) - ’ is an 
(n - l)x(n - 1) principal submatrix of M. If a,,> 0, then det(M-‘/a,,))i 
=a ii det M < 0, which implies that (M-‘/a,,)-’ E No. Thus, (M-‘/a,,) is 
an inverse A&matrix and hence has nonpositive almost principal minors. By 
(2.7) 
det(M-‘/a,,)[2 ,..., k,i;2 ,..., k,j] 
=detM-‘[l,...,k,i;l,..., k,j] &A 
=-GO, 
a11 a11 
(*) 
and thus det A < 0. Similarly, if ai1 < 0, then (M-‘/a,,)-’ E K and thus 
(M-‘/u 11) is an inverse M-matrix (with nonnegative almost principal minors). 
AgaindetA<Oby(*). 
If 2 < m < k, then (M-‘/A,) is an (n - m)~ (n - m) principal subma- 
trix of M, where 2<n - k< n-m< n - 2. Since M is an F,-matrix, 
(M-‘/A,)-’ E K, which again implies that (M-‘/A,) has nonnegative 
almost principal minors. By (2.7) 
det(M-‘/A,)[m+l,..., k,i;m+l,..., k,j] 
= detM-‘[l,..., k,i;l,..., k, j] det A 
det A,,, 
=--->,o, 
det A,,, 
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and thus det A < 0 by Lemma 4.1, and the theorem follows. 
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