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Abstract
In this paper a new method toH2 robust ﬁlter design is proposed. Both continuous and discrete time
settings are considered for systems subject to polytopic parameter uncertainty. Lower and upper bounds of
the true cost are determined in order to evaluate the degree of sub-optimality of the proposed robust ﬁlter.
The design method is based on the parametrization of all robust ﬁlters as a convex combination of Kalman
ﬁlters associated to each vertex of the uncertainty domain. Among all feasible ﬁlters, the one minimizing a
guaranteedH2 cost of the estimation error is determined by a pure convex programming problem, expressed
in terms of linear matrix inequalities (LMIs). The order of the robust ﬁlter is generally greater than the order
of the plant, a fact that contributes to reduce conservatism. The proposed design technique is compared with
other methods available in the literature. In several examples solved the proposed method outperforms all
other designs.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Over the past years, many researchers have devoted a great deal of attention to the design of
robust ﬁlters for LTI systems subject to parameter uncertainty. The main difﬁculty stems from the
necessity to design an unique linear ﬁlter able to cope with different models generated by a set of
uncertain parameters, keeping the estimation error norm lower than some guaranteed level [10].
Many contributions dealing with continuous-time [8,11,17,19,21] and discrete-time [7,16,18,20]
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systems, among others, are available. All of them share the same characteristic, that is, the order
of the robust ﬁlter is equal to the order of the plant.
For systems with known parameters, the minimization of theH2 norm of the estimation error
transfer function provides the celebrated Kalman ﬁlter which is linear and has the same order
of the plant [1,4]. To deal with parameters uncertainty, the optimal ﬁlter is characterized by
the equilibrium solution of a minimax optimization problem which can be interpreted as a Man–
Nature game (for more detail on this aspect, the reader is requested to see [13]). In some cases, the
equilibrium solution (if any) provides the optimal robust ﬁlter associated to the worst uncertainty,
see [14]. Unfortunately, such an equilibrium solution is extremely difﬁculty to calculate and only
recently its existence has been proven for a particular class of polytopic parameter uncertainty
[6].
In this paper the same path is followed. Continuous and discrete-time systems with parameter
uncertainty of polytopic type are considered. The equilibrium solution of the already mentioned
Man–Nature game is not exactly calculated but lower and upper bounds of the optimalH2 cost
are provided. The upper boundwhenminimized yields a robust ﬁlter which, putting aside eventual
poles and zeros cancellations, has order equal to the order of the plant times the number of vertices
of the convex polytopic domain. With this respect two features should be noticed. First, the robust
ﬁlter written as a convex combination of a set of Kalman ﬁlters is calculated from the solution of a
convex programming problem expressed in terms of pure LMIs (no line search is required as, for
instance, in [2]). Second, the greater order of the proposed ﬁlter when compared to the order of
the plant appears to be essential to reduce conservatism, yielding more accurate results. Convex
combination of Kalman ﬁlters has already been proposed to solve different ﬁltering problems
(see, for instance, [12]).
The notation used throughout is standard. Capital letters denote matrices and small letters
denote vectors. For scalars, small Greek letters are used. For real matrices or vectors (′) indicates
transpose. For square matrices Tr(X) denotes the trace function of X and, for the sake of easing
the notation of partitioned symmetric matrices, the symbol (•) denotes generically each of its
symmetric blocks. For matrices or transfer functions Uλ denotes the linear parameter dependence
Uλ := ∑i λiUi . Finally, the same notation
G(s) :=C(sI − A)−1B + D :=
[
A B
C D
]
(1)
is used either for transfer functions of continuous-time or discrete-time systems, where the real
matrices A,B,C and D of compatible dimensions deﬁne a possible state space realization. With
no ambiguity, for continuous-time systems, G(ω) denotes G(s) calculated at s = jω and for
discrete-time systems G(ω) denotes G(s) calculated at s = ejω where, in both situations, w ∈ R.
For any real signal ξ , deﬁned in the continuous or discrete-time domain, ξˆ denotes its Laplace or
Z transform respectively.
2. Preliminaries and problem statement
Fig. 1 shows the basic structure of the ﬁltering problem in terms of the indicated transfer
functions. From the exogenous signal wˆ, the transfer function H(ω) generates the transmitted
signal yˆ and, simultaneously, the signal zˆ to be estimated. Adopting the partition
H(ω) :=
[
T (ω)
S(ω)
]
(2)
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Fig. 1. Signal ﬁltering structure.
the ﬁlter transfer function F(ω) has to be designed in such a way that its output zˆf is the best
estimate of zˆ that can be obtained from the available data contained in yˆ. ForH2 robust ﬁlter
design, this problem is formally expressed as
min
F∈F maxH∈H J (F,H), (3)
where J (F,H) = ‖E(ω)‖22 is theH2 squared norm of the transfer function from the exogenous
input wˆ to the estimation error eˆ, that is E(ω) :=S(ω) − F(ω)T (ω). In the context of robust
ﬁltering, the transfer functions T (ω) and S(ω) are not exactly known. Instead, the only available
information is that the composite transfer function H(ω) given in (2) belongs to some known set
H. The setF is used to impose some desired characteristic to the optimal ﬁlter as, for instance,
stability and causality. Notice that the existence of an equilibrium solution (F ∗, H ∗) to (3) implies
that J (F ∗, H)  J (F ∗, H ∗) for allH ∈H in which case J (F ∗, H ∗) is the associated minimum
H2 guaranteed cost.
In this paper,H denotes the set of all transfer functions with ﬁxed order subject to polytopic
parameter uncertainty. In more precise terms,
H =
⎡
⎣co
⎧⎨
⎩
Ai Bi
Cyi Dyi
Czi Dzi
⎫⎬
⎭ , i = 1, . . . , N
⎤
⎦ , (4)
where co{·} denotes the convex hull of {·}. All elements ofH are assumed to be asymptotically
stable transfer functions with ﬁxed order, obtained from the convex combination of the matrices
indicated in (4). Equivalently, each element ofH denoted by H(λ, ω) (or simply by H(λ)) has
the state space representation
H(λ, ω) =
⎡
⎣Aλ BλCyλ Dyλ
Czλ Dzλ
⎤
⎦ , (5)
where the indicated matrices are given by⎡
⎣Aλ BλCyλ Dyλ
Czλ Dzλ
⎤
⎦ = N∑
i=1
λi
⎡
⎣Ai BiCyi Dyi
Czi Dzi
⎤
⎦ (6)
and λ ∈ RN belongs to the unit simplex
 :=
{
λ ∈ RN :
N∑
i=1
λi = 1, λi  0
}
(7)
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which allows us to rewrite the design problem (3) in the equivalent form
min
F∈Fmaxλ∈ J (F,H(λ)). (8)
The equilibrium solution of this minimax problem is very difﬁcult to calculate [15]. The
main reason is the highly nonlinear dependence of the transfer function H(λ, ω) with respect to
λ ∈  making the max problem indicated in (8) hard to solve. Indeed, it is important to keep in
mind that normally, H(λ, ω) cannot be written as a convex combination of the transfer functions
Hi(ω) = H(ei, ω), i = 1, . . . , N where ei ∈ RN , denoting the ith column of the identity matrix,
deﬁnes one of the N vertices of the parameter polytope . Unfortunately, the convexity of the set
H is lost, for instance, whenever matrix Aλ in (5) is not constant but depends on the unknown
parameter λ ∈ , a situation that often occurs in practice. As indicated in [6], for the particular
class of systems withH convex, the linearity of the transfer function H(λ, ω) = Hλ(ω) makes
possible the determination of the global equilibrium solution of problem (8).
In the general case, as already mentioned, the determination of the global equilibrium solution
of problem (8) is not a simple task. For this reason, our purpose here is to calculate lower and
upper bounds to the equilibrium cost (8). The novelty is twofold. First, the ﬁlters associated to
the lower and upper bounds of the optimal cost are not restricted to have the same order of the
plant, a fact that naturally allows more accurate results. Second, the ﬁlter associated to the upper
bound is a robust ﬁlter with a guaranteedH2 cost. Indeed, an upper bound to the optimal cost
(8) is obtained from the Kalman ﬁlters associated to the N vertices of the parameter polytope 
which are given by
Ki(ω) = arg min
F∈F J (F,Hi), (9)
where Ki(ω) is readily calculated using Riccati equation [1] or LMI solvers [3]. Deﬁning the
convex hull
K = co{K1(ω), . . . , KN(ω)} ⊂F (10)
and taking into account that anyF(ω) ∈K is given by the convex combinationF(ω) = Kθ(ω) =∑N
j=1 θjKj (ω) for some θ ∈ , an upper bound to the design problem (8) is given by
min
F∈Fmaxλ∈ J (F,H(λ)) minθ∈ maxλ∈ J (Kθ ,H(λ))
 min
θ∈ maxλ∈ ‖S(λ, ω) − Kθ(ω)T (λ, ω)‖
2
2
 min
θ∈ maxλ∈
∥∥∥∥∥∥
N∑
j=1
θj (S(λ, ω) − Kj(ω)T (λ, ω))
∥∥∥∥∥∥
2
2
, (11)
where the last inequality follows from the fact that both partitions S(λ, ω) and T (λ, ω) ofH(λ, ω)
do not depend on θ ∈ . Clearly the problem stated in the right hand side of (11) is easier to solve
than the original design problem (8) since the determination of the optimal ﬁlter transfer function
F(ω) has been replaced by the determination of the optimal real vector θ ∈ .
In addition, it is important to see that the set of extreme Kalman ﬁlters Ki(ω), i = 1, . . . , N
can also be used to evaluate a lower bound to the optimal cost (8), that is
min
F∈Fmaxλ∈ J (F,H(λ)) minF∈F maxi=1,...,N J (F,Hi)
 max
i=1,...,N minF∈F J (F,Hi)
 max
i=1,...,N ‖Si(ω) − Ki(ω)Ti(ω)‖
2
2, (12)
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where the last inequality follows from (9). The lower bound JL, on the right hand side of the
last inequality in (12), is simple to calculate since the transfer function of each Kalman ﬁlter
Ki(ω), i = 1, . . . , N is available.
In the sequel, it is shown by means of several examples that even though we have restricted our
search space, the robust ﬁlter calculated from the optimal solution of the minimax problem (11)
performs better, in the presence of convex bounded parameter uncertainty, than other robust ﬁlters
available in the literature to date. In addition, with the lower bound (12) and the upper bound (11)
it is possible to quantify the optimality gap and, consequently, the quality of the proposed robust
ﬁlter with respect to the paradigm deﬁned by the optimal solution of problem (8).
3. Main results
Our purpose in to solve the ﬁlter design problem (11), that is
min
θ∈ maxλ∈ ‖Eθ(λ, ω)‖
2
2, (13)
where Eθ(λ, ω) := ∑Nj=1 θj (S(λ, ω) − Kj(ω)T (λ, ω)) is the estimation error produced by the
linear parameter dependent ﬁlter F(ω) = Kθ(ω). The main difﬁculty we have to face in order to
solve problem (13) stems from the fact that the transfer functions S(λ, ω) and T (λ, ω) depend
nonlinearly on the uncertain parameter λ ∈ . Hence, denoting by (Akj , Bkj , Ckj ,Dkj ) the state
space realization of the j th Kalman ﬁlter for j = 1, . . . , N and taking into account (5), the state
space realization of the estimation error produced by the ﬁlter Kθ(ω) can be written as
Eθ(λ, ω) =
[
Aλ Bλ(θ)
Cλ Dλ(θ)
]
(14)
with Ai :=diag[Ai1, . . . , AiN ],Bi :=diag[Bi1, . . . , BiN ],Ci :=[Ci1, . . . , CiN ] and Di :=
[Di1, . . . , DiN ], where
Aij =
[
Ai 0
BkjCyi Akj
]
, Bij =
[
Bi
BkjDyi
]
(15)
and
Cij =
[
Czi − DkjCyi −Ckj
]
, Dij =
[
Dzi − DkjDyi
]
(16)
for all i, j = 1, . . . , N . The matrix (·), of appropriate dimension, is given by (θ) =
[θ1I, . . . , θNI ]′. The next two theorems provide the key results of this paper for continuous
and discrete-time systems, respectively. They stand, based on previous results of [5] and [9] that,
even though Eθ(λ, ω) depends nonlinearly on λ ∈ , using the linearity with respect to θ ∈ ,
it is possible to determine an upper bound of the objective function provided by a generic vector
θ ∈  which once minimized yields the robust ﬁlter and the associated guaranteedH2 cost.
Theorem 1 (Continuous-time systems). Assume that Di = 0 and the state space realization
(Ai ,Bi ,Ci ) satisfy the linear matrix inequalities⎡
⎣AiG + G′A′i Pi +AiL − G′ Bi(θ)• −L − L′ 0
• • −I
⎤
⎦ < 0 (17)
and [
Wi CiV
• V + V ′ − Pi
]
> 0 (18)
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for all i = 1, . . . , N with respect to the symmetric positive definitematrix variablesPi,Wi,matrix
variables L,G, V and θ ∈ . The following upper bound holds
‖Eθ(λ, ω)‖22 <
N∑
i=1
λi Tr(Wi), ∀λ ∈ . (19)
Proof. FromDi = 0 for all i = 1, . . . , N we haveDλ(θ) = 0 for all λ ∈ . On the other hand,
multiplying inequality (17) by λi  0, summing up the result for all i = 1, . . . , N and performing
the Schur Complement with respect to the third row and column we get[
AλG + G′A′λ +Bλ(θ)(θ)′B′λ Pλ +AλL − G′• −L − L′
]
< 0 (20)
which multiplied to the left by [I Aλ] and to the right by its transpose yields the parameter
dependent Lyapunov inequalityAλPλ + PλA′λ +Bλ(θ)(θ)′B′λ < 0, valid for all λ ∈ . As
a consequence, the inequality
Pλ >
∫ ∞
0
eAλtBλ(θ)(θ)
′B′λeA
′
λt dt (21)
holds for all λ ∈ . On the other hand, multiplying inequality (18) by λi  0 and summing up the
result for all i = 1, . . . , N weconclude thatV is a nonsingularmatrix satisfyingV + V ′ > Pλ > 0
for all λ ∈ . Hence, we obtain
‖Eθ(λ, ω)‖22 = Tr
(
Cλ
∫ ∞
0
eAλtBλ(θ)(θ)
′B′λeA
′
λt dtC′λ
)
< Tr(CλPλC
′
λ)
< Tr(CλV (V + V ′ − Pλ)−1V ′C′λ)
< Tr(Wλ), ∀λ ∈ , (22)
where the second inequality follows from the well known fact that for Pλ > 0 and V nonsingu-
lar the inequality V ′P−1λ V  V + V ′ − Pλ holds. The third inequality follows from the Schur
Complement of (18) and ﬁnally, from the fact that Wλ is linear with respect to λ ∈ , we get (19)
and the proof is concluded. 
The best (less conservative) guaranteedH2 cost provided by Theorem 1, denoted JH , can be
calculated from the solution of a convex programming problem. Indeed, using (19) we have
JH = inf
θ,Pi>0,Wi ,L,G,V∈
max
λ∈
N∑
i=1
λiTr(Wi)
= inf
σ,(θ,Pi>0,Wi ,L,G,V )∈
{σ : Tr(Wi) < σ, i = 1, . . . , N}, (23)
where  is the set of all matrices Pi,Wi, L,G, V and θ ∈  satisfying the linear matrix inequal-
ities (17) and (18). Hence, the optimal weight vector θ∗ ∈  is determined from a pure convex
programming problem expressed by LMIs. Once the optimal vector θ∗ ∈  is determined, the
robust ﬁlter is simply given by
F(ω) =
N∑
j=1
θ∗j Kj (ω) (24)
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withKj(ω) being theKalman ﬁlter associated to the transfer functionHj(ω) for all j = 1, . . . , N .
Moreover, fromTheorem1 and inequality (12)we haveJL  maxλ∈ ‖Eθ∗(λ, ω)‖22  JH ,mean-
ing that the quantity JH − JL is a measure of the optimality gap associated to the robust ﬁlter
given in (24). The discrete-time counterpart of Theorem 1 is as follows.
Theorem 2 (Discrete-time systems). Assume that the state space realization (Ai ,Bi ,Ci ,Di )
satisfy the linear matrix inequalities⎡
⎣AiG + G′A′i − Pi AiL − G′ Bi(θ)• Pi − L − L′ 0
• • −I
⎤
⎦ < 0 (25)
and ⎡
⎣Wi CiV Di(θ)• V + V ′ − Pi 0
• • I
⎤
⎦ > 0 (26)
for all i = 1, . . . , N with respect to the symmetric positive definitematrix variablesPi,Wi,matrix
variables L,G, V and θ ∈ . The following upper bound holds
‖Eθ(λ, ω)‖22 <
N∑
i=1
λiTr(Wi), ∀λ ∈  (27)
Proof. The proof follows the same pattern of the proof of Theorem 1, being thus omitted. For
details, see [5]. 
It is interesting to notice that for continuous and discrete-time systems, the matrices variables
W1, . . . ,WN,L,G and V are in fact independent slack variables used to linearize the nonlinear
dependence of the gramians and theH2 squared norm of the estimation error transfer function
with respect to the uncertain parameter λ ∈ . This feature is essential to get the design problem
introduced in Theorem 1 and Theorem 2, in terms of LMIs in spite of, as mentioned before, the
highly nonlinear dependence of the estimation error transfer function with respect to the unknown
parameter λ ∈ .
Since the N Kalman ﬁlters, each of them of order n, are decoupled, the amount of operations
for the determination of the estimate zf (t) provided by the robust ﬁlter at each t  0 is not
prohibitive. Indeed, it is given by zf (t) = ∑Nj=1 θ∗j zfj (t) where zfj (t) for j = 1, . . . , N is the
outcome of the j th Kalman ﬁlter with the common input y(t).
Finally, it is important to brieﬂy discuss the assumption made on the asymptotical stability
of all transfer functions belonging to the setH. Clearly, this assumption restricts all matrices
A1, . . . , AN to be asymptotically stable. As a consequence the lower bound JL is well deﬁned
and ﬁnite. Unfortunately, it is necessary but not sufﬁcient to ensure the ﬁniteness of the upper
bound JH as well. In fact, the ﬁniteness of the upper bound JH depends on the feasibility of the
LMIs provided in Theorem 1 or Theorem 2 for the continuous or discrete-time case, respectively.
4. Comparisons
In this section, several examples borrowed from the literature are solved and the performance of
the proposed robust ﬁlter is compared with available methods. Both continuous and discrete-time
systems are considered for the design of strictly proper robust ﬁlters.
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Table 1
Comparison ofH2 performance – continuous time
Uncertainty [8] [17] [19] [2] JH JL
|α|  1, |β|  1 5.728 4.867 2.382 – 2.114 2.114
|α|  1, β = α 4.819 4.373 2.382 – 2.115 2.114
|α|  2, β = α – – – 6.285 6.266 6.245
|α|  3, |β|  1 – – 93.365 – 21.566 15.509
|α|  3, β = α – – 100.963 – 26.434 12.093
4.1. Continuous time
This example has been considered in [2,8,17,19]. The linear time invariant system is deﬁned
by the transfer function
H(ω) =
⎡
⎢⎢⎣
0 −1 + 0.3α −2 0
1 −0.5 1 0
−100 + 10β 100 0 1
1 0 0 0
⎤
⎥⎥⎦ (28)
which depends on two uncertain real parameters α and β. For comparison purpose, Table 1
shows, for ﬁve different uncertainty sets, the solutions available in the literature, the guaranteed
cost JH obtained using our robust ﬁlter and the lower bound of theH2 performance JL. In all
cases considered our method provides the best robust ﬁlter and it is important to mention that
in the ﬁrst three cases, the proposed robust ﬁlter is very close to the optimal one obtained from
the equilibrium solution of problem (8). From Table 1 it is also veriﬁed that the gap between
JH and JL increases, as the uncertainty magnitude increases which implies that the robust ﬁlter
may be far from the optimal solution of (8). Even though (see the last two cases), the perfor-
mance upper bound of the proposed ﬁlter is significatively smaller than the one given in the cited
reference.
The exact guaranteedH2 cost associated to a particular ﬁlter is given by
JE(F ) := max
λ∈ J (F,H(λ)) (29)
and can be calculated for the uncertain set |α|  2, β = α by exhaustive search (gridding), pro-
viding JE(K1) = 11.112, JE(K2) = 6.245 and JE(Kθ∗) = 6.263 where θ∗ = [0.0608 0.9392]′
is the optimal solution of problem (23). On the other hand, the guaranteed cost JH associated
to a particular ﬁlter of the form Kθ(ω) can be calculated from (23) with θ ∈  ﬁxed, providing
JH (K1) = 11.386, JH (K2) = 6.493 and JH (Kθ∗) = 6.266. From these ﬁgures the following
remarks are in order. First, since as indicated in Table 1 the equality JE(K2) = JL holds, the
Kalman ﬁlterK2(ω) associated to the vertex α = β = 2 of (28) is the optimal solution of problem
(8). Second, due to the fact that in this case JE(K2) < JE(Kθ∗) but JH (K2) > JH (Kθ∗), the
optimal solution of problems (8) and (23) do not coincide. This implies that, generally, problem
(23) does not provide the solution of the trueH2 optimal robust ﬁlter design problem (8). Finally,
it is important to stress that, putting aside simple examples characterized by small N where
exhaustive search on λ ∈  can be applied, problem (29) is very hard, or even impossible to
solve, which brings to light the importance of the ﬁlter design problem (23) whose solution is
determined from any LMI solver.
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Table 2
Comparison ofH2 performance – discrete time
Example [18] [20] [16] (a) [16] (b) [16] (c) JH JL
1 69.07 66.90 52.17 51.43 – 51.384 51.381
2 151.85 97.73 70.40 63.95 56.60 54.284 54.204
4.2. Discrete time
In this section two examples treated in [16,18,20,22] are considered. In the ﬁrst example the
transfer function is deﬁned by
H(ω) =
⎡
⎢⎢⎣
0 −0.5 −6 0
1 1 + δ 1 0
−100 10 0 1
1 0 0 0
⎤
⎥⎥⎦ , (30)
where the uncertain parameter belongs to the interval |δ|  0.3while in the second one the transfer
function is given by
H(ω) =
⎡
⎢⎢⎣
0 −0.8187 + δ −6 0
1 −0.9854 + 2δ 1 0
−100 10 0 1
1 0 0 0
⎤
⎥⎥⎦ (31)
where the uncertain parameter satisﬁes |δ|  0.08. Table 2 shows the performance of several
robust ﬁlters from the literature. In both examples the proposed method outperforms all other
designs. In addition, in both examples the ﬁlters are practically optimal for problem (8) since the
associatedH2 guaranteed cost JH and the lower bound JL are almost identical.
An important aspect to be noticed, valid indistinctly for the continuous and discrete-time
systems discussed so far is that the ﬁlters proposed here performed, in all examples solved,
better than the ones available in the literature. In many cases, we can say that the associatedH2
guaranteed performance cannot be further improved since the optimal solution of problem (8)
has been (almost) reached. However, it is important to make clear that the proposed ﬁlters are all
of fourth order and the ones of the cited papers are of second order. The design of robust ﬁlters
with order greater than the order of the plant through a linear matrix inequality based method is,
in our opinion, one of the main contribution of this paper. In addition, the proposition of a simple
and easy to calculate lower bound to theH2 optimal cost is useful to evaluate the performance
of any given ﬁlter. For instance, we can verify that the second order ﬁlters proposed in [2,16] for
the third and ﬁrst cases reported in Table 1 and Table 2 respectively, are (almost) optimal.
5. Conclusion
In this paper a new approach to H2 robust ﬁlter design for continuous and discrete-time
polytopic systems has been introduced. It is based on the determination of lower and upper
bounds of the equilibrium cost of a minimax problem. Both bounds are determined from a set of
Kalman ﬁlters associated to the vertices of the convex polytopic domain. The proposed method
provides a robust ﬁlter from a convex combination of Kalman ﬁlters. The weights of the convex
combination are determined in such a way it minimizes theH2 guaranteed cost of the estimation
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error by means of a problem expressed in terms of LMIs. Hence, the design strategy consists on
the calculation of a weighted sum of the estimates provided by a bank of Kalman ﬁlters connected
to the system output. It has been veriﬁed that the strategy performs well when compared with
other design methods available in the literature to date. Some points deserve more attention in
the future. First, the determination of a system class (wider than that given in [6]) for which the
trueH2 cost and not simply an upper bound can be determined. Second, the generalization of
the present results to copeH∞ norm appears to be possible and is now under investigation by
the authors.
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