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ABSTRACT 
Necessary and sufficient conditions are given for a complex matrix T to be the 
sum of an idempotent and a square-zero matrix. These conditions are expressed in 
terms of (1) the block structure of T under similarity, as well as (2) the elementary- 
divisor structure of T. This leads to a complete characterization f which complex 
matrices are a sum of two quadratic matrices. Also, using a similar scheme, we 
characterize when a matrix is the product of an involution and a unipotent matrix of 
index 2. 
1. INTRODUCTION 
A complex matrix T is called of quadratic type if p(T) = 0 for some 
polynomial p(x)  of degree 2. In the cases that p(x)  = x 2 - x, x z, (x - 1) z, 
and x 2 - 1, the corresponding types are called idempotent, square-zero, and 
unipotent of index 2, and involution, respectively. These matrix types are so 
simple and elegant that it seems very natural to consider the problems of 
characterizing matrices decomposable, through simple operations such as 
difference, sum, linear combination, and product, into such types. The study 
of such problems has been going on for a long time. Over a quarter century 
ago, it was proved [2, 8, 18] that a complex matrix T is the product of two 
involutions if and only if T is similar to T-1. Recently, Hartwig and Putcha 
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[6] characterized when a matrix is the difference (or the sum) of two 
idempotents. Sums of two square-zero matrices and products of two unipo- 
tent matrices of index 2 were characterized by P. Y. Wu and the author in 
[15] and [16] respectively. 
In this paper, we consider sums and products of two quadratic matrices of 
mixed type. More precisely, in Section 2, we study when a complex matrix T 
is a sum of an idempotent and a square-zero matrix, and show that T is such 
a sum if and only if T is similar t° [D ~ (I  - D)] $ Emi=l $ (½I + Ji) $ ( I  
1 + P) • Q • [(I - M) • ( -N) ] ,  where 0, ~, and 1 are not eigenvalues of 
D; D and I - D have disjoint spectra; P and Q are square-zero matrices; M 
and N are nilpotent and satisfy the conditions that there exist matrices X and 
Y such that M 2 = XY, N 2 = YX, MX = XN, and MY = YN; and each Ji is 
a nilpotent Jordan block of even size (Theorem 2.10). Also, this characteriza- 
tion is expressed in terms of the elementary divisor structure of T in 
Theorem 2.11. Combining this result with [6, 13, 15], we can give a complete 
characterization of which complex matrices are a sum of two quadratic 
matrices (Remark after Corollary 2.13). 
In Section 3, using a similar framework to that in Section 2, we investigate 
which complex matrices are expressible as products of an involution and a 
unipotent matrix of index 2. We show that a complex matrix T is such a 
m 1 product if and only if T is similar to (D $ -D  -1) • E~=I $(zI  + J j )  
m2 ~"k=l ¢ ( - i I  + Jk) $ (I + P) • ( - I  + Q) • [(I - M) ¢ (N - I)-1], 
where O, +_ 1, and +_ i are not eigenvalues of D; D and -D-1  have disjoint 
spectra; P and Q are square-zero matrices; M and N are nilpotent and satisfy 
the conditions that there exist matrices X and Y such that M 2= XY, 
N 2= YX, MX-  XN, and MY = YN; and all]. andJk are nilpotent]ordan 
blocks of even size (Theorem 3.9). Again, this c'garacterization is expressed in
terms of the elementary-divisor t ucture of T in Theorem 3.10. 
We conclude this introduction by calling attention to the fact that many 
results of this paper can be extended to operators on infinite-dimensional 
spaces with a few modifications. In particular, we can completely characterize 
normal operators expressible as sums or products of quadratic operators. 
Also, readers are referred to [5, 9, 10, 12, 14, 15, 17] for some related 
research work about sums and products of quadratic operators. 
Throughout this paper, all matrices are assumed to have complex entries. 
The n X n identity matrix is denoted by I n, or I if the size is not emphasized. 
2. SUM 
To classify which matrices are expressible as sums of two quadratic 
matrices, we need first to consider when a matrix is a sum of an idempotent 
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and a square-zero matrix. The proof of this result (Theorem 2.10) is estab- 
lished through a series of lemmas. We start with the following lemma. Recall 
that for a matrix T, a(T) denotes the set of its eigenvalues. 
LEMMA 2.1. Let T = Tl CB T, be a matrix with a(T,) n (~(1 - T,) = 
0. Then T is a sum of an idempotent and a square-zero matrix if and only if 
both T, and T, are. 
Proof. We need only prove the necessity part. Assume that T = R + S, 
where 
satisfy R 2 = R and S2 = 0. A little computation yields that 
R; + R,R, = R,, s,2 + s,s, = 0, 
R,R, + R,R, = R,, s,s, + s,s, = 0, 
R,R, + R,R, = R,, s,s, + s,s, = 0, 
R,R, + R; = R,, s,s, + s,2 = 0 
and 
R, + S, = T,, R, + S, = 0, 
R, + S, = 0, R, + S, = T,. 
Hence 
T,R, = R,R, + S,R, = R, - R,R, - S,S, 
= R, - R,R, + S,S, = R, - R,R, - R,S, 
= R2( Z - T,). 
Thus a(T,) n CT( Z - T2) = 0 implies that R, = 0 (cf. [ 111). Similarly, 
S, = 0. Hence T, = R, + S, is a sum of an idempotent and a square-zero 
matrix. The same holds for T,. n 
Before proceeding, we remark that, in the proof of our main result 
(Theorem 2.10) of this section, the key idea is to decompose a matrix T into 
several parts with disjoint spectra and then use Lemma 2.1 to treat each part. 
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Such a procedure has been used several times in our study of related 
problems (see e.g. [13, 15, 16]) and will be used in the next section once 
again. The next lemma handles the case that ~r(T) = {0, 1}. 
LEMMA 2.2. Let T = (1 - M)  • N, where M and N are nilpotent. Then 
T is a sum of  an idempotent and a square-zero matrix i f  and only i f  there exist 
matrices X and Y such that M z = XY,  N 2 = YX, MX = XN, and YM = NY.  
Proof. Sufficiency: Let 
R= [ / ~]  and S= [ -M X]  
_y  
Then R 2 =R,  S 2 =0and 
[, o] 
_y  
Since this latter matrix is similar to T, T is a sum of an idempotent and a 
square-zero matrix. 
Necessity: As in the proof of Lemma 2.1, let T 1 = I - M and T 2 = N. 
Then we have 
(T  1 - $1) - (T  1 - $1) 2 = R2R 3 = $2S 3 = -S~.  
Thus 
Z 2 - Z 1 = (T  1 -- 11)51 "}- S l (Z  1 - ½1) .  (1) 
Similarly, we have 
T22 - Z 2 = (Z  2 - 1 I )$4  -~- S4(Z  2 - 11)  . (z) 
- ~ I )  S~ Pre- and postmultiplication f (1) by T 1 shows at once that (T 1 x 2 = 
SI(T 1 1 ~ _ = - i I )  . Using [3, Corollary 2], we may conclude that (T x ~I)$1 
St(T 1 - ½I), and by symmetry that (T z - ½I)S 4 = S4(T ~ - ½I). Substituting 
these results in (1) and (2), we obtain 
=  TI(T, - ' s ,  - I ) (T ,  (3 )  





S 4 = ½T2(T z - I ) ( r z  - ½I)- '  (4) 
R2R 3 = S2S 3 = -S~ = 1 ~ _ I )2 (T1  -aT ,  (T, - ½I) -2. 
½I) R3R~ = _ 1 2 _ _ 
Now, set X = -2T11(T1 - ½I)R 2 and Y = 2(T 2 - / ) - I (T  2 - I I )R  3. Then 
= -4 r ; l ( r l -  ½I )T ; I (T1 -  ½I)R2R 3 
=M 2, 
since R2(T 2 -1 )  -1= -T l lR2  and R2(T 1 -½I )= - ( r -  ½I)R v Simi- 
larly, 
YX = -4(T  2 - I ) - ' (T  2 - ½I)R3T;I(T, - ½I)R 2 
= -4(T  2 - I ) - I (T~ - ½I)(T 2 - I ) - l (T2 -  ½I)R3R 2 
= N 2 ' 
since R3T{ t = - (T  2 - I ) - IRa  and R3(T 1 - ½I)= - (T~-  ½I)R 3. More- 
over, from (3) and (4), we have 
M = -2T{ I (T ,  - ½I)S, and N = 2(T2 - I ) - ' (T2 - ~I)S4. 
132 
Therefore, 
MX = 4T i I (T1  - } I ) lS1Rz  
= -4T i -2 ( r , -  }I )2S ,  S~ 
= 4T{2(T,  - }I)~S~S4 
= -4T~(T , -  }I)~R2S4 
= -4T~I (T ,  - } I )Rt (T  2 - I ) - ' (T~ - } I )S  4 
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=XN.  
Similarly, 
YM = -4(T~ - I ) - l (Tz  - } I )R3T; I (T I  - ½I )S  1 
= -4(T~ - I ) - I (T  2 - } I ) (T2  - I ) - I (T~ - { I )R3S1 
= 4(5  - I ) - l (T2  - }1)2S3S1 
= -4 (5  - I ) -~(T~ - } I )2S4S3 
= 4(T2 - I ) -~(T2  - }I )S4(T ,  =- I ) - ' (T ,  - } I )R3  
=NY.  
The proof is complete. • 
REMARK. Let T = ( I  - M)  (9 N, where M and N are nilpotent. I f  M 
an N are linked, i.e., there exist matrices A and B such that M = AB and 
N = BA, then M and N satisfy the conditions of  the above lemma on 
choosing X = ABA and Y = B, whence T is the sum of an idempotent and a 
square-zero matrix. On the other hand, if M = 0 and 
N= 0 , 
0 
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then M and N satisfy the conditions of Lemma 2.2 on choosing 
[i °°] lixi} X = 0 1 and ¥ = 0 , 
0 0 0 
whence T is the sum of an idempotent and a square-zero matrix. But M and 
N are not linked by [4, Theorem 2]. 
Actually, using the following lemma, which is a generalization of [4, 
Theorem 2], we can restate the conditions of Lemma 2.2 in terms of the 
elementary divisors of T. For a nilpotent matrix T, let x nl, x '~ . . . .  be the 
sequence of elementary divisors of T, and write down the sequence n1 1> n 2 
>/ "-', made infinite by adjunct-ion of zeros. Then r is completely described 
(up to similarity) by the sequence n1, n 2 . . . . .  
LEMMA 2.3. Let M and N be nilpotent matrices, and let n 1 >1 n~ >1 "" 
and n' 1 >1 n' z >1 ... be the sequences constructed above for M and N respec- 
tively. Then, for any positive integer p, [nj - n~[ <~ p for all j if and only if 
there exist matrices X and Y such that M p = XY,  N p = YX,  MX = XN,  and 
YM = NY. 
Proof. Before proceeding, we note that not only is the statement of the 
lemma a generalization of [4, Theorem 2], but also the following argument is 
a modification of its proof. Also, in the following, for a vector space V, dim V 
denotes its dimension, and for a linear transformation L from a space V into 
a space W, L(V) denotes its range and ker L the kernel of L. 
Sufficiency: A~sume that M and N are defined on the spaces K and H 
respectively. Let K. = ker MJ and Hj = ker N j. It is not hard to see that our 
assertion on nj and n) is equivalent to the relations 
(1) d imKp+j  - d imKp+j_  1 ~< d imHj  - d imHj_ l ,  
(2) dimHp+j - d imHp+j_ 1 ~< dimKj - dimKj_ 1 
for j >/ 1, where we set H 0 = K 0 = 0. To prove (1), we note that ker Y c 
kerM p c K + 1' hence d imKp+ 1 - d imkerY  = dimY(Kp+j_ 1 )_ .  = J -  ' . 3 -  j 1 dim[Y(K) A~erXN- ]by  the assumptions MP=XY and XN j-1 
M j-  1X. Then, applying the linear transformation N J- 1 to the space Y(K) N 
ker XN j -  1, we  obtain 
dim[Y(K) N ker XN j - l ]  = dim[Y(K) A Hj_ l ]  
+ dim[ NJ- IY(K)  ¢q ker X] .  
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We next write down the same relations for index k + j ,  subtract, and, 
observing that NJY(K)  = NJ-  1YM(K) c N J- 1Y(K), obtain 
dimKp+j - dimKp+j_ 1 ~< dim[Y(K) n Hi] - dim[Y(K) n Hi_ l ]  
~< dimHj - dim H j_p  
Thus (1) is true. By symmetry, (2) is true also. 
Necessity: We first observe that if there exist X and Y such that M and 
N satisfy the conditions of the lemma, then for the matrices PMP-1 and 
QNQ -1, it is easy to show that these conditions till hold by using. PXQ-1 
and Qyp-1  to replace X and Y. Hence, by the Jordan canonical forms of 
matrices, we may assume, without loss of generality, that dim K = m; dim H 
= n; H has a basis a,  Na  . . . . .  N" - la  and K has a basis 
E, ME . . . . .  M m- 1~; N"a = MmE = 0; and Im - nl ~< p. If 0 ~< m - n ~< p, 
X and Y are defined by 
Xa = MPE, XNa = MP+~ . . . . .  XNn- la  = Mp+n-~,  
YE = a,  YM E = Na  . . . . .  yMm-~ = Nm-~.  
Then XYM~3 = XN~a = MP+~ -~ MPM~ for 0 ~< i -<< m - 1. (Note that if 
i>n-  1, then XN~a=M p+~=0,  since p + i>p +n-  1 > im-  1.) 
Therefore XY = M P. Next, using a similar argument, we can easily verify that 
YX = N P, MX = XN, and YM = NY. On the other hand, if 0 < n - m ~< p, 
X and Y are defined by 
Xot = E, XNot = ME . . . . .  XN"-~ot = M"-~E, 
YE = NPa, YME = Np+lot  . . . . .  YMm-~3 = N p+m-~ot. 
Then X and Y satisfy the conditions of the lemma by a similar argument as 
above. The proof is complete. • 
LEMMA 2.4. Let T be an n × n matrix with or(T) ~ {0, 1}. Then T is the 
sum of  an idempotent and a square-zero matrix i f  and only i f  T is a 
square-zero matrix, a unipotent matrix of  index 2 or T = ( I  - M)  ~B N, 
where M and N are nilpotent and satisfy the conditions of  Lemma 2.2. 
Recall that for a matrix T, tr T denotes its trace. 
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Proof• By Lemma 2.2, we need only consider the cases that o'(T) = {0} 
or {1}. I f  o ' (T )= {0} (respectively, ~r (T )= {1}), and T = R + S, where 
R 2 = R and S 2 = 0, then the fact that t rR = 0 (n) forces R = 0 ( I) .  The 
proof is complete• • 
Next, we will investigate the sum problem in the case that 0, 1 ~ or(T). 
The next lemma gives a necessary condition in such a situation• 
LEMMA 2.5. Let T be a complex matrix with 0, 1 ¢ or(T). I f  T is the 
sum of  an idempotent and a square-zero matrix, then T is similar to I - T. 
Proof. Assume that T=R+ S, where R z =R and S 2 =0.  Let U= 
RS - SR. Since T2(T -1)  2 = (R  + SR + RS) (R  + S - l )  ~ = SRSR + 
RSRS - SRS = U z and 0, 1 ¢ o'(T), U is invertible. Now, since 
= (R  + s ) (Rs  - sR) 
=RS-RSR+ SRS 
=(RS- SR)(Z-/~-S) 
= u(z -  T) ,  
the similarity of T and I - T follows• 
Note that the converse of Lemma 2.5 is not true in general. In fact, it is 
known that if o-(T) = {~}, then T is similar to I - T, but not every such T 
is the sum of an idempotent and a square-zero matrix, as the following lemma 




°o °o • 
°• 1 
0 
LEMMA 2.6. I f  T = ~[ + Jk, where k is odd, then T is not the sum of an 
idempotent and a square-zero matrix. 
Proof• I fT=R+ S, where R ~ =Rand S z=O, thent rT=trR isan  
integer, which is impossible, since k is odd. • 
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LEMMA 2 .7 .  I f  Z ~- (1 I  q-Jk ) ~ ~'~m,=l ~ (½I + Jk,), where k is odd, 
then T is not the sum of  an idempotent and a square-zero matrix. 
Proof. Assume that T = R + S, where R ~ = R and S ~ = 0. We obtain, 
as in the proof of Lemma 2.1 with T 1 = ½I + Jk and T 2 = ~m 1 • ( I I  + Jk,), 
that 
T1R 1 = R~ +SIR  1 = R 1 - R2R 3 + S1R 1 = R 1 - $2S 3 + S1R 1 
=R 1 + S~ + S1R 1, 
which implies that (T 1 - I )R  1 = S1T1,  i.e., 
( - -1 I  + Jk)R1 = $1(½I + Jk). (1) 
S imi la r ly ,  T1S 1 = Rl(T 1 - I), i.e., 
(1 I  "~ Jk )S1 = R I ( - I  I "4- Jk ), (2) 
From (1) and (2), we have 
Jk( Rl  -- S1)  -4- (R  1 - S1)Jk = T 1. (3) 
If k = 1, then T l = 0, a contradiction. Thus, in the following, we may 
assume that k > 1. Let R 1 - S 1 be the k × k matrix [xij]. Carrying out the 
matrix operations on both sides of (3) and comparing the main diagonals of 
the resulting matrices yield that 
{~ i f j  is even, 
X j j_  1 = if j is odd for 2 ~< j ~< k. 
1 But comparing the (k, k) entries, we have Xkk_ 1 = ~. This yields a contra- 
diction, since k is odd. • 
The next two lemmas provide the sufficiency conditions of our main result 
(Theorem 2.10) of this section. 
LEMMA 2.8. I f  T = I I  + Jk, where k is even, then T is the sum of  an 
idempotent and a square-zero matrix. 
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Proof. Let 
[i i] [o :] R= and S= , 
and let R o and S O be the k × k matrices 







respectively. It is easily seen that Ro s -- R o, So s = 0, and 
















- - -~ I+ 
1 0 "0 
I 0 -~  
I 
2 
I 0 -~  
I 
2 
Since this latter matrix is similar to 11 + Jk, our assertion follows• 
LEMMA 2.9. If T = D • ( I - D ), where ~r( D ) N ~(  I - D)  = 0, then 
T is a sum of an idempotent and a square-zero matrix. 
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Proof. Let 
,] ,] 
R= ¼( i _o  and s= ¼( i -o )  
Then R 2=R,  S 2=0,and  
[ 0] 
R+s- -  t -D"  
The latter matrix is similar to T, since , r (D)  N or(I  - D) = O. Thus our 
proof is complete. • 
Combining the above lemmas, we obtain the following 
THEOREM 2.10. A matrix T is the sum of  an idempotent and a square-zero 
matrix i f  and only i f  T is similar to [O • ( I  - O)] • [E~'= 1 • (½I + Jk )] ~ 
( I  + P) • Q • [(I  - M)  • N], where 0, {, 1 ~ or(D); or(D) N or( I  '-- D)  
= O; p2 = p~ = o; M and N are nilpotent and satisfy the conditions of  
Lemma 2.2; and k 1, k 2 . . . . .  k m are even. 
Proof. The sufficiency follows from Lemmas 2.4, 2.8, and 2.9. To prove 
the necessity, note that T is similar to T 1 • T 2 • T 3, where 0, ½, 1 ~ or(Tl), 
or(T 2) _ {0, 1}, and or(T~) = {~}. Lemma 2.1 implies that T, is the sum of an 
idempotent and a square-zero matrix for each i = 1, 2, 3. Thus T 1 is similar 
to I - T 1 by Lemma 2.5. Since T 1 is similar to D 1 • D~, where or(D 1) c 
1 1 1 {z :Rez> ~ or Rez  = ~ and Imz> 1}2 and or (D~)_c{z :Rez  < ~ or 
Rez= ½ arfd Imz<!}~,  the similarity of T 1 and I -T  1 implies the 
existence of an invertible matrix 
u= u3 u, 
such that 
0 D~ U 3 U 4 U 3 U 4 0 I - D 2 " 
Then D1U 1 = UI ( I  - D 1) and or(D 1) ¢q or(I  - D~) = O imply U 1 = 0. 
Similarly, U 4 = 0. Hence both U~ and U3 are invertible, and thus D l is 
similar to I - D 2. Therefore, T 1 is similar to D 1 • ( I  - D1). Let D = D 1. 
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Then 0, ½, 1 ~ ~r(D), o ' (D)  N or(I - D) = O, and T 1 is similar to D • ( I  
- D). The rest of the proof follows from Lemmas 2.4 and 2.7. • 
By Lemma 2.3, we can restate Theorem 2.10 in terms of the elementary 
divisors of T. 
TrtEOREM 2.11. A matrix T is the sum of an idempotent and a square-zero 
matrix if  and only if the elementary divisors of T obey the following 
conditions: 
(i) the elementary divisors (x -  a)  k, (x + a -  1) k, with a q= 0, ½, 1, 
occur in pairs (with the same multiplicities); 
1 k. (ii) the elementary divisors (x -  ~) ' ,  i = 1, 2 . . . . .  m, have 
k l, kz . . . . .  k m all even; 
(iii) the elementary divisors (x - 1) m', x n', i = 1,2 . . . . .  r, obey Im~-  
nil ~ 2 when listed in decreasing order. 
Since a matrix T is the sum of an idempotent and a square-zero matrix if 
and only if 2T is the sum of an involution and a unipotent matrix of index 2, 
we have the following 
COROLLARY 2.12. A matrix T is the sum of an involution of a unipotent 
matrix of index 2 if and only if Z is similarto [D • (2I  - D)] • [~]m= 1 ~ ( I  
+ Jk ) ]~9(2 I+P)~Q~[(2 I -M)~N] ,  where 0,1 ,2~ o'(D); o ' (D)  
N o-'(2I - D) = QS; pZ = QZ = 0; M and N are nilpotent and satisfy the 
conditions of Lemma 2.2; and k 1, k 2 . . . . .  k m are even. 
COaOLLAaY 2.13. A matrix T is the sum of an involution and a unipotent 
matrix of index 2 if and only if the elementary divisors of T obey the 
following conditions: 
(i) the elementary divisors ( x - a )k, ( x + a - 2) k, with a --/= 0,1,2, oc- 
cur in pairs (with the same multiplicities); 
(ii) the elementary divisors (x - 1) k', i = 1, 2 . . . . .  m, have k 1, ka . . . . .  k m 
all even; 
(iii) the elementary divisors (x - 2) m', x"', i = 1, 2 . . . . .  r, obey Im~ - 
n~l <~ 2 when listed in decreasing order. 
REMARK. First we note that a matrix T with o'(T) = {a,/3} is quadratic 
if (T - a I ) (T  - /3 I )  = 0. And any matrix T is the sum of two quadratic 
matrices with spectra {oq,/31} and {a2,/32} respectively if and only if T - 
(a  I + a2) I  is the sum of two quadratic matrices with spectra {0,/31 - al} 
and {0,/3~ - ore} respectively. Thus, to characterize when a matrix is the sum 
of two quadratic matrices, it suffices to classify the classes Q,,a = {T : T = T 1 
140 JIN-HSIEN WANG 
+ T2, where T~ = aT  1 and T~ =/3T2}, or,/3 ~ C. There are four cases to 
consider: (1) a =/3 = 0, (2) a/3 # 0 and tr = -4-/3, (3) or/3 =~ 0 and ot 4= 
+/3, or (4) either a # 0 and /3 = 0 or a = 0 and /3 # 0. The first three 
cases have been treated in [15, Theorem 2.11], [6, Theorem la], and [13, 
Theorem 2.11] respectively, and the last case can be handled by Theorem 
2.10. As a consequence of these results and [1], we have 
COROLLARY 2.14. Let t~,/3 ~ C, and T be a complex matrix with 
0, or,/3, ol +/3 ~ tr(T). Then the following statements are equivalent: 
(i) T ~ Qa~; 
(ii) T is similar to (a +/3) I  - T; 
(iii) there exists an involution V such that TV = V[(a +/3) I  - T]; 
(iv) T is similar to [~(a + f l ) I  + D] • [~(t~ + f l ) I  - D], where 
O, + ~(a +/3), +_ ~(~ - /3 )  ~ tr(D) and ~(D)  N t r ( -D)  = 0 .  
3. PRODUCT 
In this section, we consider products of an involution and a unipotent 
matrix of index 2. Throughout this section, all unipotent matrices are assumed 
to be of index 2. To investigate this problem, we use an analogous framework 
to that in the sum problem. We start with the following 
LEMMA 3.1. Let T = T 1 • T~ be an invertible matrix with or(T 1) t3 
( -  T~ 1) = 0 .  Then T is the product of an involution and a unipotent if  and 
only i f  both T 1 and T 2 are. 
Proof. We need only prove the necessity part. Assume that T -- R(I  + 
S), where 
~ S ~ ~ 
R = Ra R4 Sa $4 
R 2 = I, and S 2 = 0. A little computation yields that 
R~ + R 2 Rz = I, 
RIR z + R2R 4=0,  
R3R 1 + R4R 3 = O, 
R3R 2 + R~ = I, 
S~1 + SzS 3 =0,  
S1S ~ + S 2S 4 = O, 
$3S 1 + S 4S 3 = O, 
S 3 S 2 +~ S~ = 0 
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and 
RI( I + $1) + R~S a = T1, 
RIS z + R2( I + $4) =0,  
R~( I + $1) + R4S 3 = O, 
R3S z + R4( I + S,)  = T 2. 
Hence 
R2T 2 = R2RaS 2 + R~R4( I + S,)  
= ( I -  - R ,&(x  + s4) 
= S 2 - R~S 2 - R I ( -R1S2)  
S 2 . 
Similarly, we have T1S ~ = -R  2, RaT 1 = S 3, and T2S 3 = -R  3. Therefore 
T1S 2 = -S~T~ 1. Thus o-(T 1) N ¢r ( -T~ - l)  = O yields that S z = 0 (cf. [11]). 
By symmetry, R~ = 0. So T 1 = RI( I  + S 1) is a product of an involution and a 
unipotent. The same holds for T~. • 
To investigate when a matrix T is the product of an involution and a 
unipotent, we divide the problem into several cases. The next lemma handles 
the case that o ' (T)  = {1, -1} .  
LEMMA 3.2. Let T = ( I  - M)  • (N  - 1) -1, where M and N are nilpo- 
tent. Then T is the product of  an involution and a unipotent i f  and only i f  
there exist matrices X and Y such that M 2 = XY, N 2 = YX, MX = XN, and 
YM = NY. 
Proof. Sufficiency: Let 
= and S = 
- I  
Then R ~ =I ,  S ~ =0,  and 
= [ I -M+X( I+N) - IY  
I -y  
= [ I -M+M2( I _y  +M)  -1 
I-My 
0 ] 
- ( I+N)  
° 1 - (  I + N)  ' 
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since ( I  + N) - IY  = Y ( I  + M)  -1 and XY --- M e. The latter matrix is similar 
to T, and thus T is the product of an involution and a unipotent. 
Necessity: As in the proof of Lemma 3.1, let T 1 = I - M and T e -- (N - 
I)-1. Then we have 
R1T 1 = R21( I + $1) + R1R~S 3 
= I + s~ - n~n~( i  + s)  + n~n3( I  + sl )  
= x + s~. (1) 
Similarly, we have 
T~( r - Sl) = n~. (2) 
Using (1) and (2), we obtain that R1T 1 + T{IR1 = 21. Since o'(T 1) N 
o ' ( -T [  1) = 0 ,  the Rosenblum operator ,rl(_rl)-~ is one to one (cf. [7, 
Corollary 3.2]) and hence R~ = 2(1 + T~)-~TI . Therefore, R~R 3 = I - R~ 
= ( I  + T3) -~( I  - T~)2(I + T~) e. Similarly, R3Re = ( I  + T~) -e ( I  - 
T2)2(I + Te) ~. Now, let 
X=( I+ 
Then XY = ( I  + T3)z( I  
YX= 
T~)2(Z + r l ) -~n2 and r = R3. 
+ T1)-2R2R3 = ( I  - T1) 2 = M ~ and 
- -  ( t  + r~)~( I  - r~) -~n~n~ 
= r~(z  + r~) ( I  - r~)-~n~n2 
= r f~(z  + r~) ~ 
= (x + r~)  ~ 
=N 9-, 
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since T1R9 = -T~IR=. Moreover, since M = I - T 1, N = I + T~ -1, and 
RaT 1 = -T~IRa,  we have 
= (Z + T?)=(Z + T~)-~(Z- r~)a~ 
=( I  + r?)=(r + T~)-~a~(t + r;~) 
- -XN 
and 
rM--  a3(I - rl) - - ( I  + T~l)a3 -- SY. 
This complete the proof. 
REMARK. As noted in the remark after Lemma 2.2, if M and N are 
nilpotent and linked, then T = ( I  - M)  • (N - I )  is the product of an 
involution and a unipotent, since N - I is similar to (N - I ) -1 .  On the 
other hand, let M - 0 and N = J3. Then T = ( I  - M)  • (N - I ) -1  is the 
product of an involution and a unipotent. But M and N are not linked. Also, 
using Lemma 2.3, we can restate the conditions of  Lemma 3.2 in terms of the 
elementary divisors of T. 
LEMMA 3.3. Let T be a matrix with ~r(T) c {-1 ,  1}. Then T is a 
product of an involution and a unipotent if and only if either T or -T  is a 
unipotent or T is similar to ( I  - M) • ( N - I)-1, where M and N are 
nilpotent and satisfy the conditions of Lemma 3.2. 
Proof. By Lemma 3.2, we need only consider the cases that o'(T) = {1} 
or tr(T) = {-1}.  We start with the case that tr(T) = {1}. To prove the 
necessity, assume that T = I + N and T = R(I + S), where N is not 
square-zero, R2 = I, and S ~ = 0. I f  R = I, then N = S, which is a contra- 
diction. I f  R = - I ,  then tr(T) --- {-1},  which is absurd. Hence we may 
assume that 
o] 
144 JIN-HSIEN WANG 
is nondegenerate. Since T = R(1 + S), we have T -1 = ( I -  S )R .  Hence 
RT + T -1R = 2I.  This implies that R = 2(1 + T2) - IT ,  since the 
Rosenblum operator ~'T(_T-I~ is one to one (cf. [7, Corollary 3.2]). So 
TR = RT .  Let  
[ 1 [sl T 1 T~ and S = T= :/,3 T4 S3 $4 
Then, by computation, we have T 2 = T 3 = 0 and Sz = S 3 = 0. Therefore S 4 
is square-zero. Thus {1} = tr(T 4) = t r ( -1  - S 4) = { -  1}, which is impossi- 
ble. So the necessity follows. 
The sufficiency is clear, and the case tr (T)  = { -  1} is analogous. So the 
proof is complete. • 
Next, we will investigate the product problem in case that + 1 ~ tr(T).  
The next lemma gives a necessary condition in such a case. 
L~,MMA 3.4. Let  T be an invertible matrix wi th +_ 1 f~ t r (T) .  I f  T is the 
product  o f  an involution and a unipotent,  then T is similar to - T -  1. 
Proof. Assume that T=R( I+S) ,  where R e - - I  and S 2=0.  Then 
-T  -1 = (S - I )R  = SR - R. Let V = RS - SR and U = (RS  - SRX I  + 
S) = RS - SR - SRS. Since (T  2 - I ) (T  -2 - I )  = -V  2 and + 1 ~ ~(T) ,  
V is invertible. Hence U is invertible. Now, since 
UT = (aS  - SR  - SRS) (R  + RS)  
= RSR + RSRS - S - SRSR - SRSRS 
= (sa  - R ) (as  - sR  - sRs)  
= -T -1U,  
the similarity of T and - T -  l follows. 
Note that the converse of Lemma 3.4 is not true in general. In fact, it is 
known that if t r (T)  = {i} or {- i} ,  then T is similar to -T  -1 (cf. [2, 1.emma 
1]), but not every such T is the product of an involution and a unipotent, as 
the following two lemmas show. 
LV, MMA 3.5. I f T  = ( i I  + Jk) ~ F '~ I  ~ ( i I  + Jkj), where k is odd, then 
T is not the product  o f  an involution and a unipotent.  
SUMS AND PRODUCTS OF TWO QUADRATIC MATRICES 145 
Proof. Assume that T=R( I+ S), where R 2 = I  and S 2 =0.  We 
obtain, as in the proof of Lemma 3.2 with T 1 = il + Jk and T 2 = F.j== 1 ~ (iI 
+ Jkj), that 
RIT 1 = [ + S 1 (1) 
and 
T I ( I  - S l )  = a .  (2)  
I f  k = 1, then T 1 = i. Adding (1) and (2) yields the ludicrous 0 = 2. 
Thus, in the following, we may assume that k > 1. Let I - S t be the k × k 
matrix [x~j]. Then (1) and (2) imply that 
( i I  + Jk ) [xq] ( i I  +Jk)  = I + S 1 = 21 - [x, j ] .  
Carrying out the above multiplication and comparing the entries in the lower 
triangular parts of the resulting matrices on both sides yield that x21 --- . -2 i ,  
Xal . . . . .  xkl = 0, x3~ . . . . .  xk2 = 0, x43 = -2 i ,  xsa . . . . .  xk3 = 
0, and so on. In particular, we obtain 
-2 i  ifjiseven, 
Xj j -1  -~ 0 i f j  is odd for 2 ~<j ~< k. 
But comparing the (k, k) entries, we have ix k k- 1 - xkk = 2 -- Xkk, which 
implies that Xxk_ 1 = -2 i .  This yields a contradiction, since k is odd. The 
proof is complete. • 
LEMMA 3.6. I f  T = ( - i I  + Jk) ~ ~1 ~ ( - i I  + Jk ), where k is odd, - j 
then T is not a product of  an involution and a unipotent. 
Proof. Since T is a product of  an involution and a unipotent if and only 
if - T is, the lemma follows from Lemma 3.5. • 
The next two lemmas provide the sufficiency condition of our main result 
(Theorem 3.9) of  this section. 
LEMMA3.7. I f  T= iI + Jk or - i I  + Jk, where k is even, then T is a 
product of an involution and a unipotent. 
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Proof. Let  
o] s[1 
- 1 1 ' 
and let R o and S O be the k × k matrices 
R 
R and . 
°°° o° 
0 
respectively• It is easily seen that Ro 2 = I, So 2 = 0, and 
Ro( I  + So) = 
a(t  + s) as 
R(I + s) 
0 
RS 
= i I  + 
"i 2i i i 
i - i  i 
i 2i  
i 
-0  2i 
0 - i  
0 2i  
0 
i i 
- i  i 
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Since this matrix is similar to i I+ Jk ,  T=i I+ Jk  is a product of an 
involution and a unipotent. On the other hand, ( -RoX I  + S 0) is similar to 
- i I  + Jk; thus our assertion follows, • 
LEMMA 3.8. I f  T is invertible and or(T) C~ ~( -T  -1) = 0,  then T 
( -T -1 )  is a product of an involution and a unipotent. 
Proof. Let ., 
[0 ° [ '  
R'= T-1 and S = I " 
Then R 2 = I ,  S ~ = O, and 
R( I+S)~[T  2T ] 
0 -T  -1 " 
This latter matrix is similar to T • ( -T - l ) ,  since or(T) (~ c r ( -T  -1) = O. 
The proof is complete. • 
Combining the above lemmas, we obtain the following 
THEOREM 3,9. A matrix T is a product of an involution and a unipotent 
m I . ~m 2 if and only if T is similar to (D ~ - D -1) oE j= I  o (d+J j )  O k=l ~ 
( - i I  + Jk) o ( I  + P) O ( - I  + Q) ~ [(I - M) ~ (N - I)- I] ,  where O, 
+1, ++. i ~ or(D), tr(D) N c r ( -D  -1) = f~, P2 = Q2 =0,  M and N are 
nilpotent and satisfy the condition of Lemma 3.2, and all Jj and Jk are 
nilpotent Jordan blocks of even size. 
Proof. The sufficiency follows from Lemma 3.3, 3.7, and 3.8. To prove 
the necessity, note that T is similar to T 1 • T 2 • T 3 • T 4, where 0, +_ 1, _ i 
o'(T1), o'(Tz) c {-bl}, cr(T 3) = {i}, and cr(T 4) = {-i}. I_emma 3.1 im- 
plies that T~ is a product of an involution and a unipotent for each i = 
1, 2, 3, 4. Thus T 1 is similar to -T{  1 by Lemma 3,4. Since T 1 is similar to 
D 1 • D 2, where cr(D 1) _ {z: Izl < 1 or Izl = 1 and Re z > 0} and o'(D 2) 
_{z : l z l>  1 or [z l= 1 and Rez <0}, the similarity of T 1 and -T{-I 
implies the existence of an invertible matrix 
U1 U2] 
u= u~ tz~ 
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such that 
[D,o De0 ][ U1U3 -D110 
U4 U3 U4 -D~ 1 " 
Then D1U= -UD{ 1 and ¢r(D 1) N ~r(D~ -1 )=O imply that U 1 =0 (cf. 
[11]). Similarly, U 4 = 0. Hence both U~ and U a are invertible, and thus D e is 
similar to - D 11 as desired. • 
Using Lemma 2.3 again, we can restate Theorem 3.9 in terms of the 
elementary divisors of T. 
THEOREM 3.10. A matrix T is a product of an involution and a unipo- 
tent if  and only i f  the elementary divisors of T obey the following conditions: 
(i) The elementary divisors (x - a )  k, (x - a - l )  k, with a ~ O, + 1, +_ i, 
occur in pairs (with the same multiplicities); 
(ii) the elementary divisors (x - i )  k', (x +i)ts, i = 1,2 . . . . .  m, j = 
1, 2 . . . . .  p, are such that k 1, k e . . . . .  k~ and 11, I e . . . . .  lp are all even; 
(iii) the elementary divisors (x - 1) m', (x + 1)",, i = 1, 2 . . . . .  r, obey 
Im~ - nil < 2 when listed in decreasing order. 
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