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Il lavoro presentato in questa tesi si  e focalizzato sull'analisi dello stato dell'arte
e delle tecniche attualmente utilizzate nella ricostruzione di modelli tridimensio-
nali. Fra tutte le possibili soluzioni, consideriamo il caso estremo nel quale non
sia possibile recuperare dati di profondit a attraverso sensori 3D e in cui sia a
nostra disposizione un solo frame/immagine della scena. Tale condizione richiede
di arontare il problema in maniera sostanzialmente diversa dalle soluzioni classi-
che. La singola immagine ore una quantit a di informazioni ridotto. Un esempio
su tutti  e rappresentato dalle occlusioni presenti nella scena, ovvero parti della
scena tridimensionale rese non visibili a causa della prospettiva di osservazione,
o di oggetti interposti tra l'occlusione stessa e il punto dal quale  e osservata la
scena. La soluzione trovata non sar a dunque univoca, ma dovr a esser scelta tra
un'innit a di soluzioni possibili. Da un lato va presa in considerazione la qualit a
visiva della soluzione scelta, dall'altra va considerata un'analisi prestazionale del-
l'algoritmo, in termini di errore sui dati, calcolati su apposite immagini di training
delle quali  e disponibile il dato di profondit a, precedentemente acquisito tramite
scansione laser. Dopo aver visto quali sono gli algoritmi usati in tale scenario, si
pone particolare attenzione ad uno di essi: Make 3D. Successivamente si andranno
a sviluppare alcune idee e concetti poi utilizzati nella modica del codice e si con-
fronteranno i risultati ottenuti con quelli di partenza. I due tipi di ottimizzazione
non necessariamente presentano un andamento lineare: quella che dati alla mano
risulta essere la soluzione ottimale non necessariamente risulta anche visivamente
migliore di una soluzione pi u povera, che magari va ad "appiattire" dettagli irri-
levanti o, addirittura, fastidiosi all'occhio umano. In questo tipo di ricostruzione
dunque va cercato il compromesso migliore tra qualit a visiva/soggettiva e qualit a
reale/oggettiva.Indice
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xiiiCapitolo 1
Modelli 3D: principi base e
creazione
1.1 Generazione di modelli 3D
Nell'ambito della visione computazionale la generazione di strutture tridimensio-
nali a partire da proiezioni bidimensionali,  e, ancora oggi, un problema aperto.
Diversi sono i metodi usati, e di nuovi ne vengono sempre proposti. Questo primo
capitolo analizza i metodi per la generazione di modelli tridimensionali di oggetti
reali. Le propriet a intrinseche all'immagine, l'analisi delle diverse componenti che
collegano proiezioni 2D e modello 3D associato, vengono qui presentati.
I metodi per l'acquisizione automatica dei volumi di un oggetto sono svariati. Una
prima classicazione pu o dividere sistemi ri
essivi e trasmissivi (es. raggi X). Per
le nalit a e gli scopi di questa tesi verranno presi in esame solo i sistemi di tipo
ri
essivo, in particolare quelli ottici, quelli che cio e operano con la luce ri
essa
dagli oggetti, allo stesso modo del nostro sistema visivo.
Il principio base dell'image base modeling  e molto semplice: gli oggetti irradia-
no luce visibile, questa pu o essere catturata attraverso l'uso di una convenzionale
telecamera. Le caratteristiche della luce dipendono da diversi fattori quali: illu-
minazione della scena, geometria delle superci, ri
ettanza delle superci stesse.
L'analisi al calcolatore permette poi di stimare la natura 3D degli oggetti. Le
diverse tecniche vengono classicate soprattutto in base all'impiego (o meno) di
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diverse fonti di illuminazione esterne. Distinguiamo dunque tra due importanti
categorie:
metodi attivi: sistemi che irradiano la scena di interesse con opportune radia-
zioni elettromagnetiche (n.b: volendo anche a frequenze non visibili all'occhio
umano, es. infrarossi). In questo caso si ricorre all'uso di pattern luminosi,
luce laser, radiazioni IR, etc.
metodi passivi: si basano esclusivamente sull'analisi di immagini di colore
della scena cosi come  e, sfruttando una o pi u riprese della telecamera, unico
strumento di analisi.
I primi hanno il vantaggio di raggiungere risoluzioni elevate, con precisione adatta
anche ad applicazioni industriali, richiedendo per o un costo notevole e permettendo
un'applicabilit a ristretta a determinati ambiti. I secondi, pur avendo prestazioni
esponenzialmente inferiori, presentano una maggiore duttilit a, ampia versatilit a e
applicabilit a in diversi contesti, oltre ad un costo ridotto.
1.2 Metodi ottici
Pur non potendo ricreare fedelmente i processi alla base della ricostruzione tridi-
mensionale del sistema visivo umano, la visione computazionale deve analizzare
tutti gli aspetti che in un'immagine sono legati alla percezione della profondit a di
una scena: sfocamento, parallasse(disparit a), chiaroscuro, tessiture. Tutte le tec-
niche computazionali, attive o passive che siano, devono fare riferimento a questi
\indizi" e ad altri fenomeni ottici, nel processo di modellazione. Tra la famiglia
dei metodi ottici passivi abbiamo, ad esempio:
 depth from focus/defocus
 shape from texture
 shape from shading
 stereo fotometrico
 stereopsiCapitolo1. Modelli 3D: principi base e creazione 3
 shape from silhouette
 shape from photo-consistency
Tra quella dei metodi ottici attivi invece:
 active defocus
 stereo attivo
 triangolazione attiva
 interferometria
 tempo di volo (TOF)
Figura 1.1: Tassonomia dei sistemi di acquisizione.Capitolo1. Modelli 3D: principi base e creazione 4
1.3 Immagini Range
Molti dei dispositivi ottici per l'acquisizione della supercie 3D di un oggetto
o di una scena restituiscono un'immagine range, cio e un'immagine nella quale
a ciascuna coordinata bidimensionale (x,y)  e associata la relativa distanza dal
sensore al primo punto visibile della scena.
Figura 1.2: Esempio di immagine range.
Un'immagine range  e costituita da misure discrete di una supercie 3D, rispet-
to ad un piano di riferimento (il piano della telecamera). Questa di solito viene
anche chiamata immagine 2.5D. Un sensore range  e un dispositivo (apparecchia-
ture e software) che produce per l'appunto un'immagine range. La qualit a di tale
immagine si misura secondo i seguenti parametri:
 risoluzione: la pi u piccola variazione di profondit a alla quale  e sensibile il
sensore
 accuratezza: errore tra valore rilevato e valore esatto
 precisione: deviazione standard su una serie di misure ripetute sullo stesso
valore
 velocit a: misure ottenibili nell'unit a di tempo
Tra i tipi di sensori pi u utilizzati possiamo citarne alcuni:
(i) Laser Scanner 3D: I sistemi di misura basati sul laser sfruttano una
lama di luce (Laser) per digitalizzare le parti. Attualmente, gli scanner laser
pi u utilizzati sono di due tipologie distinte:
a) Scanner manuali
b) Scanner laser ssiCapitolo1. Modelli 3D: principi base e creazione 5
Con gli scanner laser manuali, attraverso una movimento manuale  e possibile
acquisire i dati spazzolando la parte su e gi u oppure svolgendo un movimento
da destra verso sinistra. Gli scanner ssi montati su un cavalletto sono
in linea di massima pi u precisi degli scanner laser manuali e orono una
migliore accuratezza. Entrambi i sistemi possono far uso di targets in modo
da allineare progressivamente le varie misure;
(ii ) Luce strutturata: Gli Scanner a luce strutturata sono composti gene-
ralmente da una testa ottica montata su un treppiede. Alcune applicazioni
particolari prevedono il montaggio della testa ottica su un robot antropo-
morfo con diversi gradi di libert a. Questo dispositivo di misura 3D genera,
attraverso l'utilizzo di un proiettore, un pattern che viene proiettato diret-
tamente sulla supercie da digitalizzare. Nell'arco di qualche secondo le
dimensioni del pattern (o frangia) vengono ridotte in larghezza; attraverso
questa operazione il software  e in grado di stabilire ed estrarre le coordinate
3D dei punti in modo da restituire velocemente una nuvola di punti;
(iii) Time of Flight: Una camera Time of Flight (ToF Camera)  e un si-
stema per l'acquisizione di immagini range che cerca di risolvere le distanze
basandosi sulla conoscenza della velocit a alla quale viaggia la luce, misuran-
do con accuratezza il tempo di volo tra la telecamera ed il soggetto di un
segnale luminoso, per ciascun punto dell'immagine. Le camere ToF rappre-
sentano una classe nell'insieme dei sistemi LIDAR (Laser Imaging Detection
and Ranging) che si contraddistinguono per l'assenza di scansione. Questo
tipo di sistemi ha cominciato a diondersi solamente nell'ultimo decennio[1],
con l'aumentare della velocit a disponibile in alcuni dispositivi attraverso la
tecnologia a semiconduttore. Le telecamere ricoprono distanze che vanno
da alcuni metri no a profondit a massime di 60 metri. La risoluzione  e di
circa 1 cm. La risoluzione laterale risulta sicuramente bassa se comparata
con telecamere 2D standard, arrivando attualmente a risoluzioni massime
di 320x240 pixel[2] [3] . Comparate per o con i metodi di laser scanning, le
camere ToF operano ad alta velocit a, restituendo sino a 100 immagini al
secondo.Capitolo1. Modelli 3D: principi base e creazione 6
1.3.1 Comparazione tra sensori Laser e Luce strutturata
Spesso si  e soliti confondere i due tipi di sensori. Pu o essere utile fare un breve
confronto tra i due in modo da capire pregi e difetti di ognuno:
Tecnologia: gli scanner che utilizzano il laser campionano la parte da misurare
utilizzando generalmente una sola lama di luce 3D mentre gli scanner a lu-
ce strutturata campionano l'oggetto proiettando progressivamente una serie
di frange con larghezze diverse. A causa della ripetibilit a delle letture (o
campionamenti)  e dimostrato che uno scanner a luce strutturata ore una
qualit a migliore rispetto a un laser.
Velocit a: rispetto agli scanner a luce strutturata gli scanner laser hanno avuto
per diverso tempo un potenziale vantaggio in termini di velocit a in quanto
era possibile ottenere con un unico movimento una lettura pi u veloce. Grazie
per o all'introduzione di una nuova serie di telecamere, un'elettronica rinno-
vata e a processori sempre pi u potenti la luce strutturata  e in grado di orire
tempi di misura nell'ordine del secondo producendo nuvole dell'ordine di un
milione di punti. Gli scanner a luce strutturata diventano un ottimo stru-
mento per acquisire volti umani e per eettuare attivit a di body scanning
recuperando, tra l'altro, anche le informazioni relative al colore.
Area di scansione: gli scanner laser eettuano generalmente la misurazione di-
videndo la lama di luce in una serie di punti disposti nello spazio. L'acquisi-
zione dei punti  e bidimensionale e si ottiene per eetto dello stiramento della
lama proiettata sulla parte da digitalizzare. Gli scanner a luce strutturata
sono invece in grado di acquisire i punti ordinati direttamente in 3D pro-
ducendo quindi nuvole di punti intrinsecamente migliori dei sistemi basati
sull'acquisizione tramite scansione laser.
Condizioni di illuminazione: gli scanner laser hanno la capacit a di alzare il
guadagno (gain) per ottenere le informazioni anche in quegli ambienti le cui
condizioni di illuminazione sono precarie (illuminazione diusa per esem-
pio). I dati sono in genere rumorosi e spesso imprecisi. Gli scanner a luce
strutturata richiedono che le condizioni di illuminazione ambientale siano
controllate in quanto la lettura dei dati  e determinata dalle prestazioni del
proiettore. Scansioni in ambienti all'aperto e con luce diurna producono diCapitolo1. Modelli 3D: principi base e creazione 7
norma scarsi risultati e il laser  e sicuramente la scelta migliore. Se le acqui-
sizioni vengono invece eettuate in uci e/o locali chiusi in cui  e possibile
controllare le sorgenti luminose la qualit a delle misurazioni ottenute con la
luce strutturata sono certamente migliori in termini di qualit a superciale e
accuratezza rispetto alla tecnologia al laser.
Sicurezza: i Laser, grazie alla loro capacit a di concentrare l'intensit a della luce
ed energia in uno spazio molto piccolo, presentano diversi problemi legati
alla sicurezza, in particolare in tutte quelle circostante in cui il raggio laser
entra in contatto con l'occhio. I sistemi di scansione al laser devono essere
certicati secondo rigide normative e comunque rimanere al di sotto della
Classe 2D per essere destinati all'acquisizione di corpi umani, visi, piedi e
cos  via. La luce strutturata  e basata semplicemente sulla luce bianca o
blu (recentemente sono stati proposti anche algoritmi con luce struttura-
ta con frequenze diverse, ma sempre nel range della luce visibile (380-760
nm))pertanto pienamente compatibile per eettuare misurazioni anche di-
rettamente sul volto di una persona. In sintesi, ogni tecnologia ha i suoi pro
e contro. Individuare il tipo di tecnologia pi u adatto dipende in gran parte
delle esigenze del progetto (es. oggetto da digitalizzare, ambiente, colore del
materiale, precisione, risoluzione).
1.4 Elaborazione dei dati
Il processo di acquisizione del volume non si esaurisce per o con la semplice ac-
quisizione della profondit a anche se ne costituisce il passo fondamentale: per un
modello completo infatti vanno acquisite pi u immagini range, da diverse prospetti-
ve. I dati poi vanno allineati, corretti e fusi tra di loro, ottenendo cos  una maglia
poligonale. Possiamo dividere il processo in 3 fasi:
(i) registrazione: l'allineamento che viene fatto per trasformare le varie
misure in misure con un unico sistema di riferimento comune;
(ii ) fusione geometrica: volta ad ottenere un'unica supercie tridimen-
sionale dalle varie immagini range;
(iii) semplicazione della maglia: i punti ridondanti vengono eliminati,
viene semplicato il sistema in modo da renderlo pi u maneggevole.Capitolo1. Modelli 3D: principi base e creazione 8
Un'immagine range Z(X,Y) dunque denisce un insieme di punti 3D del tipo
(X,Y,Z(X,Y)). Per ottenere una supercie nello spazio quindi, basta connettere
tra di loro i punti ottenuti: il pi u delle volte questo viene ottenuto attraverso l'uso
di facce triangolari. Va fatta particolare attenzione all'esistenza di discontinuit a
(buchi, bordi occludenti) che non si vuole vengano coperti da triangoli. A que-
sto scopo si evita di connettere punti tra loro troppo distanti, nel qual caso si
otterebbero facce con lati eccessivamente lunghi o angoli troppo acuti.
1.4.1 Registrazione
Utilizzando i sensori range  e possibile acquisire delle mappe range di un oggetto da
diverse angolazioni, ottenendo cos  immagini dierenti della supercie. A ciascuna
immagine  e legato il proprio sistema di riferimento rispetto alla posizione planare
del sensore. Allo scopo di unicare sotto un unico sistema di riferimento le diverse
immagini range interviene proprio la registrazione, attraverso opportune rotazioni
o traslazioni tridimensionali (idealmente trasformazioni rigide). Finch e i diversi
sistemi di riferimento sono noti, il calcolo risulta banale. Nel caso invece che i
nostri sistemi di riferimento siano incognite del problema,  e necessario calcolare
le opportune trasformazioni a partire unicamente dai dati stessi del problema (i
punti ottenuti): l'algoritmo adatto a questa nalit a si chiama ICP: Iterated Closest
Point.
1.4.2 Fusione geometrica
Una volta compiuto il processo di registrazione, il passo successivo consiste nella
fusione geometrica: la fusione di tutti i dati in un'unica forma, quale, ad esempio,
una maglia triangolare. La supercie si ricostruisce, sebbene non sia nota a priori
nessuna informazione di connettivit a. I metodi di fusione geometrica possono essere
suddivisi come segue:
Integrazione di maglie: si uniscono le maglie triangolari appartenenti alle
singole superci range;
Fusione volumetrica: i dati sono fusi in una rappresentazione volumetrica,
dalla quale poi si estrae una maglia triangolare.Capitolo1. Modelli 3D: principi base e creazione 9
1.4.3 Integrazione di maglie
Queste tecniche mirano ad unire maglie triangolari diverse e sovrapposte. Ad
esempio la tecnica detta di zippering [4] erode le superci sovrapposte no ad
eliminare la ridondanza, e usa una triangolazione bidimensionale per ricucire gli
eventuali bordi. In tale processo non vi  e perdita di accuratezza nei dati iniziali.
Allo stesso tempo per o gli errori presenti in fase di misura si propagano anche al
modello 3D.
1.4.4 Fusione volumetrica
Questo metodo costruisce una supercie implicita intermedia che unisce le misura-
zioni sovrapposte in un'unica misurazione. Diversi algoritmi poi sono stati studiati
per passare da questa rappresentazione ad una maglia triangolare. In questo caso
pu o esserci perdita di accuratezza nei dati, come ad esempio nei dettagli della
supercie. Inoltre lo spazio richiesto per la rappresentazione volumetrica cresce
rapidamente al crescere della risoluzione.Capitolo1. Modelli 3D: principi base e creazione 10
1.5 Formazione dell'immagine
Questo paragrafo e i successivi vogliono trattare in prima analisi i processi alla
base della formazione e la cattura dell'immagine. Risulta utile enunciare questi
sia per completezza, sia per una miglior comprensione d'insieme quando successi-
vamente verranno arontati argomenti nei capitoli successivi che prevedono queste
conoscenze base. Il modello geometrico elementare per la formazione di un'imma-
gine all'interno di un modello  e descritto dalla telecamera pinhole. In gura  e
presentato lo schema base:
Figura 1.3: Telecamera pinhole.
Dato un punto M dell'oggetto, di coordinate (X,Y,Z), sul piano della telecamera
otteniamo la sua proiezione, di coordinate (X',Y',Z'). Indicata con f la distanza
dal foro del piano focale, otteniamo le uguaglianze:
 X0
f
=
X
Z
;
 Y 0
f
=
Y
Z
(1.1)
X
0 =
 fX
Z
; Y
0 =
 fY
Z
; Z
0 =  f (1.2)
Il segno meno indica che l'immagine viene invertita rispetto all'originale. Questo
processo di formazione dell'immagine  e detto proiezione prospettica. La divi-
sione per Z  e invece responsabile del fenomeno per cui oggetti distanti appaiono
pi u piccoli una volta proiettati.Capitolo1. Modelli 3D: principi base e creazione 11
1.5.1 Lenti sottili
Se invece di un foro viene usata una lente per l'acquisizione, la porzione di luce
che pu o essere raccolta incrementa notevolmente. Per contro in questo caso non
tutta l'immagine pu o essere contemporaneamente a fuoco. Anche nel caso di pi u
lenti il sistema pu o essere approssimato come un'unica lente (lente sottile), in cui
tutti i raggi convergenti convergono in un unico punto, detto fuoco: i raggi che
incidono sulla lente vengono quindi deviati dalla lente stessa, fatta eccezione per i
raggi incidenti sul centro della lente, che passano inalterati. La distanza tra centro
della lente e fuoco della telecamera prende il nome di distanza focale, parametro
fondamentale nel processo di acquisizione. Presa in considerazione la gura (1.4)
otteniamo la formula dei punti coniugati, che vincola i punti:
1
Z
+
1
Z0 =
1
D
(1.3)
Figura 1.4: Lente sottile
Questo signica che un'immagine a distanza Z dalla lente, viene messa a fuoco ad
una distanza Z', dipendente da Z: vi sar a quindi nella scena un'unico piano focale,
a distanza Z, tutti i punti giacenti su un piano diverso, a distanza Z", saranno
\fuori fuoco" e produrranno un cerchio invece che un punto, detto cerchio di con-
fusione, dando la sensazione di punto sfocato. Finch e il cerchio prodotto non ha
diametro superiore all'elemento fotosensibile questo risulta a fuoco.
Si parla dunque di profondit a di campo: l'intervallo di distanze in cui gli oggettiCapitolo1. Modelli 3D: principi base e creazione 12
sono percepiti ancora a fuoco. Per mettere a fuoco oggetti a distanze diverse  e suf-
ciente cambiare la distanza Z' (cosa che accade negli obiettivi delle fotocamere),
oppure, in maniera pi u complessa, cambiare la forma della lente, come avviene nel-
l'occhio umano. Una telecamera pinhole dunque ha teoreticamente una profondit a
di campo innita, mentre gli obiettivi comunemente usati hanno una profondit a
di campo inversamente proporzionale al diametro della lente: per questo obiettivi
pi u luminosi presentano una capacit a di messa a fuoco limitata in profondit a
1.5.2 Radiometria della formazione dell'immagine
Ci soermiamo ora sulle caratteristiche che contraddistinguono un'immagine in
relazione alla sua profondit a. La luminosit a I(p) di un pixel p dell'immagine
 e proporzionale alla quantit a di luce che la supercie, centrata in un punto x,
ri
ette in direzione dell'apparato di acquisizione. Questa a sua volta dipende sia
dal modo in cui la supercie ri
ette la luce, sia dalla distribuzione e posizione delle
fonti luminose che irradiano la scena.
Figura 1.5: Radiometria della formazione dell'immagine
La quantit a di luce che un punto emette o assorbe si misura formalmente mediante
la radianza L(x,!): potenza di radiazione luminosa per unit a di area per unit a di
angolo solido emessa dal punto x lungo la direzione !. E si calcola secondo la
seguente formula
L =
d2P
dA d
 cos
'
P

 A cos
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Dove  rappresenta l'angolo compreso tra la normale alla supercie e la direzione
specicata, A  e la supercie emittente, P  e la potenza ed 
  e l'angolo solido.
Parleremo di diusione nel caso la luce venga ri
essa in modo omogeneo verso
ogni direzione, e di ri
essione speculare nel caso la radianza ri
essa sia concentrata
lungo una determinata direzione.
1.6 Chiaroscuro, tessitura, sfocamento
1.6.1 Chiaroscuro
Dato un oggetto illuminato, attraverso lo Shape from shading [5]  e possibile cal-
colarne la forma, sfruttando le informazioni connesse alle variazioni di luminosit a
della supercie. Se per semplicit a analizziamo un immagine B/N con forme sem-
plici, la distribuzione dei livelli di grigio reca con s e informazione utile riguardo a
forma della supercie e direzione di illuminazione.
Figura 1.6: Sfere lambertiane in diverse condizioni di illuminazione
Seguendo questo metodo, punti della supercie con retta normale coincidente,
avranno lo stesso valore di grigio, con ipotesi di sorgente puntiforme a distanza
innita (illuminazione parallela). Quella che si va a costruire dunque  e una mappa
di ri
ettanza. Ruolo cruciale giocano inoltre la determinazione della direzione di
illuminazione e dell'albedo (la percentuale di luce ri
essa da una supercie, in
tutte le direzioni).
In maniera pi u complessa, per risolvere l'ambiguit a circa la normale ad una super-
cie, si usano diverse direzioni di illuminazione: questo  e detto stereo fotometrico
e, a costo di una maggior numero di riprese con illuminazione dierente, semplica
notevolmente il problema, intersecando le mappe di ri
ettanza.Capitolo1. Modelli 3D: principi base e creazione 14
1.6.2 Tessitura
Con tessitura si indica la particolarit a di oggetti che presentano superci ricorsive,
con pattern ripetuti (un muro di mattoni, un prato d'erba, etc.). Gli elementi
che si ripetono vengono detti texel, questi devono essere abbastanza piccoli da non
poter esser considerati come oggetti distinti. Vi possono essere texture determini-
stiche (strutture articiali) o statistiche (presenti in natura). Qualsiasi immagine
che presenti delle ripetizioni geometriche oppure variazioni che seguono un anda-
mento ricorsivo, quali ad esempio i quadrati di una scacchiera o di un tessuto,
possono essere visti come texture. Non necessariamente dunque classichiamo co-
me texture una forma che presenti piccole variazioni di colore e di frequenza, ma,
in modo pi u generale, qualsiasi andamento ricorsivo all'interno dell'immagine. I
texel, seppur uguali, in una delle due forme, deterministica o statistica, presentano
caratteristiche diverse nell'immagine acquisita, a causa della proiezione prospetti-
ca. Questo fatto pu o essere opportunamente utilizzato ai nostri scopi, una volta
identicata la texture. Elementi distintivi di una texture sono dunque:
- cambiamento della forma di ciascun texel, in rapporto all'inclinazione
rispetto al piano di riferimento (ellitticita')
- cambiamento della dimensione apparente, in base alla distanza
- velocita'di cambiamento (gradiente di tessitura)
Questi sono indizi che ci consentono di risalire all'inclinazione del piano ai quali
fa riferimento la texture. Il concetto risulta pi u chiaro citando un'esempio di al-
goritmo per l'estrazione delle texture. Il metodo proposto da Leung and Malik [6]
utilizza un banco di ltri su delle immagini texture di training per ogni materiale
con illuminazione e angolo prospettico noto. Le risposte dei ltri vengono salvate
in un cluster, che contiene cos  le propriet a peculiari del materiale, dette textons,
creando cos  un dizionario dei materiali possibili: ogni materiale  e dunque rap-
presentato da una particolare funzione di densit a probabilistica, come ad esempio
la distribuzione delle frequenze delle textons. Possiamo cos  associare a ciascun
elemento dell'immagine un particolare materiale, come rappresentato in gura.Capitolo1. Modelli 3D: principi base e creazione 15
Figura 1.7: Texture e relative pdf delle texton
1.6.3 Messa a fuoco
Ultimo elemento che viene analizzato, utile alla deduzione della maschera 3D,  e la
messa a fuoco. In questo caso possiamo distinguere tra due diversi comportamenti:
fochettatura e sfocamento.
1.6.3.1 Fochettatura
Il metodo della fochettatura, meglio conosciuto come Depth from focus, si basa sul
miglioramento della messa a fuoco, in immagini successive, dello stesso soggetto:
sapere che un punto risulta a fuoco ci fornisce informazioni sulla sua distanza,
attraverso la legge delle lenti sottili. Questa metodologia risulta ovviamente molto
lenta, e richiede una successione di immagini, oltre alla ricerca di un criterio ottimo
con il quale cambiare la messa a fuoco, e con il quale trovare la posizione ottimale.
Questo si ottiene con un calcolo sulle alte frequenze spaziali dell'immagine rilevata.
Tale problema di calcolo si risolve con il metodo di bisezione o di Fibonacci, che,
come noto, sore di problemi di estremi locali, che possono invalidare il risultato.Capitolo1. Modelli 3D: principi base e creazione 16
1.6.3.2 Sfocamento
Nota come Depth from defocus si basa sull'analisi di almeno due immagini con
diversi parametri di fuoco. Sfruttando la relazione diretta tra parametri di ottica,
profondit a e sfocamento, possiamo ricavare la profondit a di tutti i punti. I proble-
mi maggiori si hanno in fase di misura dello sfocamento stimato e di calibrazione
della relazione depth/sfocamento.
1.7 Stereopsi
Tra le diverse tecniche di computer vision note in letteratura e mirate alla ricostru-
zione della struttura tridimensionale di una scena osservata da una o piu' teleca-
mere (sd esempio shape from motion, shape from shading, shape from texture) la
visione stereoscopica  e quella che ha riscosso la maggiore attenzione principalmen-
te perche non impone alcun vincolo sulle caratteristiche degli oggetti presenti nella
scena (come presenza o meno di oggetti in movimento, presenza o meno di parti-
colari condizioni di illuminazione). La visione stereoscopica consente di inferire la
struttura tridimensionale di una scena osservata da due o piu' telecamere (nel caso
di due telecamere si parla di visione binoculare). Il principio alla basa della visione
stereoscopica, noto sin dal rinascimento, consiste in una triangolazione mirata a
mettere in relazione la proiezione di un punto della scena sui due (o pi u) piani
immagine delle telecamere (tali punti sono denominati punti omologhi) che com-
pongono il sistema di visione stereoscopico. L'individuazione dei punti omologhi,
problema noto in letteratura come il problema della corrispondenza (correspon-
dence problem o matching stereo), consente di ottenere una grandezza denominata
disparit a (disparity) mediante la quale, conoscendo opportuni parametri del siste-
ma stereoscopico,  e possibile risalire alla posizione 3D del punto considerato. Il
problema delle corrispondenze rimane ancora aperto e produce tuttora un'ampia
attivita di ricerca nonostante siano stati proposti sin dagli anni `60 innumerevoli
algoritmi.
La stereopsi dunque  e la capacit a percettiva che consente di unire le immagini
provenienti da due occhi, che, grazie al loro diverso posizionamento strutturale,
presentano uno scostamento laterale. Questa disparit a viene sfruttata dal cervello
umano per trarre informazioni sulla profondit a e sulla posizione spaziale dell'og-
getto di interesse. Di conseguenza la stereopsi permette di generare la visioneCapitolo1. Modelli 3D: principi base e creazione 17
tridimensionale, oltre a diminuire la probabilit a di occlusioni non visibili ad en-
trambi i punti di vista. Per quanto riguarda la visione computazionale invece si
parla di stereopsi (computazionale) quando si sfruttano le informazioni provenienti
da una coppia di immagini della stessa scena, che presentano la caratteristica di
dierenziarsi per posizione dalla quale la scena viene ripresa. Vi  e dunque uno
sfasamento angolare laterale di qualche grado tra le due immagini, in modo che
esse,pur rappresentando la stessa scena, contengano dati sucientemente diver-
si da poter esser fusi insieme. Un angolazione troppo ristretta porterebbe poca
informazione, un'angolazione viceversa troppo enfatizzata farebbe si che le due im-
magini riprendano una struttura talmente diversa da non poter esser confrontata.
La fusione avviene tramite il processo di calcolo delle corrispondenze e succes-
siva triangolazione. Il calcolo delle corrispondenze prevede di indenticare nelle
due immagini i punti comuni, lo stesso riferimento nella scena reale: tali punti
vengono detti punti coinugati. Il calcolo dell'accoppiamento  e possibile grazie al
fatto che le due immagini dieriscono solo lievemente, cosicch e un particolare della
scena appare simile nelle due proiezioni. Cos  facendo per o si creano diversi falsi
accoppiamenti. Introducendo nuovi vincoli, quali il vincolo epipolare, che vincola
ogni corrispondenza a trovarsi su una determinata retta, per ciascun punto, si
riesce ad evitare tale problema. Noti gli accoppiamenti, la posizione relativa delle
telecamere, i parametri interni dei sensori, si ricava la posizione nella scena dei
punti. Questo processo di triangolazione necessita della calibrazione dell'apparato
stereo, cio e del calcolo dei parametri intrinseci (singoli) ed estriseci (duali) delle
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1.7.1 Geometria di un sistema stereoscopico
La trasformazione prospettica che mappa un punto dello spazio nel piano imma-
gine di una telecamera implica la perdita dell'informazione relativa alla distanza.
Questo pu o essere facilmente rilevato osservando la gura (1.8) nella quale due
distinti punti (P e Q) nello spazio intersecati dallo stesso raggio passante per il
centro ottico Ol della telecamera corrispondono allo stesso punto (pq) nel piano
immagine.
Figura 1.8: Proiezione di due distinti punti nello spazio sul piano immagine
Un metodo per poter risalire a quale punto dello spazio corrisponda la proiezione
di un punto sul piano immagine di una telecamera, consiste nell'utilizzo di due o
piu telecamere. Infatti, come mostrato nella gura seguente nel caso di un sistema
composto da due telecamere, tra tutti punti nello spazio che giacciono sul raggio
che passa per il centro ottico Ol e il punto q, proiezione di Q sul piano immagine
l, al pi u un solo punto (punto omologo) viene proiettato ( q0) anche sul piano
immagine r. La determinazione dei punti omologhi consente di mettere in rela-
zione le proiezioni dello stesso punto sui due piani immagini e di risalire, mediante
una procedure denominata triangolazione, alle coordinate dei punti dello spazio
rispetto ad un sistema di riferimento opportuno. Sia dato un punto q su un piano
immagine l, proiezione del punto Q appartenente allo spazio 3D: per ottenere,
attraverso la triangolazione, le coordinate 3D del punto nello spazio  e necessario
determinare (problema delle corrispondenze) il punto omologo q0 nel piano imma-
gine l. Tale problema, dato il punto q nel piano immagine l, richiederebbe una
ricerca bidimensionale del punto omologo q0 all'interno del piano immagine r.Capitolo1. Modelli 3D: principi base e creazione 19
Figura 1.9: Principio alle base di un sistema stereoscopico
In realt a, sfruttando una particolare caratteristica della geometria del sistema
stereoscopico,  e possibile eettuare la ricerca del punto omologo in uno spazio
monodimensionale. Infatti, come mostrato nella gura (1.9), gli omologhi di tutti
i punti dello spazio che potrebbero risultare proiezione nello stesso punto q del
piano immagine l, (ad esempio il punto p proiezione di P o lo stesso punto q pro-
iezione di Q) giacciono sulla retta generata dall'intersezione tra il piano immagine
r e il piano (denominato piano epipolare) che passa per la retta OlQP e i due
centri ottici Ol e Or. Tale vincolo, denominato vincolo epipolare, consente di limi-
tare lo spazio di ricerca dei punti omologhi ad un segmento di retta semplicando
considerevolmente il problema delle corrispondenze sia da un punto di vista della
complessit a algoritmica sia per quanto concerne la correttezza della soluzione.
Figura 1.10: Vincolo epipolareCapitolo1. Modelli 3D: principi base e creazione 20
Si fa notare che il problema delle corrispondenze non necessariamente ha soluzio-
ne: infatti, a causa della diversa posizione delle telecamere che compongono un
sistema di visione stereoscopico nello spazio,  e possibile che un punto non risulti
proiettato su tutti i piani immagini delle telecamere. In tal caso il problema delle
corrispondenze non ha soluzione e non  e possibile determinare la distanza del pun-
to esaminato dalle telecamere (occlusioni). Un sistema di visione stereoscopico  e
completamente caratterizzato mediante i parametri intrinseci ed estrinseci. I para-
metri intrinseci consentono di denire la trasformazione che mappa un punto dello
spazio 3D nelle coordinate del piano immagine di ogni telecamera e risultano le
coordinate relative al piano immagine del punto principale (punto di intersezione
tra il piano immagine e la retta ortogonale al piano immagine stesso passante per il
centro ottico), la distanza focale, ed eventualmente altri parametri che descrivono
altre caratteristiche del sensore (distorsione delle lenti, forma dei pixels, etc). I
parametri estrinseci invece rappresentano le posizioni di ogni telecamera rispetto
ad una sistema di riferimento noto. La determinazione dei parametri intrinse-
ci ed estrinseci, ottenuta mediante la procedura di calibrazione, consente quindi
di descrivere completamente il sistema stereoscopico ed in particolare di inferire
informazioni relative alle coordinate dei punti nello spazio mediante la triango-
lazione di punti omologhi. La conoscenza dei parametri intrinseci ed estrinseci
consente anche di trasformare le immagini acquisite dal sistema stereoscopico al
ne di produrre un sistema virtuale nel quale i piani immagine delle telecamere
giacciono sullo stesso piano e nel quale la ricerca dei punti omologhi avviene esa-
minando le medesime righe nei diversi piani immagine. Tale congurazione del
sistema stereoscopico ottenuta mediante una procedura denominata retticazione,
ed  e mostrata in gura (1.11).
Figura 1.11: Immagini in forma standardCapitolo1. Modelli 3D: principi base e creazione 21
Osservando lo schema si pu o notare come il sistema risultante dopo la retticazione
sia composto da due piani immagine virtuali l e r giacenti sullo stesso piano.
Le immagini stereoscopiche ottenute da una sistema retticato sono denominate
immagini in forma standard. Si osserva inne che nelle immagini in forma standard
i piani xy dei sistemi di riferimento centrati nei centri ottici delle due telecamere
sono coplanari.
1.7.2 Calibrazione
La calibrazione  e una procedura eseguita oine ed  e mirata all'individuazione dei
parametri che caratterizzano un sistema di visione stereoscopico. Tali parametri,
denominati parametri intrinseci ed estrinseci, sono utilizzati dalla procedura di
retticazione per trasformare le immagini acquisite dal sistema stereoscopico in
modo da ottenere immagini stereoscopiche in una forma particolare (forma stan-
dard) e per ottenere le coordinate 3D dei punti mediante la procedura di trian-
golazione. Esistono in letteratura diverse tecniche per eettuare la calibrazione
di un sistema stereoscopico (per maggiori dettagli si consideri [7]). Tipicamente
per o questa operazione viene eseguita con tecniche basate sull'utilizzo di pattern
geometrici dei quali sono note con precisione le caratteristiche (dimensione e po-
sizione delle features presenti nel pattern, etc). Mediante l'acquisizione di tali
pattern (generalmente contenenti features simili a scacchiere) in diverse posizioni
e utilizzando procedure ampiamente note [8],  e possibile stimare i parametri intrin-
seci ed estrinseci che caratterizzano il sistema stereoscopico. Nella gura seguente
sono mostrate una serie di immagini utilizzate per la calibrazione di un sistema
stereoscopico mediante l'utilizzo di un pattern planare (scacchiera).
Figura 1.12: Calibrazione mediante l'acquisizione di un pattern noto in 15
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1.7.3 Acquisizione
In un sistema stereoscopico mirato ad ottenere informazioni tridimensionali di
punti in movimento  e necessario che l'acquisizione delle due immagini che costi-
tuiscono l'immagine stereo (stereo pair) sia simultanea. Questo vincolo pu o essere
eliminato nel caso di scene statiche che per o rivestono un limitato interesse prati-
co. L'acquisizione simultanea di pi u immagini provenienti da una sorgente video
analogica o digitale pu o avvenire mediante diverse tecnologie. Nel caso di segnali
video anologici si utilizzano frame-grabbers capaci di acquisizioni contemporanee
di pi u segnali video o frame-grabbers che acquisiscono una sola sorgente video
analogica nella quale le due o pi u immagini sono state preventivamente interalla-
ciate (interlaced) via hardware. Quast'ultima soluzione  e facilmente realizzabile
ed esistono soluzioni commerciali che consistono in un sistema integrato composto
da telecamere e sistema che interlaccia le immagini. Utilizzando sorgenti video
analogiche risulta che le dimensioni delle immagini acquisite sono limitate dal-
le speciche del segnale video analogico medesimo. Per cui, nel caso di sistemi
binoculari, utilizzando la codica NTSC (PAL) la massima risoluzione di ogni
immagine della coppia stereo per acquisizioni multiple  e pari a 640x240 pixels
(768x288 pixels PAL) mentre nel caso di segnale interallacciato  e pari a 640x120
pixels (768x144 pixels nel caso PAL). In entrambi i casi la massima frequenza di
acquisizione  e di 60 frame per secondo (fps) nel caso NTSC e 50 fps nel caso PAL.
Un vantaggio del segnale video analogico  e dovuto al fatto che le telecamere e il
dispositivo di acquisizione possono essere poste a notevole distanze (dell'ordine di
centinaia di metri) utilizzando dei semplici ed economici amplicatori di segnale.
Nel caso di acquisizione da una sorgente di segnale digitale i limiti alla risoluzione
delle immagini stereo acquisite sono legati alle risoluzioni delle telecamere e dal-
l'ampiezza di banda del canale digitale di comunicazione digitale che tipicamente
 e di tipo seriale USB 2.0 (480 Mbps) e rewire (400 Mbps), noto anche come IEEE
1394a o i-Link. Attualmente esistono in commercio sistemi commerciali ([9] [10])
che integrano le telecamere e il modulo rewire. Nel caso di sistemi binoculari
e di utilizzo del protocollo rewire  e possibile acquisire stereo-pair di dimensioni
640x480 pixels a 30 fps e di dimensione 1280x960 a 7.5 fps [11]. Mediante tec-
nologie USB 2.0 e rewire possiamo realizzare un sistema di acquisizione stereo
utilizzando delle normali telecamere dotate di ingresso di trigger esterno mediante
il quale  e possibile sincronizzare l'acquisizione inviando un semplice segnale di sin-
cronizzazione. Allo stato attuale i limiti maggiori della tecnologia 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1394a) risultano nelle distanze massime tra le telecamere e il computer che acqui-
sisce le immagini, limitate ad alcuni metri. Si fa notare che recentemente  e stato
denito un nuovo standard IEEE1394b che consente di disporre di una banda mas-
sima pari a 800 Mbps in grado di coprire distanze di centinaia di metri utilizzando
cavi in bra ottica. Lo standard 1394b  e compatibile con lo standard 1394a e in
presenza di un dispositivo a 400 Mbps tutti i dispositivi IEEE1394b limitano la
banda a tale velocit a. Non esistono attualmente sistemi stereo integrati dotati di
interfaccia IEEE1394b ma cominciano ad apparire sul mercato telecamere dotate
di tale interfaccia.
1.7.4 Retticazione
La retticazione  e una procedura, che sfruttando i parametri intrinseci ed estrin-
seci ottenuti mediante calibrazione, mira a trasformare le immagini stereoscopi-
che provenienti dal dispositivo di acquisizione in modo che risultino soddisfat-
ti alcuni vincoli. Tra questi, la retticazione consente di trasformare le imma-
gini in forma standard: nel caso di sistemi binoculari questo assicura che da-
to un punto in un'immagine il suo omologo possa essere rintracciato sulla stes-
sa riga dell'altra immagine consentendo una notevole riduzione dei calcoli ed
una maggiore adabilit a nella soluzione del problema delle corrispondenze.
Figura 1.13: Immagini prima e dopo la procedura di retticazioneCapitolo1. Modelli 3D: principi base e creazione 24
Mediante la retticazione  e possibile trasformare le immagini in modo che i punti
omologhi di una riga (scanline) dell'immagine possano essere ricercati nella corri-
spondente riga dell'altra immagine. La retticazione consente anche di ridurre i
problemi legati alla distorsione provocata dalle ottiche, e di ottenere immagini con
la stessa distanza focale. A titolo di esempio, si mostra nelle immagini in gura
(1.13) l'eetto della retticazione di immagini acquisite da un sistema stereosco-
pico alla risoluzione di 640x480 pixel. Nelle immagini superiori sono visualizzate
le immagini acquisite dal sistema stereo, mentre in quelle inferiori  e mostrato il ri-
sultato della retticazione ottenuta mediante i parametri stimati con la procedura
di calibrazione.
1.7.5 Triangolazione 3D
Al ne di capire il problema della triangolazione  e utile partire dal caso basilare,
considerando due telecamere parallele ed allineate, in modo da riportarci al caso
bidimensionale come in gura (1.14)
Figura 1.14: Triangolazione stereoscopicaCapitolo1. Modelli 3D: principi base e creazione 25
Possiamo scrivere le seguenti equazioni per il sistema di riferimento:
f
z
=
 u
y
(1.5)
f
z
=
 u0
y   b
(1.6)
Dalle quali otteniamo:
z =
bf
u0   u
(1.7)
Questo ci dice quindi che nota la geometria del sistema di riferimento (b ed f ) e
la disparit a (u-u') siamo in grado di ricavare la profondit a z.
1.7.6 Calcolo delle corrispondenze
Massima importanza va data inne al calcolo delle corrispondenze (disparit a).
Diamo la denizione di:
Coppia coniugata : costituita da due punti in due immagini diverse che
sono proiezione dello stesso punto della scena reale
Disparit a : dierenza vettoriale tra due punti coniugati, sovrapponendo le
due immagini
Il calcolo delle corrispondenze equivale al calcolo delle disparit a per i punti del-
l'immagine riferimento. Otteniamo una mappa di disparit a come in gura (1.15):
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La stereoscopia computazionale ha bisogno di due immagini, come gi a detto, di-
verse, al ne di ricevere informazione aggiuntiva, ma allo stesso tempo abbastanza
simili, in modo da poter mettere in corrispondenza le informazioni, allineando su
un riferimento comune le due immagini. Vi devono dunque essere un numero suf-
ciente di coppie di punti corrispondenti tra un frame e l'altro. Oltre a questo
abbiamo il problema delle false corrispondenze: casi in cui non  e possibile trovare
la coppia di punti, principalmente a causa di:
occlusioni: vi sono punti che sono visibili da solo una delle due immagini,
ovviamente risulta impossibile trovare la disparit a;
distorsione radiometrica: dierenza di radianza osservata dalle due tele-
camere;
distorsione prospettica: a causa della distorsione prospettica un oggetto
assume forme diverse da diversi punti di vista, proiettandosi dierentemente.
Vengono usati dei vincoli per agevolare la soluzione delle corrispondenze:
somiglianza: un oggetto appare simile nelle due immagini;
geometria epipolare: il punto coniugato giace su una retta detta epipolare
determinata attraverso i parametri intriseci ed estrinseci;
lisciezza: lontano dai bordi, la profondit a dei punti di una supercie liscia
varia lentamente. Vi  e un vincolo sul gradiente;
unicit a: ad ogni punto corrisponde biettivamente uno ed un solo punto;
ordinamento monotono: fatta eccezione per casi particolari, due punti
nell'immagine A mantengono l'ordine nell'immagine B.
Come metodo locale per il calcolo della disparit a va menzionato l'accoppiamento
tra nestre: si considera una piccola area di una delle due immagini, e in base
ai livelli di grigio, o di una funzione basata su questi, si cerca la corrispondente
nestra nell'altra immagine stereoscopica. I metodi di questa classe sono basati ad
esempio sulla correlazione o sulle dierenze di intensit a. Particolare attenzione va
posta nella scelta della dimensione della nestra: se la nestra di correlazione copre
una regione in cui la profondit a varia, la disparit a sar a inevitabilmente a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errore. D'altro canto, se la nestra  e troppo piccola, il rapporto SNR sar a basso e
la disparit a ottenuta  e poco adabile. Per sopperire a questo inconveniente sono
state proposte soluzioni che fanno uso di nestre adattative, o scelte tra diverse
nestre di area ssa, ma traslate, scegliendo quella che presenta meno variazione
ipotetica di disparit a
1.8 Occlusioni
Le occlusioni si hanno quando un punto non  e visibile in entrambe le immagi-
ni, creando cos  una corrispondenza mancante. Innanzitutto per gestire questo
fenomeno  e necessario rilevare le occlusioni, evitando cos  false corrispondenze.
Indispensabile risulta il vincolo di unicit a: supponendo che l'algoritmo di accop-
piamento dei punti operi correttamente, dette I1 e I2 le due immagini, e preso un
punto p 2 I1, che risulta occluso in I2, questo generer a una falsa corrispondenza,
trovando un determinato pixel p0 in I2. Tuttavia, p0 sar a anche la soluzione corri-
spondente applicando l'algoritmo al punto preal 2 I1. In tal modo viene violato il
vincolo di unicit a avendo due punti di I1 che hanno come soluzione p0. L'incertezza
si risolve applicando l'algoritmo nel verso opposto, da I2 ad I1. Trovando un'unica
soluzione per p0, data dal punto preal. Fatto questo p pu o essere etichettato come
punto con corrispondente occluso.
Figura 1.16: Verica della coerenza in presenza di occlusioni
Sempre nella classe di metodi che sfruttano le propriet a a livello locale delle foto vi
sono quelli basati sul gradiente, quelli sulla segmentazione (che ampiamente verr a
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quali edge(spigoli), angoli e rette, possibilmente stabili rispetto ad un cambio di
prospettiva dell'immagine.
1.9 Metodi di accoppiamento globali
Oltre alle caratteristiche locali dell'immagine che abbiamo brevemente visto, vi
sono anche delle caratteristiche globali, che possono essere utilizzate ecacemente
per l'accoppiamento. Queste risultano particolarmente utili in zone locali dove
l'accoppiamento, attraverso i metodi gi a visti, risulta poco ecace. Si pu o far
riferimento alla cosidetta Disparity Space Image (DSI), un'immagine tridimensio-
nale che contiene in terza dimensione i valori della metrica di accoppiamento, che
va studiata attraverso una funzione costo, sia a livello bidimensionale, che, come
spesso utilizzato, per scan line, ovvero il costo lungo una determinata riga o co-
lonna, ove le discontinuit a possono trovarsi solo in corrispondenza delle occlusioni
o dei salti di discontinuit a
1.10 Stereo Attivo
La situazione in cui ci siamo posti sinora  e detta stereo passivo, in quanto l'analisi
opera sulla scena originale, senza introdurre nuovi elementi. Nel campo della mo-
dellazione 3D per o spesso si utilizzano fonti luminose esterne, in modo da facilitare
tutti i processi visti nora. Se siamo interessati ad ottenere il miglior risultato pos-
sibile, o se l'applicazione che pensiamo ha applicazioni industriali, cercando una
scannerizzazione degli oggetti della scena, non possiamo fare a meno di ricorre-
re allo stereo attivo. Il tipo di illuminazione usata viene denita illuminazione
strutturata, ed  e di vari tipi:
Tessitura articiale: viene proiettata sulla scena un'insieme di punti lu-
minosi, creando cos  una tessitura detta \sale e pepe" che va ad agevolare la
valutazione delle corrispondenze
Raggio laser: la scena viene scannerizzata da un raggio laser che proietta
un punto, che viene messo facilmente in corrispondenza nelle due immagi-
ni. Cos  facendo il processo va per o reiterato per ogni punto della scena,
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Lama di luce: vengono proiettati segmenti (generalmente orizzontali) di
luce laser, l'intersezione delle linee curve proiettate con le rette epipolari
fornisce i punti corrispondenti. Sebbene pi u leggero del sistema precedente,
richiede comunque di riprendere molte coppie di immagini. In questo caso
il laser pu o svolgere il ruolo anche di punto di triangolazione, rendendo non
pi u indispensabile una seconda telecamera per la triangolazione.
Luce codicata: Per rendere ancora pi u snello e veloce il sistema  e possibi-
le, attraverso un proiettore, utilizzare la proiezione di pi u piani nello stesso
momento, codicando in qualche modo le bande proiettate.
Figura 1.17: Luce codicata
1.10.1 Triangolazione con luce strutturata e singola came-
ra
Nel caso si voglia triangolare l'immagine con una singola camera, sfruttando le
informazioni della luce strutturata proiettata sulla scena, si procede in maniera
molto simile al caso di due camere:
Detto M un punto della scena visto dalla camera, di coordinate (x,y,z), attraverso
una trasformazione rigida possiamo portare questo punto sul piano del proiettore,
(R,t). le coordinate del punto per il proiettore saranno: Mp = RMc + t. La pro-
iezione del punto M sul piano della telecamera invece, in coordinate normalizzate
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Ottenendo:
pc =
2
6 6
4
uc
vc
1
3
7 7
5 =
2
6 6
4
xc=zc
yc=zc
1
3
7 7
5 =
1
zc
Mc (1.8)
Il proiettore invece viene modellato come una telecamera, con coordinata verticale
del punto proiettato incognita (bande verticali). Sia up la coordinata del piano
che illumina M, allora M si proietta sul punto pp = 1
zpMp ottenendo attraverso le
equazioni di prima:
zppp   zcRpc = t (1.9)
in forma matriciale, scomponibile in 3 equazioni.
Dopo qualche passaggio, otteniamo che la profondit a del punto M nel piano della
camera risulta:
zc =
t1   t3up
(uprT
3   rT
1 )pc
(1.10)Capitolo 2
Conversione da 2D a 3D:
algoritmi ed ambiti di utilizzo
2.1 Introduzione
Il sistema visivo umano ha un'innata capacit a nell'interpretare la struttura tridi-
mensionale degli oggetti partendo semplicemente dalle linee prospettiche rilevabili
analizzando un'immagine bidimensionale e le caratteristiche globali e locali che
la contraddistinguono, come ad esempio le relazioni tra elementi diversi di una
stessa immagine, la luminosit a oppure il gradiente di colore. Gli algoritmi di
visione computazionale cercano di riprodurre in modo articiale queste capacit a
di deduzione di profondit a dalla singola immagine. Se l'informazione in un'imma-
gine bidimensionale  e rappresentata dall'insieme dei pixel, i punti dell'immagine,
nel caso tridimensionale va introdotto il concetto di Voxel. Un voxel (volumetric
pixel)  e un punto nello spazio tridimensionale al quale  e associata un'informazione
di colore e di intensit a luminosa (analogamente al pixel). Partendo dunque dai
pixel l'obiettivo  e quello di stimare i voxel relativi, appartenenti allo stesso raggio,
come illustrato in gura (2.1).
Nell'ambito della visione computazionale, la ricostruzione tridimensionale di una
scena a partire da una singola immagine bidimensionale rimane un problema an-
cora aperto, al quale sono state presentate diverse soluzioni. Di queste nessuna
risulta ottimale, dato che il problema risulta mal formulato: la completa ricostru-
zione infatti  e impossibile, dato che una sola immagine bidimensionale  e priva
delle informazioni di profondit a presenti nella scena reale.
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Figura 2.1: Denizione di pixel, voxel, raggio, e relazione geometrica tra questi
elementi in un piano normale(a) o parallelo(b) al piano della camera. I voxel(in
verde) sono allineati ai pixel cosicch e le loro proiezioni coincidono perfettamen-
te, e sono delimitati agli altri due lati da linee concentriche ed equidistanti, con
centro il punto di origine della camera. Un raggio (in rosso) con origine nel
centro della camera passa per un pixel ed il suo corrispondente voxel.
La stessa ricostruzione di profondit a nel processo umano prevede infatti una vi-
sione stereoscopica della scena, avendo cos  a disposizione copie di immagini della
stessa scena, riprese da angolazioni leggermente dierenti tra di loro. Proprio
queste dierenze permettono di recuperare informazione. Allo stesso modo, anche
nell'ambito della visione computazionale, ove possibile, si ricorre ad una visione
stereoscopica della scena di interesse. In questo modo  e possibile, conoscendo i pa-
rametri di calibrazione e la posizione delle telecamere, triangolare i dati ottenuti.
Riproducendo invece la capacit a umana di recuperare informazione di profondit a
attraverso l'analisi delle variazioni della scena nel tempo, molti algoritmi ricorrono
alla Structure from Motion (SfM), analizzando i segnali locali di movimento nella
sequenza temporale, utilizzando dunque pi u immagini successive provenienti anche
dalla stessa telecamera. In molti casi per o non  e possibile ricorrere a sistemi ad
hoc per la ricostruzione tridimensionale. Basti pensare alla conversione di mate-
riale gi a presente, oppure ad utilizzi in mancanza di dispositivi adeguati. Si rende
dunque necessario cercare di estrapolare informazioni dalla proiezione bidimensio-
nale (l'immagine 2D) della scena 3D.  E facile intuire le problematiche introdotte,
visto che l'immagine non  e in rapporto univoco con l'immagine reale. Mancando
l'informazione di profondit a, l'immagine pu o essere associata ad un'innit a di
strutture tridimensionali corrette. In particolare ogni punto dell'immagine pu o
essere associato ad una retta di punti tridimensionali. Non esiste infatti una so-
luzione matematica rigorosa al problema. Basti pensare che risulta impossibile
capire se una gura rappresenti una scena reale tridimensionale oppure sia a sua
volta una semplice fotogra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profondit a.  E comunque possibile sfruttare molte delle caratteristiche monocolari
che contraddistinguono un'immagine, quali linee, luminosit a zone di colore, tex-
ture, messa a fuoco. Il cervello umano le percepisce attraverso la vista e attraverso
l'esperienza,  e abituato ad estrapolare informazioni di tridimensionalit a. Molti al-
goritmi di conversione 2D/3D cercano di riprodurre articialmente tale processo.
Se da un lato  e vero che nella comprensione della profondit a nel processo umano
gioca un ruolo fondamentale la visione stereoscopica di occhio destro e sinistro,
dall'altro sono altrettanto importanti, e per certi versi ancor pi u fondamentali,
le analisi che il nostro cervello compie sulle immagini ricevute come input: nella
percezione umana delle dimensioni intervengono diversi fattori, come parallasse di
movimento, parallasse stereoscopica, ed altre caratteristiche che captiamo sempli-
cemente dalle informazioni monocolari: convergenza delle linee parallele, riduzioni
prospettiche, occlusioni, ombre, ouscamento, conoscenza delle geometrie degli og-
getti. Sicuramente tra tutte queste le prime due meritano di essere messe in primo
piano per importanza nel processo cognitivo. Per capire quanto siamo abituati
a queste ricostruzioni  e suciente guardare l'immagine in gura (2.2): anche in
caso di oggetto monocromatico e texture uniforme, sono sucienti le dierenze
di illuminazione delle diverse facce e l'analisi delle linee prospettiche anch e la
nostra mente ci suggerisca la volumetria del cubo.
Figura 2.2: Percezione di un cubo attraverso propriet a monocolari.
In ambito computazionale possiamo dunque basarci anche solo su questi particolari
per tentare di stimare l'ambiente 3D di partenza, simulando il processo umano. I
risultati ottenibili non sono di certo equiparabili a quelli che si ottengono con le
metodologie classiche, e risultano molto pi u restrittive nel loro campo di utilizzo.
Diversi metodi risultano funzionare solo in un limitato campo d'azione, per il
quale sono stati progettati: ambienti indoor od outdoor, oppure con una limitata
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denire delle zone di conne o degli oggetti in primo piano, in modo da garantire
risultati pi u funzionali, od evitare errori grossolani. Molti algoritmi inoltre partono
da assunzioni sul campo di lavoro molto stringenti: presenza di soli oggetti con
profondit a verticale od orrizzontale, presenza di un ground con segmentazione
manuale dello stesso, divisione dell'immagine in macrozone semplici (ground/ wall/
sky).
2.2 Ambiti d'uso
2.2.1 Condizioni di applicabilit a
Nonostante le limitazioni appena viste, la conversione da due a tre dimensioni
risulta sicuramente interessante per alcune applicazioni, per due motivi principali:
1. Facilit a di utilizzo: applicabile anche in situazioni ove non sia possibile una
ricostruzione eciente, risulta una soluzione certamente meno sosticata,
ma  e suciente una singola telecamera/immagine. Questo la rende una
soluzione eterogenea ed economica, in ambiti dove non si necessita di alta
fedelt a nella ricostruzione. Si pensi ad applicazioni nella robotica, in cui si
 e pi u interessati a riconoscere \cosa" e \dove" sia presente sulla scena, in
modo da potervi interagire.
2. Focalizzazione sugli aspetti intrinseci dell'immagine: gli algoritmi sviluppati
recuperano informazioni partendo da una sola immagine, aspetto che viene
spesso trascurato nella ricostruzione stereoscopica. Questo tipo di ricostru-
zione non esclude quindi una possibile successiva ricostruzione sfruttando
anche la triangolazione da pi u immagini di input. I risultati ottenuti in
questo campo potrebbero andare a coadiuvare gli algoritmi basati sulla sola
triangolazione, dove necessario. Nulla vieta di eseguire una stima basata su
visione stereoscopica, ed applicare algoritmi di post processing attraverso le
peculariet a delle immagini prese una ad una. Questo renderebbe il processo
similare a quello della nostra esperienza quotidiana: visione stereoscopica
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2.2.2 Utilizzo, stato dell'arte e possibili scenari d'uso fu-
turi
La conversione di modelli bidimensionali a tridimensionali  e utilizzata in diversi
ambiti: partendo dalla fotograa, numerose sono le applicazioni che permettono
di convertire le proprie immagini in copie tridimensionali, sia creando immagi-
ni rosso(ciano)/ verde(magenta), sia creando delle mesh navigabili ed interattive.
Vengono oerti dei servizi di conversione delle immagini e di successiva stampa
del modello ottenuto, tramite apposite stampanti provviste di frese a 3 assi su
modello plastico, come quello oerto da Kodak [12]. Lo scopo di queste appli-
cazioni risulta sicuramente pi u ludico, e volto ad incrementare l'interattivit a con
l'utente. A volte l'eetto 3D  e anche ottenuto mettendo in sequenza diverse copie
dell'immagine ricostruite, con angolazione leggermente dierente. Sicuramente in-
teressante risulta lo sviluppo di ambienti navigabili, in cui l'utente pu o muoversi
all'interno di un'immagine, ed avere cos  la sensazione di visitare un dato luogo.
Questo tipo di conversione sta inoltre prendendo sempre pi u piede nella ricostru-
zione 3D video. I televisori 3D di ultima generazione (stereoscopici), in mancanza
ancora di un'oerta ampia di contenuti video 3D nativi, integrano una funzione
di ricostruzione tridimensionale al volo dei lmati standard. Partendo dal segnale
video classico viene ricostruita la depthmap dei singoli frame, che viene utilizzata
per generare una vista parallela, necessaria alla visione stereoscopica. In questo
caso particolare per o va ricordato come la ricostruzione video sia fortemente av-
vantaggiata rispetto a quella fotograca, potendo sfruttare la forte correlazione
che esiste tra frame successivi, disponendo in qualche modo di pi u visuali della
stessa scena: lo Stereo from Motion menzionato prima, dove fondamentale risulta
trovare la correlazione tra i frame successivi della scena. Legato a questo ultimo
settore va inne ricordata la riconversione 3D di lm che in realt a sono stati girati
con telecamere 2D tradizionali. Si parla dunque di ricostruzione virtuale delle mul-
ticamere. Viene cio e costruita una seconda (o pi u) visuale, con la quale  e possibile
creare due canali diversi della stessa scena. Questa soluzione seppur molto costosa,
risulta sicuramente vantaggiosa, oltre all'unica possibile per determinate pellicole.
La qualit a per quanto riguarda questi sistemi non pu o certo competere con quella
dei lm realizzati nativamente in 3D. Particolare attenzione merita inoltre lo svi-
luppo di algoritmi per il riconoscimento di oggetti: nel campo della robotica sono
stati sviluppati diversi progetti con l'intento di analizzare e riconoscere l'ambiente
circostante partendo dalla cattura di immagini attraverso una semplice webcam.Capitolo 2. Conversione da 2D a 3D: algoritmi ed ambiti di utilizzo 36
Attraverso l'utilizzo di un database di oggetti predeniti, da confrontare con le
scansioni ottenute,  e possibile ottenere ottimi risultati in ambienti relativamente
poveri, dove  e presente una quantit a limitata di possibili oggetti dierenti. In am-
bito domestico ad esempio questo permetterebbe una navigazione completamente
autonoma ed indipendente dell'ambiente, andando ad interagire con gli ostacoli,
riconoscendoli o evitando la collisione con essi, senza richiedere l'uso di sistemi
complessi come scansione laser o confronto stereoscopico. In futuro tali soluzio-
ni potrebbero essere usate anche nel campo della guida automatizzata, con ruolo
primario o secondario (nel riconoscimento di ostacoli o segnali). Tali soluzioni, gi a
ampiamente implementate (riconoscimento automatico dei pedoni [13]) attraver-
so soluzioni tecnologiche radar, potrebbero portare ad una riduzione dei costi e
quindi un mercato pi u ampio.
2.3 Algoritmi proposti
Nel corso degli anni sono stati sviluppati diversi sistemi che sfruttano alcune pe-
culariet a tipiche delle immagini.Alcuni di essi si basano sull'informazione di in-
tensit a, sulle linee orrizzontali/verticali, e sui punti prospettici [14] [15] ai pi u
sosticati come Make 3D[16].
Tuttora non esiste il sistema perfetto, bens  algoritmi studiati ad hoc per settori
diversi, che presentano notevoli limiti di applicabilit a o realizzazione. Un sistema
che pretenda di essere eterogeneo dovrebbe prescindere da molte delle supposizioni
fatte e sfruttare un'insieme delle caratteristiche usate nei vari settori. Tra i diversi
metodi proposti meritano sicuramente di essere citati alcuni, per importanza o
motivazioni storiche. Va certamente menzionato il Shape from Shading[10]: me-
todo che cerca di ricostruire la profondit a basandosi sulla diusione della sorgente
luminosa: le variazioni di luminanza presenti all'interno di un'immagine possono
essere sfruttate per ricavarne informazioni utili sulla dispozione in terza dimen-
sione degli oggetti. Gioca ovviamente un ruolo fondamentale l'origine della fonte
luminosa, che risulta incognita nel problema. Nel 1997 Horry et al. [17] sviluppa-
rono un algoritmo, basato sui punti e le linee prospettiche, in grado di suddividere
l'immagine in 5 diverse zone: 
oor, right wall, left wall, rear wall e ceiling, e
creare cos  un modello semplice ma capace di rendere l'eetto tridimensionale, il
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Pi u recentemente, basandosi sempre sui principi del pioneristico lavoro di Horry
et al., sempre con l'obiettivo di ricreare una scena tridimensionale e navigabile
dell'immagine, troviamo il lavoro di Iizuka [18] che sfrutta questa volta la seg-
mentazione in superpixel: questa consiste nello scomporre ogni singolo pixel come
vettore a cinque dimensioni, contenente l'informazione sulla posizione (x,y) e sul
colore (L, u, v), ed aggregare insieme pixel coerenti appartenenti con una certa
probabilit a ad una stessa regione. Il metodo prevede dei semplici input da parte
dell'utente (che dovr a cerchiare gli oggetti foreground e segnare la linea di demar-
cazione tra background e 
oor) al ne di evitare i frequenti errori di riconoscimento,
spesso comuni a tutti gli algoritmi attuali. In questo modo si  e in grado di dare
un'animazione 3D di qualit a certamente superiore, provvedendo anche a stimare
le occlusioni (Patch Match). Di contro per ottenere questi risultati  e presente una
forte interattivit a con l'utente, che deve provvedere a segnare le zone di interesse,
connando e coadiuvando cos  il lavoro dell'algoritmo, che risulta tutt'altro che
automatizzato.
Figura 2.3: Costruzione della scena 3D (a) data una singola immagine, l'utente
specica attraverso l'inserimento di polilinee le gure in primo piano e delimita il
piano di background.I diversi elementi vengono combinati per ottenere il modello
3D che l'utente pu o navigare (f)
Altro lavoro che va citato  e quello di Derek Hoiem in [19] che sfrutta le informa-
zioni a livello macroscopico di un'immagine. Per primo egli cap  che era possibile
utilizzare le conoscenze geometriche a priori date dal calcolo statistico in un deter-
minato ambito: restringendo il campo alle scene outdoor  e quasi sempre possibile
distiguere diverse zone di interesse: ground, sky e vertical, sfruttando cos  le infor-
mazioni regionali dell'immagine per il recupero dell'informazione di profondit a, in
maniera completamente automatizzata. Questo modello  e stato poi ripreso anche
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Figura 2.4: Risultati tipici del sistema di Horry confrontato con altre soluzioni
per creare ambienti 3D navigabili: a) immagine iniziale b) photo pop-up (Hoiem
2005) c)spider mesh (Horry 1996) d) vanishing line (Kang 2001) e) boundary
lines. In giallo le linee date come input dall'utente, in rosso le linee di conne
rimanenti
Questo sistema, ed in minor modo quello elaborato da Saxena [16][20], pur es-
sendo completamente automatizzati, portano ad errori piuttosto evidenti nel caso
di errata segmentazione o stima della profondit a, la quale, seguendo un modello
probabilistico, non garantisce correttezza nella totalit a dei casi.
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Con nalit a completamente diverse si presenta invece la categoria degli algoritmi
che fanno uso di un database di forme base e di oggetti predeniti: in questo caso
lo scopo principale non  e quello di garantire la fedelt a tra immagine e modello
3D, bens  solo quello di riconoscere le forme, scomponendo l'immagine in segmenti
elementari bidimensionali e trovando un riscontro tra le forme gi a presenti nella
libreria: un metodo simile viene proposto in [21] e trova applicazione nel campo
della robotica, per il riconoscimento degli oggetti e l'interazione con questi. Un
concetto simile viene anche usato in [22], dove la ricostruzione dei volti a partire da
un'immagine  e fatta attraverso la compensazione della luminosit a, la detection del
volto, l'estrazione dei punti base e seguente applicazione di patch da un database
di volti 3D scannerizzati precedentemente al laser. Queste classi basate su modelli
risultano adatte a rappresentare oggetti solo nel campo per le quali sono state
studiate, e trovano poco riscontro al di fuori del loro contesto, essendo dicile una
generalizzazione.Capitolo 3
L' algoritmo di Saxena: Make 3D
3.1 Presentazione dell' algoritmo
Nato da un progetto dell'universit a di Stanford, Make 3D [23]  e un'algoritmo, oltre
ad essere un'applicazione online, capace di trasformare qualsiasi foto in un mo-
dello tridimensionale del suo contenuto, permettendo cos  la stima della struttura
tridimensionale degli oggetti. Questo tipo di tecniche rappresenta sicuramente un
ambito di ricerca emergente. Make 3D per o fa un grosso passo avanti rispetto
agli algoritmi precedenti. Abbandonando alcune delle assunzioni pi u frequenti
sull'immagine (ad esempio sull'esistenza di una linea marcata dell'orizzonte) ed
eettuando invece un' analisi pi u approfondita di tutti i dettagli dell'immagine
legati alla profondit a (gli stessi utilizzati dall' occhio umano), si  e arrivati ad otte-
nere un algoritmo che fornisce risultati apprezzabili in un numero quasi radoppiato
dei casi. Il grosso limite nora infatti non era tanto rappresentato dalle prestazioni
ottenibili, bens  il limitato numero di casi e condizioni favorevoli necessarie per ot-
tenerle. Nel lavoro di Saxena l'algoritmo compie una sorta di training utilizzando
delle immagini rappresentative del tipo di dati sul quale verr a utilizzato (panora-
mi, ambienti urbani, etc), in modo da ottimizzare i parametri, confrontandoli con
quelli ottenuti con misure di profondit a come ad esempio uno scanner laser.
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3.2 Principi alla base dell'algoritmo
Lo studio svolto dal gruppo di Saxena si pone come obiettivo quello di stimare
strutture 3D complesse, sempre a partire da una singola immagine, anche prive
di strutture geometriche ben denite. Lo scopo  e quello di ottenere modelli sia
quantitativamente accurati, sia piacevoli a livello visivo. L'algoritmo sfrutta una
quantit a di segnali visivi per stimare gli aspetti tridimensionali dei superpixel. Per
prima cosa l'immagine viene scomposta in diverse piccole sezioni. Per ognuna di
queste viene usato un MRF (Markov Random Field) per desumere un insieme di
parametri planimetrici che stabiliscono sia la posizione che l'orientamento della
singola sezione (patch).
Figura 3.1: Schema visivo della segmentazione con MRF
Make 3D provvede poi a stimare anche le relazioni che intercorrono tra le diverse
parti dell'immagine. Il modello risulta molto eterogeneo, dal momento che non
assume nessun presupposto sulla struttura in esame, al di fuori del fatto che essa
possa essere scomposta come un'insieme nito di piccoli piani. Questo permette
l'utilizzo dell'algoritmo in ambienti che vanno anche al di fuori da quelli presi in
esame, o considerati come situazione standard, sulle quali il sistema  e stato testato.
3.2.1 Informazioni monocolari di profondit a
In generale i dettagli che ci permettono la ricostruzione tridimensionale a partire
da un'immagine sono diversi. Attraverso un'attenta analisi di questi e cercandoCapitolo 3. L' algoritmo Make 3D 43
Figura 3.2: Risultato prodotto dall'algoritmo, con (a) immagine iniziale, (b)
immagine rilevata dal modello 3D, (c) depthmap relativa e (d) visione del
modello come mesh
di sfruttarne appieno le potenzialit a,  e possibile derivare le informazioni contenute
in esse ed operare anche in assenza di triangolazione, cio e utilizzando una singola
immagine. I principali sono:
 variazioni di tessitura (texture): ove l'immagine presenta un forte cambia-
mento di colore e luminanza  e facile che si presenti un cambio di piano, ovve-
ro i punti considerati giacciono su superci piane diverse. Questo elemento
riguarda le variazioni ad alte frequenze nell'immagine.
 gradiente di texture: la presenza di un cambiamento graduale della texture
complessiva pu o essere indice di un cambiamento graduale di profondit a del-
la supercie in esame. Esempio tipico quello di un prato che, visto a distanze
diverse, presenta componenti ad alta frequenza a distanze ravvicinate, e so-
lamente componenti a bassa frequenza a distanze ragguardevoli o fuori dal
fuoco dell'immagine, pur rappresentando lo stesso elemento e la stessa cromi-
nanza globale. A dierenza delle variazioni prese in esame precedentemente,
per il gradiente vengono considerati quegli elementi che variano lentamente
lungo un certo asse, sia per profondit a, sia per caratteristiche.
 interposizione: le caratteristiche che presenta un'oggetto collocato su un
altro piano focale rispetto a quello di fondo.Capitolo 3. L' algoritmo Make 3D 44
 occlusioni: le occlusioni rappresentano un limite dell'analisi attraverso l'uso
di una singola immagine. Non  e possibile recuperare le informazioni di og-
getti che non sono visibili nell'immagine, se non  e disponibile un'altra visuale
che ne  e priva. Ad ogni modo saper identicare quando queste avvengono
pu o prevenire eventuali errori di ricostruzione, ed in alcuni casi si pu o stimare
la natura di quest'ultima.
 conoscenza delle dimensioni degli oggetti: il nostro cervello  e in grado di posi-
zionare correttamente sull'asse della profondit a oggetti di cui ha esperienza.
Un albero o un edicio che nell'immagine presentano una certa dimensio-
ne possono essere collocati in un range piuttosto veritiero di distanza reale,
senza ulteriori analisi.
 luci ed ombre: l'occhio umano  e in grado di stimare la direzione sorgente
della fonte (o delle fonti) di illuminazione della scena: l'illuminazione delle
superci e le ombre che si creano aiutano notevolmente il processo di analisi.
Questo fattore risulta molto complesso e di dicile gestione per l'analisi
automatizzata.
 defocus: le parti a fuoco e le parti sfocate di una scena presentano elementi
distintivi e sono perci o identicabili. Nella fotograa classica il piano focale
di un'immagine  e unico, in corrispondenza dei soggetti della foto. A seconda
della lunghezza focale utilizzata questo fenomeno  e presente in maniera pi u
o meno evidente. Soggetti pienamente a fuoco avranno una distanza simile
dal centro della camera.
3.2.2 Caratteristiche dell'immagine analizzate dall'algorit-
mo
Come gi a sottolineato un'immagine rappresenta la proiezione bidimensionale su
un piano di una struttura a tre dimensioni. Si capisce quindi come da questa la
struttura 3D originale risulti ambigua. Si possono dedurre innite proiezioni da
essa, alcune pi u probabili, altre meno, a seconda delle informazioni che si possono
dedurre in maniera piuttosto complessa attraverso il nostro cervello. Alcune di
queste comunque possono essere elaborate computazionalmente. In particolare si
porge particolare attenzione a:Capitolo 3. L' algoritmo Make 3D 45
 Caratteristiche dell'immagine e profondit a: le caratteristiche di un'immagi-
ne di un oggetto (es. texture) e la sua profondit a risultano essere fortemente
correlate.
 Connettivit a: ad esclusione delle occlusioni (da qui l'importanza di saperle
identicare) tutte le patch (supersegmentazioni) hanno una forte probabilit a
di essere connesse tra loro. Questo assunzione limita notevolmente il numero
di soluzioni possibili, restringendo di molto il nostro campo di ricerca (teore-
ticamente innito se non facessimo nessuna ipotesi sulla connessione di patch
adiacenti).
 Coplanarit a: due patch adiacenti, e che presentano caratteristiche simili,
sono molto probabilmente coplanari.
 Colinearit a: lunghe linee dritte nell'immagine bidimensionale possono essere
spigoli di elementi nel tridimensionale (lati di edici, nestre).
 E da notare come nessuno di questi preso singolarmente sia un'elemento in grado
di ricondurci univocamente al modello 3D, ma se ad ognuno di essi viene dato
un'indice di adabilit a e si usano congiuntamente in un modello Markoviano,  e
possibile ricondurci ad una struttura fedele all'originale.
Figura 3.3: Depth map prodotte dall'algoritmo (riga inferiore) per le relative
immagini. In giallo gli elementi con profondita' minore, in blu gli elementi con
profondita' maggiore
3.2.3 Segmentazione e superpixel
Il primo passo che viene svolto  e quello di sfruttare un'algoritmo di segmentazione
e suddividere l'immagine in tante piccolissime aree. La suddivisione operata dalla
segmentazione potrebbe risultare eccessivamente 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uniformi, risultando cos  coperte da molti superpixel. Tuttavia ognuno di essi
presenter a caratteristiche uniformi, cio e riporter a gli stessi parametri planari.
L'algoritmo a questo punto cerca di stimare la posizione e l'orientazione di ciascun
superpixel. Un elemento distintivo del lavoro svolto dall'universit a di Stanford ri-
sulta certamente la possibilit a di non avere solo orientazioni verticali od orizzontali,
bens  anche inclinate obliquamente.
Successivamente viene utilizzato un'edge detector, in modo da ltrare i risultati
ottenuti tramite l'analisi del gradiente: pur in presenza di un forte gradiente infatti
non sempre vi  e uno spigolo o un cambio di orientazione. Si pensi ad esempio ad un
ombra marcata proiettata su una supercie. Seppur tutti questi fattori non siano
sucienti da soli ad un'accurata stima del modello, se uniti al processo Markoviano
rappresentano una componente essenziale, andando a migliorare notevolmente le
prestazioni dello stesso processo eseguito in assenza di questi parametri.
Figura 3.4: da sinistra verso destra: immagine originale, sovrasegmentazione
dell'immagine per ottenere i superpixel, modello 3D predetto, screenshot del
modello 3D
3.3 Calcolo della profondit a assoluta
Data una patch i-esima dell'immagine I(x,y), vengono calcolate le seguenti feature.
Attraverso l'uso di 17 dierenti ltri (9 maschere di Law, 2 canali di colore, e 6
gradienti relativi alla texture) viene elaborata la patch corrente e calcolate le varie
uscite.
Figura 3.5: Filtri di Law e ltri gradiente utilizzati
Da queste vengono ricavate l'energia e la curtosi relativa a ciascun ltro convoluto
per i pixel della patch in questione, secondo la formulaCapitolo 3. L' algoritmo Make 3D 47
Ei(n) =
X
(x;y)2superpixel(i)
jI(x;y)  Fn(x;y)j
k (3.1)
con k= f1,2g dove con k=1 abbiamo la somma dell' inviluppo dell' uscita e con
k=2 la somma quadratica ovvero l' energia. I rappresenta i valori dell'immagine
per il superpixel, mentre F(n) rappresenta la matrice del ltro. Al ne di stimare
la profondit a assoluta di una patch, le informazioni locali centrate attorno ad essa
sono insucienti, e sono necessarie pi u informazioni globali. Si ovvia a questo
problema catturando tali informazioni a dierenti scale/risoluzioni. Oltre a risol-
vere parzialmente questo problema, cos  facendo  e possibile catturare oggetti di
dimensione completamente diversa: un oggetto grande sar a catturato nella scala
a pi u bassa risoluzione, mentre quelli pi u piccoli nella scala ristretta ad alta riso-
luzione. Al ne di ottenere informazioni addizionali il calcolo delle feature della
patch avviene sia dallo studio della patch stessa che dalle 4 patch vicine. Questo
viene ripetuto per tutte e tre le scale utilizzate, cosicch e il vettore relativo ad una
patch contiene anche le informazioni delle patch adiacenti, anche se queste rappre-
sentano pure punti spazialmente distanti nel caso della scala maggiore. Ripetendo
dunque il calcolo delle feature su 3 livelli sia per il superpixel in questione che per
i 4 adiacenti, otteniamo un vettore delle features di dimensione 34  (4 + 1)  3
alle quali si aggiungono 14 feature riguardanti la forma calcolate unicamente sul
superpixel, per un totale di 524 dimensioni
Figura 3.6: Vettore delle feature di un superpixel, che include le informazioni
sui superpixel adiacenti a diversi livelli di scala
3.4 Calcolo della profondit a relativa
In modo simile viene svolto il confronto relativo di profondit a tra 2 patch: usando
gli stessi ltri, e salvando (in modo pi u accurato) le uscite su entrambe le patch,Capitolo 3. L' algoritmo Make 3D 48
vengono messe in relazione le depth relative. Vengono poi salvate le dierenze tra
i due istogrammi.
3.5 Modello Markoviano: descrizione e motiva-
zioni di utilizzo
Nei problemi di elaborazione delle immagini occorre valutare un'entit a (pixel, og-
getto o altro) all'interno di un certo contesto (pixel vicini od oggetti vicini). La
valutazione ha lo scopo di associare un nuovo valore (colore o signicato) all'en-
tit a. Il principio del vicinato  e quindi ben noto in Computer Vision (CV), ed  e
presente in tutte le classiche tecniche di elaborazione dell'informazione visiva. I
Random Field di Markov (MRF) riescono a mescolare tre caratteristiche interes-
santi tanto da renderli adatti alla CV: vicinato, unicit a teorica e ottimalit a. Cio e
con un'unica base teorica, quella dei MRF appunto, si possono sviluppare tecni-
che diverse, dal low level all'high level processing, per trovare soluzione ottime a
diversi problemi. L'ottimalit a  e valutata probabilisticamente per cui si trova la
soluzione \pi u probabile" al problema. Tutto ci o rende gli MRF particolarmente
attraenti. Il lato negativo della teoria MRF  e che mostra una struttura alquanto
complessa poich e mescola tecniche probabilistiche a tecniche proprie della ricerca
operativa. La risoluzione di problemi di computer vision (CV) ha avuto un'evo-
luzione da approcci euristici verso una pi u sistematica ricerca di teorie unicanti
[24]. In questo processo i ricercatori si sono resi conto che un problema dovrebbe
essere risolto in termini di ottimalit a tenendo conto dei vincoli di contesto pre-
senti. Questi ultimi, in particolare, sono necessari per la corretta interpretazione
dell'informazione [25], non solo nel campo della CV. La ragione principale per l'uso
dell'ottimalit a si ritrova nell'esistenza di incertezza in ogni problema legato alla
CV, ma non solo: rumore o altri fattori degradanti derivanti da quantizzazione
o disturbi; diversa illuminazione degli oggetti e loro parziale/totale occlusione in
una scena; deformazione della loro struttura dovuta alle ottiche usate per cat-
turare l'immagine; anomalia nell'ingegnerizzazione della conoscenza in generale.
 E abbastanza evidente che situazioni di questo tipo rendono quasi impossibile la
ricerca della soluzione perfetta: ha pi u senso ricercare una soluzione ottima dati
certi criteri di ottimalit a. Ci sono tre questioni fondamentali nei problemi di otti-
mizzazione in generale: rappresentazione del problema; denizione della funzione
obiettivo; algoritmo di ottimizzazione. Nella rappresentazione del problema, unCapitolo 3. L' algoritmo Make 3D 49
ruolo fondamentale, come vedremo,  e assunto dal concetto di legame di vicina-
to: questo determina che la forma pi u generale per rappresentare un problema
per MRF consiste in un grafo. La rappresentazione a matrice o a vettore, spesso
utilizzate in CV, sono particolari modi di intendere i gra. La funzione obiet-
tivo mappa istanze di soluzioni verso numeri reali che ne misurano l'ottimalit a.
La formulazione determina come i diversi vincoli (propriet a dei pixel e relazioni
tra essi) sono codicate in una funzione. Come vedremo pi u avanti, la teoria dei
MRF consente di formulare, a partire da considerazioni statistiche, una funzione
obiettivo probabilistica. L'ottimizzazione della funzione obiettivo consente di ri-
cercare una soluzione ottima all'interno di uno suo spazio ammissibile. La ricerca
dell'ottimo ore spunti di studio notevoli: l'esistenza di minimi locali; la presenza
di funzioni obiettivo non convesse; l'ecienza degli algoritmi nel tempo e nello
spazio. In questo ambito risulta impossibile denire una metodologia ottimale in
ogni situazione ma, piuttosto, regole che consentono in determinate situazioni di
fornire soluzioni adeguate. In genere una suddivisione grossolana dei metodi viene
compiuta tra algoritmi che producono soluzioni locali o globali. Per capire meglio
la rappresentazione della MRF come grafo,vanno introdotti tutti quegli elementi
che consentono di arrivare a formulare una funzione obiettivo per un problema di
CV.
3.5.1 Labeling
Un problema di labeling e specicato in termini di elementi (site) e label: il labeling
assegna una label a ciascun sito.  E in generale una mappatura:
f : S ! L
dove S  e l'insieme degli elementi e L quello delle label. Un esempio di insieme di
elementi pu o essere l'insieme dei pixel in un'immagine o, pi u in generale, l'insieme
dei nodi in un grafo. Per le label invece si possono considerare i valori (colori)
assumibili da un pixel o i valori (anche simbolici) assumibili dal nodo di un grafo.
 E ovvio che lo spazio delle congurazioni totali  e identicato da:
F = L
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In certe circostanze le label ammissibili per un sito possono essere diverse da quelle
ammissibili per un altro sito: il problema si generalizza e per la sua soluzione basta
tenerne conto nell'insieme dei vincoli caratterizzanti.
3.5.2 Vicinato
In S gli elementi sono collegati da un sistema di vicinato N. Per il sito i, Ni ha le
seguenti propriet a
i = 2 Ni
j 2 Ni , i 2 Nj
Un esempio di vicinato pu o essere la distanza euclidea. Ne deriva che la coppia
(S,N)  e un grafo.
Nel caso della struttura a matrice, si pu o visualizzare la distanza di vicinato ad
un pixel dato (X) come in gura (3.7).
Figura 3.7: Distanza di vicinato nel caso di una matriceCapitolo 3. L' algoritmo Make 3D 51
3.5.3 Clique
Una clique  e una sottoparte del grafo formato dai siti e dal sistema di vicinato:
c  (S;N)
Figura 3.8: Forme possibili di Clique per nestre 3x3
In genere si usa identicare le clique non solo per la loro forma (quando si ha a
che fare con strutture regolari) ma anche per la loro cardinalit a. Per convenzione
la cardinalit a di una clique  e espressa a pedice:
C1 = fiji 2 Sg; C2 = ffi;i
0gji
0 2 N;i 2 Sg; C3 = f:::g
E l'insieme delle clique  e dato ovviamente da:
C =
[
k
Ck
La forma delle clique  e invece molto importante soprattutto per questioni legate
a tecniche di elaborazione low-level nella CV. Si hanno varie forme di clique (si
pensi ad una nestra 3x3) come in gura (3.8).
Le clique del primo tipo sono solo un pixel; le altre sono invece formate dalle 4
direzioni fondamentali (2 diagonali e 2 assiali) e cos  via.
L'uso di conoscenza di contesto  e necessaria per catalogare correttamente una en-
tit a [25], qualunque sia lo spazio dei problemi considerato. A questo proposito le
informazioni provenienti dal vicinato sono usate come contesto. In termini pro-
babilistici  e semplice considerare i vincoli di contesto poich e si possono codicare
usando la probabilit a condizionata
P(fijff
0
ig) = P(f
0
ijffig)
P(fi
P(f0
i)
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che pu o essere letto come: probabilit a che il sito i assuma il valore fi a fronte del
fatto che nel suo vicinato vi  e l'insieme di valori f0
i. Il problema non  e complesso
se ciascuna label  e indipendente:
P(fijff
0
ig) = P(fi)
e la probabilit a globale (data da tutte le label nel loro complesso)  e banalmente:
P(f) =
Y
i2S
P(fi)
Il problema diventa complesso quando dalla probabilit a condizionata si vuole cal-
colare la forma di quella non condizionata e le label sono tra loro interagenti. MRF
fornisce la soluzione per trattare questo caso [26].
Le incertezze intrinseche nelle problematiche legate alla CV, cos  come anche in
altre tipologie di problemi, giusticano l'utilizzo dell'ottimalit a per il calcolo della
soluzione. La soluzione ottima si trova in corrispondenza della soluzione a probabi-
lit a massima. Conoscendo le distribuzioni dei dati a disposizione o della soluzione
che si intende ritrovare, vi sono vari metodi statistici che possono aiutare nella
ricerca della soluzione [27][28]. Specicatamente:
 Maximum Likelihood (ML): quando si conoscono le caratteristiche della di-
stribuzione dei dati a disposizione ma non si ha idea su come si distribuir a
la soluzione.
 Maximum Entropy (ME) : quando la situazione  e opposta rispetto al ML.
 Maximum A Posteriori (MAP) : quando si conoscono entrambe le distribu-
zioni. Le precedenti sono casi particolare di questa.
 Minimum Description Length (MDL) : in base al principio per cui la solu-
zione al problema  e quella che necessita del minor insieme di vocaboli di un
linguaggio per la sua descrizione.  E dimostrata l'equivalenza con MAP.Capitolo 3. L' algoritmo Make 3D 53
3.6 Markov Random Field
Il processo Markoviano, che porta a determinare le coordinate tridimensionali del
modello voluto, viene eseguito per ciascuna delle 3 segmentazioni. Per ogni super-
pixel viene calcolato il vettore normale al piano, e questo viene messo in relazione
ai superpixel vicini. A seconda che l'andamento di una segmentazione sia congruo
con quelle delle altre dimensioni,  e possibile pesare in maniera dierente ciascuna
soluzione, fondendone in un secondo momento insieme i dati. Per la ricostruzione
3D assume un'importanza fondamentale la denizione di errore relativo (fraziona-
rio) di profondit a. Detta d la profondit a reale di un punto, e ^ d la profondit a da
noi stimata per quel medesimo punto, l'errore relativo si denisce come:
(^ d   d)=d = ^ d=d   1 (3.3)
La minimizzazione della quantit a appena denita assume un ruolo fondamentale
nel nostro processo Markoviano.
Al ne di catturare le relazioni presenti tra i parametri di ogni piano, le caratteristi-
che dell'immagine, e le altre propriet a quali coplanarit a, connettivit a e colinearit a,
formuliamo il nostro MRF secondo la seguente equazione:
P(jX;v;y;R;) =
1
Z
Y
i
f1(ijXi;vi;Ri;)
Y
i;j
f2(i;ijyij;Ri;Rj) (3.4)
dove, con i indichiamo i parametri planimetrici del superpixel i-esimo, rappresen-
tato da Si punti. Usiamo xi;si per denotare le features del punto si nel superpixel
i-esimo. Z  e semplicemente una costante di normalizzazione. Xi = fxi;si 2 R524 :
si = 1;:::;Sig sono le caratteristiche (features) del superpixel i-esimo. Similmente,
Ri = fRi;si : si = 1;:::;Sig  e l'insieme dei raggi normali alla camera per il superpi-
xel i-esimo, v indica la condenza che diamo alle caratteristiche locali calcolate nel
predirre la depth. Il primo termine, f1(:), modella i parametri planimetrici come
funzione delle caratteristiche dell'immagine xi;si. Abbiamo dunque che, denita la
profonditale come di;si, possiamo scrivere:
R
T
i;si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la profondit a stimata inoltre pu o essere scritta come:
^ di;si = x
T
i;sir (3.6)
e nalmente il nostro errore frazionario risulta:
^ di;si   di;si
di;si
=
1
di;si
(^ di;si)   1 = R
T
i;sii(x
T
i;si;r)   1 (3.7)
Fatto questo, per minimizzare l'errore su tutti i punti del superpixel in esame,
modelliamo la relazione tra parametri planimetrici e feature dell'immagine come:
f1(ijXi;vi;Ri;) = exp
 
 
Si X
si
vi;sijR
T
i;sii(x
T
i;si)   1j
!
(3.8)
I r rappresentano parametri del modello, per ogni riga dell'immagine usiamo un
dierente valore di questo parametro, dato che le diverse righe presentano anda-
menti statistici diversi. Nel caso poi che le features calcolate per un determinato
punto non risultino attendibili, il parametro vi;si viene posto a 0, andando ad an-
nullare l'eetto del termine jRT
i;sii(xT
i;si)   1j. Il secondo termine, f2(:), modella
le relazioni tra i parametri planimetrici di due superpixel dierenti, i e j. Esso usa
due punti si ed sj secondo la formula:
f2(:) =
Y
si;sj2N
hsi;sj(:) (3.9)
Con dierenti scelte di h(:)efsi;sjg cattureremo coplanarit a colinearit a e connet-
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3.6.1 Vincolo di connettivit a
Figura 3.9: Vincolo di connessione
Raorziamo inoltre il vincolo sulla connettivit a scegliendo si e sj in modo tale che
essi siano posti in prossimit a di uno spigolo comune (detto edgel) dei rispettivi su-
perpixel, penalizzando la distanza relativa tra i due punti. Cos  facendo otteniamo
un vincolo di connessione tra superpixel diversi, secondo la formula (3.10)
hsi;sj(i;j;yij;Ri;Rj) = exp( yijj(R
T
isii   R
T
jsjj)^ dj) (3.10)
In dettaglio, RT
isii = 1=di;si e RT
jsjj = 1=dj;sj. Dunque, il termine RT
isii  
RT
jsjj)^ d rivela la distanza frazionale j(di;si  dj;sj)=
p
di;sidj;sjj per la distanza sti-
mata ^ d =
p
dsidsj. Va notato come in caso di occlusioni la variabile yi;j venga
posta uguale a 0, evitando cos  di forzare la connessione dei superpixel con punti
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3.6.2 Vincolo di coplanarit a
Figura 3.10: Vincolo di coplanarita'
Per raorzare il vincolo di coplanarit a tra superpixel adiacenti scegliamo due cop-
pie di punti di conne come appena visto, ed una terza coppia di punti s00
i e s00
j,
questa volta punti interni dei rispettivi superpixel. Penalizziamo dunque la di-
stanza relativa del punto s00
j dal piano del superpixel i-esimo, calcolato attraverso
l'uso del suo raggio normale.
h
00
sj(i;j;yij;Rj;s
00
j) = exp( yijj(R
T
i;s00
i i   R
T
j;s00
jj)^ ds00
jj) (3.11)
3.6.3 Vincolo di colinearit a
Figura 3.11: Concetto di colinearita'.
Consideriamo due superpixel i e j, che risiedono su uno stesso segmento retto nel-
l'immagine 2D: vi  e un'innit a di linee curve nello spazio tridimensionale che si
proiettano nello spazio bidimensionale dell'immagine come tale segmento rettili-
neo, anche se statisticamente risulta pi u probabile che tale proiezione sia data da
una curva che risulta essere anche essa rettilinea nel 3D. Allo stesso modo, siamo
portati a penalizzare dunque le soluzioni che presentano linee curve in presenza di
segmenti rettilinei nell'immagine 2D, discostandosi cos  da quella che reputiamoCapitolo 3. L' algoritmo Make 3D 57
essere la soluzione ottima. Deniamo dunque i e j i parametri planimetrici
di due superpixel i e j che risultano proiettarsi su segmento retto nell'immagine
bidimensionale: per un punto sj appartenente al superpixel j-esimo, penalizziamo
la distanza frazionale lungo il raggio Rj dalla linea retta passante per lo stesso
superpixel. Secondo la formula:
hsj(i;j;yij;Rj;sj) = exp( yijj(R
T
i;sii   R
T
j;sjj)^ dj) (3.12)
abbiamo inoltre che hsi;sj(:) = hsihsj. Nel dettaglio, RT
j;sjj = 1=dj;sj, RT
j;sji =
1=d0j;sj. Quindi il termine (RT
i;sii   RT
j;sjj)^ d da la distanza frazionale j(dj;sj  
d0
j;sj)=
q
dj;sjd0
j;sjj per ^ d =
q
^ dj;sj ^ d0
j;sj La condenza che diamo al vincolo  e espressa
dal termine yij e dipende dalla lunghezza della linea e dalla sua curvatura: una
linea retta e longilinea nell'immagine bidimensionale ha probabilit a maggiore di
rappresentare a sua volta una linea retta nel 3D.
3.7 Il modello probabilistico
Come gi a ricordato la profondit a di una specica patch dipende dalla stima del-
la profondit a assoluta calcolata sulle caratteristiche della patch stessa, ma anche
dalla profondit a relativa alle patch adiacenti. Due patch appartenenti allo stesso
oggetto, come ad esempio un edicio, avranno profondit a fortemente correlata.
Per fare questo viene utilizzato un modello Markoviano di stima. Allo stesso
modo del calcolo delle features, anche la stima della depth avviene su dieren-
ti scale: questo per ovviare al problema di patch che a livello microscopico non
sembrano correlate, ma invece lo sono a livello macroscopico. Si pensi ad un edi-
cio contentente delle nestre: pur non trovando correlazione tra piccole patch in
prossimit a della nestra. Possiamo comunque individuare la continuit a presente
nella struttura se analizziamo punti maggiormente distanti con patch di dimen-
sioni maggiori impedendo cos  un'analisi sfalsata dalle discontinuit a presenti nella
struttura. Deniamo con s= 1,2,3 ciascuna delle 3 scale, otteniamo:
di(s + 1) =
1
5
X
j2Ns(i)[fig
dj(s) (3.13)Capitolo 3. L' algoritmo Make 3D 58
dove detta di la depth della patch i-esima, con Ns(i) indichiamo le 4 patch vicine
alla patch i-esima alla scala s. Cos  facendo le patch ad una scala superiore sono
forzate ad essere una media delle patch ad una scala di dimensione inferiore. Il
modello sulle profondit a risulta il seguente
P(d
   
 
X;;) =
1
Z
0
@ 
M X
i=1
(di(1)   xT
i r)2
22
1r
 
3 X
s=1
M X
i=1
X
j2Ns(i)
(di(s)   dj(s))2
22
2rs
1
A(3.14)
Dove, con M si indica il numero totale di patch, xi indica il vettore della pro-
fondit a assoluta della patch i-esima,  e  sono parametri del modello. Si usano
dierenti parametri, dato che, con una telecamera montata orizzontalmente, ogni
riga presenta dierenti propriet a statistiche. Inne Z rappresenta una costante di
normalizzazione.
3.8 Finalit a dell'algoritmo
I campi di utilizzo risultano dunque molteplici. Grazie proprio alla generalizza-
zione fatta risulta possibile l'impiego dell'algoritmo per nalit a diverse. Alcuni
obiettivi che possono essere raggiunti sono:
 predizione della profondit a a partire da una singola immagine
 incorporare sull'immagine le informazioni rilevate dai dettagli monocolari,
in modo da poter permettere sia la ricostruzione della profondit a monoco-
lare indipendente, sia quella stereo coadiuvata da questa prima analisi sulle
singole immagini.
 creare modelli 3D navigabili, garantendo una ricostruzione piacevole del
modello.
 creare grossi modelli 3D anche partendo da un esiguo numero di immagini
disponibili
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Questi sono ovviamente solo alcuni esempi, la duttilit a dell'algoritmo ne permette
l'applicazione in tutti quei settori dove si presentano problematiche con la rico-
struzione 3D classica, oltre a quei campi dove  e auspicabile poter incrementare le
prestazioni raggiunte con i modelli standard.
3.9 Possibili sviluppi futuri
Pur presentando ottimi risultati nell'ambito in cui si colloca, l'algoritmo  e ben
lontano dall'essere perfetto. Presenta un ottimo andamento nel caso di paesaggi,
mentre riscontra dicolt a nel caso di strutture architettoniche o in presenza di
oggetti in primo piano. Un possibile miglioramento dell'algoritmo si otterrebbe
introducendo il riconoscimento di alcune forme tramite l'uso di alcune librerie con-
tenenti modelli di riferimento: potendo ad esempio riconoscere una sagoma umana
sarebbe semplice dedurne la profondit a di campo in base alle dimensioni. Altri
possibili metodi volti a migliorare le prestazioni attuali vengono poi presentati nel
capitolo successivo, come l'uso dei ltri sobeliani in combinazione della trasforma-
ta di Hough, o la segmentazione coadiuvata dalle informazioni sul colore. Qualora
disponibili, si potrebbe inoltre sfruttare le informazioni EXIF presenti in numerosi
le .jpeg, come nelle stesse immagini test utilizzate nel lavoro di Saxena. Lun-
ghezza focale ed apertura del diaframma (F) possono essere utilizzate in qualche
modo per stimare delle propriet a dell'immagine, in combinazione con un'analisi,
tramite opportuno ltraggio, delle zone a fuoco e delle zone sfuocate nell'imma-
gine. Pensando poi di poter disporre sempre di una sola telecamera, ma potendo
prelevare frame diversi in un certo intervallo temporale, potremmo ricondurci al
caso di shape from motion, utilizzando Make 3D per una prima stima del modello,
velocizzando e migliorando anche il processo di acquisizione, rendendo necessa-
rio un minor numero di immagini prima di poter stimare un modello veritiero, e
andando ad irrobustire la tecnica di predizione.Capitolo 4
Make 3D: il codice e le modiche
apportate
4.1 Introduzione
Il codice, scritto in MATLAB, e scaricabile gratuitamente [23], contiene diver-
si script e funzioni annidate (richiamate dall'esecuzione dello script principale
'Oneshot3DEfficient.m') ognuna con un diverso compito computazionale sui dati
in ingresso (la nostra immagine). Sempre sul sito sono disponibili diverse immagini
test, a risoluzione 1704x2272, e le relative mappe di profondit a, ricavate tramite
scansione laser della scena. Per rendere l'algoritmo applicabile anche in condizione
di diversa risoluzione, si  e provveduto ad un riscalamento dell'immagine iniziale, in
modo da poter esser testato con qualsiasi tipo di immagine a nostra disposizione.
Va notato come, in caso di riscalamento, introduciamo un errore sull'immagine
stessa, dato che essa subisce degli stiramenti. In uscita all'algoritmo otteniamo
un le .wrl, o, in seguito alle modiche apportate, un le .ply. Entrambi sono
estensioni che rappresentano semplici le di testo con le informazioni per la gra-
ca vettoriale. Abbiamo dunque un poligono (solitamente viene usato un collage
di triangoli) che descrive la nostra approssimazione della supercie tridimensio-
nale stimata dall'immagine 2D. Con questi le mesh  e possibile riportare vertici,
spigoli, colore della supercie, texture,brillantezza e trasparenza .Essi sono visua-
lizzabili con qualsiasi software per la manipolazione di modelli 3D. Per la facilit a
di utilizzo e la capacit a di riconoscere diversi formati quasi sempre si  e utilizzato
l'open source MeshLab [29], che permette di navigare all'interno del modello.
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4.2 Lettura e ridimensionamento
L'immagine di input viene letta da MATLAB, e salvata come matrice RGB, do-
ve ogni colore  e rappresentato da una matrice singola di dimensioni equivalenti a
quelle dell'immagine, con i valori del colore per ciascun pixel, nell'intervallo 0-255.
Come gi a accennato, prima di compiere qualsiasi operazione, si  e provveduto ad
eseguire un casting delle dimensioni, attraverso il comando imresize, garantendo
cos  la corretta elaborazione della nostra immagine. La dimensione corretta del-
l'immagine dunque risulta pari a 900x1200 pixel, ridimensionamento congruo con
quanto accade in fase di elaborazione per le immagini campione fornite assieme al
codice. L'immagine cos  manipolata viene quindi salvata in formato .jpg, in modo
da poter esser richiamata anche nelle funzioni annidate, qualora fosse necessaria.
4.3 Riconoscimento delle linee
Make 3D, dopo queste operazioni preliminari di lettura, procede immediatamente
con la segmentazione dell'immagine. Al ne di migliorare le prestazioni per o, si
 e subito cercato di ricavare delle informazioni preliminari basandosi unicamente
su calcoli elementari eseguiti sull'immagine, da utilizzare poi in una seconda fase,
assieme ai risultati del corpo vero e proprio di Make 3D. In risposta a ci o si  e
deciso di utilizzare una matrice riportante la media dei valori di colore sui tre
canali (una sorta di immagine in bianco e nero, recante informazioni sulle diverse
zone presenti nella scena), e di servirsi della trasformata di Hough descritta nel
paragrafo successivo.
Figura 4.1: Immagine con valore medio di colore.Capitolo4. Make 3D: l'algoritmo e le modi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4.3.1 Trasformata di Hough
La trasformata di Hough  e una tecnica di estrazione utilizzata nel campo dell'e-
laborazione digitale delle immagini. Nella sua forma classica si basa sul ricono-
scimento delle linee di un'immagine, ma  e stata estesa anche al riconoscimento di
altre forme arbitrariamente denite. Fu scoperta da Paul Hough nel 1959, anche
se la forma universalmente riconosciuta ed utilizzata al giorno d' oggi  e quella
rivista da Richard Duda e Peter Hart nel 1972.  E una tecnica che permette di
riconoscere particolari congurazioni di punti presenti nell'immagine, come seg-
menti, curve o altre forme pressate, rappresentando un tipico operatore globale.
Il principio fondamentale  e che la forma cercata pu o essere espressa tramite una
funzione nota che fa uso di un insieme di parametri. Una particolare istanza della
forma cercata  e quindi completamente precisata dal valore assunto dall'insieme di
parametri. Per esempio, assumendo come rappresentazione della retta la forma
y = ax + b, qualunque retta  e completamente specicata dal valore dei parametri
(a;b). Se si assume un tipo di rappresentazione diversa, quale la forma normale
polare  = xcos + ysin, l'insieme di parametri varia di conseguenza. In questo
caso la retta  e completamente specicata dalla coppia (;).
Figura 4.2: Per ogni punto sono disegnate in alto le possibili linee che lo
attraversano, insieme alle perpendicolari relative che intersecano l' origine. Di
ciascuna di queste perpendicolari viene misurata la lunghezza e l' angolo. Tali
valori vengono riportati nel grafo di HoughCapitolo4. Make 3D: l'algoritmo e le modiche 64
Fissata la forma di interesse (p.es. il segmento di retta) e la sua rappresentazio-
ne (p.es. la forma polare),  e possibile considerare una trasformazione dal piano
dell'immagine (su cui la forma  e rappresentata) allo spazio dei parametri. In que-
sto modo, una particolare istanza di retta viene rappresentata da un punto nello
spazio dei parametri. Nel piano dell'immagine, un punto  e identicato dall'inter-
sezione di pi u rette. Quindi, ad ogni punto P corrisponde, nel piano dei parametri,
la curva formata dai punti immagine delle rette passanti per P. Se nell'immagi-
ne sono presenti dei punti allineati su una stessa retta, sul piano dei parametri,
le curve che corrispondono alle trasformazioni dei vari punti si intersecano in un
punto del piano trasformato che  e l'immagine della retta su cui giacciono i punti.
In questo modo,  e possibile individuare i segmenti di retta presenti sull'immagine
originale. L'approccio  e robusto al rumore e ad eventuali interruzioni che doves-
sero essere presenti sul segmento nell'immagine. La trasformata di Hough  e stata
calcolata con l'opportuna funzione MATLAB, facendo attenzione a ltrare prima
l'immagine attraverso un ltro sobeliano, che altro non  e che un ltro che calco-
la il gradiente dell'immagine, restituendo il valore 1 in presenza di picchi di alta
frequenza, e 0 altrimenti: Detta I la nostra immagine, Gx il gradiente orizzontale,
e Gy il gradiente verticale, questi ultimi sono calcolati attraverso la convoluzione
per le matrici:
Gx =
2
6 6
4
 1 0 +1
 2 0 +2
 1 0 +1
3
7 7
5  I (4.1)
Gy =
2
6 6
4
 1  2  1
0 0 0
+1 +2 +1
3
7 7
5  I (4.2)
L ingresso della trasformata di Hough dunque  e rappresentato dal sobeliano suc-
cessivamente binarizzato. L' immagine di ingresso cos  ottenuta  e stata salvata in
modo da essere disponibile per eventuali elaborazioni successive. Nel calcolo della
trasformata di Hough e possibile stabilire la soglia di tolleranza, per rilevare i punti
che rappresentano le linee con un forte gradiente, oltre al numero massimo e alla
lunghezza minima delle linee da prendere in considerazione.Capitolo4. Make 3D: l'algoritmo e le modiche 65
Figura 4.3: Uscita del ltro Sobeliano.
Nella gura sopra viene rappresentato il calcolo del ltro sobeliano, facendo rife-
rimento sempre alla stessa immagine di partenza in gura (4.1).
Va ricordato come ogni singola immagine richiederebbe dei parametri congurati
ad hoc, che rispecchino la natura stessa dell'immagine. Oltre a questo va sottoli-
neato come, in caso di immagini \dicili", con forti gradienti in presenza anche
di superici continue, il calcolo della trasformata di Hough potrebbe non portar
alcun vantaggio, o addirittura potrebbe forviare la stima.
In gura (4.4)  e illustrato l'andamento nel piano (;) dei punti corrispondenti alle
linee passanti per i punti dell'immagine, in presenza di un punto di accumulazione
abbiamo un houghpoint, segnato da un quadratino nero. A questo corrisponde
ovviamente un segmento. Possiamo sovraporre l'immagine iniziale alla nostra
stima delle linee di Hough, vericandone cos  la correttezza.
 E facile notare come per la prima immagine a sinistra, le linee risultino sovrab-
bondanti, andando a delineare conni che non sempre rappresentano discontinuit a.
Per l'immagine a destra invece si percepisce subito l'informazione utile che reca il
calcolo della trasformata di Hough, che va a delimitare zone appartenenti a piani
prospettici dierenti. In generale quindi risulterebbe controproducente utilizzare
questa stima per una divisione dei superpixel (informazione forte). D'altro cantoCapitolo4. Make 3D: l'algoritmo e le modi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Figura 4.4: Mappatura della trasformata di Hough.
Figura 4.5: houghlines riportate nel piano di riferimento dell'immagine.
possiamo sfruttare quanto visto considerando le linee di Hough come informazio-
ne debole: aggregando cio e segmenti che giacciono su una stessa linea parallela
alla linea di Hough. Non ricorreremo dunque ad un processo di segmentazione,
bens  ad un processo di fusione, utile soprattutto nel caso di segmentazione ne
dei superpixel, ove la divisione  e spesso sovradimensionata alle caratteristiche reali
dell'immagine.
4.4 Generazione dei superpixel
La segmentazione come gi a ricordato avviene a diversi livelli. Sono previsti tre
diversi tipi di segmentazione: la prima, ne, si occupa di segmentare l'immagine
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microscopico, oppure di oggetti relativamente piccoli, quali una nestra od un
arco vista in lontananza, che risulterebbero appiattiti da una segmentazione pi u
grossolana. La segmentazione media si occupa invece di rendere l'andamento ge-
nerale dell'insieme, tralasciando i dettagli ma tenendo ancora conto di variazioni
locali, ed una segmentazione macroscopica, che ritorna le informazioni sulle ma-
crozone, e, accoppiata alle altre due, pu o rivelarsi indispensabile a denire quali
sono le vere zone che presentano un cambiamento forte in termini di profondit a ed
inclinazione. L'algoritmo  e stato modicato in modo da visualizzare per ognuno
dei 3 tipi di divisione la relativa segmentazione, assegnando dei valori casuali di
colore ai superpixel. In caso di errori evidenti  e possibile riutare la segmentazio-
ne ottenuta e ripeterla variando alcuni parametri, quali dimensione minima della
segmentazione ed omogeneit a .
Figura 4.6: Generazione dei superpixel: (a) ne, (b) media, (c) grossolana. Il
riquadro (d) invece rappresenta la media dei precedenti a risoluzione elevata.
Eseguito questo processo di supersegmentazione iniziale si prosegue attraverso il
calcolo delle features dell'immagine, in relazione alle patch calcolate: vengono a
questo scopo usati i 17 ltri presentati nel capitolo 3: maschere di Law, canali
colore e gradienti relativi alla texture. Inoltre sono presenti delle funzioni che
cercano di ripulire, specialmente le segmentazioni pi u piccole, attraverso l'uso di
maschere, con l'intento di identicare zone di cielo o di terreno piatto, in modo
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priori della natura delle immagini.  E stato inoltre inserita un'ulteriore maschera,
in modo da raorzare il comportamento nel caso in cui l'immagine catturi anche
una parte di cielo sullo sfondo. Analizzando esclusivamente la parte superiore
dell'immagine e andando ad identicare i pixel contigui che presentano un range di
colori plausibile dell'azzurro,  e possibile identicare i pixel rappresentanti porzioni
di cielo. Particolare attenzione  e stata posta nell'evitare di includere pixel che
presentino discontinuit a troppo accentuate o gradienti ad alte frequenze, in modo
da minimizzare la probabilit a di includere oggetti non appartenenti allo sfondo
voluto. I voxel corrispondenti a tale maschera sono stati inne posti tutti alla
distanza massima rilevata nella matrice di profondit a
4.5 Calcolo dell'errore
Ponendo come obbiettivo quello di andare ad incrementare in termini prestazionali
l'algoritmo, si  e posta la necessit a di confrontare i dati stimati con quelli reali,
in modo da poter sia analizzare l'ecenza dell'algoritmo con diverse immagini,
sia poter confrontare i risultati in seguito alle modiche apportate al codice. I
dati disponibili, frutto della scansione laser della scena, non riportano unit a di
misura, seppur risultino proporzionali ai dati stimati dall'algoritmo stesso. Si  e
reso dunque necessaria una conversione dei dati laser, per renderli confrontabili
con i valori ottenuti. A tale scopo si  e utilizzato un'algoritmo ICP. L'ICP (Iterative
Closest Point)  e utilizzato spesso nella ricostruzione 3D, per poter confrontare dati
provenienti da dierenti scansioni di una stessa scena. Iterativamente, sulla nuvola
di dati tridimensionali (X,Y,Z) si procede come segue:
1. Si trova una corrispondenza tra le due superci (mapping di punti, superci,
linee, curve)
2. Si calcola la distanza tra le due superci con il metodo dei minimi quadrati
3. Si calcolare la trasformazione che minimizza questa distanza
4. Si eettua la trasformazione e si reitera la procedura nch e la distanza non
sia minore di un threshold, o nch e non si  e raggiunto il numero massimo di
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L'algoritmo sostanzialmente trova la traslazione e rotazione dei dati che minimizza
l'errore tra i due dataset, oltre all'errore quadratico medio per ciascuna iterazione.
4.6 Cancellazione dei picchi
Un evidente limite dell'algoritmo Make 3D risulta certamente l'introduzione di
picchi di profondit a in realt a inesistenti, portando piccoli oggetti su un piano mol-
to pi u vicino o lontano rispetto a quello reale. Si nota infatti come spesso accada
che un numero limitato di punti sia aetto da un forte errore, o per la valutazione
errata su un oggetto di piccole dimensioni in realt a appartenente allo stesso piano
dell'oggetto in cui  e inserito, oppure per un'errata connessione tra punti adiacenti.
Si  e dunque provveduto a risolvere questo tipo di problematica andando ad ana-
lizzare i risultati di profondit a ottenuti ed eliminando le discontinuit a spurie ove
queste plausibilmente non esistano.
A tal ne  e stata introdotta un'ulteriore segmentazione dell'immagine, ad un li-
vello intermedio diverso dai precedenti, che descriva in modo piuttosto preciso le
diverse zone, senza perdere l'informazione di segmentazione globale dei macrobloc-
chi. I valori usati per questa suddivisione sono di solito intermedi tra quelli delle
due segmentazioni maggiori usate nell'algoritmo. Questa suddivisione in blocchi
 e poi ranata attraverso l'uso dell'informazione di colore: un'ulteriore scissione
in due blocchi distinti  e eseguita qualora siano presenti due tonalit a distinte di
colore, una fusione invece qualora due segmenti presentino colore univoco. Ad
ogni segmento viene dunque assegnato un valore numerico, comune a tutti i pixel
facente parte della stessa zona. Per ciascun superpixel viene calcolata la media e
la varianza dei valori di profondit a corrispondenti. Se sono presenti valori nume-
ricamente non coerenti con i valori adiacenti, questi vengono ignorati. A questo
punto viene eseguita la regressione lineare tra valori di coordinate XY e i valori
numerici di profondit a Z. Vengono cos  trovati i coecenti di regressione lineare
attraverso i quali possiamo ricalcolare sulla zona i valori di profondit a. Questo
appiattimento dei valori potrebbe sembrare penalizzante, dato che teoreticamente
potremmo avere una perdita di dettaglio, che per o risulta trascurabile se realizzato
facendo attenzione alla segmentazione scelta per la suddivisione. Da calcoli ese-
guiti su un set ampio di immagini otteniamo un miglioramento delle prestazioni,
sia in termini di errore numerico, sia in termini di errore visivo, ottenendo ottimi
risultati in termini di attenuazione dei picchi.Capitolo 5
Conclusioni e risultati
5.1 Introduzione
Negli ultimi anni, le metodologie basate sulla visione stereo e sulla triangolazione,
sono state applicate a diversi problemi, quali la navigazione di automi, la ricostru-
zione 3D di strutture architettoniche, oppure il riconoscimento di oggetti, solo per
citarne alcuni. Diversamente dagli algoritmi basati sulla visione stereoscopica o
sulla structure from motion, questa tesi ha preso in esame e sviluppato concetti
attorno agli algoritmi che sfruttano un ampio insieme di indizi monocolari. Abbia-
mo quindi presentato un modello basato su MRF multiscala in grado di stimare
la profondit a a partire dalla semplice analisi di una singola immagine. Queste
informazioni non solo possono essere integrate con quelle di triangolazione classi-
che, bens  permettono una duttilit a di utilizzo altrimenti inimmaginabile in diversi
contesti.
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5.2 Confronto dell'errore per Make3D con algo-
ritmi simili
I risultati ottenuti, vanno analizzati e confrontati, in termine di errore, all'interno
della stessa classe di algoritmi. Il lavoro di Saxena dunque  e stato confrontato con
altri esempi algoritmi di stima tridimensionale da singola immagine. In particolare
si sono considerati:
 Il lavoro di Hoiem et. al. (HEH) [19];
 SCN, un algoritmo precedentemente formulato dagli stessi autori di Make3D
[30];
 Point Wise MRF (BaseLine 1) senza vincoli di coplanarit a colinearit a con-
nettivit a [16];
 Point Wise MRF (BaseLine 1) con vincoli di coplanarit a colinearit a connet-
tivit a [16];
 Planar MRF (BaseLine 2) senza vincoli [16];
 Planar MRF (BaseLine 2) con il solo vincolo di coplanarit a [16];
 L'algoritmo completo Make3D [16].
E si  e valutato l'errore in diversi modi:
 Percentuale di modelli corretti rilevati;
 Percentuale di singoli piani (profondit a e inclinazione) correttamente rilevati;
 errore percentuale in scala logaritmica jlogd   log ^ dj;
 errore relativo percentuale medio
jd   ^ dj
d
.
Per il calcolo  e stato utilizzato un dataset di 107 immagini dierenti, scelte, come
riportato negli articoli, da terze persone esterne al lavoro svolto.
Nel caso dell'algoritmo di HEH i dati sono stati prima scalati e ruotati, per poter
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Tabella 5.1: Tabella di confronto dell'errore rilevato
Metodo modelli corretti piani corretti errore log errore %
SCN NA NA 0.198 0.530
HEH 33.1% 50.3% 0.320 1.423
BS1 senza vinc. 0% NA 0.300 0.698
BS1 con vincolo 23% NA 0.149 0.458
BS2 senza vinc. 0% 0% 0.334 0.516
BS2 con coplan. 45.7% 57.1% 0.191 0.373
BS2 con vincolo 64.9% 71.2% 0.187 0.370
scena. Il laser utilizzato  e denito come autocostruito,  e stato quindi impossibi-
le ricavarne i parametri di funzionamento dai datasheet, rendendo necessario per
il confronto dell'algoritmo modicato l'applicazione dell'algoritmo ICP, indistinta-
mente sia sui dati di Make3D, sia sui dati da noi ottenuti. In tabella sono riportati
i valori stimati nel lavoro di Saxena per i diversi metodi.
Da questa si nota facilmente come sia l'utilizzo dell'algoritmo Point-wise MRF
sia Plane Parameter MRF superano SCN ed HEH nel predirre la profondit a per
quanto riguarda l'accuratezza da un punto di vista quantitativo. Va messo in
risalto come passare da un algoritmo Point based ad uno Plane based contribuisca
molto all'accuratezza relativa della profondit a, producendo depthmap pi u denite.
L'introduzione delle propriet a di coplanarit a, connettivit a e colinearit a, aumenta
prestazionalmente l'algoritmo, oltre a migliorare signicatamente i modelli 3D
prodotti, andando ad eliminare quelle discontinuit a che, pur producendo un lieve
errore quantitativo, risultano inaccettabili per il modello qualitativo.
5.3 Confronto dell'errore dopo le modiche
Una volta apportate le modiche descritte nel capitolo 4 al codice, il confronto
quantitativo sull'errore  e stato eseguito direttamente tra i valori ottenuti e quelli
disponibili sul sito, frutto della scansione laser, per il dataset di immagini dispo-
nibili. Si  e potuto cos  confrontare l'errore del codice originale con quello ottenuto
in seguito alle variazioni descritte. Per una migliore visione d'insieme si  e deciso
di riportare l'errore percentuale globale jd   ^ dnormj e l'errore MSE (Mean Square
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function MSE = MeanSquareError(origImg , distImg)
origImg = double(origImg);
distImg = double(distImg);
[M N] = size(origImg);
error = origImg - distImg;
MSE = sum(sum(error .* error)) / (M * N);
L'errore  e stato valutato per 40 immagini, riportando sempre risultati coerenti, e
garantendo dunque una certa robustezza delle modiche eettuate, nelle tabelle
alle pagine seguenti sono riportati i valori ottenuti per alcune di esse.
Viene riportato l'errore prima e dopo la trasformazione dei punti attraverso l'algo-
ritmo ICP. Similmente a quanto riportato in [16] l'errore tipico risulta del 36% per
l'algoritmo Make 3D (M3D), mentre troviamo un errore medio del 31% per l'al-
goritmo da noi modicato, indicato in tabella con la sigla M3D+. In seguito alla
trasformazione dei dati, in modo da essere adattati ai valori reali ottenuti tramite
scansione, l'errore medio rivelato risulta pari al 31%, per attestarsi su valori del
27-28% in seguito alle modiche apportate. Va notato come, nelle immagini prese
in analisi, non sono stati riscontrati casi in cui le modiche abbiano portato ad
un peggioramento prestazionale. A seconda del tipo di immagine il miglioramento
ottenuto oscilla molto: in alcuni casi non vi sono state sostanziali modiche al mo-
dello ottenuto, in altri invece siamo arrivati ad ottenere anche miglioramenti del
7-8%. Il confronto degli MSE invece rivela un sostanziale dimmezzamento dell'er-
rore quadratico. In alcuni (rari) casi, in cui l'errore a monte della trasformazione
ICP risultava basso (< 7%), i dati sono stati trascurati, dato che questi portavano
ad un'errore nullo una volta trasformati, a causa della limitata precisione compu-
tazionale. La causa  e da attribuirsi ad immagini con depthmap semplici, prive di
strutture complesse, come ad esempio un'edicio in lontananza, in cui anche la
scansione laser presenta solamente due piani principali: un'insieme di punti tutti
equidistanti all'orizzonte ed un piano riferito alla pavimentazione. Questi dunque
non sono stati considerati esempi tipici per gli scopi pressi e si  e ritenuto op-
portuno tralasciarli nelle stime. Per ogni immagine viene riportata una icona, in
modo da sottolineare le diverse prestazioni in rapporto alla diversa natura delle
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Figura 5.1: Confronto dell' errore sulla predizione per l'algoritmo Make 3D
prima e dopo le modicheCapitolo5. Conclusioni e risultati 77
5.4 Make3D contro HEH
Per quanto riguarda l'errore qualitativo, cio e l'errore visivo presente nel modello
3D generato, risulta estremamente arduo ricavare dei dati percentuale. Un calcolo
quantitativo infatti dicilmente pu o render conto della bont a del modello: pensia-
mo a due immagini con lo stesso numero di superci errate, o con delle discrepanze
di omogeneit a. In base a dove si collocano e come si collocano tali errori all'interno
della scena, possiamo trovare accettabile il primo modello, mentre potremmo tro-
vare visivamente non corretto il secondo. Il lavoro di Saxena  e stato fatto valutare
dagli utenti, sia in termine di numero di superci inferite non correttamente, sia
in termine di risultato a livello globale. In [16] viene riportata una percentuale di
modelli corretti pari al 64.9%, mentre nello stesso articolo la percentuale di mo-
delli corretti per il lavoro di HEH scende al 33.1%. Sempre in [16] viene eseguito
un confronto alla pari tra i due algoritmi, facendo valutare a persone estranee al
progetto i modelli ottenuti per le stesse immagini. Nel 62.1% dei casi  e risultato
vincente Make3D, nel 22.1% HEH, nel resto vi  e stata una sostanziale parit a. Da
notare come la percentuale di modelli corretti scenda dal 64.9% al 48.1% per lo
stesso algoritmo di riferimento, come riportato in [31]. Sottolineamo ancora una
volta come queste stime siano fortemente vincolate a fattori soggettivi e ai diversi
parametri di riferimento, oltre al diverso set di immagini prese in considerazione.
Per tali valutazioni dunque sarebbe necessario ssare un set unico di immagini ete-
rogenee, e ssare dei parametri ricavabili direttamente dal modello che rispecchino
la capacit a di proporre una mesh visualmente piacevole, da utilizzare per qualsiasi
algoritmo si ponga lo scopo di ricreare modelli 3D della realt a circostante, sia essa
frutto di triangolazione, di scansione laser o di indizi monocolari. L'ultimo dato fa
riferimento ad un esperimento web su larga scala, dove gli utenti potevano eseguire
l'upload delle loro foto e visualizzare il modello 3D generato da esse. Di seguito
in gura  e riportato un confronto visivo tra modelli di HEH e di Make3D.
Confrontando le immagini in gura (5.1) possiamo vedere le dierenze tra i due
modelli. A discapito di quanto riportato, notiamo come HEH fornisca quasi sempre
un modello meno dettagliato della struttura 3D. Quest'ultima per o spesso non
risulta la scelta ottima: sebbene a livello quantitativo la stima sia certamente
migliore, a livello qualitativo si paga molto, specie in caso di inferenza erronea. Si
prenda in esame l'immagine 5: entrambi i modelli risultano sbagliati: HEH porta
ad un appiattimento della scena, Make3D invece crea degli spigoli vivi irreali,
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Figura 5.2: Confronto tra algoritmo HEH e Make3D: Nella prima riga l'im-
magine originale, nella seconda il modello predetto da HEH, nella terza e quarta
riga prospettive del modello per Make3D
5.5 Miglioramento del livello visivo
Analizzando il comportamento dei diversi algoritmi livello visivo dunque, si  e cer-
cato dunque di attenuare la peculiarit a della creazione di spigoli vivi non reali
tipica di Make3D, senza andar a perdere per questo la sua capacit a maggiore nel
riconoscimento di piani diversi in una scena rispetto ad HEH. La perdita di det-
taglio a livello microscopico risulta del tutto accettabile all'occhio umano, mentre
risulta molto fastidioso un andamento spigoloso irreale. Altro fattore essenziale a
cui si  e cercato di porre rimedio  e l'assenza di profondit a a lunga distanza: entram-
bi gli algoritmi tendono a schiacciare gli elementi in secondo piano sullo sfondo,
appiattendoli contro il cielo. Ove applicabile dunque si  e modicato l'algoritmo
in modo da rilevare la presenza di uno sfondo a distanza innita (il cielo) tramite
opportuni controlli di colore ed omogeneit a su punti determinati dell'immagine
(vicino ai margini superiori sinistro, destro e centrale, oltre ad un punto pi u vicino
al centro dell'immagine). Se alcuni di questi punti hanno caratteristiche confron-
tabili con quelle che generalmente caratterizzano il cielo in un'immagine, si itera
il procedimento ai punti adiacenti, sino ad individuare la totalit a dei punti. LaCapitolo5. Conclusioni e risultati 79
Figura 5.3: Alcune informazioni usate nella modica del codice: (a) immagine
originale (b) valore medio di colore (c) trasformata di Hough e houghlines (d)
supersegmentazione
maschera ottenuta viene dunque forzata ad assumere per ciascun punto la pro-
fondit a massima presente nell'immagine, creando un ulteriore livello nel modello,
di forte impatto visivo. Il processo  e eseguito anche in presenza di sfondo bianco
dell'immagine, in modo da poter processare correttamente un numero non esiguo
di potenziali immagini frutto di graca vettoriale, per fare un esempio. A die-
renza di quanto visto nell'algoritmo originale, i modelli creati dopo la modica
del codice, partono dal presupposto che non sempre a soluzioni quantitativamente
migliori corrispondono soluzioni qualitativamente migliori. Se infatti la prima fase
delle modiche apportate al codice si  e concentrata sull'ottimizzazione dell'errore
numerico, la seconda si  e posta come obiettivo quello di ottimizzare la visualizza-
zione del modello, pur partendo dai dati ottenuti nella prima fase. Analizzando
diversi modelli ottenuti sono stati identicati i principali problemi caratteristici
dell'algoritmo:
 Presenza di microzone con orientamento e profondit a errata: piccoli elemen-
ti della scena, quali ad esempio le persone interposte tra il piano principale
e lo sfondo, spesso vengono correttamente predette in profondit a solo per
un limitato numero di punti, mentre i rimanenti vengono accomunati alla
profondit a della scena. Capita cos  di vedere 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di profondit a elevato, creando un eetto poco piacevole. Sia tramite rimap-
pamento della profondit a con l'uso di una supersegmentazione ad hoc, sia
tramite ltraggio, si  e cercato di porre rimedio a questo eetto antiestetico,
preferendo perdere l'informazione sull'oggetto, a costo di un appiattimento
sullo sfondo, trascurabile per oggetti di queste dimensioni;
 Appiattimento della scena sullo sfondo: se da un lato questo andamento  e
stato volutamente cercato per elementi di piccole dimensioni, si  e riscontrato
che spesso elementi in secondo piano venivano accomunati a punti di distanza
innita. Per ovviare almeno in parte a ci o si  e implementata una funzione
findsky.m, in grado di identicare all'interno di un certo range di valori la
maschera del cielo, ponendola cos  su un piano a se stante.
 Presenza di picchi locali con profondit a errata: Per alcuni punti o linee all'in-
terno dell'immagine si  e notato come talvolta l'algoritmo tendesse, nonostan-
te il vincolo Markoviano, ad inferire una profondit a completamente errata,
identicandoli come oggetti singoli. Per questo tipo di errori si  e ovviato tra-
mite ltraggio della mappa di profondit a attraverso la funzione medfilt2.m:
un ltro di media, un'operazione non lineare spesso usata nell'image pro-
cessing per ridurre il rumore 'sale e pepe'. Un ltro mediano risulta pi u
eciente quando l'obiettivo  e quello di ridurre il rumore e simultaneamente
preservare gli edge. La maschera usata risulta di 5x5 pixel.
 Errore su elementi all'interno di elementi di dimensione maggiore: ( ad es.
una nestra di una casa). In tal caso il problema risulta risolvibile attraverso
il ltraggio eseguito tramite la supersegmentazione modicata, che rivela le
zone di maggior interesse. Se l'errore per o  e dato dal fatto che l'elemen-
to sia associato ad una patch sbagliata (l'esempio comune  e quello di una
porta di un edicio, fusa con la pavimentazione) l'errore persiste, e potreb-
be essere teoreticamente rilevabile tramite l'uso della trasformata di Hough
con divisione delle supersegmentazioni. Tale procedura, pur portando ad un
miglioramento teorico di questo fenomeno, comporterebbe l'introduzione di
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Figura 5.4: Confronto tra il nostro modello (sopra) e il modello originale:
si nota un netto miglioramento sia come percezione di profondita' sia come
eliminazione di picchi di erroreCapitolo5. Conclusioni e risultati 82
Figura 5.5: Confronto tra modelli prima e dopo le modiche: (a) snapshot del
modello originale (b) mesh strutturata del modello originale (c) snapshot del
modello modicato (d) mesh strutturata del modello modicato. Nel confronto
tra le snapshot si nota un andamento maggiormente lineare, oltre ad un aumento
della sensazione di profondita', nella mesh strutturata invece si pone attenzione
sul maggiore dettaglio acquisito sugli elementi di sfondo. Gli errori a triangolo
sono frutto della triangolazione in fase di creazione della mesh
5.6 Conclusioni
L'algoritmo presentato  e dunque in grado di stimare strutture 3D piuttosto
dettagliate, estraendo informazioni da una singola immagine. Si  e modellata
sia la locazione che l'orientamento di piccole zone omogenee nell'immagine,
dette superpixel, usando un MRF e sfruttando le relazioni e le feature pre-
senti nella scena. Nonostante gli ottimi risultati ottenuti, e la complessit a
computazionale presente in Make3D,  e stato possibile incrementare le pre-
stazioni dell'algoritmo, per lo pi u attraverso l'uso di semplici strumenti quali
la trasformata di Hough, il calcolo del sobeliano, l'analisi della segmentazio-
ne e del colore. Inoltre, dato l'ambiente in cui si va a lavorare, e notando
una tendenza all'errore spurio in presenza di segmentazioni non banali, si
 e preferito adattare l'algoritmo in modo da ottenere un andamento mag-
giormente lineare, sacricando la cura del dettaglio estremo a favore di un
debole appiattimento in caso di zona incerta, ma evitando cos  i frequenti
errori riscontrati. Oltre ad un netto miglioramento quantitativo questo haCapitolo5. Conclusioni e risultati 83
prodotto un notevole miglioramento dei modelli tridimensionali ottenuti. Su
entrambi i fronti sono possibili ulteriori margini di miglioramento, dal punto
di vista matematico si potrebbero introdurre ulteriori funzioni, in grado di
incrementare l'ottimalit a della segmentazione, oppure di post processare i
dati in uscita. Il miglioramento, seppur possibile, risulta tutt'altro che ba-
nale. Ogni funzione, presa singolarmente, non pu o sicuramente portare ad
un calo drastico sull'errore. Inoltre ogni modica va valutata su un ampio
set eterogeneo di immagini, in modo da vericarne la ripetibilit a, ed evitare
che si presentino casi in cui il suo uso introduca ulteriore errore. Per quanto
riguarda la ricostruzione dei modelli invece, si apre uno scenario piuttosto
vasto. Il riconoscimento di forme geometriche ben denite nell'immagine
potrebbe essere piuttosto utile come parametro di decisione, permettendo
o meno l'uso di forme spigolose nel modello associato, ed usando una fun-
zione di smoothing sui diversi segmenti trovati, nel caso di segmentazione
irregolare. Una ricerca delle linee di foreground e background (solo in fase di
modellazione) agevolerebbe ulteriormente il processo. La rappresentazione
del modello tramite piccoli elementi triangolari potrebbe essere rivista: spes-
so l'unione lungo un piano perpendicolare al piano della telecamera (piano
occluso) di elementi a profondit a diversa avviene in modo piuttosto casua-
le: in primo luogo si potrebbe forzare tale supercie ad assumere i valori
di texture del segmento pi u vicino al piano della camera, in secondo luogo
si potrebbe vincolare la profondit a massima di tale oggetto, in relazione al-
la sua dimensione frontale. La versione del modello realizzata in formato
.ply, contenente solo i punti eettivamente rilevati e stimati dell'immagine,
rappresenta un'ottima base di partenza per uno sviluppo in tal senso.Appendice A
Creazione di un anaglifo
Un an aglifo  e un'immagine stereoscopica, o stereogramma, che, se osserva-
ta mediante opportuni occhiali dotati di due ltri di colore complementare
l'uno rispetto all'altro, fornisce una illusione di tridimensionalit a. Un ana-
glifo contiene due immagini sovrapposte, riprese alla stessa distanza degli
occhi umani. Per la piena fruizione di un'immagine anaglica  e necessario
indossare dei caratteristici occhialini con lenti dotate di ltri colorati, che
assegnano una porzione ben specica dello spettro a ciascun occhio, porzio-
ne che era stata stabilita in fase di preparazione dell'anaglifo. L'anaglifo  e
tornato recentemente in voga grazie al suo utilizzo per la presentazione di
immagini stereoscopiche in Internet, in Blu-ray ad alta denizione, CD e
nella stampa. Gli occhialini di cartoncino con lenti di plastica che utilizzano
i ltri colorati, dopo il 2002, permettono l'utilizzo dei tre colori primari. Lo
standard corrente dei colori per le lenti dell'anaglifo sono il rosso e il ciano,
con il rosso utilizzato per il canale sinistro e il ciano per il destro. Il materiale
utilizzato per i ltri  e una gelatina monocromatica, etichettata rosso e blu
per convenienza e costo.
Come gi a visto, la visione della natura nella sua tridimensionalit a  e ottenuta
attraverso due immagini parallele scostate orizzontalmente di pochi centime-
tri l'una dall'altra (tra i 5,5 e i 7,5 nell'occhio umano). Per poter ottenere
una immagine stereoscopica che fornisca una illusione di tridimensionalit a
 e perci o necessario riprendere un soggetto con due fotocamere, cineprese o
videocamere parallele che restituiscano una doppia immagine del medesimo
soggetto alla medesima distanza degli occhi umani. Il medesimo principio di
funzionamento dello stereogramma parallelo sta alla base anche dell'anaglifo,
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le due immagini parallele sono per o riprodotte una sull'altra. La discrimina-
zione delle due immagini destinate separatamente ai due occhi, avvengono
per o attraverso un ltraggio cromatico: le due immagini vengono ltrate at-
traverso due gelatine di colore complementare (rosso/verde, blu/giallo o, pi u
comunemente, rosso/ciano) e sovrimpresse sul medesimo supporto, stampa
fotograca o pellicola positiva. Per poter osservare le due immagini separa-
tamente, viene successivamente richiesto l'uso di appositi occhiali ltrati con
i medesimi colori della stampa: l'occhio che vede attraverso il ltro rosso ve-
dr a le parti rosse dell'immagine come chiare/bianche e le componenti ciano
(blu e verdi) come scure/nere. Allo stesso modo l'occhio che vede attraverso
il ltro ciano scarter a le componenti rosse, vedendo solamente quelle ciano
(verde+blu). Le parti bianche, nere o grige (prive di crominanza), verran-
no percepite sia dall'occhio destro che dal sinistro. Il cervello unisce le due
immagini e interpreta le dierenze visive come il risultato della dierente
distanza tra i soggetti in primo piano, in secondo piano e sullo sfondo. Que-
sto permette di creare una immagine stereoscopica, senza il bisogno di ausili
quali un visore stereoscopico, per permettere a entrambi gli occhi di vedere
l'immagine che gli compete.
Alla base dunque della creazione di un anaglifo vi  e una coppia stereoscopica
della scena, ripresa da diverse visuali.
Attraverso le informazioni ricavate attraverso l' algoritmo make3D modi-
cato per o,  e possibile creare un anaglifo a partire da una singola immagine
bidimensionale. Si  e pensato dunque di sfruttare le informazioni di profon-
dit a ricavate per dividere la nostra immagine in diverse zone di profondit a
(nel nostro caso si  e provato a creare un modello a 3 e a 4 livelli). Denite
queste zone si  e suddivisa l' immagine per canali colore, isolando dapprima
la sola componente R (Red) ed in seguito l' insieme delle componenti G+B
(Green e Blue). Per ciascun livello si  e assegnato un diverso scostamento
laterale, dell' ordine di 50/20/10 pixel a seconda della zona. I canali cos 
discostati sono stati inne fusi insieme, ottenendo per esempio l' anaglifo in
gura.Appendix A. Creazione di un anaglifo 87
Figura A.1: Esempio di anaglifo ottenuto in MATLABBibliogra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