Introduction and main results
Let W be a nite Weyl group and S W be a corresponding set of simple re ections. Given an arbitrary eld K and non{zero elements q s 2 K such that q s = q s 0 whenever s; s 0 2 S are conjugate in W, denote by H K the associated Hecke algebra over K with parameters q s ; s 2 S. This is an associative K{algebra with basis T w , w 2 W, and multiplication de ned by T w T w 0 = T ww 0 if l(ww 0 ) = l(w) + l(w 0 ); T 2 s = q s T 1 + (q s ? 1)T s for s 2 S where l(w) is the usual length function on W. If V 1 ; : : :; V m is a full set of simple H K {modules, we have corresponding irreducible characters j : H K ! K de ned by j (T w ) = trace(T w ; V j ). These functions certainly satisfy the condition j (h h 0 ) = j (h 0 h) for all h; h 0 2 H K (i.e., they are \central functions"), but in general they are not class functions in the sense that j (T w ) = j (T w 0), whenever w; w 0 are conjugate in W. However, A. J. Starkey (see 2]) and A. Ram (see 11] ) have shown for Hecke algebras of type A l that the values of the irreducible characters j are constant on basis elements T w , where w runs over the elements of minimal length in a given conjugacy class of W, and that the values on any other basis element can be computed from these by a simple algorithm. It is the purpose of this paper to prove a similar statement and to describe a similar algorithm for Weyl groups and their Hecke algebras of any given type. Our approach which is completely elementary can be described entirely within the Weyl group itself, as follows. Given w; w 0 2 W and s 2 S we write w s ! w 0 if w 0 = sws and l(w 0 ) l(w) (note that always l(sws) ? l(w) = 0; +2; ?2). If w = w 0 ; : : :; w n = w 0 is a sequence of elements such that, for all i, we have w i?1 s i ! w i for some s i 2 S, then we write w s 1 :::sn ?! w 0 , or simply w ! w 0 . Furthermore, we write w w 0 if there exists a sequence w = w 0 ; : : :; w n = w 0 such that l(w i ) = l(w i+1 ), w i+1 = x i w i x ?1 i and l(x i w i ) = l(x i ) + l(w i ) or l(w i x ?1 i ) = l(w i ) + l(x ?1 i ), for all i and some elements x i 2 W. For a given conjugacy class C of W, denote by C min the set of all elements of C of minimal length. Now we can state (the proof will be given in Sections 2 and 3): Theorem 1.1 Let C be a conjugacy class of W. We have assumed that the parameters q s , s 2 S, are non{zero elements of K. Therefore, all basis elements T w , w 2 W, are units in H K . This allows us to deduce the following.
Suppose we are given elements w; w 0 ; x 2 W such that l(w) = l(w 0 ), w 0 = xwx ?1 and l(xw) = l(x) + l(w). Then we also have l(w 0 x) = l(w 0 ) + l(x), and we can compute in the Hecke algebra: T x T w = T xw = T w 0 x = T w 0 T x . It follows that T w and T w 0 are conjugate by a unit in H K . By Theorem 1.1(b), we see that T w and T w 0 are conjugate by a unit in H K whenever w; w 0 are elements of minimal length in a given conjugacy class of W; in particular, all j must have the same value on T w and T w 0. Now assume that we are given any w 2 W. If we have an element s 2 S such that l(sws) l(w) then either (i) l(ws) > l(w) and l(sws) < l(ws), or (ii) l(sw) > l(w) and l(sws) < l(sw), or (iii) l(sw) < l(w) and l(sws) < l(sw) (note that, if l(sw) < l(w) and l(ws) < l(w) and l(sws) = l(w) then w = sws, see the proof of Lemma 2.5 below). It is readily checked that The investigations in this paper were motivated by questions in the modular representation theory of Hecke algebras. These and another application to the construction of the Jones polynomial will be discussed in Section 4. 2 We shall now apply the previous two Propositions to the groups W n and prove in turn Theorem 1.1 in case (A), (B) and (D). The principal idea (for case (A) and (B)) can be described as follows. We start with an arbitrary element w 2 W n . In a rst step we use (2.3) to conjugate w to an element w 1 in signed block form. If a positive block is followed by a negative block, or if two consecutive negative blocks do not have increasing length, then we use (2.4b,c) to conjugate w 1 to an element w 2 in signed block form of strictly smaller length. In this way, we produce a sequence of elements w 1 ; : : :; w k say, such that w ! w 1 ! : : : ! w k , where w k has all its negative blocks in the beginning, ordered by increasing lengths. In case (D), we have to modify these arguments slightly, and use the fact that a Weyl group of type D n is a subgroup of index 2 in a Weyl group of type B n . The proof will then be completed by using (2.4a) to conjugate w k to an element u with the same negative blocks as w k and the positive blocks arranged in some prescribed order, and then by applying the following Lemma to the conjugacy class determined by w and taking w 0 = w k .
Lemma 2.5 Let C be a conjugacy class in W and u be a xed element of C. Suppose that, for each w 2 C, there exists an element w 0 2 C such that w ! w 0 u. Then Theorem 1.1 holds for C, and u 2 C min . Proof. First note that w 0 u implies l(w 0 ) = l(u). If w has minimal length then l(w) = l(w 0 ) = l(u), so u; w 0 2 C min . Hence Theorem 1.1(a) holds. To prove Theorem 1.1(b) it is enough to show that, if l(w) = l(w 0 ) then w w 0 . We may assume that w s ! w 0 for some s 2 S. If l(ws) > l(w) or l(sw) > l(w) then we are done. So let us assume that l(sw) < l(w) and l(ws) < l(w). Then wa must be even. So it must be a factor a i . Then either a i = b g j or i = 1 and ba 1 b = b g j , for some j. It follows that we obtain an expression for ws in W n by dropping the generator g j in w, i.e., l(ws) < l(w). The following procedure checks whether or not Theorem 1.1 holds for the given Weyl group W.
Step 1. De ne a function f 0 on W as follows. For an element w 2 W, compute the orbit of w under the equivalence relation generated by \x y if and only if y = sxs and l(y) = l(x) for some s 2 S". Whenever a new element y is added to the orbit, conjugate y by all t 2 S and compute l(tyt). If l(tyt) < l(y) for some t, then stop computing the orbit and return true.
Otherwise, continue to compute the orbit. If no new elements are to be found, the orbit is complete. In this case, return false.
Apply f 0 to all elements of W and collect in a set M those for which false was returned. Then M is the set of all w 2 W for which no w 0 2 W exists such that w ! w 0 and l(w 0 ) < l(w). In fact, it is not necessary to run through all elements of W. Substancial reductions can be made by imitating as much as possible the strategy of the proof of Proposition 2.3. We omit further details.
Step 2. For any two elements m; m 0 2 M check whether or not they are conjugate by an element w 2 W. This is done by using the function We applied this procedure to the Weyl groups of exceptional type and thus checked that Theorem 1.1 holds in these cases. Let us mention some of the results that we obtained in these examples. 8 . There exists a conjugacy class C such that jC min j = 6064. We don't see any way how to carry out a proof of Theorem 1.1 without the help of a computer for such a class. Another more principal problem seems to be the fact that, for exceptional groups, we couldn't nd parabolic subgroups and distinguished double coset representatives which satisfy relations similar to those in (2.1).
We should also like to mention that it was the possibility of writing programs in GAP easily and e ciently, and thus being able to check questions and conjectures in big examples by explicit computation which lead us to the statement of Theorem 1.1 and gave us hints how to prove it. We certainly agree that is is desirable to nd a more conceptual proof of Theorem 1.1 which only uses the description of a Weyl group by generators and relations, or by the natural action on Euclidean space as a re ection group.
Applications
In this section we discuss two applications of our results. The rst one is dealing with a certain trace function on Hecke algebras of type A n discovered by Ocneanu which can be used to construct a two variable invariant for oriented knots and links. The second one arose from the study of decomposition maps of generic Hecke algebras over elds of fractions of polynomial rings which are induced by specializing the indeterminate to roots of unity in nite elds or over the rationals. Choose an even integer 2e, and let 2e (v) be the 2e{th cyclotomic polynomial over Q I. The localization R of the polynomial ring Q I v] at the prime ideal generated by 2e (v) is a discrete valuation ring in K, and its residue class eld F is the eld extension of Q I generated by the 2e{th roots of unity. To each simple H K {module V j there exists an R{free H R {module X j such that V j is obtained from X j by extending scalars from R to K. Then reduction modulo J(R) induces a well de ned homomorphism between the Grothendieck groups of H K and H F which is called the e {modular decom- Let us give an example to show how this can be used. Let W n be the Weyl group of type A n with diagram as in Section 2(A), and let H K be the associated Hecke algebra with parameters q s = u. In 4] , Theorem 7.6, Dipper and James proved (among other results) that the number of e {modular irreducible characters of H F equals the number of e{regular partitions of n + 1, i.e., the number of partitions = (n rn ; (n ? 1) r n?1 ; : : :; 1 r 1 ) such that r i < e for all i. By combining Starkey's results (as explained in 2], Section 4) and Proposition 4.3, we can give a new proof of this fact as follows.
Given partitions and of n + 1, let S be the corresponding Young subgroup of W n , and C be the corresponding conjugacy class of W n . As in 2], p.96, de ne t = f w (u)jS \ C j=jS j, if w 2 S \ C 6 = ;, and t = 0, otherwise, where f w (u) is the characteristic polynomial of w in the natural re ection representation of the Weyl group S . Then the character table of H K is obtained by postmultiplying the ordinary character table of W n by the matrix t := (t ) (where is the column index and is the row index). By ordering partitions of n + 1 in reversed lexicographical order, the matrix t is lower triangular with non{zero entries along the diagonal. Let = ( 1 ; : : :; r ) be a partition of n + 1. By 1], Propositions 21,23, the characteristic polynomial of an element w 2 C in the natural re ection representation of W n is given by Q i (u i +u i ?1 +: : :+u+1) times a certain power of the polynomial (u ? 1). Given a second partition such that w 2 S \ C , we get the polynomial f w (u) by cancelling some of the factors (u ? 1). In particular, each cyclotomic polynomial d (u) divides f w (u) at least once, where d > 1 divides any one of the integers i , 1 i r. Furthermore, if = , then all factors (u ? 1) are cancelled. Let P(n + 1) 0 e be the set of partitions of n + 1 with no part divisible by e. Now we see that, by specializing u to a primitive e{th root of unity over Q I, all entries in the row of t corresponding to a partition which is not in P(n + 1) 0 e become 0, and the diagonal entries t for 2 P(n + 1) 0 e remain non{zero under this specialization. Since t has a triangular shape we conclude that the F{rank of the reduction modulo J(R) of t is precisely the cardinality of P(n + 1) 0 e . The proof is now complete by observing that the determinant of the character table of W n is a non{zero integer, hence remains non{zero under any specialization to a eld of characteristic 0, and that the cardinality of P(n + 1) 0 e equals the number of e{regular partitions of n + 1 (note that the proof of this fact in 8], Lemma 6.1.2, works also for e instead of a prime p). Note that the same arguments also work for specializations into a nite eld of characteristic r (inducing the r{modular decomposition map in the sense of 6]), where r is a prime not dividing the order of W n . One is tempted to call an element w 2 W in an arbitrary nite Weyl group e{regular if e (u) does not divide the characteristic polynomial of w in the natural re ection representation of W, and to conjecture that still the number of e {modular irreducible characters of H F equals the number of conjugacy classes of W consisting of e{regular elements. But this is not true in general, as can be easily seen for W of type F 4 and e = 2 by using the results in 5].
