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On presentations of Brauer-type monoids
Ganna Kudryavtseva and Volodymyr Mazorchuk
Abstract
We obtain presentations for the Brauer monoid, the partial ana-
logue of the Brauer monoid, and for the greatest factorizable inverse
submonoid of the dual symmetric inverse monoid. In all three cases we
apply the same approach, based on the realization of all these monoids
as Brauer-type monoids.
1 Introduction and preliminaries
The classical Coxeter presentation of the symmetric group Sn plays an impor-
tant role in many branches of modern mathematics and physics. In the semi-
group theory there are several “natural” analogues of the symmetric group.
For example the symmetric inverse semigroup ISn or the full transformation
semigroup Tn. Perhaps a “less natural” generalization of Sn is the so-called
Brauer semigroup Bn, which appeared in the context of centralizer algebras
in representation theory in [Br]. The basis of this algebra can be described
in a nice combinatorial way using special diagrams (see Section 2). This
combinatorial description motivated a generalization of the Brauer algebra,
the so-called partition algebra, which has its origins in physics and topology,
see [Mar1], [Jo]. This algebra leads to another finite semigroup, the partition
semigroup, usually denoted by Cn. Many classical semigroups, in particular,
Sn, ISn, Bn and some others (again see Section 2) are subsemigroups in Cn.
In the present paper we address the question of finding a presentation
for some subsemigroups of Cn. As we have already mentioned, for Sn this is
a famous and very important result, where the major role is played by the
so-called braid relations. Because of the “geometric” nature of the generators
of the semigroups we consider, our initial motivation was that the additional
relations for our semigroups would be some kind of “singular deformations”
of the braid relations (analogous to the case of the singular braid monoid,
see [Ba, Bi], or to the known presentations of the Brauer algebra from [BR],
[BW]). In particular, we wanted to get a complete list of “deformations” of
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the braid relations, which can appear in our cases. It turns out the all the
semigroups we considered indeed have presentations, all ingredients of which
are in some sense deformations or degenerations of the braid relations.
As the main results of the paper we obtain a presentation for the semi-
group Bn (see Section 3), its partial analogue PBn (which can be also called
the rook Brauer monoid, see Section 5, and is a kind of mixture of Bn and
ISn), and a special inverse subsemigroup IT n of Cn, which is isomorphic
to the greatest factorizable inverse submonoid of the dual symmetric inverse
monoid, see Section 4 (another presentation for the latter monoid was ob-
tained in [Fi]). The technical details in all cases are quite different, however,
the general approach is the same. We first “guess” the relations and in the
standard way obtain an epimorphism from the semigroup T , given by the
corresponding presentation, onto the semigroup we are dealing with. The
only problem is to show that this epimorphism is in fact a bijection. For this
we have to compare the cardinalities of the semigroups. In all our cases the
symmetric group Sn is the group of units in T . The product Sn × Sn thus
acts on T via multiplication from the left and from the right. The idea is to
show that each orbit of this action contains a very special element, for which,
using the relations, one can estimate the cardinality of the stabilizer. The
necessary statement then follows by comparing the cardinalities.
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2 Brauer type semigroups
For n ∈ N we denote by Sn the symmetric group of all permutations on the set
{1, 2, . . . , n}. We will consider the natural right action of Sn on {1, 2, . . . , n}
and the induced action on the Boolean of {1, 2, . . . , n}. For a semigroup, S,
we denote by E(S) the set of all idempotents of S.
Fix n ∈ N and let M = Mn = {1, 2, . . . , n}, M
′ = {1′, 2′, . . . , n′}. We will
consider ′ : M → M ′ as a bijection, whose inverse we will also denote by ′.
Consider the set Cn of all decompositions of M ∪M
′ into disjoint unions
of subsets. Given α, β ∈ Cn, α = X1∪· · ·∪Xk and β = Y1∪· · ·∪Yl, we define
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their product γ = αβ as the unique element of Cn satisfying the following
conditions:
(P1) For i, j ∈ M the elements i and j belong to the same block of the
decomposition γ if an only if they belong to the same block of the
decomposition α or there exists a sequence, s1, . . . , sm, where m is
even, of elements from M such that i and s′1 belong to the same block
of α; s1 and s2 belong to the same block of β; s
′
2 and s
′
3 belong to the
same block of α and so on; sm−1 and sm belong to the same block of
β; s′m and j belong to the same block of α.
(P2) For i, j ∈ M the elements i′ and j′ belong to the same block of the
decomposition γ if an only if they belong to the same block of the
decomposition β or there exists a sequence, s1, . . . , sm, where m is even,
of elements from M such that i′ and s1 belong to the same block of β;
s′1 and s
′
2 belong to the same block of α; s2 and s3 belong to the same
block of β ans so on; s′m−1 and s
′
m belong to the same block of α; sm
and j′ belong to the same block of β.
(P3) For i, j ∈ M the elements i and j′ belong to the same block of the
decomposition γ if an only if there exists a sequence, s1, . . . , sm, where
m is odd, of elements from M such that i and s′1 belong to the same
block of α; s1 and s2 belong to the same block of β; s
′
2 and s
′
3 belong to
the same block of α and so on; s′m−1 and s
′
m belong to the same block
of α; sm and j
′ belong to the same block of β.
One can think about the elements of Cn as “microchips” or “generalized
microchips” with n pins on the left hand side (corresponding to the elements
of M) and n pins on the right hand side (corresponding to the elements of
M ′). For α ∈ Cn we connect two pins of the corresponding chip if and only
if they belong to the same set of the partition α. The operation described
above can then be viewed as a “composition” of such chips: having α, β ∈ Cn
we identify (connect) the right pins of α with the corresponding left pins of
β, which uniquely defines a connection of the remaining pins (which are the
left pins of α and the right pins of β). An example of multiplication of two
chips from Cn is given on Figure 1. Note that, performing the operation
we can obtain some “dead circles” formed by some identified pins from α
and β. These circles should be disregarded (however they play an important
role in representation theory as they allow to deform the multiplication in
the semigroup algebra). From this interpretation it is fairly obvious that
the composition of elements from Cn defined above is associative. On the
level of associative algebra, the partition algebra was defined in [Mar1] and
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Figure 1: Multiplication of elements of Cn.
then studied by several authors especially in recent years, see for example
[Bl, Mar2, MarEl, MarWo, Pa, Xi]. Purely as a semigroup it seems that Cn
appeared in [Maz2].
Let α ∈ Cn and X be a block of α. The block X will be called
• a line provided that |X| = 2 and X intersects with both M and M ′;
• a generalized line provided that X intersects with both M and M ′;
• a bracket if |X| = 2 and either X ⊂M or X ⊂ M ′;
• a generalized bracket if |X| ≥ 2 and either X ⊂M or X ⊂ M ′;
• a point if |X| = 1.
By a Brauer-type semigroup we will mean a “natural” subsemigroup of the
semigroup Cn. Here are some examples:
(E1) The subsemigroup, consisting of all elements α ∈ Cn such that each
block of α is a line. This subsemigroup is canonically identified with
Sn and is the group of units of Cn.
(E2) The subsemigroup, consisting of all elements α ∈ Cn such that each
block of α is a either a line or a point. This subsemigroup is canonically
identified with the symmetric inverse semigroup ISn.
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Figure 2: Inclusions for classical Brauer-type semigroups
(E3) The subsemigroup Bn, consisting of all elements α ∈ Cn such that each
block of α is a either a line or a bracket. This is the classical Brauer
semigroup, see [Ke, Maz1].
(E4) The subsemigroup PBn, consisting of all elements α ∈ Cn such that
each block of α is a either a line or a bracket or a point. This is the
partial analogue of the Brauer semigroup, see [Maz1].
(E5) The subsemigroup IPn, consisting of all α ∈ Cn such that each block
of α is a generalized line. In this form the semigroup IPn appeared in
[Mal2, Mal3]. It is easy to see that the semigroup IPn is isomorphic
to the dual symmetric inverse monoid I∗M from [FL].
(E6) The subsemigroup IT n, consisting of all α ∈ Cn such that each block
X of α is a generalized line and |X ∩M | = |X ∩M ′|. In this form the
semigroup IT n appeared in [Mal3]. The semigroup IT n is isomorphic
to the greatest factorizable inverse submonoid F∗M of I
∗
M from [FL].
All the semigroups described above are regular. Sn is a group. The
semigroups ISn, IPn and IT n are inverse, while Cn, Bn and PBn are not.
The partially ordered set consisting of these semigroups, with the partial
order given by inclusions, is illustrated on Figure 2.
In what follows we will need some easy combinatorial results for Brauer-
type semigroups. For α ∈ Cn we define the rank rk(α) of α as the number
of generalized lines in α, that is the number of blocks in α intersecting with
both M and M ′. Note that for the semigroups Sn, ISn, Bn, PBn and Cn
ranks of the elements classify the D-classes (this is obvious for Sn, for ISn
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this is an easy exercise, for Bn and PBn this can be found in [Maz1], and
for Cn it can be obtained by arguments similar to those from [Maz1] for Bn).
For the semigroup IT n we will need a different notion. Let X be a
finite set and X = ∪ki=1Xk be a decomposition of X into a union of pairwise
disjoint subsets. For each i, 1 ≤ i ≤ |X|, let mi denote the number of subsets
of this decomposition, whose cardinality equals i. The tuple (m1, . . . , m|X|)
will be called the type of the decomposition. Consider an element, α ∈
IT n. By definition α is a decomposition of M ∪M
′ into a disjoint union of
subsets, whose intersections with M and M ′ have the same cardinality. Let
(m1, . . . , m2n) be the type of this decompositions (note that mi 6= 0 only if i
is even). The element α induces a decomposition of M into disjoint subsets,
whose blocks are intersections of the blocks of α with M . By the type of α we
will mean the type of this decomposition of M , which is obviously equal to
(m2, m4, . . . , m2n). The types of elements from IT n correspond bijectively
to partitions of n (a partition, λ ⊢ n, of n is a tuple, λ = (λ1, . . . , λk), of
positive integers such that λ1 ≥ λ2 ≥ · · · ≥ λk and λ1 + · · ·+ λk = n). The
types of the elements classify the D-classes in IT n, see [FL, Section 3].
For the semigroup PBn we will need a more complicated technical tool.
Although D-classes are classified by ranks we will need to distinguish ele-
ments of a given rank, so we introduce the notion of a type. For α ∈ PBn
let r denote the number of lines in α; b1 the number of brackets in α, con-
tained in M ; b2 the number of brackets in α, contained in M
′; p1 the number
of points in α, contained in M ; p2 the number of points in α, contained in
M ′. Obviously n = r+2b1+p1 = r+2b2+p2. Define the type of α as follows:
type(α) =
{
(b2, b1 − b2, 0, p1), b1 ≥ b2;
(b1, 0, b2 − b1, p2), b2 > b1.
We will need the following explicit combinatorial formulae for the number
of elements of a given rank or type.
Proposition 1. (a) For k ∈ {0, . . . , n} the number of elements of rank k in
ISn equals
(
n
k
)2
k!.
(b) For k ∈ {1, . . . , n} the number of elements of rank k in Bn equals 0 if
n− k is odd and (n!)
2
22l(l!)2k!
if n− k = 2l is even.
(c) The number of elements of IT n of type (m1, . . . , mn) equals
(n!)2
n∏
i=1
(mi!(i!)
2mi)
.
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(d) For all non-negative integers k,m, t such that 2k+2m+t ≤ n the number
of elements of the type (k,m, 0, t) in PBn is equal to the number of
elements of the type (k, 0, m, t) in PBn and equals
(n!)2
k!2k(t + 2m)!(k +m)!2k+mt!(n− 2k − 2m− t)!
.
Proof. This is a straightforward combinatorial calculation.
Remark 2. The semigroup Cn can be also connected to some other semi-
groups of binary relations. As we have already mentioned, the subsemigroup
IPn of Cn is isomorphic to the dual symmetric inverse monoid I
∗
M from [FL],
which is the semigroup of all difunctional binary relations under the operation
of taking the smallest difunctional binary relations, containing the product of
two given relations. The semigroup IT n is isomorphic to the greatest factor-
izable inverse submonoid of I∗M , that is to the semigroup E(I
∗
M)Sn. One can
also deform the multiplication in Cn in the following way: given α, β ∈ Cn
define γ = α ⋆ β as follows: all blocks of γ are either points or generalized
lines, and for i, j ∈M the elements i and j′ belong to the same block of γ if
and only if i belongs to some block X of α and j′ belongs to some block Y
of β such that X ∩M ′ = (Y ∩M)′. It is straightforward that this deformed
multiplication is associative and hence we get a new semigroup, C˜n. This
semigroup is an inflation of Vernitsky’s inverse semigroup (DX , ⋄), see [Ve],
which is a subsemigroup of C˜n in the natural way. An isomorphic object
can be obtained if instead of points one requires that γ contains at most one
generalized bracket, which is a subset of M , and at most one generalized
bracket, which is a subset of M ′.
3 Presentation for Bn
For i = 1, . . . , n− 1 we denote by si the elementary transposition (i, i+1) ∈
Sn, and by πi the element {i, i + 1} ∪ {i
′, (i + 1)′} ∪
⋃
j 6=i,i+1{j, j
′} of Bn
(the elementary atom from [Maz1]). It is easy to see (and can be derived
from the results of [Maz1] and [Mal1]) that Bn is generated by {si} ∪ {πi}
as a monoid. Moreover, Bn is even generated by {si} and, for example, π1.
However, we think that the set {si} ∪ {πi} is more natural as a system of
generators for Bn, for example because of the connection between Brauer
and Temperley-Lieb algebras (and analogy with the singular braid monoid,
see [Ba, Bi]). In this section we obtain a presentation for Bn with respect
to this system of generators (this resembles the presentation of the Brauer
algebra in [BW], see also [BR]).
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Let T denote the monoid with the identity element e, generated by the
elements σi, θi, i = 1, . . . , n − 1, subject to the following relations (where
i, j ∈ {1, 2, . . . , n− 1}):
σ2i = e; σiσj = σjσi, |i− j| > 1; σiσjσi = σjσiσj , |i− j| = 1; (3.1)
θ2i = θi; θiθj = θjθi, |i− j| > 1; θiθjθi = θi, |i− j| = 1; (3.2)
θiσi = σiθi = θi, θiσj = σjθi, |i− j| > 1; (3.3)
σiθjθi = σjθi, θiθjσi = θiσj , |i− j| = 1. (3.4)
Theorem 3. The map σi 7→ si and θi → πi, i = 1, . . . , n− 1, extends to an
isomorphism, ϕ : T → Bn.
The rest of the section will be devoted to the proof of Theorem 3. We
start with the following easy observation, which later on will be used in our
computations:
Lemma 4. Under the assumption that the relations (3.1)–(3.4) are satisfied,
we have the following relations:
σiθjσi = σjθiσj , θiσjθi = θi, |i− j| = 1; (3.5)
σiσi+1θiθi+2 = σi+2σi+1θiθi+2. (3.6)
Proof. For i, j, |i− j| = 1, applying (3.4) twice we have
σiθjσi = σjθiθjσi = σjθiσj .
Applying (3.4), (3.3) and, finally, (3.2) we also have
θiσjθi = θiθjσiθi = θiθjθi = θi.
This gives (3.5). Analogously, applying (3.4), (3.1), (3.2) and (3.4) again
gives
σi+2σi+1θiθi+2 = σi+2σiθi+1θiθi+2 = σiσi+2θi+1θi+2θi = σiσi+1θi+2θi,
which implies (3.6).
It is a direct calculation to verify that the generators si and πi of Bn
satisfy the relations, corresponding to (3.1)–(3.4). Thus the map σi 7→ si
and θi 7→ πi, i = 1, . . . , n − 1, extends to an epimorphism, ϕ : T ։ Bn.
Hence, to prove Theorem 3 we have only to show that |T | = |Bn|. To do
this we will have to study the structure of the semigroup T in details.
Let W denote the free monoid, generated by σi, θi, i = 1, . . . , n− 1, and
ψ : W ։ T denote the canonical projection. Let ∼ be the corresponding
congruence on W , that is v ∼ w provided that ψ(v) = ψ(w). We start with
the following description of units in T :
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Lemma 5. The elements σi, i = 1, . . . , n− 1, generate the group G of units
in T , which is isomorphic to the symmetric group Sn.
Proof. Let v, w ∈ W be such that v ∼ w. Assume further that v contains
some θi. Since θ’s allways occur on both sides in the relations (3.2)–(3.4)
and do not occur in the relations (3.1), it follows that w must contain some
θj . In particular, the submonoid, generated in W by σi, i = 1, . . . , n− 1, is a
union of equivalence classes with respect to ∼. Using the well-known Coxeter
presentation of the symmetric group we obtain that σi, i = 1, . . . , n − 1,
generate in T a copy of the symmetric group. All elements of this group are
obviously units in T . On the other hand, if v, w ∈ W and v contains some
θi, then vw contains θi as well. By the above arguments, vw can not be
equivalent to the empty word. Hence v is not invertable in T . The claim of
the lemma follows.
In what follows we will identify the group G of units in T with Sn via the
isomorphism, which sends σi ∈ G to si. There is a natural action of Sn on
T by inner automorphisms of T via conjugation: xg = g−1xg for each x ∈ T ,
g ∈ Sn.
Lemma 6. The Sn-stabilizer of θ1 is the subgroup H of Sn, consisting of all
permutations, which preserve the set {1, 2}. This subgroup is isomorphic to
S2 × Sn−2.
Proof. We have σjθ1σj = θj , j 6= 2, by (3.3). Since σj , j 6= 2, generate H , we
obtain that all elements of H stabilize θ1. In particular, the Sn-orbit of θ1
consists of at most |Sn|/|H| =
(
n
2
)
elements. At the same time, it is easy to
see that the Sn-orbit of ϕ(θ1) consists of exactly
(
n
2
)
different elements and
hence H must coincide with the Sn-stabilizer of θ1.
Since Sn acts on T via automorphisms and θ1 is an idempotent, all ele-
ments in the Sn-orbit of θ1 are idempotents. From Lemma 6 it follows that
the elements of the Sn-orbit of θ1 are in the natural bijection with the cosets
H\Sn. By the definition of H , two elements, x, y ∈ Sn, are contained in the
same coset if and only if x({1, 2}) = y({1, 2}).
Lemma 7. The Sn-orbit of θ1 contains all θi, i = 1, . . . , n − 1. Moreover,
for w ∈ Sn we have w
−1θ1w = θi if and only if w({1, 2}) = {i, i+ 1}.
Proof. We use induction on i with the case i = 1 being trivial. Let i > 1 and
assume that θi−1 is contained in our orbit. Then θi = σi−1σiθi−1σiσi−1 and
hence θi is contained in our orbit as well. Hence all θi indeed belong to the
Sn-orbit of θ1. The second claim follows from
σi−1σiσi−2σi−1 · · ·σ1σ2({1, 2}) = {i, i+ 1}, (3.7)
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which is obtained by a direct calculation. This completes the proof.
For w ∈ Sn such that w({1, 2}) = {i, j}, where i < j, we set ǫi,j =
w−1θ1w, which is well defined by Lemma 6.
Lemma 8. Suppose {i, j} ∩ {p, q} = ∅. Then ǫi,jǫp,q = ǫp,qǫi,j.
Proof. Since all elements ǫi,j are obtained from θ1 via automorphisms, it is
enough to show that θ1 commutes with all elements ǫi,j such that {i, j} ∩
{1, 2} = ∅. Take any v ∈ Sn such that v({1, 2}) = {1, 2} and v({i, j}) =
{3, 4}. Such v obviously exists. Then θ1 commutes with ǫi,j if and only if
v−1θ1v = θ1 commutes with v
−1ǫi,jv = θ3. The statement now follows from
(3.2).
Lemma 9. Suppose {i, j} ∩ {p, q} 6= ∅. Then ǫi,jǫp,q = uθ1v for certain
u, v ∈ Sn.
Proof. If {i, j} = {p, q} the statement is obvious as ǫi,j is an idempotent.
Assume |{i, j} ∩ {p, q}| = 1. Since all elements ǫi,j are obtained from θ1 via
automorphisms, it is enough to consider the case when {i, j} = {1, 2}, p = 2
and q > 2. Consider v ∈ Sn such that v(1) = 1, v(2) = 2 and v(q) = 3.
Then, using (3.3), (3.1) and (3.5) we have
v−1θ1ǫp,qv = θ1θ2 = θ1σ1θ2σ1σ1 = θ1σ2θ1σ2σ1 = θ1σ2σ1.
The statement follows.
For each k, 1 ≤ k ≤ [n
2
], set δk = θ1θ3 . . . θ2k−1. Set also δ0 = e. The
elements δi, 0 ≤ i ≤ [
n
2
], will be called canonical. The group Sn × Sn acts
naturally on T via (g, h)(x) = g−1xh for x ∈ T and (g, h) ∈ Sn × Sn.
Lemma 10. Every Sn × Sn-orbit contains a canonical element.
Proof. Let x ∈ T . If x ∈ Sn the statement is obvious. Assume that x 6∈
Sn. By Lemma 7 we can write x = wθ1g1θ1g2 . . . θ1gk for some k ≥ 1 and
w, g1, . . . , gk ∈ Sn. Moreover, we may assume that x can not be written as
a product of θ1’s and elements of Sn, which contains less than k occurrences
of θ1. We have
x = w(g1 . . . gk)(g1 . . . gk)
−1θ1(g1 . . . gk)·
· (g2 . . . gk)
−1θ1(g2 . . . gk) . . . (gk−1gk)
−1θ1(gk−1gk)g
−1
k θ1gk, (3.8)
and hence we can write
x = uǫi1,j1 . . . ǫik ,jk , (3.9)
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where u = wg1 . . . gk and {it, jt}={(gt . . . gk)(1), (gt . . . gk)(2)}, 1 ≤ t ≤ k.
Since x is chosen such that it can not be reduced to an element of T which
contains less that k entries of θ1, from Lemma 8 and Lemma 9 it follows that
{it, jt} ∩ {is, js} = ∅ for any two factors ǫit,jt, ǫis,js in (3.9). This implies
that the Sn × Sn-orbit of x contains ǫi1,j1 . . . ǫik ,jk with {it, jt} ∩ {is, js} = ∅
for all s 6= t.
Now consider some v ∈ Sn such that v(i1) = 1, v(j1) = 2, v(i2) = 3
and so on, v(jk) = 2k. Then the element v
−1ǫi1,j1 · · · ǫik,jkv is canonical by
definition. This completes the proof.
Remark 11. From the proof of Lemma 10 it follows that each x ∈ T can be
written in the form x = wθ1g1θ1g2 . . . θ1gk, where k ≤ ⌊
n
2
⌋.
Lemma 12. The Sn × Sn-orbit of the canonical element δk, 0 ≤ k ≤ [
n
2
],
contains at most
(n!)2
22k(k!)2(n− 2k)!
elements.
Proof. It is enough to show that the stabilizer of δk under the Sn×Sn-action
contains at least (k!)222k(n− 2k)! elements. Set
Σ0i = σ2iσ2i−1σ2i+1σ2i, 1 ≤ i ≤ k − 1;
Σ1i = σ2iσ2i−1σ2i+1σ2iσ2i−1, 1 ≤ i ≤ k − 1.
Then both Σ0i and Σ
1
i swap the sets {2i−1, 2i} and {2i+1, 2i+2}. It follows
that the group H , generated by all Σ0i , consists of all permutations of the set
{1, 2}, {3, 4}, . . . , {2k − 1, 2k} and is therefore isomorphic to the group Sk.
It is further easy to see that the group H˜ , generated by all Σ0i and Σ
1
i , is
isomorphic to the wreath product H ≀S2. From (3.6) and (3.3) it follows that
the left multiplication with both Σ0i and Σ
1
i stabilizes δk. Therefore for each
element of H˜ the left multiplication with this element stabilizes δk as well.
Similarly one proves that the right multiplication with each element from H˜
stabilizes δk. Apart from this, from (3.3) we have that the conjugation by
any element from the group H ′ = 〈σ2k+1, . . . , σn−1〉 ≃ Sn−2k stabilizes δk.
Observe that the group, generated by the left copy of H˜ , the right copy
of H˜ , and the H ′ is a direct product of these three componets. Using the
product rule we derive that the cardinality of the stabilizer of δk is at least
(|H ≀ S2|)
2|Sn−2k| = (k!)
222k(n− 2k)!,
and the proof is complete.
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Corollary 13.
|T | ≤
⌊n
2
⌋∑
k=0
(n!)2
22k(k!)2(n− 2k)!
.
Proof. The proof follows from Lemma 12 and Remark 11 by a direct calcu-
lation.
Proof of Theorem 3. Comparing Corollary 13 and Proposition 1(b) we have
|T | ≤ |Bn|. Since ϕ : T → Bn is surjective we have |T | ≥ |Bn|. Hence
|T | = |Bn| and ϕ is an isomorphism.
4 Presentation for IT n
For i ∈ {1, 2, . . . , n − 1} let ̺i denote the element {i, i + 1, i
′, (i + 1)′} ∪⋃
j 6=i,i+1{j, j
′} ∈ IT n. By [Mal3, Proposition 9], the elements {σi} and {̺i}
generate IT n (and even {σi} and, say ̺1, do).
Let T denote the monoid with the identity element e, generated by the
elements σi, τi, i = 1, . . . , n − 1, subject to the following relations (where
i, j ∈ {1, 2, . . . , n− 1}):
σ2i = e; σiσj = σjσi, |i− j| > 1; σiσjσi = σjσiσj , |i− j| = 1; (4.1)
τ 2i = τi; τiτj = τjτi, i 6= j; (4.2)
τiσi = σiτi = τi; τiσj = σjτi, |i− j| > 1; (4.3)
σiτjσi = σjτiσj and τiσjτi = τiτj , |i− j| = 1. (4.4)
Theorem 14. The map σi 7→ si and τi → ̺i, i = 1, . . . , n− 1, extends to an
isomorphism, ϕ : T → IT n.
The rest of the section will be devoted to the proof of Theorem 14.
It is a direct calculation to verify that the generators si and ̺i of IT n
satisfy the relations, corresponding to (4.1)–(4.4). Thus the map σi 7→ si and
τi 7→ ̺i, i = 1, . . . , n− 1, extends to an epimorphism, ϕ : T ։ IT n. Hence,
to prove Theorem 14 we have only to show that |T | = |IT n|. As in the
previous section, to do this we will study the structure of T in details. Let
W denote the free monoid, generated by σi, τi, i = 1, . . . , n− 1, ψ : W ։ T
denote the canonical projection, and ∼ be the corresponding congruence on
W . The first part of our arguments is very similar to that from the previous
Section.
Lemma 15. The elements σi, i = 1, . . . , n−1, generate the group G of units
in T , which is isomorphic to the symmetric group Sn (and will be identified
with Sn in the sequel).
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Proof. Analogous to that of Lemma 5.
There are two natural actions on T :
(I) The group Sn acts on T by inner automorphisms via conjugation.
(II) The group Sn × Sn acts on T via (g, h)(x) = g
−1xh for x ∈ T and
(g, h) ∈ Sn × Sn.
Lemma 16. The Sn-stabilizer of τ1 is the subgroup H of Sn, consisting of
all permutations, which preserve the set {1, 2}. This subgroup is isomorphic
to S2 × Sn−2.
Proof. Analogous to that of Lemma 6.
Since Sn acts on T via automorphisms and τ1 is an idempotent, all ele-
ments in the Sn-orbit of τ1 are idempotents. From Lemma 16 it follows that
the elements of the Sn-orbit of τ1 are in the natural bijection with the cosets
H\Sn. By the definition of H , two elements, x, y ∈ Sn, are contained in the
same coset if and only if x({1, 2}) = y({1, 2}).
Lemma 17. The Sn-orbit of τ1 contains all τi, i = 1, . . . , n − 1. Moreover,
for w ∈ Sn we have w
−1τ1w = τi if and only if w({1, 2}) = {i, i+ 1}.
Proof. Analogous to that of Lemma 7.
Lemma 18. All elements in the Sn-orbit of τ1 commute.
Proof. Since all elements in the Sn-orbit of τ1 are obtained from τ1 via auto-
morphisms, it is enough to show that τ1 commutes with all elements in this
orbit. Let w ∈ Sn be such that w({1, 2}) = {i, j}. If {i, j} = {1, 2} then
w−1τ1w = τ1 by Lemma 17 and hence we may assume {i, j} 6= {1, 2}.
Take any v ∈ Sn such that
• v({1, 2}) = {1, 2} and v({i, j}) = {3, 4} if {i, j} ∩ {1, 2} = ∅;
• v({1, 2}) = {1, 2} and v({i, j}) = {2, 3} if {i, j} ∩ {1, 2} 6= ∅.
Such v obviously exists. Then τ1 commutes with w
−1τ1w if and only if v
−1τ1v
commutes with v−1w−1τ1wv. Using our choice of v and Lemma 17 we have
v−1τ1v = τ1 and v
−1w−1τ1wv = τj , where j = 3 if {i, j} ∩ {1, 2} = ∅, and
j = 2 otherwise. The statement now follows from (4.2).
For w ∈ Sn such that w({1, 2}) = {i, j}, where i < j, we set εi,j =
w−1τ1w, which is well defined by Lemma 16.
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Lemma 19. Let {i, j, k} ⊂ {1, 2, . . . , n} and i < j < k. Then
εi,jεj,k = εi,kεj,k = εi,jεi,k.
Proof. We prove that εi,jεj,k = εi,kεj,k and the second equality is proved by
analogous arguments. Let w ∈ Sn be such that w(i) = 1, w(j) = 2, w(k) = 3.
Conjugating by w we reduce our equality to the equality τ1τ2 = σ2τ1σ2τ2.
Using (4.4) twice and (4.3) we have
σ2τ1σ2τ2 = σ1τ2σ1τ2 = σ1τ1τ2 = τ1τ2.
The claim follows.
For i, j ∈ M set εi,i = e and εi,j = εj,i if j < i. For a non-empty binary
relation, ρ, on M set
ερ =
∏
iρj
εi,j.
Corollary 20. Let ρ be non-empty binary relation on M and ρ∗ be the
reflexive-symmetric-transitive closure of ρ. Then ερ = ερ∗
Proof. Follows easily from Lemma 18, Lemma 19 and the fact that all εi,j’s
are idempotents.
Let λ : {1, . . . , n} = X1 ∪ · · · ∪ Xk be a decomposition of M into an
unordered union of pairwise disjoint sets. With this decomposition we as-
sociate the equivalence relation ρλ on M , whose equivalence classes coincide
with Xi’s.
Corollary 21. Let λ and µ be two decompositions of M as above. Assume
that the types of λ and µ coincide. Then ερλ and ερµ are conjugate in T .
Proof. Let v ∈ Sn be an element, which maps λ to µ (such element exists
since the types of λ and µ are the same). One easily sees that v−1ερλv = ερµ.
The statement follows.
A decomposition, λ : {1, . . . , n} = X1 ∪ · · · ∪ Xk, is called canonical
provided that (up to a permutation of the blocks) we have |X1| ≥ |X2| ≥
· · · ≥ |Xk|, X1 = {1, 2, . . . , l1}, X2 = {l1 + 1, l1 + 2, . . . , l1 + l2} and so on.
Note that in this case λ can also be viewed as a partition of n. The element
ερλ will be called canonical provided that λ is canonical.
Lemma 22. Every Sn × Sn-orbit contains a canonical element.
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Proof. Because of Corollary 21 it is enough to show that every Sn×Sn-orbit
contains ερλ for some decomposition λ. Let x ∈ T . If x ∈ Sn, then the
statement is obvious. Let x ∈ T \ Sn. From Lemma 17 we have that the
semigroup T is generated by Sn and τ1. Hence we have x = wτ1g1τ1g2 · · · τ1gk
for some w, g1, . . . , gk ∈ Sn. Therefore
x = w(g1 . . . gk)(g1 . . . gk)
−1τ1(g1 . . . gk)·
· (g2 . . . gk)
−1τ1(g2 . . . gk) . . . (gk−1gk)
−1τ1(gk−1gk)g
−1
k τ1gk,
and hence we can write x = uεi1,j1 . . . εik,jk , where u = wg1 . . . gk and
{it, jt} = {(gt . . . gk)(1), (gt . . . gk)(2)}, 1 ≤ t ≤ k.
Define the equivalence relation ρ as the reflexive-symmetric-transitive closure
of the relation {(i1, j1), . . . , (ik, jk)} and let λ be the corresponding decom-
position of {1, 2, . . . , n}. From Corollary 20 we get that the Sn × Sn-orbit of
x contains ερ = ερλ . This completes the proof.
Lemma 23. Let λ be a canonical decomposition of {1, 2, . . . , n}. For i =
1, . . . , n set λ(i) = |{j : |Xj | = i}|. Then the Sn×Sn-stabilizer of ερλ contains
at least
n∏
i=1
(λ(i)!(i!)2λ
(i)
)
elements.
Proof. Fix i ∈ {1, 2, . . . , n}. Let Xa, Xa+1 . . . , Xb be all blocks of λ of car-
dinality i. Then for any non-maximal element j of any of Xa, Xa+1 . . . , Xb,
using Lemma 18, the definition of ερλ , and (4.3) we have σjερλ = ερλσj = ερλ .
Moreover, for any w ∈ Sn, which stabilizes all elements outside Xa ∪Xa+1 ∪
· · · ∪ Xb and maps each Xs to some Xt, we have w(λ) = λ and hence
w−1ερλw = ερλ. This gives us exactly λ
(i)!(i!)2λ
(i)
elements of the Sn × Sn-
stabilizer. The statement of the lemma now follows by applying the product
rule since for different i the nontrivial elements w above stabilize pairwise
different subsets of {1, . . . , n}.
Corollary 24.
|T | ≤
∑
λ⊢n
(n!)2
n∏
i=1
(λ(i)!(i!)2λ
(i)
)
.
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Proof. Canonical elements of T are in bijection with partitions λ ⊢ n by
construction. By Lemma 22, every Sn×Sn-orbit contains a canonical element.
We have |Sn × Sn| = (n!)
2. By Lemma 23, the stabilizer of a canonical
element, corresponding to λ, contains at least
∏n
i=1(λ
(i)!(i!)2λ
(i)
) elements.
The statement now follows by applying the sum rule.
Proof of Theorem 14. Comparing Corollary 24 and Proposition 1(c) we have
|T | ≤ |IT n|. Since ϕ : T → IT n is surjective we have |T | ≥ |IT n|. Hence
|T | = |IT n| and ϕ is an isomorphism.
Remark 25. From the above arguments it follows that the inequality ob-
tained in Lemma 23 is in fact an equality. From the proof of Lemma 23 one
easily derives that the Sn × Sn-stabilizer of ερλ is isomorphic to the direct
product of wreath products Sλ(i) ≀ (Si × Si).
Remark 26. Following the arguments of the proof of Theorem 14 one easily
proves the following presentation for the symmetric inverse semigroup ISn:
ISn is generated, as a monoid, by σ1, . . . , σn−1, ϑ1, . . . , ϑn subject to the
following relations:
σ2i = e; σiσj = σjσi, |i− j| > 1; σiσjσi = σjσiσj , |i− j| = 1; (4.5)
ϑ2i = ϑi; ϑiϑj = ϑjϑi i 6= j; (4.6)
σiϑi = ϑi+1σi; σiϑj = ϑjσi, j 6= i, i+ 1; ϑiσiϑi = ϑiϑi+1. (4.7)
The classical presentation for ISn usually involves only one additional gen-
erator (namely ϑ1) and can be found for example in [Li, Chapter 9].
5 Presentation for PBn
For i ∈ {1, . . . , n} let ςi denote the element {i} ∪ {i
′} ∪
⋃
j 6=i{j, j
′}. Using
[Maz1], it is easy to see that PBn is generated by {σi} ∪ {πi} ∪ {ςi} (and
even by {σi}, π1 and ς1).
Let T denote the monoid with the identity element e, generated by the
elements σi, θi, i = 1, . . . , n− 1, and ϑi, i = 1, . . . , n, subject to the relations
(3.1)–(3.4), the relations from Remark 26, and the following relations (for all
appropriate i and j):
θiϑj = ϑjθi, j 6= i, i+ 1; (5.1)
θiϑi = θiϑi+1 = θiϑiϑi+1, ϑiθi = ϑi+1θi = ϑiϑi+1θi; (5.2)
θiϑiθi = θi, ϑiθiϑi = ϑiϑi+1. (5.3)
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Theorem 27. The map σi 7→ si, θi → πi, i = 1, . . . , n − 1, and ϑi 7→ ςi,
i = 1, . . . , n, extends to an isomorphism, ϕ : T → PBn.
We will again start with the following auxiliary technical statement, which
we will need later:
Lemma 28. Under the assumption that (3.1)–(3.4), (5.1)–(5.3) and the re-
lations from Remark 26 are satisfied, one has the relation
σi+2σi+1θiϑi+2ϑi+3 = σiσi+1ϑiθiθi+2ϑi+2. (5.4)
Proof. Using (3.4) twice and (3.1) we have
σi+2σi+1θiϑi+2ϑi+3 = σi+2σiθi+1θiϑi+2ϑi+3 =
= σiσi+2θi+1θiϑi+2ϑi+3 = σiσi+1θi+2θi+1θiϑi+2ϑi+3,
and hence (5.4) reduces to
θi+2θi+1θiϑi+2ϑi+3 = ϑiθiθi+2ϑi+2. (5.5)
Using (5.1)-(5.3) and (3.2) we have
θi+2θi+1θiϑi+2ϑi+3 = θi+2ϑi+3θi+1ϑi+2θi = θi+2ϑi+2θi+1ϑi+1θi =
= θi+2ϑi+1θi+1ϑi+1θi = θi+2ϑi+2ϑi+1θi = ϑiθiθi+2ϑi+2,
which gives (5.5). The statement follows.
As in the previous section, one easily checks that this map extends to
an epimorphism and hence to complete the proof one has to compare the
cardinalities of T and PBn.
Similarly to what was done in Section 4, using the presentation of ISn
given in Remark 26, one proves that elements σi, i = 1, . . . , n− 1, generate
the symmetric group Sn, and that the elements σi, i = 1, . . . , n − 1; ϑi,
i = 1, . . . , n, generate the semigroup, which is isomorphic to ISn (and which
will be identified with it). As in Section 4 we consider the natural action of
Sn on T by inner automorphisms of T via conjugation: x
g = g−1xg for each
x ∈ T , g ∈ Sn. Set ξi = θiϑi, ηi = ϑiθi, 1 ≤ i ≤ n− 1.
Lemma 29. The Sn-stabilizer of each of θ1, ξ1, η1 is the subgroup H of Sn,
consisting of all permutations, which preserve the set {1, 2}. This subgroup
is isomorphic to S2 × Sn−2.
17
Proof. For θ1 this follows from Lemma 6. For each j ≥ 2 we have that σj
commutes with both ξ1 and η1 by (3.3) and (4.7) respectively, and hence
σjξ1σj = ξ1 and σjη1σj = η1. Let j = 1. Then
σ1ξ1σ1 = σ1θ1ϑ1σ1 = σ1θ1σ1ϑ2 = θ1ϑ2 = θ1ϑ1 = ξ1;
σ1η1σ1 = σ1ϑ1θ1σ1 = ϑ2σ1θ1σ1 = ϑ2θ1 = ϑ1θ1 = η1
by (4.7) and (3.3). Hence σ1 also stabilizes ξ1 and η1. Since σj , j 6= 2,
generateH , we obtain that all elements ofH stabilize ξ1 and η1. In particular,
the Sn-orbits of ξ1 and of η1 consist of at most |Sn|/|H| =
(
n
2
)
elements each.
At the same time, the Sn-orbits of ϕ(ξ1) and ϕ(η1) consist of exactly
(
n
2
)
different elements and hence H must coincide with the Sn-stabilizer of both
ξ1 and η1.
Since Sn acts on T via automorphisms and θ1, ξ1, η1 are idempotents,
all elements in the Sn-orbits of θ1, ξ1, η1 are idempotents as well. From
Lemma 29 it follows that the elements of the Sn-orbits of θ1, ξ1, η1 are in
the natural bijections with the cosets H\Sn. By the definition of H , two
elements, x, y ∈ Sn, are contained in the same coset if and only if x({1, 2}) =
y({1, 2}).
Lemma 30. The Sn-orbits of θ1, ξ1, η1 contain all elements θi, ξi and ηi,
i = 1, . . . , n− 1, respectively. Moreover, for w ∈ Sn we have w
−1θ1w = θi if
and only if w({1, 2}) = {i, i+ 1} and analogously for ξ1 and η1.
Proof. The proof for the Sn-orbit of θ1 is analogous to that of Lemma 7.
We prove the statement for the Sn-orbit of ξ1. For the Sn-orbit of η1 the
arguments are analogous. We use induction on i with the case i = 1 being
trivial. Let i > 1 and assume that ξi−1 is contained in our orbit. Then, using
(4.7), (3.1) and (3.5), we compute
ξi = θiϑi = σi−1σiθi−1σiσi−1ϑi = σi−1σiθi−1σiϑi−1σi−1 =
σi−1σiθi−1ϑi−1σiσi−1 = σi−1σiξi−1σiσi−1,
and hence ξi is contained in our orbit as well. The second claim follows from
(3.7). This completes the proof.
For w ∈ Sn such that w({1, 2}) = {i, j}, where i < j, we set ǫi,j =
w−1θ1w, µi,j = w
−1ξ1w, νi,j = w
−1η1w. All these elements are well defined
by Lemma 29.
Lemma 31. (a) ϑiǫi,j = ϑjǫi,j = ϑiϑjǫi,j = νi,j; ϑkǫi,j = ǫi,jϑk, k 6∈ {i, j}.
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(b) ϑiµi,j = ϑjµi,j = ϑiϑjµi,j = ϑiϑj; ϑkµi,j = µi,jϑk, k 6∈ {i, j}.
Proof. First we prove (a). Because of Lemma 30 it is enough to check that
ϑ1ǫ1,2 = ϑ2ǫ1,2 = ϑ1ϑ2ǫ1,2 = ν1,2 and that ϑ3ǫ1,2 = ǫ1,2ϑ3. The latter equalities
follow from (5.2) and (5.1).
Now we prove (b). Again, because of Lemma 30 it is enough to check
that ϑ1µ1,2 = ϑ2µ1,2 = ϑ1ϑ2µ1,2 = ϑ1ϑ2 and that ϑ3µ1,2 = µ1,2ϑ3. Using
(5.3), (5.2) and (5.1) we have
ϑ1µ1,2 = ϑ1θ1ϑ1 = ϑ1ϑ2; ϑ1µ2,3 = ϑ1θ2ϑ2 = θ2ϑ1ϑ2 = θ2ϑ2ϑ1 = µ2,3ϑ1,
as required.
Lemma 32. Suppose {i, j} ∩ {p, q} = ∅. Then ǫi,jǫp,q = ǫp,qǫi,j, µi,jµp,q =
µp,qµi,j and ǫi,jµp,q = µp,qǫi,j.
Proof. Following the arguments from the proof of Lemma 8 it is enough to
show that µ1,2µ3,4 = µ3,4µ1,2 and µ1,2ǫ3,4 = ǫ3,4µ1,2, that is that ξ1ξ3 = ξ3ξ1
and ξ1θ3 = θ3ξ1. Using (5.1), (4.6) and (3.2) we have
ξ1ξ3 = θ1ϑ1θ3ϑ3 = θ1θ3ϑ1ϑ3 = θ3θ1ϑ3ϑ1 = θ3ϑ3θ1ϑ1 = ξ3ξ1,
and using (5.1) and (3.2) we also obtain ξ1θ3 = θ1ϑ1θ3 = θ1θ3ϑ1 = θ3ξ1, as
required.
Lemma 33. Suppose {i, j} ∩ {p, q} 6= ∅. Then each of the elements ǫi,jǫp,q,
µi,jµp,q, ǫi,jµp,q, µi,jǫp,q equals to the element of the form uθ1v for some u, v ∈
ISn.
Proof. Using the argument from the proof of Lemma 9 it is enough to prove
the statement only for the elements µ1,2µ2,3, µ1,2ǫ2,3, ǫ1,2µ2,3. We have
µ1,2µ2,3 = ξ1ξ2 = θ1ϑ1θ2ϑ2 = θ1ϑ2θ2ϑ2 = θ1ϑ2ϑ3 = ξ1ϑ3 = θ1ϑ1ϑ3
by (5.2) and (5.3); and
µ1,2ǫ2,3 = θ1ϑ1θ2 = θ1ϑ1σ1σ2θ1σ1σ2 = θ1σ1ϑ2σ2θ1σ1σ2 =
θ1σ1σ2ϑ3θ1σ1σ2 = θ1σ1σ2θ1ϑ3σ1σ2 = θ1σ2θ1ϑ3σ1σ2 = θ1ϑ3σ1σ2
by (3.1), (3.5), (3.3), (4.7). Finally,
ǫ1,2µ2,3 = θ1θ2ϑ2 = θ1σ1σ2θ1σ2σ1ϑ2 = θ1σ2ϑ1σ1.
using (3.1), (3.3) and (3.5). The statement follows.
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For each subset {i1, . . . , ik} of {1, 2, . . . , n} set ϑ({i1, . . . , ik}) = ϑi1 . . . ϑik .
Obviously, ϑ({i1, . . . , ik}) is an idempotent and each idempotent of ISn has
such a form. In the sequel we will use the obvious fact that each element of
ISn can be written in the form uv, where u is an idempotent, and v ∈ Sn.
As in the previous sections we consider the Sn×Sn-action on T given by
(g, h)(x) = g−1xh for x ∈ T and (g, h) ∈ Sn × Sn.
Lemma 34. Every Sn × Sn-orbit contains either e or an element of the
form ϑ(A)γi1,j1 . . . γis,js, where A ⊂ {1, 2, . . . , n}, the sets {il, jl} are pairwise
disjoint, and each γil,jl equals either ǫil,jl or µil,jl.
Proof. The idea of the proof is analogous to that of Lemma 10. Let x ∈ T . If
x ∈ Sn the statement is obvious. Assume that x 6∈ Sn. Since T is generated
by ISn and θ1 we can write
x = wuθ1u1g1θ1u2g2 · · · θ1ukgk (5.6)
for some k ≥ 1, w, g1, . . . , gk ∈ Sn and u, u1, . . . , uk ∈ E(ISn). Moreover, we
may assume that x can not be written as a product of θ1’s and elements of
ISn, which contains less than k occurrences of θ1. We claim that x can be
written as
x = wu′γ11g
′
1γ
2
1g
′
2 · · · γ
k
1g
′
k, (5.7)
where, w, g′1, . . . , g
′
k ∈ Sn, u
′ ∈ E(ISn), and each γ
i
1 is equal to either θ1 or
ξ1. Let us prove this by induction on k. Let k = 1 and x = wuθ1u1g1. We
know that u1 = ϑ(B) for some B ⊂ {1, . . . , n}. Let A = B \ {1, 2}. Using
(5.1) and (5.2) we obtain that
x =
{
wuu1θ1g1, if B ∩ {1, 2} = ∅;
wuϑ(A)ξ1g1, if B ∩ {1, 2} 6= ∅,
as required. Let now k ≥ 2. Applying the basis of the induction to θ1ukgk
we obtain
x = wuθ1u1g1θ1u2g2 · · · θ1uk−1gk−1θ1ukgk =
wuθ1u1g1θ1u2g2 · · · θ1uk−1gk−1u
′
kγ
k
1gk,
where u′k is an idempotent of ISn and γ
k
1 is either ξ1 or θ1. Now, since
uk−1gk−1u
′
k ∈ ISn, we can write uk−1gk−1u
′
k = u
′
k−1g
′
k−1 for some g
′
k−1 ∈ Sn
and u′k−1 ∈ E(ISn). Now (5.7) follows by applying the inductive assumption
to wuθ1u1g1θ1u2g2 · · ·uk−2gk−2θ1u
′
k−1g
′
k−1.
Similarly to (3.8) we can rewrite (5.7) as follows:
x = wu′(g′1 · · · g
′
k)(g
′
1 · · · g
′
k)
−1γ11(g
′
1 · · · g
′
k)·
· (g′2 · · · g
′
k)
−1γ21(g
′
2 · · · g
′
k) · · · (g
′
k−1g
′
k)
−1γk−11 (g
′
k−1g
′
k)g
′−1
k γ
k
1g
′
k,
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and therefore we can write
x = vu′γi1,j1 · · · γik,jk , (5.8)
where v = wg′1 · · · g
′
k, {it, jt}={(g
′
t · · · g
′
k)(1), (g
′
t · · · g
′
k)(2)}, 1 ≤ t ≤ k, and
each γil,jl is equal to either ǫil,jl or µil,jl. Since x is initially chosen such
that it can not be reduced to an element of T , which contains less that k
entries of θ1, from Lemma 33 it follows that {it, jt}∩{il, jl} = ∅ for any two
factors γit,jt, γil,jl in (5.8). This implies that the Sn × Sn-orbit of x contains
u′γi1,j1 · · · γis,js such that u
′ ∈ E(ISn), {it, jt}∩{il, jl} = ∅ for all l 6= t. The
statement follows.
Corollary 35. Any Sn × Sn- orbit contains either e or an element of the
form ϑ(A)γi1,j1 · · · γis,js, such that
(i) the sets {il, jl} are pairwise disjoint;
(ii) each γil,jl equals to either ǫil,jl or µil,jl or νil,jl;
(iii) A ∩ {i1, j1, . . . is, js} = ∅.
Proof. This follows from Lemma 34 and Lemma 31.
Now we introduce the notion of a canonical element. Let k, l,m, t be some
non-negative integers satisfying 2k + 2l + 2m + t ≤ n. Set δ(0, 0, 0, 0) = e
and if at least one of k, l,m, t is not zero, set
δ(k, l,m, t) = θ1θ3 · · · θ2k−1ξ2k+1ξ2k+3 · · · ξ2k+2l−1ν2k+2l+1ν2k+2l+3 · · · ·
· ν2k+2l+2m−1ϑ2k+2l+2m+1ϑ2k+2l+2m+2 · · ·ϑ2k+2l+2m+t. (5.9)
The element δ(k, l,m, t) such that l = 0 or m = 0 will be called a canonical
element of type (k, l,m, n).
Corollary 36. Every Sn × Sn-orbit contains a canonical element.
Proof. Because of Corollary 35 we have to prove that, the Sn × Sn-orbit
of the element ϑ(A)γi1,j1 · · · γis,js, satisfying the conditions of Corollary 35,
contains a canonical element. Using conjugation, we can always reduce
ϑ(A)γi1,j1 · · ·γis,js to some δ(k, l,m, t). However, it might happen that both
m and l are non-zero. Without loss of generality we may assume m ≥ l ≥ 1.
Using (5.4) and conjugation we get that the Sn × Sn-orbit of the element
µi,jνp,q contains ǫi,jϑpϑq provided that {i, j}∩{p, q} = ∅. Hence the Sn×Sn-
orbit of our δ(k, l,m, t) contains δ(k + 1, l − 1, m − 1, t + 2). Proceed-
ing by induction we get that the Sn × Sn-orbit of our δ(k, l,m, t) contains
δ(k + l, 0, m− l, t+ 2l), which is canonical. This completes the proof.
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Lemma 37. The Sn × Sn-orbits of the canonical element δ(k, l, 0, t) and
δ(k, 0, l, t) contain at most
(n!)2
(k + l)!2k+lt!k!2k(2l + t)!(n− 2k − 2l − t)!
elements.
Proof. We will prove the statement for the element δ(k, l, 0, t). For δ(k, 0, l, t)
the proof is analogous. We use the arguments similar to those from the proof
of Lemma 12. It is enough to show that the stabilizer of δ(k, l, 0, t) under the
Sn × Sn-action contains at least (k + l)!2
k+lt!k!2k(2l + t)!(n − 2k − 2l − t)!
elements. Set
Σ0i = σ2iσ2i−1σ2i+1σ2i, 1 ≤ i ≤ k + l − 1;
Σ1i = σ2iσ2i−1σ2i+1σ2iσ2i−1, 1 ≤ i ≤ k + l − 1.
Then both Σ0i and Σ
1
i swap the sets {2i−1, 2i} and {2i+1, 2i+2}. It follows
that the group H , generated by all Σ0i , consists of all permutations of the
set {1, 2}, {3, 4}, . . . , {2k+2l− 1, 2k+2l} and is therefore isomorphic to the
group Sk+l. It is further easy to see that the group H˜ , generated by all Σ
0
i
and Σ1i , is isomorphic to the wreath product H ≀ S2. From (3.6) and (3.3)
it follows that the left multiplications with Σ0i and Σ
1
i stabilizes δ(k, l, 0, t).
Therefore the left multiplication with each element of H˜ stabilizes δ(k, l, 0, t)
as well. Now, from (4.7) and (5.2) it follows that
σiηi = σiϑiϑi+1θi = ϑi+1σiϑi+1θi = ϑiσiϑiθi = ϑiϑi+1θi = ηi.
for all i = 1, . . . , n− 1. Moreover,
σi+1ηiηi+2 = σi+1ϑi+1θiϑi+2θi+2 = σi+1ϑi+1ϑi+2θiθi+2 =
ϑi+1ϑi+2θiθi+2 = ϑi+1θiϑi+2θi+2 = ηiηi+2
for all i = 1, . . . , n− 3 by (5.1) and (4.7) and
σi+1ηiϑi+2 = σi+1ϑi+1θiϑi+2 = σi+1ϑi+1ϑi+2θi = ϑi+1ϑi+2θi = ηiϑi+2
for all i = 1, . . . , n− 2 again by (5.1) and (4.7). Using this and the fact that
ηi commutes with each of θj , ηj , ξj whenever |i− j| > 1 we see that each of
the elements σi, 2k+2l− 1 ≤ i ≤ 2k+2l+ t, stabilizes δ(k, l, 0, t) under the
left multiplication. All these elements generate the group H0 ≃ St, which
stabilizes δ(k, l, 0, t) and has trivial intersection with H˜. Let H1 = H0 × H˜ .
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Analogously one shows that there is a group, H2, isomorphic to the
wreath product (Sk ≀ S2) × S2l+t, such that each element of this group sta-
bilizes δ(k, l, 0, t) with respect to the right multiplication. Apart from this,
from (3.3) we have that conjugation by any element from the group H3 =
〈σ2k+2l+t+1, . . . , σn−1〉 ≃ Sn−2k−2l−t stabilizes δ(k, l, 0, t). Observe that the
group, generated by H1, H2 and H3, is a direct product of H1, H2 and H3.
Hence, using the product rule we derive that the cardinality of the stabilizer
of δ(k, l, 0, t) is at least
(k + l)!2k+lt!k!2k(2l + t)!(n− 2k − 2l − t)!,
and the proof is complete.
Proof of Theorem 27. Comparing Lemma 37 and Proposition 1(d) we have
|T | ≤ |Bn|. Since ϕ : T → Bn is surjective we have |T | ≥ |Bn|. Hence
|T | = |Bn| and ϕ is an isomorphism.
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