Tropical cyclones (TCs) are devastating phenomena that cause loss of life and catastrophic damage, owing to destructive winds, flooding rains and coastal inundation from storm surges. Accurate seasonal predictions of TC frequency and intensity are required, with a lead-time appropriate for preemptive action. Current schemes rely on linear statistics to generate forecasts of the TC activity for an upcoming season. Such techniques employ a suite of intercorrelated predictors; however, the relationships between predictors and TCs violate assumptions of standard prediction techniques.
Introduction
Tropical cyclones (TCs) pose an annual threat to life and property in affected areas. They often make landfall with little or no warning. The American Meteorological Society glossary defines a TC as a disturbance originating over tropical oceans. In [1] , a TC is defined as a "warm core cyclonically rotating wind system in which maximum sustained winds are 17 ms -1 (40 mph) or greater." The year-to-year variation in the number of TCs and the number of landfalling TCs varies over the TC regions (commonly referred to as TC basins) around the Earth. Obtaining accurate predictions of the number of TCs, with lead times of at least 3 months or more, in an upcoming TC season is of vital importance for the preparation of emergency response services for the areas expected to be affected.
Southern Hemisphere TC basins are not studied as extensively as those in the Northern Hemisphere (e.g. the North Atlantic and the Western North Pacific). Here, the focus is on a subset of the Australian TC region (Fig. 1a) . The Northwest Australian TC region (105-135E; 0 to 35S; Fig. 1a) is one of three sub-regions of the Australian TC region. The Northwest Australian TC region is evident as a local maximum in mean annual TC frequency (Fig. 1b, orange and red squares) . The annual TC and TC landfalling counts are important because of their impact on the economy of the NW Australian region because TCs impact offshore oil and gas if they remain at sea. However, landfalling TCs cause flooding that impacts negatively local mining and port operations. Owing to the high correlation between the two time series (Fig. 2) and the larger number of total TCs, we focus on that time series herein. In the 41-year period, only 1 year had no landfalling storm.
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Open access under CC BY-NC-ND license. Several schemes for predicting TC seasonal frequencies have been developed for the entire Australian TC region by [2, 3] with annual TC frequencies linearly regressed with Darwin's winter pressures. In [4] , a MLR scheme is applied, with large scale climate mode predictors (e.g., El Niño Southern Oscillation (ENSO)).
As mentioned above, statistical forecasting of TCs is most often accomplished for this region using linear regression with predictors known to modulate TC formation and track. In the western Australian region, this linear approach offers only a modest level of skill. The technique makes assumptions, such as linear relationship between the predictors / response variable and independent predictors, that are often violated. In this research, we extend the general approach by employing support vector regression (SVR) to allow for nonlinear relationships. Additionally, through a process of stepwise regression and all-subsets regression, a subset of predictors is selected that reduces the number and intercorrelation among the predictors.
Data and Methodology

Data
The Australian region has observations of TCs dating back to the beginning of the 19th century, and reliable observations increased through the middle part of the 20 th century, with the onset of the satellite era around 1970 [5] . The data sets for the predictors (Niño1, 2, 4, MODOKI, QBO, SAM) all are freely available from online websites (e.g. http://www.bom.gov.au; http://www.esrl.noaa.gov/psd/data/gridded/).
Methodology
Several steps were required to preprocess the data. As the data were not measured in the same metric, all data were standardized to set the mean to zero and the standard deviation to one. The data were divided into training and testing sets, of 28 and 12 years, respectively, to allow for testing generalization properties of predictor equations. Extensive investigation, using these data, suggested that 28 years of training data were necessary to achieve stable prediction equations. The testing block of 12 years was large enough to insure a rigorous assessment of skill by avoiding large sampling error. Data were available for each calendar month; however, since the Australian TC season spans December through April, proper forecasting requires that the training period does not overlap the testing period. Moreover, using data at lead times too far in advance of the TC season would increase the risk of identifying chance relationships. Hence, May through September data were used to form the prediction equations.
In SVR, each input (observation, ) is mapped into an m-dimensional feature space. A model, f (x, ω), is then constructed in the feature space, given by:
where represents a set of nonlinear transformations and b is the bias term. Since the data are standardized, the bias term is omitted.
SVR operates in high dimensional feature space using -insensitive loss while simultaneously reducing model complexity by minimizing || || 2 using slack variables, , , i = 1,…, n to measure the deviation of the training data outside the -insensitive area. Hence, the SVR model can be defined as minimizing the function This optimization is transformed to a kernel approach by the solution where is the number of support vectors and the kernel function is
The quality of the prediction depends on finding values of , the kernel selection and parameters that lead to good generalization. All calculations used Weka [6] . Given the large number of potential predictors, initial variable selection was employed using forward stepwise regression, reducing the number of predictors from 48 to 6. Those 6 predictors were subject to an all-subsets regression and all-subsets SVR and the generalization properties on the testing data were noted. The regression with the optimal generalization prediction had three predictors, MODOKI (Jun.), SAM (Aug.) and NINO 4 (Sep.). These three predictors had correlations of ≤0.38. Linear, polynomial and radial basis function kernels were evaluated for SVR. After substantial experimentation with 406 kernels, the radial basis function kernel was selected, with gamma = 0.73 and C =1 having optimal generalization properties.
Since the QBO predictor was not available for the first ten years of the training data, a second experiment used a subset of the last 19 years of the testing data. For the second experiment, the SVR used a gamma=0.12.
Results
Baseline: Multiple Linear Regression
After variable selection, the MLR generalized best with three predictors (Table 1, Fig. 3) , MODOKI, SAM and NINO4. These three predictors had p-values (F-test) of 0.004, 0.003 and 0.04, respectively in the training data and the regression equation had a p-value of 0.0005. There were 28 observations in the training data. The prediction equation was: 5.8239 -1.1866 * MODOKI_6 -0.6155 * SAM_8 -1.3181 * NINO4_9 with R 2 =0.182. The MAE was 1.44 and the RMSE was 1.71. The testing data had 12 years and the resulting predictions are summarized in Fig. 5 . 
Support Vector Regression -Experiment 1
The SVR used Sequential Minimal Optimization (SMO) that has an analytical solution. Therefore, SVM is optimized without requiring a QP solver, making the process efficient and scalable [7] . The build time for the model was approximately 0.01 seconds. The same variables were used as in the MLR experiment (Table 1, Fig. 3 ). After experimentation, it was found that a radial basis function kernel with C=1 and gamma = 0.73 provided the optimal generalization by maximizing the R 2 and minimizing both the MAE and RMSE on the testing data. In comparison to the MLR, the SVR R 2 (.255) had a 40.1% improvement, whereas the MAE (1.41) and RMSE (1.68) improved by modest amounts of 2.1% and 1.8%, respectively. The SVR predictions are shown in Fig. 5 . 
Support Vector Regression -Experiment 2
The same SVR algorithm as in experiment 1 was used with an additional variable, the Quasi-Biennial Oscillation (QBO) Index of stratospheric winds. The complication in using the QBO Index is that it was not calculated or available for the first 9 years of the training data. Therefore, rather than 28 years of training data, we are now limited to 19 years. Additionally, by using the same detailed process for variable selection, a new El Niño region to the east of the previous one is selected (Table 1 and Fig. 4) . Since the linear model (Section 3.2) has considerably lower skill than the SVR model, there was no testing of the linear model in this experiment. There were 90 kernel evaluations and the radial basis function with C=1 and gamma = 0.12 was found to maximize the R 2 and minimize the MAE and RMSE in the testing data. When SVR experiment 2 is compared to SVR experiment 1, the effect of adding the QBO improved the R 2 (.564) by ~ 121%, whereas the MAE (0.97) and RMSE (1.19) improved by 31.2% and 29.2%, respectively. The predictions are shown in Fig. 5 . 
Summary and Conclusions
SVR has been applied successfully to a challenging problem of predicting the number of tropical cyclones in the northwest portion of Australia. Compared to MLR, nonlinear SVR improved the prediction accuracy, measured by R 2 , by ~ 40%. Furthermore, by incorporating a new variable in SVR, the prediction accuracy improved by ~ 121% over the original SVR. Such a large improvement in prediction implies that creating a SVR model could provide valuable information to protect life and property. For future research, the training data should be updated every 5-10 years to account for low frequency variability. In this case, the cross-validation scheme would require updating.
