This paper considers the stabilization problem of continuous-time Markovian jump systems (MJSs) by applying a new controller. Different from the traditional methods, a kind of controller experiencing stochastically unmatched modes is proposed. More importantly, its mismatching property is modeled by a stochastically conditional probability and quantized by a given transition probability density function (PDF). Based on the proposed model, more general but less conservative results are presented in terms of linear matrix inequalities (LMIs). Then, some extensions about the expectation of truncated PDF matrix uncertain, partially known and nonsingular respectively are further considered. Finally, a practical example is used to illustrate the effectiveness and superiority of the developed theoretical results.
I. INTRODUCTION
As we know, Markovian jump system (MJS) is a special kind of hybrid systems. It is very suitable to describe dynamic systems affected by environmental factors and abrupt changes in internal structural parameters. It includes two kinds of mechanisms. One mechanism is related to system over time, and the other mechanism is named as operation mode and driven by a Markov process. In the past few years, it has attracted wide attention. A lot of research results about all kinds of MJSs have appeared, such as stability analysis [1] - [4] , stabilization [5] - [11] , robust control [12] - [14] , optimal control [15] , [16] , H ∞ control and filtering [17] - [20] , fault detection [21] - [24] , etc.
Particularly, stability problem is very important and has been widely studied. It is also well known that controller design is one of important strategies to ensure system stability and has better calming effect in practical applications, whose form is also varied. As for various kinds of MJSs, it is very known that there are mainly two kinds of controllers such as mode-dependent and mode-independent controllers. When the designed controller is mode-dependent, a lot of results have been proposed such as [3] , [5] , [6] , [9] , [10] , [18] , [21] . There, an ideal assumption about operation mode is necessary The associate editor coordinating the review of this manuscript and approving it for publication was Hao Shen. but with some limitations in practice. That is, the operation modes of controller and subsystem should match at any time. To the contrary, mode-independent filter or controller [25] - [27] don't need any mode information, even it is available sometimes. In this sense, it is too absolute and sometimes has more conservatism. Very recently, the authors in [28] , [29] proposed a method that the operation mode of controller has a relationship with original modes. It is seen from these references that such a relationship is constant and also has large limitations in applications. For example, in networked control systems (NCSs), since the network-induced delay, congestion and limited communication inevitably occur, such a probability is impossible to be constant. When it is varied, how to consider the similar problems? All the observations motivate the current research.
In this paper, the stabilization for continuous-time MJSs is studied. The main contributions of this paper are summarized as follows: 1) A kind of controller is proposed to realize the stabilization aim, whose operation mode is not synchronous with others but stochastically unmatched; 2) Because of a stochastically conditional probability exploited and quantized, less conservative results are obtained with LMI forms and more general than existing ones; 3) They are further extended to more general cases that the expectation of truncated PDF matrix is uncertain, partially known and nonsingular respectively. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Notation: R n denotes the n-dimensional Euclidean space, R q×n is the set of all q × n real matrices. ( , F, P) is a complete probability space. Here, is the sample space, F is the σ -algebras of subsets of the sample space and P is the probability measure on F. E [·] denotes the expectation operator. · refers to the Euclidean vector norm or spectral matrix norm. In symmetric block matrices, we use '' * '' as an ellipsis for the terms induced by symmetry, diag {· · ·} for a block-diagonal matrix, and (M ) M + M T .
II. PROBLEM FORMULATION
Consider a kind of continuous-time MJSs defined on a complete probability space ( , F, P) and described aṡ
where x(t) ∈ R n is the system state vector, u(t) ∈ R m is the control input vector. Here, A θ (t) ∈ R n×n and B θ(t) ∈ R n×m are known matrices. {θ (t), t ≥ 0} is a Markov process and takes value in a finite set S {1, 2, . . . , N }, whose transition rate matrix (TRM) Q (λ ij ) ∈ R N ×N is given by
where t > 0 and λ ij ≥ 0, if i = j, and λ ii = − j =i λ ij , for all i, j ∈ S. In this paper, the designed state feedback controller experiences unmatched modes and is described as
where Kθ (t) is the control gain to be determined, and {θ (t), t ≥ 0} is a random process and takes value in a finite set M {1, 2, . . . , M } and M ⊆ S. Here, {θ (t), t ≥ 0} cannot be directly obtained and relied on the Markov process {θ (t), t ≥ 0}. It is said to be stochastically unmatched to {θ(t), t ≥ 0}. Its detailed relationship is described as
which is a continuous random variable, and {ξ (t), t ≥ 0} is a stochastic process with some probability distribution. Obviously, it is known that 0 ≤ α ξ (t) i ≤ 1. Then, its truncated probability density function (PDF) is obtained as follows:
where f (·) Pr{·} is the PDF without truncation, and F(·) is the cumulative distribution function of f (·). The matrix of the truncated PDF is further defined as:
where random variable p(α
i ) is assumed to be known in advance, and its expectation is computed to be
Then, the expectation of P ξ (t) is defined that
It is said that stochastic process ξ (t) is more general and could be specialized as a Gaussian one. Then, the truncated PDF is computed to be
where µ i and σ i are mean and variance of Gaussian PDF distribution respectively. Its expectation is computed as
For random variable α i obeying any continuous probability distribution function, the corresponding results can be calculated by equations (6) and (8) . Remark 2: It is worth mentioning that conditional probability (4) could not only describe a general case thatθ (t) is stochastically unmatched to θ (t) but also contain some special cases. For instance, when M ≡ S and α [ξ (t)] ii ≡ 1, ∀t ≥ 0 and ∀i ∈ S, it implies thatθ (t) always matches θ (t), it will become to be a mode-dependent case. When there is only one element in set M such as M {k}, it will be a mode-independent one since α
will be a constant α i and similar to cases in [28] , [29] .
After applying controller (3), the closed-loop system is rewritten to beẋ
Definition 1: System (11) is said to be asymptotically mean square stable, if for initial conditions
III. MAIN RESULTS
Theorem 1: There is a controller (3) such that the closed-loop system (11) is asymptotically mean square stable, if there exist matrices
Then, the control gain is computed as
Proof: Choose a stochastic Lyapunov function for system (11) as
Let L be the weak infinitesimal generator of stochastic process {x(t), θ(t), ξ (t)}, for each θ(t) = i ∈ S and any t ≥ 0, it is defined as
It is guaranteed by
It is also equivalent to
where X i = P −1 i . From condition (12) , it is known that matrix S is nonsingular. Moreover, based on definition (13), inequality (12) is equivalent to
By pre-and post-multiplying condition (18) both side with [I ,Ā i ] and its transposition, one has inequality (17) . This completes the proof.
Remark 3: It is worth mentioning that though Theorem 1 is proposed for controller (3), it contains some existing mode-independent results as special cases such as [27] . When E α ξ (t) i = 1/N and Y = Y , ∀i ∈ S and ∀ ∈ M, it will become to one in [27] . In this sense, it is claimed that Theorem 1 has less conservatism, whose conservatism will also be demonstrated by a numerical example. On the other hand, by definingȲ
one could get mode-dependent results. Based on the above facts, it is said that our results are more general and with less conservatism.
It is worth mentioning that the above results could be extended matrix (8) satisfying some general cases. When matrix (8) is uncertain or partially unknown, one could get similar results by combing existing results such as [6] , [7] and Theorem 1 together. Since matrix (8) is uncertain, it is VOLUME 7, 2019 assumed to be with admissible uncertainty and described as
whereα i represents the estimate of E [α i ] and satisfies
Then, one has the following corollary.
Corollary 1: Consider system (11) with condition (19), there is a controller (3) such that the resulting closed-loop system is asymptotically mean square stable, if there exist matrices P i > 0, S, W 1 > 0, W 2 , W 3 > 0 and Y , i ∈ S and ∈ M, such that
Then, the control gain is computed by (13) . Proof: Based on inequality (18) with definitions (13) and (19) , it is equivalent to
and (21) . By using the Schur complementary lemma, it is known that condition (20) is equal to inequality (23) . This completes the proof.
Another particular case is that there are some unknown elements in matrix (8) 
Then, we have the following corollary. Corollary 2: Consider system (11) with condition (24), there is a controller (3) such that the resulting closed-loop system is asymptotically mean square stable, if there exist matrices P i > 0,
Then, the control gain could be obtained from (13) . Proof: Based on inequality (18) with definitions (13) and (24) , it is equivalent to
and (26) . By using the Schur complementary lemma, it is known that inequality (28) is equivalent to condition (25) . This completes the proof. In order to get control gains, a common slack matrix S is introduced. However, it will lead to more conservatism, since it is selected to be a single one for all modes. When expectation E P ξ (t) is nonsingular, one could get less conservative results. In this case, it is required that the element numbers of sets M and S are equal. Moreover, by considering condition (4), it is further obtained that M ≡ S. Then, one will have the following theorem.
Theorem 2: Consider system (11) with nonsingular E P ξ (t) , there is a controller (3) such that the resulting closed-loop system is asymptotically mean square stable, if there exist matrices P i > 0, S and Y , i ∈ S and ∈ M such that
Then, the control gain is given by
it is equal to condition (29) . As for definition of F i , it is rewritten to be
Then, it is further concluded that   
Then, the control gains could be solved by (30) . This completes the proof.
Remark 4: Based on the above results, similar results for conditions (25) and (26) could be obtained easily and omitted here. As for Gaussian case, one could also get the similar results which are also omitted here.
IV. NUMERICAL EXAMPLES

Example 1
Consider an VTOL helicopter model partly cited from [30] . Its form is described as (1), whose parameters are given to be where scalar δ ≥ 0 is assumed to be a disturbance and used to make some comparisons between this paper and some existing references. When δ = 0, it will become to an exact one in [30] . There, state variables x 1 , x 2 , x 3 and x 4 are expressed as the horizontal speed, the vertical speed, the pitch rate and the pitch angle respectively. From [30] , θ (t) ∈ S {1, 2, 3} indicates the airspeed and corresponds to the three airspeeds during helicopter flight: 135, 60, and 170 knots. Here, the transition rate matrix is given as For the above case, it is obvious that mode-dependent method cannot be used, while the traditionally mode-independent scheme could be applied. From [27] , it is said that it is better than [25] , [28] . Thus, we only compare with [27] . Based on this reference, it is found that there is no solution when δ ≥ 2.98. On the other hand, it is known from [26] that the proposed LMI conditions will have no solution if δ ≥ 3.87, no matter what values µ 1 , µ 2 and µ 3 take. By using Theorem 1, it is concluded that the solvable range of δ is [0, 7.92). Based on these comparisons, it is said that our results are less conservative since a kind of controller (3) is designed. When operation mode of controller satisfies an ideal assumption that it matches θ (t) very well, a modedependent controller could be designed naturally and has least conservatism. However, it should be pointed out that the designed mode-dependent controller will be failed, once unmatched case between θ (t) andθ (t) happens. In the following, some comparisons about this phenomenon will be done. Without loss of generality, it is assumed that δ = 0. Firstly, in order to make some comparisons, conditional probability (4) in [28] , [29] should be constant and given to be P 1 . Then, one could get the control gains computed as Here, the corresponding controller is named to be a partially information controller (PIC). When matrix P 1 is changed to be P 2 with α = 0.5, it is said that the above controller will be failed. Under the initial condition x 0 = 1 0 −1 1 T , the state simulation of closed-loop system is given in Fig. 1 , which is obviously unstable and demonstrates the above statements. Moreover, similar problem exists in a full information controller (FIC) too. Here, an FIC is actually a mode-dependent controller. It could be obtained by the traditional methods easily and given to be When same phenomenon about the above designed FIC happens, the state curves of closed-loop system is simulated in Fig. 2 and unstable too. Based on the above simulations, it is said that the existing methods based on ideal assumptions are not suitable to general case (4). To the contrary, 5277 Under the same conditions and after applying the above controller, one has the simulation of closed-loop system given in Fig. 3 . Particularly, Figs. 4 and 5 are simulations of corresponding operation modes θ (t) andθ (t). It is stable and demonstrates the utility of the proposed methods.
V. CONCLUSION
In this paper, we have considered the stabilization problem of continuous-time MJSs closed by a controller with stochastically unmatched modes. By applying a stochastically conditional probability and quantizing it, less conservative but more general results have been established within LMI frameworks. More general cases that the expectation of truncated PDF matrix is uncertain, partially known and nonsingular respectively have been investigated. Finally, the utility and advantage of main results have been illustrated by a practical example.
