Abstract. Floer cohomology is computed for certain elements of the mapping class group of a surface Σ of genus g > 1 which are compositions of positive and negative dehn twists along some loops in Σ. The computations cover a certain class of pseudo-Anasov maps.
if Σ is a surface of genus g > 1 and α 1 , ..., α n are simple closed loops on the surface satisfying the following conditions: Any two of the loops intersect at most once and transversely, and if we form the intersection graph G with vertices 1, 2, ..., n and i, j connected iff α i , α j intersect each-other, then G is a forest (i.e. it does not contain any loops).
The map will be the combination of positive dehn twists along α i s. The content of [section 2] will be the construction of some appropriate Morse function on Σ. Its Hamiltonian flow, integrated for a tiny time, will be composed with the combination of twists, in order to make the intersection of the diagonal and the graph of function transverse in Σ × Σ. We'll also identify the fixed points of this composition which are in 1 − 1 correspondence with the generators of the Floer complex. In [section 3] we'll study the moduli spaces of J-holomorphic disks between the fixed points and in particular prove some energy bounds. These bounds will be used in [section 4] to prove the main result of this paper ([theorem 4.1]): Theorem 1.2: Let (Σ, α 1 , ..., α n ) be an acceptable setting, C = ∪ i α i and T be the composition of dehn twists along α i s in some order. Then HF * (T ) ≃ H * (Σ, C) as H * (Σ, Z/2)-modules where H * (Σ) = HF * (Id) acts on the right hand side by the cup product and on the left hand side by quantum cup product. (see [theorem 4.6 ] for a more general result as well).
Here HF * (T ) denotes the Floer cohomology associated to T as a map on Σ.
It is well-known that in the most familiar case, HF * (Id) ∼ = H * (Σ) and the quantum cup product reduces to the ordinary cup product (see [4] , [5] or [6] ).
When Σ \ ∪ i α i is a union of simply connected pieces, the maps are sometimes pseudo-Anasov and as the computation shows, for a specific representative of their isotopy class, the boundary maps are trivial. So the Floer cohomology is freely generated by the fixed points of the map.
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Appropriate Morse Functions
From now on, we'll assume that (Σ, α 1 , ..., α n ) is an acceptable setting and that the positive dehn twist T i along α i is done in small tubular neighborhood of the loop. It is easy to see that if the symplectic form is standard in the neighborhood of α i s, this map is a symplectomorphism. We'll construct a Morse function inductively, and use the flow to get a function whose graph meets the diagonal transversely in finitely many points, which are in correspondence with certain critical points of the Morse function.
Proposition 2.1:
There is a Morse function h : Σ → R satisfying the following properties: 1) h(p) > 4 for every point p on the loops α i . 2) Any critical point q of h| Σ\∪iαi satisfies h(q) < 2 3) h is monotone on the pieces of α i obtained by removing the critical points of h and the intersections with other α j s. 4) Local minimums of h| αi are exactly index-1 critical points of h of height > 4, and local maximums are either its points of intersection with other α j s s.t. the other loop is locally the gradient flow line of the Morse function, or in index-2 critical points of h. 5) Each point p with h(p) ≥ 2 admits a path γ p with γ p (0) = p, h|γ p decreasing and h(γ p (1)) < 2 (This last condition is just made to let the induction go on).
Proof. The proof which we sketch here works by induction on the number of loops. For a single loop, or even a union of disjoint loops, it's easy to build such a function. There are two possibilities for a loop α associated to a leaf of the graph G, as described below: 1) There is another loop β intersecting α transversely once and disjoint from the other loops.
2) Such β does not exist. We'll first treat type 1 leaves, assuming that α and β are as above and that γ is the loop associated to the unique vertex of G adjacent to α. The following lemma is standard from the topology of the surfaces: Lemma 2.2. Let α, β be two loops on Σ intersecting transversely at a single point. Then there is a diffeomorphism f : Σ → Σ ′ #T to the connected sum of a surface Σ ′ with a torus T , s.t. f sends α and β to the generators of T .
Canceling the handle associated to T , we may construct a Morse function on Σ ′ with the remaining loops on it, satisfying the above properties. One may assume that the attaching circles of the handle T are two small circles with centers p, q, near γ, and then slide them along γ p , γ q (the paths given by the last assumption in the statement of proposition) and attach the handle on these new loops. h may be extended to this handle by allowing two other critical points, with value of h arbitrary, but between its maximum and minimum on the loops obtained by sliding the attaching circles along γ p , γ q . Thus, one may extend the Morse function creating two other critical points A, B on the handle with h(A) > 4, h(B) < 2. α may be perturbed a little bit s.t. h gets its minimum on α at A , its maximum at α ∩ γ and monotone elsewhere on α. γ may also be perturbed a bit near γ ∩ α to become an instanton for the flow of h. It's easy to check that the other conditions are also satisfied.
Let's turn to the second case now. If one cuts Σ along all of α i s but α, it will be divided to several pieces with α being a path on one of them, say U , with the both ends on the boundary. The assumption on the type of α implies that cutting it out will divide U into two pieces.
On the other hand, the restriction of h to U does not have any critical points above 2 − δ for some small positive δ, which implies that one can continuously deform α to get a new loop, which we still denote by α, with α ∩ h −1 (2 − δ, ∞) being just two connected components and h monotone on these parts. For some small δ consider the subset S {(x, y) ∈ R 2 | |x| < Sin(αy + π/2) + 1, |y| < 4 + δ} 
where h is the Morse function constructed above. One may consider the flow of this vector field, denoted by H t (x), which is called the Hamiltonian flow of h. We're going to identify the fixed points of T ǫ := H ǫ • T for small values of ǫ > 0. We prove the following result which determines the fixed points of T ǫ : Proof. First of all we notice that if p is a critical point of h, with h(p) < 2, then it will be a fixed point of T ǫ . We claim that these are actually the only fixed points. Away from small strips around the loops, T is the identity map and the above claim is trivial. Now, assume that p is a fixed point in this region. Note that:
So H ǫ will not change the "height" of points. As a consequence, T should not change the height of p either, because p is a fixed point. This is not the case away from the intersection of different loops and the critical points of h| αi , according to the conditions we put on the Morse function h (unless T maps the point "far", and in that case, T ǫ (p) can not be p). Note that this is the critical advantage of the intersection graphs without loops. In all other arguments, we just use this property to deal with technical issues. One should then analyze what happens near the intersection points, and near the index-1 critical points of h where a local minimum of h| αi is obtained, as well as index-2 critical points of h. Note that H ǫ moves p just a little bit for small ǫ, so T does not move p far away as well, and as a result, p is not very close to the loops.
1)
At an intersection {q} = α i ∩ α j of two loops which is not an index-1 critical point of h, with h| αi having a local maximum at q, the picture is as shown in [figure.2(a)]. One will have four regions labeled 1, 2, 3, 4 in the figure. Since T does not take the point p far away, p should not be arbitrarily close to the loops α i and α j and since ǫ may be chosen to be arbitrarily small, one may assume that the path H t (p) on which p moves to get to H ±ǫ (p) does not cut any of the loops, and in particular α i , α j . Thus in our local picture, H ±ǫ (p) is in the same region as p, and hence the same thing is also true for T (p) as p is a fixed point of T ǫ . In region 1, the twist along α i maps up and left and along α j maps up, so T changes the height. Similarly in the region 2 the height is decreased. In the regions 3, 4, T maps all the points to the right and H ǫ does the same thing as well. From this observation, it follows that near an intersection point of two loops, which is of the above form, there are no fixed points for T ǫ .
2) The second case is the intersection of two loops at an index 1 critical point. By an small perturbation, one may assume that the two loops are locally the stable and unstable manifold of this critical point which we call q. The local picture is shown in [figure.2(b)]. Again one gets 4 regions labeled 1, 2, 3, 4 and because of the same reason, for any fixed point of T ǫ , the twists and the flow do not change the region that it lies in it. Again, by analyzing the local behavior of H ǫ and T , one may find out that in 1, 3, both map up, and in 2, 4, both map down (here, "up" and "down" is with respect to the figure, and not the value of Morse function). So T ǫ may not have a fixed point near such an intersection point q as well.
3) The next possible case is a local minimum for h| αi at some index one critical point. The argument is not much different from the above discussion .
4) The last case is a maximum at a local maximum of h, meaning that one of the the loops α i passes through an index 2 critical point. The local picture is shown in [ figure. 2(c)] and the argument is similar to the previous ones. If h is our Morse function, h −1 (3) will be a submanifold and hence a collection of circles on Σ. One may assume that near these circles the manifold is a product
1 , h is the projection on the first factor, and that ω and the almost complex structure are standard on [3 − δ, 3 + δ] × S 1 and around the point p 0 . Replace each of these circles with a neck [3, 3 + R] × S 1 and let h remain the same on h −1 [0, 3], be the projection on the the second factor on the neck, and add a term R to it elsewhere. Call the new manifold, the Morse function on it, and the standard extensions of the symplectic form and the almost complex structure (Σ R , h R , ω R , J R ). Denote the Hamiltonian flow of h R by H ǫ,R and let T ǫ,R be the composition of this flow with the product T R of the dehn twists on Σ R and put J R t = (H t ) * J R . As the last remark in this section note that since changing the symplectic form does not change the symplectic Floer homology, HF * (T ) ∼ = HF * (T ǫ,R ) for all values of R (We're using the result of [9] ).
Energy Bounds
For a diffeomorphism f : Σ → Σ, let T f Σ be the mapping torus of f defined by
Before going through the next few technical steps, let's see how they are related to the bounds on the energy of pseudo-holomorphic disks connecting the fixed points. Fix a symplectic form ω on Σ s.t. T becomes a symplectomorphism and it is standard in some parts, as described in the last paragraph of [section 2].
Keeping the notation of
Denote the expected dimension of this space by µ(ϕ). M(ϕ) is obviously equipped with an R-action which is the translation in the second factor. We consider the Floer complex generated by {p} p∈Fix(T ǫ,R ) . The boundary maps are defined by:
It will define a homology denoted by HF * (T ) = HF * (T ǫ,R ). As a result we may restrict ourselves to the fixed points on the same piece. The next result is:
, for some integer n(ϕ) ≥ 0 that only depends on the homotopy class ϕ.
This energy bound will be used later to use the compactness results. In the rest of this section we will focus on the proof of the above two statements.
, for any element π ∈ S n (the symmetric group in n letters). The map in question will be T = T Id . We claim the following: Lemma 3.3: Associated to any π ∈ S n , is a diffeomorphism f : Σ → Σ s.t.
Moreover, f may be chosen to be a combination of the twists T i and their inverses.
Proof. To prove the lemma, we use the following simple combinatorial fact: Lemma 3.4: Let G be a "forest", with vertices labeled 1, 2, ..., n. Put these numbers around a circle as well (with some arbitrary order) . At each step one may interchange i, j on the circle, if they are not adjacent in G, but are neighbors on the circle. Using these moves, it's then possible to get any permutation π(1), π(2), ..., π(n) of 1, 2, ..., n around the circle in finitely many steps.
If G is the associated graph of the loops α i and i, j are not adjacent in G, then
(We've used that π(1), π(n) are not adjacent). In order to get to T π from T Id , one may then follow the steps determined by [lemma 3.4]. Proof. We'll prove the lemma in case the intersection graph G is a tree (i.e. connected). The general case may be proved with a small variation. Using [lemma 3.3], for each π there is some f : Σ → Σ , which is a composition of twists, s.t.
If the lemma is true for T π , and β is as above, then T β = (f −1 • T π • f )β and from the assumption, one verifies that
Then the lemma applied to T π implies that f [β] has intersection number zero with all [α i ]s. Since f is a combination of twists along α i , it follows that the lemma is also true for T . In other words, it's enough to verify the lemma for a specific choice of the order of the twists.
To choose the appropriate ordering, note that the loops corresponding to vertices which are not leaves of G form an independent subset of H 1 (Σ, Z). Extend this subset to a basis of the subspace generated by all α i s in H 1 (Σ, R) by inserting some of the loops corresponding to the leaves of G. Denote the elements of this basis by β 1 , ..., β k and the rest of α i s by
T , and each γ i is adjacent to a unique β(i) ∈ {β 1 , ..., β k }. We'll first do the twists along γ i s , then we'll do T i s for α i ∈ {β(1), ..., β(k)}. The remaining vertices may be divided into two sets B, C s.t. no element of C is adjacent to an element of B. We'll then do the twists along the loops corresponding to elements of C and finally along those associated to elements of B. If λ i = (β|β i ), θ i = (β|γ i ), then Θ = AΛ, and one should show that Λ = 0.
Consider the matrix Υ = [ǫ ij ] with ǫ ij = 1 if δ i , δ j meet in a point and i < j, where δ i s are the same as α i s, but with the new ordering (otherwise, ǫ ij is defined to be zero). Since we're considering positive dehn twists, in the level of homology, S i (the twist along δ i ) is given by:
It's then easy to check that: has the form:
where x ij is 1 iff δ j = β(i) and is zero otherwise. So:
One may distinguish three possibilities: 1) β i = β(i 0 ), hence, if e pi is nonzero, then β p is also of the form β(p 0 ) (because of the ordering). γ q = j a qj β j , thus:
Hence, the above component is zero.
2) β i is not of the above form, and is in group C. Then e pi = 0 for all p.
3) β i is in group B. e pi is nonzero iff p, i are adjacent in the graph. Hence
T AE = 0, which implies A T AE = 0. We're then left to prove that the matrix I + A T (A − X) is invertible. x ij = 1 iff δ j = β(i),as a consequence:
, then A ji = 0 for all j. So for the rows corresponding to β(1), ..., β(l), we'll have
T A is invertible, the first and the last one are identical. Thus < η 1 , ..., η k >=< β 1 , ..., β k >, which implies that I + A T A − A T X is invertible.
Remark 3.6:
The above argument works for any Σ which admits some intersection theory. Accordingly, we may use the same result for a surface Σ with some couples of the fixed points of T pinched together. If γ is a path between fixed points x − , x + of T and γ ≃ T γ(rel x ± ) then we may pinch x − to x + and use the above fact to show that γ has zero intersection number with all α i s. Proof. After changing indices if necessary, we may assume that α i intersects at most one α k for k < i. Define γ i with [γ i ] − [γ] the trivial homology class, as follows: γ 0 = γ, and if γ i is defined such that it does not cut α 1 , ..., α i , then since it has zero intersection number with α i+1 , one may divide the intersection points to couples of positive and negative intersections. Since α i+1 \ ∪ i j=1 α j is connected, we may cut γ i at all intersection points and connect the endpoints corresponding to the elements of each couple along α i+1 such that the resulting union γ i+1 of the curves does not intersect any of α 1 , ..., α i+1 (see [ figure 3 
Proof
is definitely homologically trivial and hence so does [γ i+1 ] − [γ]. δ = γ n will then be separated from all α i s and hence may be assumed to lie in Fix(T ) ( or Fix(T R ).
Since x − , x + will be the endpoints of one of the connected pieces of δ = ∪ j δ j , it's automatically implied that they are on the same V i . This finishes the proof of
Proof of 3.2. For an element u ∈ M(ϕ), the energy E(u) is defined by:
where ϕ ∈ π 
Note that n(ϕ) does not depend on the representative u of ϕ. In fact if u 1 , u 2 are representatives of the classes ϕ 1 , ϕ 2 ∈ π 2 R (x − , x + ; p 0 ) and [
If we denote the pull back via the first projection Figure 3 . γ i+1 may be obtained from γ i by connecting couples of intersection points with α i+1 along α i+1 and disjoint from α k for k ≤ i ω R as well, then:
Hence,
Which completes the proof of the proposition.
Main Theorem
The content of this section is the proof of the following computation: Theorem 4.1. Let (Σ, α 1 , ..., α n ; p 0 ) is an acceptable setting and put C = ∪ i α i . Let ψ be the class of the combination T of the dehn twists along α i s in some order in the mapping class group Γ = π 0 (Dif f + (Σ)) . Then HF * (ψ) = H * (Σ, C) as Z/2-graded H * (Σ)-modules, where H * (Σ) = HF * (Id) acts on the right hand side by the cup product and on the left hand side by quantum cup product.
For f ∈ Symp(Σ, ω), the group of symplectomorphisms of Σ with respect to the symplectic form ω, letω be the pull back of ω to Σ × R and denote the induced form on T f (Σ) byω as well. T f (Σ) is fibered over S 1 , and the Euler class of the tangent bundle along the fibers of T f (Σ), will be an element c f of H 2 (T f (Σ), R). Consider the exact sequence:
vanishes when restricted to the fibers, it will be of the form Proof. Put f = T ǫ,R . We should show that for a class [γ] ∈ H 1 (Σ, R) with
evaluates zero on the homology class associated to
By [lemma 3.5] γ has zero intersection with α i s and by [lemma 3.7] (applied to x − = x + on γ) it's homologous to a sum j δ j of loops fixed by
and define v j s as in the proof of [proposition 3.2]. Then:
will be a homology class in H 2 (Σ × R) = H 2 (Σ) (or in the case of the punctured surface, in the second homology of the punctured surface which is trivial). The pull back of η evaluates zero on this class. Since ω R is invariant under f , and c f comes from the cohomology of
will be zero as well. One can choose a trivialization of the 2-plane bundle in a neighborhood of δ j and pull this trivialization back via H (t−1)ǫ,R to v j (., t) to get a trivialization along [v j ]. So c f is trivial on [v j ]s, and finally the same argument as that of [proposition 3.2] implies that the integration ofω R on these 2-chains is zero as well.
Proof of 4.1. π 2 (Σ) is trivial and hence there is no bubbling off of holomorphic spheres. So the usual problem of non-compactness of moduli space is automatically solved in our case. Since T ǫ is a monotone representative of [ψ] it can be used for the computation. By [proposition 3.1] there are no disks between the fixed points in different pieces. Suppose that x − , x + are two fixed points in the same piece V j . We'll show that if R ≫ 0 then all elements u of M(ϕ R ) (where ϕ R ∈ π R (x − , x + ) satisfies µ(ϕ) = 1) satisfies h R (u(s, t)) < R for all s, t. Note that if we connect x − , x + by a path γ and put ϕ 0 (s, t) =
On the other hand, from [9] we know that since T ǫ,R is monotone,
Consequently, since µ(ϕ 0 ) is the Morse-index difference of x − and x + and χ(Σ) < 0, the only possibility for a class ϕ which contributes to (6) is when n(ϕ) = 0.
Assume that there are R i → ∞ and
is not a subset of [0, R i ]. Their energy will be:
by [proposition 3.2] . So the energies are uniformly bounded. This is exactly the situation in [8] and the standard Gromov compactness argument used there may be applied to get a contradiction. Hence for computing HF * (T ) one should choose R large enough and consider S R := (h R ) −1 [0, R + 3] and the Hamiltonian flow H R on it with the critical points of h R being it's fixed points and ask for the Floer cohomology of this setting. Then [7, theorem 7.3] shows that M R (x − , x + ) is homeomorphic to the space of u :
For a generic choice of J, this gives the isomorphism we're looking for. 
The characteristic polynomial will be χ T (ζ) = ζ 2 (ζ+k)(ζ+l)+(ζ+k)(ζ+l)+(1−kl), which is irreducible over Z if k ≡ l (mod 4) and they are both odd (by "Eisenstein Criterion" applied to χ T (ζ + 1), p = 2). If χ T (ζ) vanishes at some root of unity η, then it will be divisible by ζ − (η + η)ζ + 1 and η + η is a real number of absolute value at most 2. If k, l > 4 , it can be easily seen that this is not the case. We quote the following two theorems from [1] : Theorem A. If for f : Σ → Σ, the characteristic polynomial χ f (ζ) of the action of f on the first homology, is irreducible over Z, has no roots of unity as zeros, and is not a polynomial in ζ n for any n > 1, then f is irreducible and non-periodic.
Theorem B. Every non-periodic irreducible automorphism of closed orientable hyperbolic surface is isotopic to a pseudo-Anasov automorphism.
Accordingly, the map T will be pseudo-Anasov and [theorem 4.1] computes the Floer homology associated to it's class in the mapping class group. The theorem just proven states that this map is the same as the usual cup product
Clearly, H 2 (Σ, Z/2) acts trivially unless C is empty (i.e. T is the identity class) and for a ∈ H 1 (Σ, Z/2), if the action on H * (Σ, C) is nonzero, then a is dual to a curve l : S 1 → Σ which does not cut C, or saying in other words, that T (l ) ≃ l . These are the special cases of [8, theorem 1,2] which are immediate because of the above computation.
