In this paper, we develop a family of high order asymptotic preserving schemes for some discrete-velocity kinetic equations under a diffusive scaling, that in the asymptotic limit lead to macroscopic models such as the heat equation, the porous media equation, the advectiondiffusion equation, and the viscous Burgers' equation. Our approach is based on the micromacro reformulation of the kinetic equation which involves a natural decomposition of the equation to the equilibrium and non-equilibrium parts. To achieve high order accuracy and uniform stability as well as to capture the correct asymptotic limit, two new ingredients are employed in the proposed methods: discontinuous Galerkin spatial discretization of arbitrary order of accuracy with suitable numerical fluxes; high order globally stiffly accurate implicitexplicit Runge-Kutta scheme in time equipped with a properly chosen implicit-explicit strategy. Formal asymptotic analysis shows that the proposed scheme in the limit of ε → 0 is an explicit, consistent and high order discretization for the limiting equation. Numerical results are presented to demonstrate the stability and high order accuracy of the proposed schemes together with their performance in the limit.
Introduction
The evolution of particles in rarefied gas dynamics, neutron transport, radiative transfer or stellar dynamics can be modeled at different levels of scale. The microscopic particle dynamics is described by Newton's laws of motion, while the macroscopic hydrodynamics can model the observables such as density, velocity or temperature. Kinetic theory concerns the statistical description of particles via the particle density distribution rather than individual particles. The number of particles is typically more than 10 20 and the computation, for instance in nanotechnology, is very expensive. In such situations, kinetic theory can be used to capture important properties of microscopic phenomena with reasonable computational cost. On the other hand, kinetic models often provide more detailed description than the macroscopic ones.
Kinetic theory is at the center of multi-scale modeling connecting the invisible microscopic models with the macroscopic models. In particular, when the mean free path of particles is sufficiently small, the system is close to the equilibrium state and it can be shown that a macroscopic model is a good approximation to the kinetic equation. Building a passage from kinetic to macroscopic models is a very interesting problem and there has been a lot of mathematical progress over the decades [2, 31] .
Due to the relatively small yet multiple scales of particle interactions, developing efficient and effective kinetic simulation tools is mathematically and numerically challenging. For instance, non-thermal chemical equilibrium flow often displays multiple scales, requiring a hierarchy of physical models that range from kinetic theory to continuum fluid dynamics. To address multiscale phenomena, there are hybrid domain decomposition method [7, 12] , asymptotic preserving (AP) method [17, 28] , moment method [23, 11, 8] etc. A goal shared by many of these multiscale approaches is to resolve the physics of interest, e.g. macroscopic quantities, while avoiding the computational cost as much as possible to resolve small scale structures. In particular, for kinetic equation with a broad range of Knudsen number ε that characterizes the kinetic scale, AP methods are designed to be uniformly stable with respect to ε, while mimicking the asymptotic limit from the kinetic to the hydrodynamic models on the PDE level as ε goes to 0. As a result, the scheme in the limit of ε → 0 becomes a consistent discretization of the limiting macro-scale equations. The methods have been actively pursued by many researchers in recent years since they can effectively deal with multi-scales and capture hydrodynamic macro-scale limits in a uniform setting. We refer readers to [17, 28] for a review of the subject.
The focus of this paper is to design high order AP schemes for some discrete-velocity kinetic equations [19] under a diffusive scaling. It was shown in [18, 26] that improper treatment of spatial discretization even with a stable implicit time discretization may fail to capture the correct asymptotic limit, when the spatial and temporal mesh sizes do not resolve the ε-scale. In [18] , by building in the correct asymptotic behavior, a scheme capturing the correct asymptotic limit with under-resolved mesh size was designed. In [26] , a proper splitting between the convection and stiff source terms was introduced; later the scheme was coupled with a second order Runge-Kutta splitting in [19, 20] . In [21] , an AP scheme was designed based on a standard perturbation procedure, followed by a fractional step scheme with a semi-implicit procedure. Based on the micro-macro decomposition, a first order finite difference AP method was formulated in [22] for staggered grids, and its stability and error estimates were established in [24] . Some new splitting strategies were proposed in [4, 6] , with the focus on the design of various high order globally stiffly accurate implicit-explicit (IMEX) schemes.
In this paper, we propose a family of high order schemes for the discrete-velocity kinetic equations as an initial effort in designing high order simulation tools for more general kinetic equations under different scalings. These schemes are defined for a reformulated equation set which is obtained from a micro-macro decomposition of the problem. Based on this reformulation, discontinuous Galerkin (DG) spatial discretization of arbitrary order of accuracy is applied with suitable numerical fluxes, and in time, we employ globally stiffly accurate high order IMEX Runge-Kutta (RK) methods [4] equipped with a carefully chosen implicit-explicit strategy. Formal asymptotic analysis shows that the proposed methods, as Knudsen number ε goes to 0, become explicit and consistent high order discretizations for the limiting macro-scale equations. These limiting schemes specifically involve (local) DG spatial discretizations and explicit RK methods in time. Numerical results further demonstrate the stability and high order accuracy of the proposed schemes when ε is of order 1 and in the limit of ε goes to 0. Both linear and nonlinear problems are considered with some smooth and non-smooth solutions. In a companion paper [15] , some theoretical results will be established in terms of uniform stability of the schemes, as well as the high order accuracy for smooth solutions.
Micro-macro decomposition is originated by the theoretical PDE community (for instance, see [25] ) in trying to solve the collisional kinetic equations such as Boltzmann equation and it has been successfully used to extract the structure of dissipation and the interaction between the equilibrium and the non-equilibrium parts. We advocate the micro-macro decomposition framework as it provides a general guidance on how to perform spatial discretization with proper inter-element treatments, and on how to discretize in time with a suitable implicit-explicit strategy for different terms to achieve desired uniform stability. It is based on projection, and therefore provides a natural framework for projection-based discretizations such as DG methods. DG methods are a class of finite element methods which use discontinuous approximating functions, they have been designed for a wide range of equations and gain popularity in many areas of science and engineering [9, 14, 29] . DG methods provide a framework to systematically design schemes with arbitrary order of accuracy. Some other attractive properties include their flexibility with general meshes and local approximations hence suitability for h-p adaptivity, compactness, being highly parallelable, ease of handling various boundary conditions, and provable stability and error estimates for many linear and nonlinear problems [16, 10] . For high-order differential equations such as the diffusion equation, local DG methods were developed based on rewriting the system into its first order form [9, 32] . For the stationary radiative transfer equations, an AP scheme based on an upwind DG discretization was analyzed in [13] . To discretize in time, we apply globally stiffly accurate IMEX RK methods [4] which rely on an implicit-explicit strategy different from that in [22] . IMEX schemes were developed, analyzed, and applied to hyperbolic system with relaxation and in the diffusive limit in [27, 3, 5, 4] . It was shown that high order temporal accuracy can be achieved for both ε = O(1) and ε << 1. Our IMEX strategy and the globally stiffly accurate property of IMEX schemes ensure the correct asymptotic limit of numerical solutions from internal stages of RK methods and at each discrete time.
The paper is organized as follows. In Section 2, we introduce the discrete-velocity kinetic equation, and provide examples we will consider as well as their micro-macro decomposition and diffusive limits. In Section 3, a family of (formally) high order schemes are proposed, they employ DG spatial discretization with suitable numerical fluxes and globally stiffly accurate IMEX RK temporal discretization. Formal asymptotic analysis is then performed when ε → 0 for the proposed methods. In Section 4, numerical results are presented. High order accuracy is observed as designed with ε's ranging from 10 −6 to O(1), together with the correct asymptotic behavior for ε → 0. Finally, conclusions are made in Section 5.
Formulation
We consider the following discrete-velocity kinetic model in a diffusive scaling
with the initial data f 0 and suitable boundary conditions, where f = f (x, v, t) is the distribution function of particles that depends on time t > 0, position x ∈ Ω x ⊂ R, and velocity v ∈ {1, −1}. The parameter ε > 0 measures the distance of the system to the equilibrium state and it can be regarded as the mean free path of the particles; when ε is small, the system is close to equilibrium; when ε is large, the system is far from equilibrium. C(f ) is a collision operator that describes the interactions of particles among themselves and with the medium.
The following are interesting examples of C(f ) that we will focus in this paper:
Here f := f dµ where dµ is the discrete Lebesgue measure on {−1, 1}:
We remark that the equation (2.1) with (2.2a)-(2.2d) was extensively studied in [19] . It was rewritten as the system of two equations for u 1 (x, t) = f (x, v = 1, t) and u 2 (x, t) = f (x, v = −1, t). In particular, this new system with the collision operator (2.2a) is known as the onedimensional Goldstein-Taylor model or the telegraph equation. In this paper, we will design high order numerical schemes for (2.1) with (2.2a)-(2.2d) based on its micro-macro decomposition.
Micro-macro formulation
Note that 1 = 1 and v = 0 and we view 1 as the equilibrium state. We consider the Hilbert space L 2 (dµ) in v variable with the following inner product: f, g := f gdµ = f g and introduce the orthogonal projection operator Π onto Span(1). The micro-macro decomposition is performed in two steps: first to write f by using the orthogonal projections Π and I − Π: f = Πf + (I − Π)f where Πf is the macroscopic part (equilibrium part of f ) and (I − Π)f is the microscopic part (the non-equilibrium part of f ) so that Πf = f · 1 and (I − Π)f, 1 = 0, and then to decompose the kinetic equation via the projections in terms of Πf and (I − Π)f .
In order to describe the micro-macro formulation for (2.1), we introduce ρ := f = Πf to denote the macroscopic density for f and consider the following orthogonal decomposition,
where g = 0. Note that C(f ) = 0 for (2.2a)-(2.2d). Then the projection Π of (2.1) gives rise to ε∂ t f + ∂ x vf = 0. On the other hand, g = 0 and vρ = ρ v = 0, hence we obtain
Next, we apply (I − Π) to (2.1) and get
Here C(f ) = 0 is used. The micro-macro decomposition now yields the set of two equations
The solvability for f of (2.1) and the solvability for ρ and g of (2.4) are equivalent. For our two-velocity model, by writing j(x, t) :
, the micro-macro decomposition (2.4) can be put into the following form:
where S(ρ, j) depends on C(f ).
Diffusive limit and some energy identities
In this subsection, we will derive the equations that ρ would satisfy in the limit of ε → 0. Energy identities will also be given for some cases.
• Heat and porous media equations. We will treat (2.2a) and (2.2b) together by regarding (2.2a) as a special case of (2.2b) with m = 0 and K = 1. It is clear that 
This will lead to a family of diffusion equations for ρ as ε → 0. If m = 0, the limiting equation is the linear heat equation; if m < 0, it is the slow (nonlinear) diffusion equation, known as the porous media equation.
With j notation, we see that S(ρ, j) = −Kρ m j and it is straightforward to check that the solutions to (2.5) in a periodic domain satisfy the following energy identity:
which indicates the dissipation mechanism of the system.
• Advection-diffusion equation. From (2.2c), we see that
By writing g = Avρ − v∂ x ρ + O(ε) and plugging it into the first equation in (2.4), we recover an advection-diffusion equation for ρ as ε → 0:
As in the previous case, some dissipation mechanism is expected, but we haven't found any specific results written in the literature. In the following, we present the L 2 stability result.
Proposition 2.1. Suppose ρ and j satisfy (2.5) with S(ρ, j) = −j + Aρ in a periodic domain. Then ρ and j obey the following energy identity:
Proof. Since j − Aρ rather than j drives the system dissipate, we will try to derive the energy identity for ρ and j − Aρ. Multiply the first equation in (2.5) by ρ and the second equation by j − Aρ, and integrate over x to get
Notice that
Hence, we obtain (2.9).
We observe that as long as |εA| < 1, the positivity of the energy in (2.9) is guaranteed. The energy identity (2.9) gives rise to the L 2 energy law for the advection-diffusion equation ∂ t ρ + A∂ x ρ = ∂ xx ρ in the limit of ε → 0.
• Viscous Burgers' equation. For (2.2d), we notice that
We write g = Cvρ 2 − v∂ x ρ + O(ε) and plug it into the first equation in (2.4) to get
which yields a viscous Burgers' equation for ρ as ε → 0. The corresponding equations (2.5) can be obtained with S(ρ,
. This model is known as the nonlinear Ruijgrok-Wu model [30] .
DG-IMEX Methods
In this section, we will propose a family of high order methods for the discrete-velocity kinetic equation (2.1) based on its micro-macro reformulation (2.4). The methods involve discontinuous Galerkin (DG) discretization of arbitrary order of accuracy in space and globally stiffly accurate implicit-explicit (IMEX) Runge-Kutta (RK) methods in time. Formal asymptotic analysis is performed to show that the proposed schemes in the limit of ε → 0 become explicit, consistent and high order schemes for the limiting equations.
DG spatial discretizations
We first discretize the micro-macro system (2.4) in space by DG methods. Since the discretevelocity models considered here do not admit boundary layers, for brevity of presentation, we assume the boundary condition in x is periodic and Ω x = [x min , x max ]. Other types of boundary conditions can be easily treated. Our spatial discretization is formulated on one mesh. Let's first introduce some notations. Start with {x i+
] with its length ∆x i , and ∆x = max i ∆x i . Given any non-negative integer k, we define a finite dimensional discrete space
The local space P k (I) consists of polynomials of degree at most k on I. Note functions in U k h are piecewise-defined, and they are double-valued at grid points. For such functions, notations are introduced for jump and average: with u(x ± ) = lim ∆x→0 ± u(x + ∆x), the jump and the average of u at x i+
) and {u} i+
respectively. We also use u i+
We are now ready to define the semi-discrete DG method for the micro-macro system (2.4).
h , and ∀i,
, and it is determined by an upwind discretization of v∂ x g within the DG framework,
where vg is an upwind numerical flux consistent to vg,
Here and below, the standard inner product (·, ·) for the L 2 (Ω x ) space is used, see the first term in (3.3).
Both vg andρ in (3.2) are also numerical fluxes, and they are consistent to the physical ones vg and ρ. In this paper, we consider the following three choices:
Compared with central flux, alternating flux will result in a scheme with smaller dependant stencil. For different collision kernels C(f ) in (2.2), choices of fluxes may vary with the consideration of the stability and accuracy of the algorithm. More specifically,
(1) For the linear equation (2.4) with (2.6) and m = 0, one can use any numerical flux given in (3.5).
(2) For the nonlinear equation (2.4) with (2.6) and m = 0, as ε → 0, the limiting equation is the porous media equation for ρ. When ρ > 0, the equation is diffusive. Similar to the linear case, we can choose any numerical flux given in (3.5). However, the equation becomes degenerate when ρ = 0, resulting in the phenomenon of finite speed propagation.
Hence special attention has to be paid around the interface of ρ = 0 when the alternating flux is used. In particular, when the interface is moving towards right, alternating leftright flux is used; when the interface is moving towards left, alternating right-left flux is used. More details are given in Section 4.
(3) For the convection-diffusion equations (2.4) with (2.7) or (2.10), we choose the flux (3.5a) for A > 0 and for C > 0 (resp. the flux (3.5b) for A < 0 and for C < 0). Such choice ensures an upwind flux for the advective term in the limiting equation. When the convection is not dominating, central flux can also be used.
To get a more compact form of the scheme, one further sums up (3.2) with respect to i,
where
and
for (2.10).
Note that the source term is written into a sum of two terms which are of different scales in ε.
These two terms will be treated differently in time discretization, see Section 3.2.
Remark 3.1. For the two-velocity models considered here, one can easily verify that (I − Π)(v∂ x g) = v ∂ x g holds. Recall the exact solution satisfies ∂ x g = ∂ x g = 0, hence (I − Π)(v∂ x g) should vanish and it does not seem one needs to discretize (I − Π)(v∂ x g) numerically.
The analysis in the companion paper [15] , however, implies that it is important to keep this term in order to obtain a more desirable stability condition on the time step, ∆t = O(εh), in the convective regime with ε = O(1) instead of ∆t = O(h 2 ) otherwise.
Fully discrete DG-IMEX methods
In this subsection, the semi-discrete DG method is further discretized in time with globally stiffly accurate IMEX RK schemes. We start with first order accuracy in time. Given ρ
h that approximate the solution ρ and g at t = t n , we look for
We choose to use an implicit-explicit strategy different from that in [22] , as it is more natural to treat both the collisional and convective stiff terms in the scale of 1 ε 2 implicitly. This strategy will be used in higher order temporal discretizations discussed next.
To achieve higher order accuracy in time, we adopt the globally stiffly accurate IMEX RK schemes [4] . Recall an IMEX RK scheme can be represented with a double Butcher tableaũ , is globally stiffly accurate. Now we will apply a general globally stiffly accurate IMEX RK scheme, represented by (3.9) with the property (3.10), to the semi-discrete DG scheme (3.6) . This is combined with the same implicit-explicit strategy as in the first order case, namely, the terms a h , b h,v and s (2) h,v in (3.6) are treated explicitly and the terms d h , s
h , ψ) .
Here the approximations at the internal stages of an RK step, ρ
h , ψ) (3.12b)
for any φ, ψ ∈ U k h . The property of being globally stiffly accurate guarantees that the updated numerical solution at t n+1 is the same as the one from the last internal stage of one RK step. That is, one can equivalently replace equations in (3.11) by
where s is the total number of internal stages in the IMEX scheme. With the implicit treatment of stiff terms in (3.12), in the limit of ε → 0, equation (3.12b) gives
14)
The scheme being globally stiffly accurate further implies
Therefore the scheme projects the numerical solutions, both from internal stages and at discrete times, to the limiting equilibrium when ε → 0 as in equation (3.14) and (3.15) . The second order globally stiffly accurate IMEX scheme used in this paper is the ARS(2, 2, 2) scheme [1] Remark 3.2. The DG methods with the first order IMEX temporal discretization can be implemented by explicitly solving (3.8a) for ρ n+1 , then solving for g n+1 from a block-diagonal system defined by (3.8b). The higher order globally stiffly accurate IMEX scheme can be implemented in a stage-by-stage fashion similar to the first order case.
Formal asymptotic analysis
In this subsection, we perform formal asymptotic analysis for the proposed DG-IMEX schemes as ε → 0. Proposition 3.3. Consider the DG-IMEX scheme (3.12)-(3.13) for the micro-macro formulation (2.4), with one choice of numerical fluxes in (3.5), a globally stiffly accurate IMEX scheme (3.9), consistent initial condition, and periodic boundary condition. Then in the limit of ε → 0, (P1) the DG-IMEX scheme formally becomes: look for ρ n+1 h (·), g n+1 h (·, v) ∈ U k h , satisfying (3.13), while the solutions from the internal stages ρ
for any φ, ψ ∈ U k h . This is a consistent scheme for the limiting equation with the corresponding numerical flux in (3.5) and the explicit RK time discretization defined byÃ,b, c in (3.9).
(P2) If one further denotes q = vg (so to their approximations), then the limiting scheme, (3.13) and (3.16), becomes an explicit and consistent local DG scheme for the heat and porous media equation, advection-diffusion equation, or viscous Burgers equation in its first order form as below,
for (2.7) , Cρ 2 − ∂ x ρ , for (2.10) . 
h,v (ρ h , g h , ψ) and by formally taking ε → 0 in (3.12)-(3.13). Note the time discretization comes directly from the explicit part of (3.9), and the numerical flux is carried over as well. To see that the limiting scheme gives a consistent discretization for the limiting equation, one only needs to recall from Section 2.1 that the limiting equation, when written in the form of ρ and g, is given by
for (2.7) , Cvρ 2 − v∂ x ρ , for (2.10) .
(3.18)
Next we multiply equation (3.16b) with v, apply the · operator, and denote q = vg (so to their approximations), then the limiting scheme becomes: look for ρ 19b) and
Here d h is given in (3.7c) and
withq defined in the same fashion as vg (see (3.5) ). This exactly gives a consistent local DG method for (3.17).
Remark 3.4.
(1) For the telegraph equation, the limit of the proposed scheme reproduces a local DG method studied in [9] (with the time discretization as the explicit RK method defined byÃ,b,c) for linear heat equation. It can be proved (see [9] for part of the analysis) that the semi-discrete local DG scheme for the heat equation with any of the alternating fluxes achieves an optimal (k + 1) th order of accuracy, and the scheme with the central flux achieves a sub-optimal k th order for odd k and an optimal (k + 1) th order for even k, when piecewise polynomials of degree k are used as approximations. This is consistent with our numerical observations in Section 4.
(2) If the numerical flux in (3.5) is chosen based on the sign of A and C as discussed in section 3.1, then the convective term in the limiting equation will be discretized in an upwind fashion.
(3) In general, more rigorous analysis would be needed to show whether the limiting schemes, which are consistent with formal high order accuracy, are indeed stable and with good accuracy.
Numerical Examples
In this section, we will demonstrate the performance of the proposed schemes by applying them to several numerical examples. Two kinds of fluxes in (3.5) will be used: alternating and central. For alternating fluxes, without specifying, we would use (3.5a) which is referred to as the "left-right flux". Likewise, (3.5b) will be called the "right-left flux". Our scheme is denoted as "DG(k+1)-IMEX(k+1)" if piecewise polynomials of degree at most k are used in the discrete space (3.1) together with the (k + 1) th order IMEX scheme in time, for k = 0, 1, 2. The simulation is carried out up to the final time T on uniform meshes with totally N elements. The time step ∆t is determined by ∆t = C hyper ε∆x + C dif f ∆x 2 . That is, ∆t = O(ε∆x) in the rarefied (convective) regime where ε = O(1), and ∆t = O(∆x 2 ) in the parabolic (diffusive) regime where ε << 1. We take C hyper = 0.5 and C dif f = 0.25 for DG1-IMEX1, and this is based on a uniform stability analysis of the method for the telegraph equation [15] . As for DG(k+1)-IMEX(k+1) with k > 0, C hyper and C dif f are chosen based on the numerical simulations with ε = O(1), 10 −2 , 10 −6 . In particular, we take C hyper = 0.5 and C dif f = 0.01 for DG2-IMEX2, and C hyper = 0.25 and C dif f = 0.006 for DG3-IMEX3.
Telegraph equation
Consider (2.6) with m = 0 and K = 1. We test the accuracy for our scheme with the following exact solution ρ(x, t) = th order for even k and k th order for odd k is observed. Next we consider a Riemann problem for the telegraph equation, with initial conditions rarefied regime (ε = 0.7) at T = 0.25 and in the parabolic regime (ε = 10 −6 ) at T = 0.04. Alternating left-right flux and central flux are used. The mesh size is ∆x = 0.05. The reference solutions are obtained using DG3-IMEX3 with the corresponding numerical flux on a more refined grid of ∆x = 0.004. One can see that the higher order scheme (DG3-IMEX3) has much better resolution than the lower order one (DG1-IMEX1). Compared with the results in [19] , the high order results can also catch the shock speed well for such a coarse mesh. Small oscillations are observed for our scheme with any of the numerical fluxes in the rarefied regime, even for DG1-IMEX1, due to the dispersive error of the scheme. DG3-IMEX3 demonstrates better control over the numerical oscillations than DG2-IMEX2.
For this example, one can see that the scheme with alternating fluxes has better order of accuracy, see especially the case with odd k, than that using central flux when the solutions are smooth. For Riemann problem, the scheme with alternating flux also performs better with smaller numerical oscillation. On the other hand, the scheme using central flux can be more flexible for some other problems, see for example those in Section 4.4.
Advection-diffusion equation
Consider (2.7) with A = 1. As ε → 0, this leads to the classical advection-diffusion equation (2.8) as the limiting equation. By taking into account the convection term with A = 1, we only use the left-right flux throughout this subsection.
Note that the limiting advection-diffusion equation (2.8) with A = 1 admits the following exact solution
on the domain [−π, π] with periodic boundary conditions. We start with the initial conditions (4.3) at t = 0, and implement our scheme with ε = 10 −6 up to T = 0.1. The numerical results are compared with (4.3), with errors and convergence orders reported in Table 4 .7. One can observe (k + 1) th order of accuracy for DG(k+1)-IMEX(k+1), k = 0, 1, 2. Next we consider a Riemann problem, with the initial conditions given as 4) and inflow and outflow boundary conditions. The exact solution for the limiting advectiondiffusion equation (2.8) is
where erf denotes the error function. We compute the numerical solutions of DG (k+1 Figure 4 .2, we plot the numerical solution from the scheme with ε = 10 −6 , and the analytical solution (4.5). In both regimes, numerical solutions match the reference or exact solutions very well. The profiles for j are similar to that for ρ, and they are omitted to save space.
Viscous Burgers' equation
Consider (2.10) with C = 1/2. The initial conditions are chosen to be two local Maxwellian 6) with j = ρ 2 /(1 + 1 + ρ 2 ε 2 ). For this problem, we show in Figure 4 .3 the numerical solutions ρ and j of DG(k+1)-IMEX(k+1), k = 0, 1, 2 using the left-right flux in the rarefied regime (ε = 0.4) and in the parabolic regime (ε = 10 −6 ) with ∆x = 0.25, which are compared with the reference solutions obtained by DG3-IMEX3 with ∆x = 0.04. Numerical solutions are in very good agreement with the reference solutions.
For this nonlinear example, an exact smooth shock wave solution was given by Ruijgrok and Wu in [30] . We choose the similar boundary condition as (4.6)
with
The distribution function u(x, t) and v(x, t) are given by
where ξ = (x − wt/ε)/2 and let ξ 0 = 0. The width X 0 and the velocity w of the shock wave are
With above, the exact solutions ρ(x, t) and j(x, t) are given by
The computational domain is taken to be [−40, 40] with inflow and outflow boundary conditions. Starting from the smooth initial condition at t = 0, we compute up to T = 1 for ε = 0.5, 10 
Porous media equation
Consider (2.6) with m = −1 and K = 1/2, and the limiting equation is the porous media equation. We compare the numerical solutions of DG(k+1)-IMEX(k+1), k = 0, 1, 2 for ε = 10
with the exact Barenblatt solution of the limiting porous media equation, 1/3 , t ≥ 0. For this example, there are two implementation issues one needs to pay attention to. First, to avoid being divided by zero in the collision term (note ρ is or is close to 0 in part of the computational domain), the DG scheme is implemented in the nodal fashion [14] . Specifically, we use the Lagrangian basis functions at k + 1 Gaussian points to represent a polynomial space of degree k. Secondly, when alternating fluxes are used, to ensure the interface of ρ = 0 propagating outward in time, we choose the right-left flux in the left half of the domain to ensure the left interface of ρ = 0 is propagating to the left, and the left-right flux in the right half of the domain to ensure the right interface of ρ = 0 is propagating to the right. With this strategy, in the transition interval which uses the left-right flux as its flux on the left boundary, and rightleft flux as its flux on the right boundary, the scheme loses one order accuracy. Because of this, the first order scheme becomes inconsistent and the corresponding result is not presented here. In Figure 4 .4, we show numerical results of DG(k+1)-IMEX(k+1) at T = 3.0 with ∆x = 0.5: with the left ones using alternating fluxes for k = 1, 2, and the right ones using the central flux for k = 0, 1, 2. The numerical solutions very well capture the exact solution of the limiting equation. Moreover, higher order schemes (i.e. DG3-IMEX3) demonstrate better resolution.
Conclusion
This paper is an initial effort in developing high order asymptotic preserving schemes for kinetic equations in different scalings. For some discrete-velocity kinetic models in a diffusive scaling, we propose to employ arbitrarily high order DG spatial discretizations coupled with high order globally stiffly accurate IMEX scheme for an equivalent micro-macro decomposition of the kinetic equations. The proposed schemes are asymptotic preserving in the sense of [17] . Moreover, the proposed schemes are of high order in both space and time when ε is of order 1 and in the limit of ε → 0. Some uniform stability analysis and error estimates for the proposed schemes will be rigorously established in a separate paper [15] . Extensions to more general kinetic equations with different asymptotic limits will be explored in the future. 
