Abstract. This paper studies the topological and connectivity properties of the level sets of additive Brownian motion. More precisely, for each excursion set of this process from a fixed level, we give an explicit construction of a closed Jordan curve contained in the boundary of this excursion set, and in particular, in the level set of this process.
Introduction
Given two independent (real-valued) Brownian motions (B 1 (t 1 ), t 1 ≥ 0) and (B 2 (t 2 ), t 2 ≥ 0) defined on the same probability space (Ω, F , P ), one defines (real-valued) additive Brownian motion (W (t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + ) to be the twoparameter process
(we put a minus instead of a plus for later convenience). This process, and its higher dimensional versions, arise in many contexts, including the study of selfintersections of Brownian motions [6] , multiparameter potential theory [8] , and in the study of the Brownian sheet. For instance, papers such as [4, 7, 10] make strong use of the fact that the local behavior of the Brownian sheet in the neighborhood of certain points is well-approximated by additive Brownian motion. In particular, it has been used in the study of level sets [1, 4] and points of increase [2, 3] of the Brownian sheet.
Recall that a bubble (or excursion set) of additive Brownian motion is a connected component of the random open set L = (0) = {(t 1 , t 2 ) ∈ R 2 + : W (t 1 , t 2 ) = 0}, and the level set (at level 0) of additive Brownian motion is the random closed set L(0) = {(t 1 , t 2 ) ∈ R 2 + : W (t 1 , t 2 ) = 0}. The bubbles of additive Brownian motion have been rather completely described in [5] , along with formulas for the expected area of the bubble given the height of the excursion over this bubble.
In this paper, we are interested in topological and connectivity properties of the level set of additive Brownian motion. As pointed out in [7] , L(0) cannot be totally disconnected, but this says nothing about the possibility of existence of arc-connected subsets in L(0). For instance, does L(0) contain a Jordan arc? Our main result is that the answer is positive and we establish this by constructing for each bubble a particular closed Jordan curve that surrounds the entire bubble and is contained in the boundary of the bubble. We note, following the result of [1] transposed from the Brownian sheet to additive Brownian motion, that this curve is nowhere differentiable, and following the result of [10] , transposed in the same way, that the Hausdorff dimension of this curve is strictly less than 3/2 (the precise value of this Hausdorff dimension remains unknown). We mention that in the case where W is a Brownian sheet, then the question of existence of Jordan arcs in a level set is an open problem.
Bubbles of additive Brownian motion
In this section, following [5] , we briefly recall some elements regarding the structure of bubbles. This structure is described in [5 
Then (S 1 , S 2 ) belongs to C 0 and is the point in C 0 at which W attains its maximum height M − m within C 0 . The four points
belong to the boundary ∂C 0 of C 0 , and C 0 contains the union of the two open segments
contains other bubbles than C 0 , but the bubble C 0 plays a distinguished role within this rectangle and there is a one-to-one correspondence between distinguished bubbles and rectangles R as described. The situation is schematically described in Figure 1 . A picture obtained by simulation can be found in [5] , and a precise description of those points in R that also belong to C 0 is given in [5, Proposition 2.2] .
Recall that a Jordan arc in the plane is a continuous and one-to-one image of a non-degenerate interval, and a closed Jordan curve is the continuous and one-to-one image of the unit circle. The main result of this paper is the following. 
Towards the proof of Theorem 1
The second statement in the theorem is in fact a consequence of the first, because the four sub-rectangles
all play similar roles, and so the closed Jordan curve is just the union of the four Jordan arcs contained in
, and finally (S 1 , σ 2 ) to (σ 1 , S 2 ). Therefore, in the proof of the theorem, we will focus on the first statement.
We are first going to prove the statement for fixed sample paths B 1 (· ; ω) and B 2 (· ; ω). Since we focus on the first of the four rectangles listed in (1), we replace the sample paths of B 1 and B 2 respectively by deterministic continuous functions f 1 and f 2 . These functions will need to have certain properties, which will appear during the proof, and we will check later on that sample paths of Brownian motions, or even of more general diffusions, satisfy these properties.
In order to simplify the notation, we put ourselves in the following situation. Fix real numbers m < M, σ 1 < τ 1 , and σ 2 < τ 2 . Assume that
and
We are interested in constructing a Jordan arc contained in {(s 1 , s 2 ) : f 1 (s 1 ) = f 2 (s 2 )} with extremities (σ 1 , σ 2 ) and (τ 1 , τ 2 ). The situation is shown schematically in Figure 2 . Notice that the point (σ 1 , σ 2 ) (resp. (τ 1 , τ 2 )) plays the role that was played in Figure 1 by (σ 1 , S 2 ) (resp. (S 1 , τ 2 )). Figure 2 . S 1 (resp. S 2 ) from Figure 1 replaced by τ 1 (resp. τ 2 ).
For two arbitrary continuous functions f 1 and f 2 , this construction is not always possible, as the example below shows, but we will show that with probability 1, it is possible if f 1 and f 2 are sample paths of independent diffusions. Example 2. Fix m < M, σ 1 < τ 1 and σ 2 < τ 2 . We shall construct a couple (f 1 , f 2 ) of continuous functions, with respective domains [σ 1 2 }, and each of these segments is connected to the next (in C) by shorter and shorter arcs. C also contains the segment [s 1 , t 1 ] × {s 2 }, but clearly, the set C is not arc-connected. Therefore, there is no Jordan arc in C with endpoints (σ 1 , σ 2 ) and (τ 1 , τ 2 ).
In the next section, we shall identify the hypotheses on f 1 and f 2 that make possible the construction of the desired Jordan arc.
Constructing the Jordan arc
In this section, we work with fixed deterministic continuous functions f 1 and f 2 , with common range. Define the (partial) orders ≤ and ∧ on R 2 by
and set |(s 1 , s 2 )| = |s 1 | + |s 2 |. We begin by examining a special case, which never occurs for sample paths of diffusions but does occur for the past minimum process or the future minimum process of a diffusion, and will be used further on. This special case will be a key ingredient for the general case.
The monotone case. The case where f 1 and f 2 are monotone is particularly simple. In order to state the result, we shall need the following definition, which also appears in [9] .
Definition. Two monotone functions f 1 and f 2 have a common flat level if the inverse functions f
have a common point of discontinuity.
, and f 1 and f 2 have no common flat levels. Then the set
is a monotone curve with endpoints (σ 1 , τ 1 ) and (σ 2 , τ 2 ). If f 1 and f 2 are nondecreasing and a < b, then the function ψ :
Proof. We only consider the case where
This set satisfies the conditions of [11, Theorem 2.7] , and therefore its upper-left boundary Λ is a monotone curve and ψ : Λ → R defined by ψ(s 1 , s 2 ) = s 1 + s 2 is continuous and one-to-one (according to Walsh's proof). So we only need to show that C(f 1 , f 2 ) = Λ. By our assumptions, (σ 1 , s 2 ) ∈ D for σ 2 < s 2 < τ 2 . For any such s 2 and (s 1 , s 2 ) ∈ Λ such that σ 1 < s 1 < τ 1 and any large n,
We now establish the converse inclusion. Fix (
so all of these inequalities are equalities because f 1 (s 1 ) = f 2 (s 2 ). But then f 1 and f 2 have a common flat level, which contradicts the hypothesis. Therefore
There is a one-to-one correspondence between horizontal (resp. vertical) segments of C(f 1 , f 2 ) and intervals on which f 1 (resp. f 2 ) is constant.
(b) If f 1 is non-increasing and f 2 is non-decreasing, then one should replace s 1 +s 2 by s 1 − s 2 in the definition of ψ(s 1 , s 2 ). If both f 1 and f 2 are non-decreasing, then no change is necessary.
The non-monotone case. We no longer assume that f 1 and f 2 are monotone, but we will assume that Hypothesis 1 below is satisfied. Fix
as in Lemma 3. We assume now that f i is a continuous function with domain
, satisfying the following hypothesis.
(b) the values of f 1 (resp. f 2 ) at distinct local extrema are distinct (in particular, there is no non-degenerate interval on which f 1 (resp. f 2 ) is constant); (c) the functions f 1 and f 2 have no common flat levels, where f 1 and f 2 are defined as follows :
When this hypothesis is satisfied, the functions f 1 and f 2 satisfy the assumptions of Lemma 3, and we can consider the set C(f 1 , f 2 ).
The set {s :
} is an open set, therefore a countable union of open intervals, each of which corresponds to an excursion of f 1 above f 1 , and also to an open horizontal segment of C(f 1 , f 2 ) (f 1 is constant on each of these intervals). Similar statements are true of the set {s : f 2 (s) > f 2 (s)}. Let S(f 1 , f 2 ) be the union of all of these open segments, and set
This defines a closed set which is totally ordered (for ≤ or for ∧), but is not connected. Notice that each horizontal segment of C(f 1 , f 2 ) (on which
Finally, if I is any non-degenerate closed interval, then L(f 1 , f 2 ) can be parametrized by a continuous and one-to-one function ϕ(f 1 , f 2 , I) defined on a closed subset of I, by defining ψ as in Lemma 3 using f 1 and f 2 and with [a, b] = I and setting
As the range of ϕ is contained in R 2 , we use the notation ϕ = (ϕ 1 , ϕ 2 ). This function is continuous on its domain, even though the domain is not an interval but a closed set.
Given the domains of f 1 and f 2 , we can define the rectangle f 2 ) , and except for two points on the extremities of one of the diagonals of R(
The set L(f 1 , f 2 ) will be part of the Jordan curve that we shall construct. Since this set is not connected, we must add additional points to create a Jordan curve. We shall do this by a recursive procedure, taking the union and the closure of the sets that are constructed.
and f 1 (s) > f 1 (s) for s 1 < s < t 1 . We assume for simplicity that f 1 (σ 1 ) = m = f 2 (σ 2 ), because the procedure in the other cases is similar.
Let 
Note that s 2 < t 2 < τ 2 , and since f 1 and f 2 have no common flat levels by Hypothesis 1(c),
We now construct two pairs of functions (g 1 , g 2 ) and (h 1 , h 2 ) which satisfy (a) and (b) of Hypothesis 1. II. Filling in a vertical gap. This is similar to filling in a horizontal gap. Suppose
and f 2 (u) > f 2 (u 2 ) for u 2 < u < v 2 . We assume for simplicity that f 1 (σ 1 ) = m = f 2 (σ 2 ), because the procedure in the other cases is similar.
Let v 2 ∈ [u 2 , v 2 ] be an absolute maximum of f 2 on [u 2 , v 2 ]; by Hypothesis 1(b), there is a single such maximum. Set
Note that u 1 < v 1 < τ 1 , and, since f 1 and f 2 have no common flat levels,
We now construct two pairs of functions (g 1 , g 2 ) and (h 1 , h 2 ), which satisfy (a) and (b) of Hypothesis 1. 
I).
In order to parameterize L(g 1 , g 2 ) and L(h 1 , h 2 )), we use respectively the intervals
Notice that I 1 ∪ I 2 = [α, β] and I 1 ∩ I 2 is a singleton. Moreover, neither of these intervals overlaps with the domain of ϕ(f 1 , f 2 , I), except at one endpoint, where both parameterizations agree. Further, distinct gaps in L(f 1 , f 2 ) lead to disjoint intervals. For vertical gaps, one proceeds similarly. IV. Non-intersection of rectangles associated with distinct gaps. We assume again that we are in the case where f 1 (σ 1 ) = m = f 2 (σ 2 ), because the situation in the other cases is similar.
It is clear from I and II that rectangles associated with distinct horizontal (resp. vertical) gaps are disjoint. We shall show that a rectangle associated with a horizontal gap will be disjoint from any rectangle associated with a vertical gap.
Suppose that (g
1 , g
2 ) (resp. (g
2 )) is a pair constructed while filling in a horizontal gap [s 1 
Therefore, R(g (1) 1 , g (1) 2 ) and R(g (2) 1 , g (2) 2 ) are "on opposite sides" of the curve C(f 1 , f 2 ) (see Figure 3) , and, in particular, R(g (1) 1 , g (1) 2 ) ∩ R(g (2) 1 , g (2) 2 ) ⊂ C(f 1 , f 2 ). (10) But R(g (1) 1 , g (10) implies that R(g (1) 1 , g (1) 2 ) and R(g (2) 1 , g (2) 2 ) are in fact disjoint. Figure 3 . Disposition of vertical and horizontal gaps.
V. Relationships between vertical and horizontal gaps. Let (g
2 ) and (g (2) 1 , g (2) 2 ) be as in IV (we are still in the case where f 1 (σ 1 ) = m = f 2 (σ 2 )). The vertical projections onto the horizontal axis of R(g (1) 1 , g (1) 2 ) and R(g (2) 1 , g (2) 2 ) need not be disjoint, but if they overlap, then there are various relationships between them. Since we do not need these for the proof of Theorem 1, we only briefly describe one such relationship, in the case where f 1 and f 2 are sample paths of independent Brownian motions.
Using the notations in I and II, suppose for instance that u 1 < s (2) 1 , g (2) 2 ). This situation is shown schematically in Figure 3: 
belongs to the range of g (2) 2 , so by definition of
Since the height of a local maximum is not common to two independent Brownian motions, this inequality is in fact strict. Because f 1 (·) < f 1 (s 1 ) on ]s 1 , t 1 ], we must have v 1 > t 1 , and g
2 ). We shall inductively define a sequence (L k , k ≥ 0) of sets of pairs of functions. A pair in L k will be referred to as a level k pair.
We assume that the following occurs.
Hypothesis 2. Hypothesis 1 is satisfied by all the pairs of functions that arise in the construction of the sequence (L k , k ≥ 0).
By definition, there is a single level 0 pair (f
2 ), equal to (f 1 , f 2 ), with parameterization interval I (0) = I = [0, 1] and parameterization defined as in (4) . Once the set L k of all level k pairs of functions has been constructed, we construct the set L k+1 of level k + 1 pairs as follows. For each level k pair (f
2 ), with its parameterization set, and construct all functions which arise while filling in horizontal or vertical gaps in this set (two new pairs for each gap), together with their parameterizations, following the procedures described in I, II and III above. The parameterization of L(f
2 ). The domain of this parameterization is determined as described in III.
All level k + 1 pairs are therefore obtained from filling in gaps of level k pairs. All pairs are the restriction of (f 1 , f 2 ) to some pair of intervals.
Given an interval I, we let |I| denote the length of I and we set Var(f i , I) = sup (c) It suffices to set γ(ε) = ω 1 (ω 2 (ε)). Indeed, using the notations in the statement of the lemma, if |J| < ω 1 (ω 2 (ε)), then Var(f i , I) = Var(f 3−i , J) < ω 2 (ε) by (a), therefore |I| < ε by (b) . ♦ Consider the set
parametrized by ϕ defined as follows. The domain of ϕ is
and for x ∈ Dom ϕ,
This definition is coherent, since if x belongs to more than one such domain, all corresponding parameterizations coincide at x. We shall prove the following. 
The theorem is an immediate consequence of the following three lemmas. Proof of Lemma 7. Notice that the restriction ϕ k of ϕ to the union of domains of level ≤ k pairs is continuous, and uniformly continuous since this set is compact. Let ρ k (ε) be its modulus of continuity. Proof. Using the notation in I, we see that Proof. Set
where ω 1 (·), ω 2 (·) and γ(·) are defined in Lemma 5, and let K be an integer such that K > 2 max(ν 1 , ν 2 ). Let G k be a horizontal gap in some level k pair. Suppose that the length of G k is at least ε, and that we have arrived at this gap by filling in successively gaps G 0 in the level 0 pair, G 1 in a level 1 pair, . . .
(i) at least ν 1 of these gaps are horizontal or
(ii) at least ν 2 of these gaps are vertical. Suppose (i). Then by (6) and (7) these ν 1 horizontal gaps all have length at least equal to the length of G k , that is their length is ≥ ε. But by Fact 1, (6) and (7), the length of G k would be
. Then these ν 2 vertical gaps have length at least γ(ε), so by Fact 1, (6) and (7), the length of J k would be ≤ τ 2 − σ 2 − ν 2 · ω 1 (ω 2 (γ(ε))) = 0, a contradiction. Therefore, |J k | < γ(ε). By Lemma 5(c), |I k | < ε, so we are back in Case (i). We conclude that the length of G k must be < ε.
The proof in the case where G k is a vertical gap is similar and is omitted. We now complete the proof of Lemma 7. Fix ε > 0, set δ = γ(ε), and by Fact 2, let K be the largest level which contains a gap of length ≥ min(δ, ε). Set
(a) both x 1 and x 2 are at levels ≤ K + 1; or (b) one of x 1 and x 2 , say x 1 , is at a level ≤ K + 1 and the other, say x 2 , is at a level > K + 1; or (c) both x 1 and x 2 are at level > K + 1. If (a) occurs, then |ϕ(x 1 ) − ϕ(x 2 )| < ε by definition of the modulus of continuity ρ K+1 (ε). If (b) occurs, we can assume for instance that x 1 < x 2 . Then x 2 is contained in an interval which corresponds to a level K + 1 gap (with associated rectangle R = I × J), which therefore has length < min(δ, ε). The left extremity
The first term is < ε because |x 1 − y 1 | < ρ K+1 (ε). Now both ϕ(y 1 ) and ϕ(x 2 ) belong to R, and one of I and J has length < min(γ(ε), ε). But from I and II, Var(f 1 , I) = Var(f 2 , J), so Lemma 5(c) implies that the other of I and J has length ≤ ε, so both I and J have length ≤ ε. Therefore, |ϕ(
Finally, if (c) occurs, we assume again that x 1 < x 2 . Then each is in a level K + 1 gap. If it is the same gap, then |ϕ(x 1 ) − ϕ(x 2 )| < ε + ε by the choice of K; if not, then there is a point in the domain of a function in a level K + 1 pair in between x 1 and x 2 . Let y 1 (resp. y 2 ) be the smallest (resp. largest) such point. Then We can now proceed as above to check that each point in L(g 1 , g 2 ) belongs to Γ and to ∂C 0 , for every pair (g 1 , g 2 ) that enters into the union (11) As for Hypothesis 2, notice that there are only countably many pairs that arise in the construction of the sequence (L k , k ≥ 0), and each pair consists of two independent diffusions, each defined on one of its own excursion intervals. Therefore, Hypothesis 1 holds for this pair, and it follows that Hypothesis 2 holds. This completes the proof of Theorem 1. ♦
