One of the direction of rough sets theory is to extend the equivalence relation, using more general binary relation such as the partial order relation, tolerance relation or similarity relations instead of the strict equivalence relation. So the scope of application of rough sets theory could be extended. But in the use of these more general relation instead of equivalence relation, some good properties of the original Pawlak approximation space , may no longer be satisfied. In this paper, various properties of two pairs of lower and upper approximation operators and the relationship between them are acquired through analysis and proof. The two pairs of lower and upper approximation operator will have good properties when the binary relation R only satisfies reflexivity, and the two pairs of approximation operators are the same under the equivalence relation. Theoretical analysis shows that, in the process of extending classical rough set theory to generalized rough set theory, reflexivity is a minimum conditions to be satisfied, under this condition, the lower and upper approximation operators meeting the corresponding properties can be chosen to adapt to the requirement of practical application.
Introduction
Intelligent information processing is a hot problem in the research of theory and application in information science. With the development of computer science and technology, especially the development of computer network, the amount of information expands rapidly and the requirements on the information analysis tools, are increasingly high. People want to get the potential knowledge from the data automatically. Especially in the past 20 years, knowledge discovery (rule extraction, data mining, machine learning) has been widely used in artificial intelligence science, and different methods of knowledge discovery emerge as the times require. Rough set theory proposed in 1982 by Poland mathematician professor Pawlak is a mathematical tool to deal with imprecise, inconsistent, incomplete information analysis [1] . The initial prototype of rough set theory comes from simple information model, its basic idea is to form concepts and rules from the classification of relational database. The universe could be classified through equivalence relation, and knowledge discovery could be realized by the approximation of the target concept. As a kind of data analysis theory, rough set theory is another mathematical tool after the probability theory, fuzzy set and evidence theory to handle uncertainty problem. Because of the novel idea, unique method and simple calculation, rough set theory has become an important intelligent information processing technology [2, 3] . The theory has been widely applied for machine learning, knowledge discovery, data mining and decision support and analysis.
At present, the research on rough set theory has achieved fruitful results, but the theory is still in development, as the founder of rough set theory Pawlak think: there are still some problems to be solved in theory. Part of the problem is, the classical Pawlak rough set model based on equivalence relation, equivalence relations and partition is one one correspondence, the strict requirements limit the application of rough set theory. Therefore, based on the more general binary relations, such as partial order relation, tolerance relation and similarity relations instead of strict equivalence relation, or based on the more general concept than partition, such as neighborhood, covering [4, 5] as basic elements, and then approximation operators will be extend and the classical rough set will be extended to all kinds of generalized rough set. This is a focus of rough set theory research [6] .
When using the more general relation instead of equivalence relation, some good properties on the original Pawlak approximation space , may no longer satisfy. Therefore, to discuss the properties meeting in various more general relations from the theory has a vital significance.
Basic Concepts Two Pairs of Operators
Let be binary relation on , set
The literature [7] defines two pairs of operators, and in formula (1), (2), ′ and ′ in formula (3), (4):
Knowledge Base [8] Definition 1 Let be a finite domain, ℱ ⊆ 2 , if meet:
then ℱ is called the algebra. Definition 2 Let U be a finite domain, ℱ ⊆ 2 U is algebra, called U, ℱ as the knowledge base. Definition 3 Let U, ℱ is a knowledge base, said the 
Properties of the Operators under Binary Relation
If is general binary relation on , then the definition of formula (1) Here ⊈ . This is contrary to intuition, therefore, we make a little modification to give a more rigorous definition:
According to the definition of formula (1 '), may be recalculated as:
Here ⊆ . In fact, by ∅ ≠ ⊆ ⟹ ∩ ≠ ∅, ⊆ can be launched. Then, should formula (3) also be amended accordingly? This can also be explained by example 1:
If it is amended like formula (1), ′ = 1 ∪ 2 = 2 ∪ 2 , 3 = 2 , 3 . In the calculation of the union, less ∅ may participate in the operation, but this does not affect the final value. ′ ⊆ ′ still keeps, so it is not necessary to amend. Thus the two pairs of operators should be and shown in formula (1') and (2), ′ and ′ shown in formula (3) and (4) under general binary relation.
Properties of the Operators under General Binary Relation
Theorem 1 Let be general binary relation on , where ⊆ , thus
, by formula (3), will ∃ , such that ∈ , and ⊆ , so ∈ , which permit ′ ⊆ . 
Properties of Operators under Reflexive Relation
Lemma 1 Let be reflexive relation on , ∀ , have
Proof Because satisfies reflexivity, so ∀ , , ∈ , thus ∈ and ≠ ∅. Due to under the reflexive relation, ≠ ∅, then formula (1) may not be modified, thus the two pairs of operators should still be and shown in formula (1) and (2), ′ and ′ shown in formula (3) and (4).
Theorem 2 Let be reflexive relation on , where ⊆ , thus
, by formula (1) have ⊆ , by lemma 1 have ∈ , so ∈ , therefore, which permit ⊆ . ∀ ∈ , by lemma 1 have ∈ , so ∈ ∩ ≠ ∅ , by formula (2) have ∈ , therefore, which permit ⊆ . ∀ ∈ , by lemma 1 have ∈ , so ∈ ∩ ≠ ∅, by formula (4) have ⊆ ′ , so ∈ ′ , therefore, which permit ⊆ ′ . And by theorem 1 have ′ ⊆ , so the theorem is proved. Example 2 Keeping and of example 1 invariant, and changing to reflexive closure of of example 1, i.e. 
Theorem 3 is necessity operator.
Proof In order to prove be the necessity operator, only that satisfies the three properties of the necessity operator:
(1)By theorem 2 meet L 0 ; (2)∀ ∈ , ⊆ , by formula (1) ∈ , so ⊆ , and ⊆ must establish, which permit = ;
Theorem 4 is the possibility operator. Proof In order to prove be the possibility operator, only that satisfies the three properties of the possibility operator:
(1)By theorem 2 R meet H0; (2)R ∅ = x ∈ U| x R ∩ ∅ ≠ ∅ = ∅;
Theorem 5 and are dual.
so the theorem is proved.
Theorem 6 ′ is necessity operator.
Proof In order to prove ′ be the necessity operator, only that ′ satisfies the three properties of the necessity operator:
(1)By theorem 2 ′ meet L 0 ; (2)∀ ∈ , ⊆ , by formula (3) ⊆ ′ , and by lemma 1 ∈ , so ∈ ′ , thus ⊆ ′ , and ′ ⊆ must establish, which permit ′ = ;
Theorem 7 ′ is the possibility operator.
Proof In order to prove ′ be the possibility operator, only that ′ satisfies the three properties of the possibility operator:
(1)By theorem 2 R′ meet H0;
Thus, binary relation only satisfying reflexivity can have really good property, and the partial order relation, tolerance relation and similarity relation are all reflective.
Theorem 8 ⊆ ′ , ⊆ ′ . Proof By the definition of formula (1), (2) and (3), (4) to permit.
Properties of Operators under Equivalence Relation
Theorem 9 Let be equivalence relation on , have = ′ , = ′ . Proof By the definition of equivalence relation and formula (1), (2) and (3), (4) 
Then is equivalence relation on . Proof
(1) To prove reflexivity of By theorem 1 have ′ ⊆ , so by formula (5) ⊆ , and by dual properties, ⊆ is easy to get, so ⊆ , i.e. ∈ , by lemma 2 , ∈ , so is reflexive. (2)To prove symmetry of By the reflexivity of , ∀ , ∈ , so ∩ ≠ ∅, by formula (4) ⊆ ′ , so by formula (5) ⊆ , ∀ , y ∈ , if , ∈ , by lemma 2 ∈ , so ∈ , again by lemma 2 , ∈ , so is symmetric.
(3)To prove transitivityof
