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A SMOOTH TEST FOR THE
EQUALITY OF DISTRIBUTIONS
ANIL K. BERA
University of Illinois at Urbana - Champaign
AUROBINDO GHOSH
Singapore Management University
ZHIJIE XIAO
Boston College
The two-sample version of the celebrated Pearson goodness-of-fit problem has been
a topic of extensive research, and several tests like the Kolmogorov-Smirnov and
Crame´r-von Mises have been suggested. Although these tests perform fairly well
as omnibus tests for comparing two probability density functions (PDFs), they may
have poor power against specific departures such as in location, scale, skewness, and
kurtosis. We propose a new test for the equality of two PDFs based on a modified ver-
sion of the Neyman smooth test using empirical distribution functions minimizing
size distortion in finite samples. The suggested test can detect the specific directions
of departure from the null hypothesis. Specifically, it can identify deviations in the
directions of mean, variance, skewness, or tail behavior. In a finite sample, the actual
probability of type-I error depends on the relative sizes of the two samples. We pro-
pose two different approaches to deal with this problem and show that, under appro-
priate conditions, the proposed tests are asymptotically distributed as chi-squared.
We also study the finite sample size and power properties of our proposed test. As an
application of our procedure, we compare the age distributions of employees with
small employers in New York and Pennsylvania with group insurance before and
after the enactment of the “community rating” legislation in New York. It has been
conventional wisdom that if community rating is enforced (where the group health
insurance premium does not depend on age or any other physical characteristics of
the insured), then the insurance market will collapse, since only older or less healthy
patients would prefer group insurance. We find that there are significant changes in
the age distribution in the population in New York owing mainly to a shift in location
and scale.
1. INTRODUCTION
One of the old, celebrated problems in statistics is the two-sample version of
Pearson (1900) goodness-of-fit problem (Lehmann, 1953; Darling, 1957). Suppose
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we have two samples X1, X2, . . . , Xn and Y1,Y2, . . . ,Ym from two unspecified
absolutely continuous distributions with cumulative distribution functions
(CDFs), F (x) and G (x), respectively. The problem is to test the hypothesis
H0 : F = G. Most of the tests in the literature such as Kolmogorov-Smirnov,
Crame´r-von Mises, and Anderson-Darling are based on some distance measures
between the two empirical distribution functions (EDFs), Fn (x) and Gm(x).
Although widely used, the computation and implementation of these tests are not
trivial, and being omnibus tests, they lack power in specific directions. Further-
more, they may not have good finite sample power properties (Janssen, 2000;
Esconciano, 2009). A bootstrap version of the test of comparing two distributions
of regression errors using an empirical process approach have been proposed by
Mora and Neumeyer (2005).
We propose a test for H0 using Neyman’s (1937) smooth test principle. To
motivate the proposed test, let us first consider the one-sample Pearson goodness-
of-fit test of H ′0 : F (x) = F0 (x) , where F0 (x) is a specified CDF with f0 (x)
as the corresponding probability density function (PDF). Define the probability
integral transform (PIT)
Zi = F0 (Xi ) =
∫ Xi
−∞
f0 (ω)dω, i = 1,2, . . . ,n. (1)
If H ′0 is true, then Z1, Z2, . . . , Zn are independently and identically distributed
(IID) as uniform random variates U (0,1) irrespective of F0. Test of H ′0 is identi-
cal to the test of uniformity of Z in (0,1) (Solomon and Stephens, 1985). There-
fore, in some sense, all testing problems can be converted into testing only one
kind of hypothesis (see Neyman, pp. 160–162; Bera and Ghosh, 2002, p. 178).
Neyman considered the following smooth alternative to the uniform density,
h (z) = c (θ)exp
[
k
∑
j=1
θjπj (z)
]
, 0 < z < 1, (2)
where c (θ) is the constant of integration depending on θ1,θ2, . . . ,θk, and πj (z)
are orthogonal polynomials of order j satisfying∫ 1
0
πi (z)πj (z)dz = δi j where δi j =
{ = 1, if i = j
= 0, if i = j. (3)
Neyman called (2) a smooth alternative since with small θ ’s, h (z) is close to,
and has few intersections with, the density under the null hypothesis U (0,1) .
Neyman (pp. 163–164) used πj (z) as the normalized Legendre polynomials
πj (z) = aj0 + aj1z + ·· · + aj j z j ,aj j = 0, satisfying the orthogonality con-
ditions in (3). Explicitly for k = 1,2,3,4, these are: π1 (z) =
√
12
(
z − 12
)
,
π2 (z) =
√
5
(
6
(
z − 12
)2 − 12), π3 (z) = √7(20(z − 12)3 −3(z − 12)),
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π4 (z) = 210
(
z − 12
)4 − 45(z − 12)2 + 98 . We can, therefore, test H ′0 by testing
H ′′0 : θ1 = θ2 = ·· · = θk = 0 in (2). Using the generalized Neyman-Pearson (N-P)
lemma, Neyman derived the locally most powerful symmetric test for H ′′0 against
the alternative H1 : At least one θj = 0, for some j. Lehmann and Romano (2005,
pp. 599–607) provide a lucid and up-to-date treatment of Neyman’s smooth tests.
Under H0, asymptotically the test statistic
2k =
k
∑
j=1
u2j ∼ χ2k , where uj =
1√
n
n
∑
i=1
πj (Zi ) , j = 1, . . . ,k. (4)
Neyman suggested this test to rectify some of the drawbacks of the Pear-
son (1900) goodness-of-fit statistic (for composite hypotheses, see Thomas and
Pierce, 1979). Bera and Ghosh showed this can also be derived as a Rao (1948)
score test and presented a historical perspective.
Now turning to the problem of testing H0 : F = G in the two-sample case,
let us start assuming that F (.) is known. We construct a new random variable
Z = F (Y ) . The CDF of Z is given by
H (z) = Pr(Z ≤ z) = Pr
(
Y ≤ F−1 (z)
)
= G (Q (z)) , (5)
where Q (z) = F−1 (z) is the quantile function of Z . Therefore, the PDF of Z can
be written as (see Neyman, 1937, p. 161; Pearson, 1938, p. 138)
h (z) = d
dz
H (z) = g (Q (z))f (Q (z)) , 0 < z < 1. (6)
Although this is a ratio of two PDFs, h (z) is a proper density function in the sense
that h (z) ≥ 0, z ∈ (0,1) , and ∫ 10 h (z)dz = 1, if we assume that F and G are also
strictly increasing functions (for further details, see Bera, Ghosh, and Xiao, 2010).
Under H0 : F = G, h (z) = 1; i.e., Z ∼ U (0,1) . Under the alternative hypothesis
H1 : F = G, h (z) will differ from 1, providing a basis for the Neyman smooth test.
Under the alternative, we take h (z) as given in (2) and test θ1 = θ2 = ·· · = θk = 0.
Therefore, the test utilizes (6), which looks more like a “likelihood (density)
ratio.”
If F (.) is known, following (4), the Neyman (1937) smooth statistic for testing
H0 : F = G can be written as
2k =
k
∑
j=1
u2j , where uj =
1√
m
m
∑
i=1
πj (Zi ) , (7)
with Zi = F (Yi ) . Since F (.) is unknown, to implement our test we need to re-
place Zi by an estimate, Zˆi , i = 1,2, . . . ,m. Once we replace Zi by Zˆi in 2k ,
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we need to reconsider its asymptotic distribution, and that is one of the central
contributions of this paper.
The rest of the paper is organized as follows. Section 2 contains the main re-
sults of the paper. In Section 2.1 we first derive the asymptotic distribution of the
proposed test statistic. Optimality criteria for the finite sample implementation
of the test is discussed in Section 2.2. The general case with relaxed condition
on the relative sample sizes is studied in Section 2.3. In Section 3 we apply the
proposed test for comparing two age distributions in New York and Pennsylvania
small group insurance markets. Finite sample behavior of the test and sample size
selection are investigated in Section 4 through Monte Carlo experiments. Finally,
the paper is concluded in Section 5 with a summary of our results and indications
of future research.
2. THE MAIN RESULTS
2.1. Two-Sample Smooth Test
We consider two samples of n and m observations {Xi }ni=1 and {Yi }mi=1 from
unspecified absolutely continuous distributions with CDFs F (x) and G (x) , and
we test the hypothesis H0 : F = G. Without loss of generality, we assume that
m ≤ n.
Without knowledge about the distribution function F, Zi = F (Yi ) is unknown,
and thus 2k in (7) is not feasible in practice. We, therefore, consider using the
EDF
Fn (x) = 1
n
n
∑
i=1
I (Xi ≤ x) , (8)
in place of F, to construct
Zˆi = Fn (Yi ) = 1
n
n
∑
l=1
I (Xl ≤ Yi ) , i = 1, . . . ,m, (9)
where I (.) is an indicator function. Substituting Zi by Zˆi in (7), we obtain the
feasible version of the statistic,
̂2k =
k
∑
j=1
uˆ2j , where uˆ j =
1√
m
m
∑
i=1
πj
(
Zˆi
)
. (10)
As noted earlier, the infeasible 2k converges to a χ2-distribution with degree
of freedom k and has all the local optimality properties of Rao’s score test. We
now show that under certain conditions, ˆ2k has the same limiting distribution. To
achieve that goal, we need to demonstrate that the departure due to replacing F (.)
by the EDF Fn (.) is asymptotically negligible. For convenience of asymptotic
analysis, we make the following assumptions.
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Assumption 1. {Xi }ni=1 and {Yi }mi=1 are independent and identically distributed
with CDFs F (x) and G (x) , respectively, and are independent of each other.
Assumption 2. E
(
πj (Zi )2
)
< ∞, for j = 1, . . . ,k.
We state the result in Theorem 1, proof of which is given in the Appendix.
THEOREM 1. Under Assumptions 1 and 2 and the null hypothesis that F = G,
if (log logn)m
n
→ 0 as m,n → ∞, ˆ2k ⇒ χ2k .
From Theorem 1 we can see that the size of the sample used in estimating the
distribution function F should be larger in magnitude than the test sample size.
If we estimate the CDF of X based on observations {Xi }ni=1 , Fn converges to F
at the rate
√
n (pointwise), i.e., the estimation error in Zˆi is of the order n−1/2.
Thus, as πj (.)′ s can be shown to be first-order Lipschitz continuous, the accumu-
lated estimation error in 1√
m
∑mi=1 πj
(
Zˆi
)
has the order
√
m/
√
n, which goes to
zero if n increases to ∞ at a rate faster than m. Thus, to obtain consistent tests,
we require that the sample size n used in estimating the empirical distribution
should be larger than m, the test sample size. Incidentally, similar problem arises
in various statistical procedures. For example, in simulation-based inference (e.g.,
Gourieroux and Monfort, 1996) the conditional moments are estimated based on
simulations. If the number of simulations increases fast enough relative to the
sample size, the resulting estimator has the same asymptotic distribution as the
estimator based on known conditional moments.
2.2. Relative Magnitude of the Two Sample Sizes
Theorem 1 provides an upper bound for m given n, so that ˆ2k is asymptotically
equivalent to 2k . Under this condition, a wide range of sample sizes can be cho-
sen, and all provide asymptotically equivalent tests, although the finite sample
performance of these tests may differ substantially. A natural question is: What is
the optimal rate of m relative to n that minimizes the order of size distortion?
THEOREM 2. Under the null hypothesis,
ˆ2k = χ2k + Op
(
1√
m
)
+ Op
(√
m
n
)
,
and thus the optimal relative magnitude of m and n that minimizes the size dis-
tortion is m = O (n1/2) .
Heuristically, we can decompose 1√
m
∑mi=1 πj
(
Zˆi
)
into
1√
m
m
∑
i=1
πj (Zi )+ 1√
m
m
∑
i=1
[
πj
(
Zˆi
)
−πj (Zi )
]
. (11)
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The first part of (11), 1√
m
∑mi=1 πj (Zi ) , converges to a standard normal variate.
The larger the m, the faster it goes to the limiting normal distribution. The second
part of (11), 1√
m
∑mi=1
[
πj
(
Zˆi
)
−πj (Zi )
]
, which is the error term coming from
estimating F (.), converges to zero under the conditions in Theorem 1. The larger
the n relative to m, the smaller the term. To optimize the sampling properties of
the test, a trade-off has to be made to balance these two components, giving an
optimal relative magnitude between m and n.
An exact analytical formula of the optimal relative sample sizes will be de-
pendent on the exact formulation of the higher-order terms, and to the best of
our knowledge, cannot be obtained. Theorem 2 gives the optimal relative magni-
tude between m and n, which substantially narrows the range of choices for the
sample sizes. To minimize the distortion coming from estimating the distribution
function, we prefer n to be large relative to m. On the other hand, to obtain fast
convergence to χ2 in the limit, we want a large m. Thus, a trade-off has to be made
to minimize size distortion. We balance these two terms so that they are of the
same order of magnitude, giving the optimal relative magnitude as m = O(√n).
Monte Carlo experiment results reported in Section 4 indicate that a simple rule
of thumb, such as m = √n based on Theorem 2, provides satisfactory results.
Alternatively, we know that {Xl}nl=1 are from the same distribution with CDF
F . We may divide the index set N = {1, . . . ,n} into two mutually exclusive and
exhaustive sets N1 and N2 with cardinalities n1 and n2, with n1 + n2 = n, and
define the training set
Z1 = {(X j ), j ∈N1}
and the testing set
Z2 = {(X j ), j ∈N2}.
Then estimate F(·) using data Z1 and construct
Fn1 (Xi ) =
1
n1
∑
j∈N1
I
(
X j ≤ Xi
)
, for i ∈N2.
Notice thatZ1 andZ2 are from the same distribution with CDF F , F (Xi ) (i ∈N2)
are uniformly distributed, and Fn1 (Xi ) provides an estimator for the uniform dis-
tribution. Hence, we can calculate the estimated ˆ2k based on the EDF Fn1 (Xi ) ,
i = 1,2, . . . ,n2, that should have an asymptotic χ2 distribution with k degrees of
freedom. Our objective is to minimize some distance between the empirical dis-
tribution function of ˆ2k and the χ2k CDF in finite samples; i.e., it is equivalent to
the solution for either x or t ,
argmin
n2
drn2(Fˆˆ2k (x) , Fχ2k (x)) ≡ argminn2 d
r
n2
(
Fχ2k
(
Fˆ−1
ˆ2k
(t)
)
, t
)
.
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If we take the criterion function drn2 (.) to be the Anderson-Darling statistic over r
replications, the optimal sample size for the testing sample n2 is a solution to
argmin
n2
−r + 1
r
r
∑
i=1
(2i −1)[log(p(i))+ log(1− p(r−i+1))] , (12)
where p(i) = Fχ2k
(
Fˆ−1
ˆ2k
(
ˆ2(i)
))
and ˆ2(1) ≤ ˆ2(2) ≤ ·· · ≤ ˆ2(r).
For each value of n2, we can calculate the above criterion function. We choose
n2 that minimizes the above criterion. Finally, we choose the test sample size
m = (n2/n1)×n.
2.3. The General Case
The test ˆ2k that we proposed in the previous section is an asymptotic test and,
by appropriately choosing the relative sample sizes (so that one sample is smaller
than the other), has an asymptotic χ2k distribution under the null hypothesis. The
test is asymptotically distribution-free (ADF) and thus remains asymptotically
equivalent to the original one-sample version smooth test 2k . In some applica-
tions, we may have two samples with similar sample sizes, i.e., the case where
m and n are of the same magnitude, say m = λn, where λ ∈ (0,1]. In this case,
the distribution of ˆ2k will be affected by the estimation error of F (·) , and it
will no longer be asymptotically χ2k distributed. We now discuss the appropriate
modification needed to restore the original ADF (χ2k ) property.
For convenience of asymptotic analysis, we slightly modify Assumption 2 as
follows.
Assumption 2′. E
(
πj (Zi )2+	
)
< ∞, for some 	 > 0, j = 1, · · ·,k.
Since the basic ingredients in constructing ˆ2k are
1√
m
∑mi=1 πj
(
Zˆi
)
,
j = 1, . . . ,k, we first derive the joint distribution of 1√
m
∑mi=1 πj
(
Zˆi
)
,
j = 1, . . . ,k. Let

k =
(
1√
m
m
∑
i=1
π1
(
Zˆi
)
, . . . ,
1√
m
m
∑
i=1
πk
(
Zˆi
))′
.
The limiting behavior of 
k is summarized in the following theorem.
THEOREM 3. Under Assumptions 1 and 2′, and H0: F = G, if m = λn, 
k
converges to a k-dimensional normal variate with covariance matrix
k = Ik +λk, (13)
where Ik is the k-dimensional identity matrix and k is a k × k matrix whose
( j,r)-th element is
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δjr = E
[
π˙j (Z1) π˙r (Z2){F (Y1 ∧Y2)− F (Y1) F (Y2)}
]
,
j = 1, . . . ,k; r = 1, . . . ,k,
with .π j (.) denoting the first derivative of πj (.) and Yi ∧Yj = min
(
Yi ,Yj
)
.
The result in Theorem 3 shows that when the two sample sizes are of the same
order of magnitude, the limiting distribution of 
k is different from its infeasible
counterpart when the true CDF is used. Consequently, the limiting distribution of
ˆ2k is no longer distribution free, and thus can not be directly used as a test statistic
in our inference problem. However, Theorem 3 indicates that the limiting variate
of 
k is still multivariate normal, and an asymptotic χ2-test can be constructed
after appropriate standardization.
It is also instructive to note the change in the asymptotic covariance of 
k ;
from Ik (equations (7) and (13)) it changes to Ik +λk when estimated CDF is
used. However, given the result in Theorem 3, we can construct a valid test by
replacing k by its consistent estimator. Letting
δ̂jr = 1
nm2
n
∑
l=1
m
∑
i=1
m
∑
t=1
[
π˙j
(
Ẑi
)
π˙r
(
Ẑt
)[
I (Xl ≤ Yi ∧Yt )− Ẑi Ẑt
]]
and
̂k =
⎡⎢⎣ δ̂11 · · · δ̂1k· · · . . . · · ·
δ̂k1 · · · δ̂kk
⎤⎥⎦ ,
we may estimate the covariance matrix k by
̂k = Ik + m
n
̂k .
The modified testing statistic
˜2k = 
′k̂−1k 
k (14)
is asymptotically distributed as χ2k and can be used when m and n are of the same
order.
Under the sample size condition of Theorem 1, ̂k → Ik , the modified testing
statistic ˜2k is asymptotically equivalent to ˆ2k , and the limiting result still holds
in that case. Thus we may treat ˜2k as a generalized version of the smooth test in
Section 2, which includes the previous test as a special case.
Remark 1. The optimal choice of k has been studied extensively in the litera-
ture of data-driven smooth tests (Bickel and Ritov, 1992; Ledwina, 1994; Kallen-
berg and Ledwina, 1995a, 1995b, 1997; Hart, 1997; Kallenberg, 2002). They
suggested that the main advantage of the data-driven smooth test is that unlike
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the conventional smooth test it provides a consistent test against all alternatives
and it has also been shown to be more efficient. It is optimal in terms of the
vanishing shortcoming or the discrepancy between the maximal attainable power
and its achieved power (Inglot, Kallenberg, and Ledwina, 1994, 1998, 2000;
Inglot and Ledwina, 2006a). Data-driven methods reduce the subjectivity of the
choice of k by using criteria like the Akaike information criterion (AIC) or the
Bayesian information criterion (BIC). As the BIC penalty is relatively heavy, it
is more suitable for lower-dimensional models, whereas the AIC-based penalty
will suit high-dimensional departures (Inglot and Ledwina, 2006a). Generalizing
the penalty, like a combination of both the AIC and BIC approaches or choos-
ing the smoothness of the density itself, has also been more recently advocated
(Kallenberg, 2002; Inglot and Ledwina, 2006b; Fromont and Laurent, 2006).
Neyman’s (1937) smooth test in the one sample case for fixed k case has been
shown to be asymptotically maximin (Lehmann and Romano, 2005, Thm. 14.4.1,
p. 602). However, several studies have discussed cases where increasing the order
of the test k slowly to ∞ would have better power for alternative densities having
heavier tails (Kallenberg, Oosterhoff, and Schriever, 1985; Inglot, Jurlewicz, and
Ledwina, 1990; Eubank and LaRiccia, 1992).
A nonparametric data-driven directional test that checks for tail alternatives was
also proposed (Albers, Kallenberg, and Martini, 2001). The procedure for select-
ing the truncation point k in an adaptive version of the Neyman (1937) smooth
test is similar to the choice of the number of classes in the Pearson χ2 test and has
been discussed in Kallenberg et al. (1985). Fan (1996) and Fan and Huang (2001)
looked at a similar adaptive Neyman test with choice of k with wavelet threshold-
ing. A combination of different score test statistics that have nontrivial power on
all directions at n−1/2 rate has been proposed by Bickel, Ritov, and Stoker (2006).
3. AN APPLICATION TO COMPARING TWO AGE DISTRIBUTIONS
We consider an insurance market where several companies compete to provide
health insurance for clients. These clients can be grouped into different risk
categories depending on their “proneness” or “propensity” for having bad health.
However, the main problem insurance companies face is adverse selection, since
they cannot see beforehand what type of client they are insuring, high risk or low
risk (Akerlof, 1970).
Rothschild and Stiglitz (1976) considered an insurance market setup where
there are two types of clients, high and low risk. They claim that a health insur-
ance contract based purely on risk categories will ensure that the high-risk client
chooses to pay a higher premium. Moreover, both high- and low-risk clients will
buy full (or complete) insurance coverage. However, if it is not possible to write
a health insurance contract based on the risk categories due to either legislation
or other restrictions, then there could be two possible scenarios. First, health-
ier (low-risk) individuals will choose to buy less than complete coverage while
the less healthy (high-risk) individuals will buy full insurance, so the insurance
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market will still function, although this will not be as efficient as risk-based con-
tracts. The second scenario happens if further regulations restrict or prohibit the
selling of less than full insurance. In this case, the healthy or low-risk individu-
als will stop buying coverage, which means that gradually the insured population
will be made up of more high-risk individuals. Thus, the insurance company has
to pay out more often. This will cause the premium to go up, so healthier indi-
viduals will drop their coverage even further and this cycle will continue. Finally,
this will result in a total collapse of the insurance market. This scenario is referred
to as the “adverse selection death spiral” (Buchmueller and DiNardo, 2002).
To find the evidence of any existence of the adverse selection death spiral, the
state of New York, where legislation for enforcing “community rating” (premium
fixed by community and not by risk category) was enacted in 1993, can be com-
pared with Pennsylvania, where no such legislation was enacted. We would like
to test for the difference between the age distributions of the adult civilian popula-
tion between 18 and 64, before and after 1993. The data are from the 1987–1996
March Current Population Survey, covering questions on whether an individual
has insurance coverage and, if so, whether the coverage is through a small em-
ployer, and other similar questions. New York and Pennsylvania were selected
due to their similarities, both geographically and demographically.
Our objective is to use the smooth test to determine if there is a difference
between the age distributions in a state before and after 1993. The population
selected was individuals who were covered by group insurance policies spon-
sored by employers with 100 or fewer employees. This population was divided
into two parts, one for the individuals before 1993 and the other for those af-
ter 1993. Figure 1 gives the estimated PDFs using kernel density estimator.
We estimated the PDF f (x) of the sample x1, x2, . . . , xn using kernel density
FIGURE 1. Density estimates for New York and Pennsylvania.
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TABLE 1. Goodness-of-fit statistics based on EDF
Test statistic New York Pennsylvania Critical values (upper 0.1%)
KS 4.3492 4.4053 1.95
Kuiper 5.4809 5.3015 2.303
CvM 5.3503 5.1944 1.167
A-D 28.4875 25.2846 6.0
estimator fˆ (x) = 1
n ∑ni=1 K
(
x−xi
b
)
, where the bandwidth is quadruple of b =
1.06min(σˆx , IQR/1.34)n−1/5, σˆx is the estimated standard deviation of X , IQR is
the interquartile range for the sample, and K (.) is the kernel suggested by Parzen
(1962; also see Silverman, 1986, pp. 45–47).
Table 1 presents the values of some of the test statistics based on the EDF
for the age distributions of groups insured by small employers before and after
1993 in New York and Pennsylvania along with the 0.1% critical values of all
the modified statistics (Stephens, 1970; D’Agostino and Stephens, 1990). All
standard tests clearly indicate that the two distributions are different. However,
these test statistics are not informative about the nature of the deviation from the
equality of two distributions.
Suppose now that the sample y1, y2, . . . , ym comes from a population after
1993. The probability integral transforms (PITs) of each yi are based on
zˆi = Fn (yi ) , i = 1,2, . . . ,m. (15)
If the age distributions before and after 1993 are the same, then zˆ1, zˆ2, . . . , zˆm
should be approximately distributed as U (0,1).
To elucidate more information from the data, we use the smooth test and its
components based on the statistic ˆ2k in (10) with k = 4. Table 2 provides the
smooth test results. For New York, we have ˆ2k = 117.5011, which is highly
significant at any standard significance level. Therefore, we may conclude that
the age distributions before and after 1993 are quite different. Now considering
the four (asymptotically independent) components of ˆ2k , each of which
(
uˆ2j
)
is
approximately distributed as χ21 , we note that the hypotheses of equality of two
TABLE 2. Smooth statistic and its four components
Source ˆ24 uˆ
2
1 uˆ
2
2 uˆ
2
3 uˆ
2
4 ˜
2
4
New York (n = 4548,m = 2517) 117.5011 69.0543 46.0559 0.819 1.572 83.3719
p-value
(
χ2
)
0.0000 0.0000 0.0000 0.3655 0.2099 0.0000
Pennsylvania (n = 3113,m = 1875) 96.3788 64.9253 21.5569 8.7567 1.13 63.0314
p-value
(
χ2
)
0.0000 0.0000 0.0000 0.0031 0.2878 0.0000
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FIGURE 2. Criteria function for optimal sample size for closeness under H0 (n = 4548;
repl.= 200; mopt = 455).
distributions are most possibly rejected due to the differences in the first- (lo-
cation) and second- (scale) order moments. The contributions of uˆ23 and uˆ24 are
indeed very small. As discussed in Section 2.2, there could be size distortion in
uncritical use of ˆ24 with asymptotic χ24 critical values. A way to rectify the size
distortion of ˆ24 is to exploit the result in Theorem 2 and use a smaller test sample
size m. Again, as we will discuss in Section 4, our simulation study shows that
(see Figure 2) the optimal value of m is around 500. Therefore, we repeat the
calculations of ˆ24 and its components with n = 4,548 but m = 500 (randomly
drawn). The test statistics and the corresponding p-values are reported in Table 3.
The qualitative result, i.e., the significance of ˆ24 and the two components uˆ21 and
uˆ22, remain unchanged. Yet another way to to handle size distortion when m and
n are of the same order of magnitude (without subsampling) is to use the mod-
ified statistic ˜24 in (14). Its value for New York is 83.37, which is also highly
significant. Therefore, we come to the same conclusion using various approaches.
The results for the Pennsylvania data are similar (see Table 2). Thus, the popu-
lation age distributions before and after 1993 in both states are indeed different
irrespective of the community rating legislation, and the sources of the differences
are mainly through location and scale.
TABLE 3. Neyman’s smooth statistic for NY and components (n = 4,548,
m = 500)
Source ˆ24 uˆ
2
1 uˆ
2
2 uˆ
2
3 uˆ
2
4
Test statistic 27.6095 7.4413 13.7468 3.8773 2.544
p-value 0.0000 0.0064 0.0002 0.0489 0.1107
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4. MONTE CARLO RESULT
To study the finite sample properties of the smooth test, we generate the data
under the null hypothesis of equality of distributions by subsampling from the
population of group insured civilian adults before 1993 in New York, as used in
our application in Section 3. In Figure 3 we plot the empirical size of the test as
a function of m when the nominal level is 5%. The estimation sample size n is
fixed at 5,000, also drawn at random from the same population. We evaluate the
size of the test for m = 50 to 3,500 with an increment of 10 based on 2,000
replications. There is a high relative variation in the empirical size; however, we
observe an increasing trend of the test size with m, though it never crosses the
10% level. Furthermore, there are several values of m for which the actual sizes
are close to the nominal size of 5%.
In order to fully explore the finite sample performance of the suggested tests, in
addition to studying closeness of the actual and nominal sizes, we also evaluated
the goodness of the component χ2 approximations (χ21 and χ24 , depending on the
test statistics) of the distributions under the null hypothesis. Using the values of
the components of the test statistics from 10,000 replications with n = 2,500 and
m = 500, we plot the estimated kernel densities and the corresponding theoreti-
cal χ2 densities. In the panels of Figure 4, it is hard to distinguish between the
theoretical χ21 and the empirical densities of uˆ2j ( j = 1,2,3,4), the components
of ˆ24 . This is a worst-case scenario since here m = 500 is substantially high for
n = 2,500. We also note that the estimated kernel density of ˆ24 is not too far
from that of the theoretical χ24 (not shown).
Although a good overall match of the empirical distribution of a test statistic
to theoretical χ2 is desirable, having the true size of the test close to the nominal
FIGURE 3. Test sample size and test size for n = 5,000 and increasing m (r = 2,000).
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FIGURE 4. Density plots for individual U2i under H0 and theoretical χ
2
1 .
level (say, 5%) is very important. In Table 4 we present the actual size when
n = 2,500 and m = 500 and 50, with 10,000 replications. Theorem 2 suggests
that for minimum size distortion m needs to be in the order of
√
n. From that
point of view, the actual sizes when m = 500 are pretty good (only for uˆ24, the
size 0.083 is much higher than 5%); qualitatively, we could have inferred this by
looking at the tail parts of the empirical distributions in the panels of Figure 4. For
m = 50, the results are indeed very good; the actual sizes never cross the nominal
5% level.
Subsampling from the New York data used in the empirical application is con-
venient to study the finite sample size properties of the test. However, to study
finite sample power-size trade-off in a systematic way, we need a different frame-
work. We generate the data using the following mixture of Gaussian and log-
normal densities:
X = B ∗ X1 + (1− B)∗ X2. (16)
Observations under the null hypothesis are generated taking B ∼ Bernoulli(0.3),
ln X1 ∼ N (−1,4) and X2 ∼ N (1.2,1.21), and under the alternative B ∼
TABLE 4. Actual sizes for 5% nominal size tests
Source ˆ24 uˆ
2
1 uˆ
2
2 uˆ
2
3 uˆ
2
4
Asymptotic null distribution χ24 χ
2
1 χ
2
1 χ
2
1 χ
2
1
Actual size (n = 2500,m = 500) 0.0577 0.0423 0.0529 0.0497 0.083
Actual size (n = 2500,m = 50) 0.0425 0.0473 0.0474 0.0461 0.0473
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FIGURE 5. Size and power of the smooth test for simulated data (n = 2,000).
Bernoulli(0.5), ln X1 ∼ N (−0.1,1) and X2 ∼ N (1.75,0.81) . We take n = 2,000
and increase the value of m with increments of 10, up to m = 2,000 (so that m and
n are of the same order of magnitude) and perform 2,000 replications. Figure 5
provides the size, (raw) power, and size-adjusted power of ˆ24 . The test has very
good power properties even at small sample size, say m = 100. The size-adjusted
power, though decreasing with m, is also quite good. Of course, given these re-
sults our recommendation would be not to use ˆ24 mechanically when m and n
are of similar order due to significant size distortion.
FIGURE 6. Density of the modified ̂2k under H0 when γ = 0.5 (n = 2,000,m = 1,000,
r = 2,000).
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FIGURE 7. Density of the modified ̂2k under H0 when γ = 1 (n = 1,000,m = 1,000,
r = 1,000).
When n = 2,000 and m = 1,000 the empirical size of ˆ24 is close to 20%;
however, for this case if we use our modified test ˜24 the size reduces to close
to 5%. To get an idea of the finite sample distribution of ˜24 (relative to ˆ24 and
χ24 ) under the null hypothesis, we plot these three densities in Figure 6. It is clear
that the kernel density function of ˜24 almost overlaps with that of χ24 , while
the density of ˆ24 has a much thicker tail requiring much larger critical values
for valid inference. To see the impact of m on the modified test statistic ˜24 , we
repeat the above experiment (of Figure 6) but with n = m = 2,000 and plot the
FIGURE 8. Density of the modified ̂2k under H1 when γ = 1 (n = 1,000,m = 1,000,
r = 1,000) (in log scale).
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three densities in Figure 7. Now, although the estimated kernel density of ˜24 does
not overlap with that of χ24 completely, the deviation is not all that substantial. The
departure of the empirical density of ˆ24 from χ24 is more pronounced compared
to that in Figure 6.
The empirical densities of ˆ24 and ˜24 under the alternative hypothesis are plot-
ted in Figure 8, for n = m = 1,000 (i.e., λ = 1.0) along with the χ24 density.
The distributions of the unmodified ˆ24 lie further to the right then those of the
modified counterparts, reflecting the higher rejection rates for ˆ24 due to its much
larger size.
5. SUMMARY AND FUTURE RESEARCH
We propose a smooth test for comparing the distributions in a two-sample setup.
Unlike traditional omnibus goodness-of-fit tests such as the Kolmogorov-Smirnov
or Crame´r-von Mises procedures, the smooth test helps us identify the sources of
departure from the null hypothesis of equality of two densities. Since the smooth
test can also be derived from Rao’s score principle, it enjoys some optimality
properties (Bera and Bilias, 2001). We have also investigated the choices of the
relative sizes of the estimation and test samples to minimize size distortion. Our
Monte Carlo results reveal that the smooth test (with proper choice of the sample
size) and its modified form have good finite sample properties in terms of size,
power, and closeness to the theoretical χ2 distributions.
There are several directions of future research that we would like to pursue.
Following Neyman (1937) we have kept the value of k fixed at 4. In some ap-
plications however (as discussed in Section 2.3), it may be desirable to choose k
as an increasing function of the sample size using some model selection criterion.
If k is too high, the effectiveness of the test in each direction could be diluted,
as pointed out by Neyman (also see the discussion in Bera and Ghosh, 2002,
p. 205). Janic-Wro´blewska and Ledwina (2000) proposed a data-driven version
of the smooth test, where k can take a maximum value d(m) = o({m/ logm}1/9),
which increases with m at a very slow rate. An adaptive version of the two-sample
test method was shown to be efficient and locally most powerful under more re-
alistic settings (Ducharme and Ledwina, 2003). It would be quite interesting to
combine our methodology with that of Janic-Wro´blewska and Ledwina.
As suggested by one of the referees, another very useful extension would be to
consider nonorthogonal moment functions such as E
(
X j −Y j) , j = 1,2, . . . and
follow the GMM-type formulation of Newey (1985). With this approach, though
we lose local optimality property of Rao score principle (see, for example, Bera
and Ghosh (2002) and references therein) and identification of the directions of
departure from the null hypothesis, we could avoid the problem of choosing m
and use the complete samples.
To obtain asymptotic chi-squared tests, we either impose restrictions on the
relative magnitude of sample sizes or modify the original smooth test statistic.
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An alternative approach to deal with the preliminary estimation error is to use a
bootstrap or subsampling method to construct a valid test. A bootstrap version of
the smooth test may be constructed in the spirit of Mora and Neumeyer (2005;
also see Horowitz, 2002).
We can extend our test similar to what Fan (1996) proposed adaptively using
both Neyman’s (1937) technique and a wavelet-based procedure for comparing
global and local departures from the null hypothesis (also see Fan and Huang,
2001). Finally, the test can be modified to allow for possible dependence in the
data, particularly in the context of time series or panel data (Bai, 2003).
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APPENDIX: Proofs
We first give two lemmas that will be used in our proof of Theorem 1.
LEMMA 1. The normalized Legendre polynomials are given by
πj (z) =
√
2 j +1
j!
d j
dz j
(
z2 − z
) j
, 0 ≤ z ≤ 1, j = 1,2,3 . . . . (A.1)
Proof. The standard Legendre polynomials (see, for instance, Kendall and Stuart, 1973,
p. 460) are
Pj (x) = 12 j j!
d j
dx j
(
x2 −1
) j
, −1 ≤ x ≤ 1, j = 1,2,3 . . . , (A.2)
where∫ 1
−1
Pj (x) Pl (x)dx =
{
0, if j = l,
2
2 j+1 , if j = l.
(A.3)
Now, changing the variable to z = x+12 , or x = 2z −1,
P˜j (z) = 12 j j! ×
1
2 j
d j
dz j
{
2z −1)2 −1
} j
= 1
22 j j!
d j
dz j
{
4z2 −4z
} j
= 1j!
d j
dz j
{
z2 − z
} j
.
Since
∫ 1
0
(
P˜j (z)
)2
dz = ∫ 1−1 2−1 (Pj (x))2 dx = (2 j +1)−1 (see equation (A.3)), normal-
izing we have
πj (z) =
√
2 j +1
j!
d j
dz j
(
z2 − z
) j
, 0 ≤ z ≤ 1, j = 1,2, . . . . (A.4)
n
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LEMMA 2. If πj (.) is the normalized Legendre polynomial of degree j defined on
[0,1] , then the first-order Lipschitz condition holds; that is,∣∣πj (zˆ)−πj (z)∣∣≤ M ∣∣zˆ − z∣∣ , (A.5)
where M is a positive constant, and z and zˆ are any two points between 0 and 1.
Proof. Using the mean value theorem on πj (z) in (A.1), we have
πj
(
zˆ
)−πj (z) = √2 j +1j! (zˆ − z) ddz πj (z∗)
=
√
2 j +1
j!
(
zˆ − z) d j+1
dz j+1
(
z2 − z
) j ∣∣∣∣∣
z=z∗
, (A.6)
where z∗ is such that
∣∣z∗ − z∣∣< ∣∣zˆ − z∣∣ .
Expanding the polynomial
(
z2 − z
) j
, and differentiating with respect to z up to order
j +1,
d
dz
πj (z) =
√
2 j +1
j!
d j+1
dz j+1
(
z2 − z
) j
= d
j+1
dz j+1
j
∑
l=0
(
z2
)l
(z) j−l (−1) j−l
=
√
2 j +1
j!
j
∑
l=1
(l + j)!
(l −1)!
j!
l!(l − j)! (−1)
j−l zl−1
≤
√
2 j +1
j!
j
∑
l=1
l
(l + j)!
(l)!
j!
l!(l − j)!
∣∣∣(−1) j−l ∣∣∣ ∣∣∣zl−1∣∣∣
≤ j ( j +1)
2
√
2 j +1
j
∑
l=1
(l + j)!
(l)!l! (l − j)!
= j ( j +1)
2
√
2 j +12 F1 (1− j,2+ j ; 2; −1) , (A.7)
where the finite hypergeometric function 2 F1 (.) is defined by
2 F1 (a,b; c; x) = 1+ ab
c
x + a (a +1)b (b +1)
c (c +1)2! x
2 +·· · . (A.8)
Hence, using (A.3) and (A.7),∣∣πl (zˆ)−πl (z)∣∣= ∣∣zˆ − z∣∣ ∣∣∣∣ ddz πj (z)
∣∣∣∣
z=z∗
∣∣∣∣
≤ ∣∣zˆ − z∣∣ j ( j +1)
2
√
2 j +1∣∣2 F1 (1− j,2+ j ; 2; −1) ∣∣
= Mj
∣∣zˆ − z∣∣ , (A.9)
where Mj is a finite positive number for any finite positive interger j . n
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Proof of Theorem 1. We need to show that ̂2k −2k = op(1). Notice that
̂2k =
k
∑
j=1
[
1√
m
m
∑
i=1
πj
(
Ẑi
)]2
=
k
∑
j=1
1
m
[
m
∑
i=1
πj (Zi )+
m
∑
i=1
[
πj
(
Ẑi
)−πj (Zi )]
]2
= 2k + R1,m,n + R2,m,n,
where
2k =
k
∑
j=1
1
m
[
m
∑
i=1
πj (Zi )
]2
, R1,m,n =
k
∑
j=1
1
m
[
m
∑
i=1
[
πj
(
Ẑi
)−πj (Zi )]
]2
,
R2,m,n = 2
k
∑
j=1
1
m
[
m
∑
i=1
πj (Zi )
][
m
∑
i=1
[
πj
(
Ẑi
)−πj (Zi )]
]
.
We show that, as m,n → ∞, and (log logn)m/n → 0, R1,m,n = op(1), R2,m,n = op(1).
We first consider R1,m,n ,
R1,m,n =
k
∑
j=1
1
m
[
m
∑
i=1
[
πj
(
Ẑi
)−πj (Zi )]
]2
≤
k
∑
j=1
1
m
[
m
∑
i=1
∣∣∣πj (Ẑi)−πj (Zi )∣∣∣
]2
.
By Lemma 2,
∣∣πj (u)−πj (v)∣∣≤ M |u − v| , for some finite number M > 0. Thus
R1,m,n ≤
k
∑
j=1
1
m
[
m
∑
i=1
∣∣∣πj (Ẑi )−πj (Zi )∣∣∣
]2
≤ M2
k
∑
j=1
1
m
[
m
∑
i=1
∣∣∣Ẑi − Zi ∣∣∣
]2
≤ M2
k
∑
j=1
1
m
[
m max
1≤i≤m
∣∣∣Ẑi − Zi ∣∣∣]2 .
Recalling Zˆi = Fn (Yi ) and Zi = F (Yi ) , and noting that supu |Fn(u)− F(u)| is maximally
of order
√
(log logn)/n as n → ∞ (see, e.g., Shorack and Wellner, 1986), we have
max
1≤i≤m
∣∣∣Ẑi − Zi ∣∣∣= Op(√(log logn)/n),
and
R1,m,n ≤ mM2
k
∑
j=1
[
max
1≤i≤m
∣∣∣Ẑi − Zi ∣∣∣]2 = Op((log logn)m/n),
which converges to 0 if (log logn)m/n → 0 as m,n → ∞.
Similarly,∣∣R2,m,n∣∣= 2 k∑
j=1
1
m
∣∣∣∣∣ m∑i=1πj (Zi )
∣∣∣∣∣
∣∣∣∣∣ m∑i=1
[
πj
(
Ẑi
)−πj (Zi )]
∣∣∣∣∣
≤ 2
k
∑
j=1
1
m
∣∣∣∣∣ m∑i=1πj (Zi )
∣∣∣∣∣
[
m
∑
i=1
∣∣∣πj (Ẑi )−πj (Zi )∣∣∣
]
.
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Note that 1√
m
∑mi=1 πj (Zi ) converges to a standard normal variable and
m
∑
i=1
πj (Zi ) = Op
(
m1/2
)
.
Again using Lemma 2,
m
∑
i=1
∣∣∣πj (Ẑi )−πj (Zi )∣∣∣ ≤ M m∑
i=1
∣∣∣Ẑi − Zi ∣∣∣≤ Mm max1≤i≤m
∣∣∣Ẑi − Zi ∣∣∣
= Op(m
√
(log logn)/n).
Thus,
∣∣R2,m,n∣∣≤ 2 k∑
j=1
1
m
∣∣∣∣∣ m∑i=1πj (Zi )
∣∣∣∣∣
[
m
∑
i=1
∣∣∣πj (Ẑi )−πj (Zi )∣∣∣
]
= Op
(
1
m
×m1/2 ×m√(log logn)/n)
= Op
(√
(log logn)m/n
)
,
converges to 0 when (log logn)m/n → 0 as m,n → ∞. n
Proof of Theorem 2. From the proof of Theorem 1 we know that the asymptotic χ2
test statistic ̂2k can be decomposed into 
2
k + R1,m,n + R2,m,n . We analyze each of these
terms to show how the relative magnitudes of m and n affect the size of the test.
The leading term is
2k =
k
∑
j=1
1
m
[
m
∑
i=1
πj (Zi )
]2
.
By construction, conditional on X , for each j, Vji = πj (Zi ) (i = 1, .....,m) are m inde-
pendent and identically distributed random variables with mean zero and unit variance.
Thus,
1√
m
m
∑
i=1
Vji ⇒ N (0,1) ≡ ξj ,
where ξj ( j = 1, ....,k) are k independent standard normal variates. In addition, assuming
that Vji possesses moments up to the fourth order, by standard result of Edgeworth expan-
sion (see, e.g., Rothenberg, 1984, and references therein), the probability density function
of 1√
m
∑mi=1 Vji has the expansion
f (x) ≈ ϕ(x)
[
1+ k3 H3(x)
6
√
m
+ 3k4 H4(x)+ k
2
3 H6(x)
72m
]
,
where ϕ (.) is the density of standard normal, kr is the r th cumulant, and Hr is the Hermite
polynomial of degree r defined as Hr (x)= (−1)rϕ(r)(x)/ϕ(x). Thus, m−1/2∑mi=1 Vji can
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be expanded into a leading term of standard normal variable ξj plus a second-order term,
say 1√
m
Aj , of Op(m−1/2), and a third term, 1m Bj , of order Op(m−1), i.e.,
1√
m
m
∑
i=1
Vji ≈ ξj + 1√
m
Aj + 1
m
Bj .
Therefore, 2k can be expanded as
k
∑
j=1
ξ2j +
1√
m
A + 1
m
B +op
(
1
m
)
,
where the leading term ∑kj=1 ξ2j is the χ2 random variable with k degrees of freedom and
the second term 1√
m
A is of order Op(m−1/2). To obtain a good approximation of the χ2
distribution, a large m is preferred.
Now we turn to the estimation of the distribution function. We have
R1,m,n =
k
∑
j=1
1
m
[
m
∑
i=1
[
πj
(
Ẑi
)−πj (Zi )]
]2
= m
n
k
∑
j=1
[
1
m
m
∑
i=1
√
n
[
πj
(
Ẑi
)−πj (Zi )]
]2
= m
n
C.
Notice that Uji = √n
[
πj
(
Ẑi
)−πj (Zi )]= Op(1), 1m ∑mi=1 Uji = Op(1), and
C =
k
∑
j=1
[
1
m
m
∑
i=1
√
n
[
πj
(
Ẑi
)−πj (Zi )]
]2
= Op(1),
and thus R1,m,n = Op
(
m
n
)
. Similarly,
R2,m,n = 2
k
∑
j=1
1
m
[
m
∑
i=1
πj (Zi )
][
m
∑
i=1
[
πj
(
Ẑi
)−πj (Zi )]
]
= 2
√
m
n
k
∑
j=1
[
1√
m
m
∑
i=1
πj (Zi )
][
1
m
m
∑
i=1
√
n
[
πj
(
Ẑi
)−πj (Zi )]
]
= Op
(√
m
n
)
,
since
D = 2
k
∑
j=1
[
1√
m
m
∑
i=1
πj (Zi )
][
1
m
m
∑
i=1
√
n
[
πj
(
Ẑi
)−πj (Zi )]
]
= Op(1).
Therefore,
̂2k = 2k + R1,m,n + R2,m,n
=
k
∑
j=1
ξ2j +
1√
m
A +
√
m
n
D +op
(
1√
m
+
√
m
n
)
,
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where 1√
m
A,
√
m
n D, etc., are higher order terms that bring size distortion in finite sample,
but are op(1). In particular, the leading terms are of order Op
(
1√
m
)
and Op
(√
m
n
)
,
respectively. n
Proof of Theorem 3. We first analyze the limiting behavior of 1√
m
∑mi=1 πj
(
Zˆi
)
, j =
1, . . . ,k. Notice that
1√
m
m
∑
i=1
πj
(
Zˆi
)
= 1√
m
m
∑
i=1
πj (Zi )+ 1√
m
m
∑
i=1
π˙j (Zi )
[
Zˆi − Zi
]
+Rm,n︸ ︷︷ ︸√
m/n
,
where the remainder term Rm,n = Op(√m/n) = op(1), and the leading term
1√
m
∑mi=1 πj (Zi ) follows a simple CLT, thus we focus on the behavior of
1√
m
∑mi=1 π˙j (Zi )
[
Zˆi − Zi
]
. Notice that when m = λn = mn , λ > 0, we may rewrite
1√
m
m
∑
i=1
π˙j (Zi )
[
Zˆi − Zi
]
=
n
∑
l=1
1
n
(
1√
mn
mn∑
i=1
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)
=
n
∑
l=1
ξnl ,
where ξnl = 1n
(
1√
mn
∑mni=1 π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)
, l = 1, . . . ,n, are uncorre-
lated over l. Let Fl = σ {X, ≤ l; Yi , i = 1, . . . ,mn}, then ξnl is Fl measurable and
E
(
ξnl |Fl−1
) = 0. Thus, ∑nl=1 ξnl is a summation of uncorrelated arrays, and its limiting
behavior can be analyzed using the central limit theorem method developed for triangular
arrays.
Notice that
s2n = E
(
n
∑
l=1
ξnl
)2
=
n
∑
l=1
Eξ2nl → λδj j , as n → ∞,
where
δj j = E
[
π˙j (Zi ) π˙j (Zs){F (Yi ∧Ys)− F (Yi ) F (Ys)}
]
.
We restandardize ξnl by sn and verify that
max
1≤l≤n
∣∣∣s−1n ξnl ∣∣∣ P→ 0.
Notice that
Pr
(
max
1≤l≤n
∣∣∣s−1n ξnl ∣∣∣> 	)≤ ∑1≤l≤n E
∣∣∣s−1n ξnl ∣∣∣2 1(∣∣∣s−1n ξnl ∣∣∣> 	)
	2
,
and by Ho¨lder’s inequality,
E
∣∣∣s−1n ξnl ∣∣∣2 1(∣∣∣s−1n ξnl ∣∣∣> 	) ≤ (E ∣∣∣s−1n ξnl ∣∣∣2p)1/p (E ∣∣∣1(∣∣∣s−1n ξnl ∣∣∣> 	)∣∣∣q)1/q ,
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where 1p + 1q = 1. We look at
(
E
∣∣∣s−1n ξnl ∣∣∣2p)1/p and (E ∣∣∣1(∣∣∣s−1n ξnl ∣∣∣> 	)∣∣∣q)1/q .
Notice that
s−1n ξnl =
1
nsn
(
1√
mn
mn∑
i=1
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)
.
By Minkowski’s inequality,⎡⎣E( 1√
mn
mn∑
i=1
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)2p⎤⎦1/2p
≤
mn∑
i=1
[
E
(
1√
mn
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)2p]1/2p
= m1/2n
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥2p .
Thus,
(
E
∣∣∣s−1n ξnl ∣∣∣2p)1/p =
⎛⎝E ∣∣∣∣∣ 1nsn
(
1√
mn
mn∑
i=1
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)∣∣∣∣∣
2p
⎞⎠1/p
≤ 1
(nsn)
2
(
m1/2
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥2p)2
= λ
ns2n
(∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥2p)2
≈ 1
nδj j
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥22p
and, by Minkowski’s inequality again,
E
∣∣∣1(∣∣∣s−1n ξnl ∣∣∣> 	)∣∣∣q = E ∣∣∣1(∣∣∣s−1n ξnl ∣∣∣> 	)∣∣∣
= Pr
(∣∣∣∣∣ 1nsn
(
1√
mn
mn∑
i=1
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)∣∣∣∣∣> 	
)
≤ 1
	b
E
∣∣∣∣∣ 1nsn
(
1√
mn
mn∑
i=1
π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))
)∣∣∣∣∣
b
≤ 1
	b
1
nbsbn m
b/2
n
(
mn∑
i=1
(
E
∣∣π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∣∣b)1/b
)b
= λ
b/2
nb/2sbn 	b
(
E
∥∥π˙j (Z1)(I (Xl ≤ Y1)− F(Y1))∥∥b)b
≈ 1
nb/2δb/2j j 	b
(
E
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥b)b .
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Thus,
E
∣∣∣s−1n ξnl ∣∣∣2 1(∣∣∣s−1n ξnl ∣∣∣> 	)
≤
(
E
∣∣∣s−1n ξnl ∣∣∣2p)1/p (E ∣∣∣1(∣∣∣s−1n ξnl ∣∣∣> 	)∣∣∣q)1/q
≤ λ
ns2n
(∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥2p)2
× λ
b/2q
nb/2q sb/qn 	b/q
(
E
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥b)b/q
= λ
1+b/2q
n1+b/2q s2+b/qn 	b/q
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥22p
×
(
E
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥b)b/q .
Under Assumptions 1 and 2′, by appropriately chosen p, q, and b,
Pr
(
max
1≤l≤n
∣∣∣s−1n ξnl ∣∣∣> 	) ≤ ∑1≤l≤n E
∣∣∣s−1n ξnl ∣∣∣2 1(∣∣∣s−1n ξnl ∣∣∣> 	)
	2
≤ 1
	2+b/q
λ1+b/2q
nb/2q s2+b/qn
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥22p
×
(
E
∥∥π˙j (Zi )(I (Xl ≤ Yi )− F(Yi ))∥∥b)b/q
→ ∞, as n → ∞.
By analysis of McLeish (1974),
n
∑
l=1
s−1n ξnl → N (0,1).
Thus,(
1√
m
m
∑
i=1
π˙j (Zi )
[
Zˆi − Zi
])
→ N (0,λδj j ).
Notice that 1√
m
∑mi=1 πj (Zi ) and 1n 1√m ∑
m
i=1∑nl=1 π˙j (Zi )(I (Xl ≤ Yi )− Zi ) are un-
correlated, we have
1√
m
m
∑
i=1
πj
(
Zˆi
)
⇒ N (0,1+λδj j ). (A.10)
Thus, by result of (A.10) and application of the Cramer-Wold device,

k =
(
1√
m
m
∑
i=1
π1
(
Zˆi
)
, . . . ,
1√
m
m
∑
i=1
πk
(
Zˆi
))
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converges to a k-dimensional normal variate with covariance matrix k = Ik + λk ,
where
k =
⎡⎢⎣ δ11 · · · δ1k· · · . . . · · ·
δk1 · · · δkk
⎤⎥⎦ ,
since, when j = r ,
E
[
1√
m
m
∑
i=1
πj (Zi )
][
1√
m
m
∑
i=1
πr (Zi )
]
= 0 because πj (Zi ) and πr (Zi ) are orthogonal ,
E
[
1√
m
m
∑
i=1
πj (Zi )
][
1
n
1√
m
m
∑
i=1
n
∑
l=1
π˙r (Zi )(I (Xl ≤ Yi )− Zi )
]
= 0,
E
[
1
n
1√
m
m
∑
i=1
n
∑
l=1
π˙j (Zi )(I (Xl ≤ Yi )− Zi )
][
1√
m
m
∑
i=1
πr (Zi )
]
= 0,
and
E
[
1
n
1√
m
m
∑
i=1
n
∑
l=1
π˙j (Zi )(I (Xl ≤ Yi )− Zi )
]
[
1
n
1√
m
m
∑
i=1
n
∑
l=1
π˙r (Zi )(I (Xl ≤ Yi )− Zi )
]
→ λδjr .
n
