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Abstrat
A new parameter of quantity fairness, or statistial fairness, desribing behaviour of asyn-
hronous arbiters is introdued. It takes into aount timing parameters of the arbiter and
its environment desribed as stohasti proesses. In this ontext a traditional quality of
fairness an be understood as a ondition of having the probability of request serving equal
to one under a uniform delay distribution in the range between 0 and innity. Thus the
new parameter an be treated as a generalisation of the ommon approah.
The quantity fairness of an ordered arbiter, whih stores requests in a FIFO in the
order of their arrival, has been studied using stohasti Petri net tehnique. The experi-
mental has been onduted using GreatSPN tool, whih results show a signiant fairness
improvement of an ordered arbiter in omparison with the orresponding arbiter without
a FIFO. The method of quantity fairness measurement in the GreatSPN environment has
been developed.
Keywords: arbitration, asynhronous systems, stohasti Petri nets, fairness.
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Chapter 1
Introdution
1.1 Motivation
Traditional requirements to arbiters are mutual exlusion, liveness, reset, dominane [1℄
and fairness [2℄. The latter is a very important property, as it guarantees that lients do
not starve. However, the denition of fairness given in [2℄ is not suient for engineering
purposes. On the one hand, a fair arbiter may satisfy the request after many other re-
quests are satised, thus ausing a long delay. On the other hand, even an unfair arbiter
may eventually satisfy a request if the timing parameters of lient protools are randomly
hanging and have some partiular distribution.
In this report the quantity of fairness is introdued, whih extends the traditional
onept of the fairness quality [2℄. It is shown that the quantity of fairness depends upon
spei stohasti parameters of lient behaviour. It is experimentally proved that even a
`very unfair' (in the traditional understanding of fairness) daisy-hain arbiter, implementing
a linear priority disipline, beomes `pratially' fair if it is used as a part of the reently
proposed ordered arbiter (OA) [3℄ struture. In the OA it is oupled with a FIFO, whih
minimises the number of requests pending on the arbiter inputs. This has been obtained
for the exponential distribution of `sleep' delay (done! request ) in lients.
The quantity of fairness or `statistial' fairness of arbiters is investigated using Stohas-
ti Petri Net (SPN) tehniques.
In this report the quantity of fairness is dened as the probability of a system to be in
the fair state. The system omprises an arbiter and lient. The state is fair if the number
of requests is satised while the given request is pending and is less than n, where n is the
number of lients.
In the following setion the SPN tehniques are used to investigate the quantity of
fairness or statistial fairness in a reently proposed ordered arbiter (OA) [3℄.
1.2 Ordered Arbiters
An Ordered Arbiter (OA) [3℄ is a ombination of a mutual exlusion element (MUTEX)
and a FIFO buer. Suh an arbiter has improved timing harateristis (a very short time
between the reset of the urrently granted request and the next grant issue), an additional
property is that the grant order being almost idential to the order of request arrival and
it is expeted to have an improved statistial fairness. The later feature an be explain
as follows. The time of ritial setion in the MUTEX is muh smaller than that in the
lient. Even in a busy system all requests beome quikly proessed by the MUTEX and
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Figure 1.1: Three-way OA iruit
plaed in the FIFO, thus unbloking the MUTEX. This happens during a ritial setion
in a lient. An experiment was onduted to investigate this behaviour.
The OA is shown in Figure 1.1. Interfae and request mask is performed by Q-elements
[2℄. A request, e.g. r
1
, propagates to the MUTEX input and further to the rst hannel
of the FIFO after arbitration. The FIFOs write aknowledgement is indiated at the rst
olumn of C-elements of the FIFO as 0 on the output of the left NOR gate. This value is
applied to the C-elements of the spaer, whih prepares an all-zero separator word.
The seond phase of the four-phase handshake protool of the Q-element is onluded
only when a high level is set at the output of the upper AND gate. Then the Q-element
resets the MUTEX input to 0, releasing the MUTEX for the next arbitration. This value
propagates to the spaer and through the upper AND gate bak to the Q-element shifting
the request and a separator word into the middle stage of the FIFO.
Finally the Q-element generates aknowledgement at its left output allowing the value
to be shifted into the last FIFO state. The ritial setion for the rst lient begins when
g
1
is set high. When the lient drops its request the value 0 is generated at the left output
of the Q-element and is applied to the C-element allowing a separator word into the last
stage of the FIFO resulting the reset of g
1
.
The time of the MUTEX being bloked is bounded by a xed delay  = 2
C
+ 
NOR
+

AND
+ 
Q
, whih is small, whereas in an arbiter without FIFO this delay is determined
by the ritial setion of a lient, whose bound is unknown.
The short bloking, or request pending, time is expeted to improve the fairness. This
is studied below using stohasti Petri net tehnique and the novel denition of the fairness
quantity.
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Chapter 2
Theory and tools
2.1 Stohasti Proesses
A stohasti proess is a mathematial model useful for the desription of phenomena of
a probabilisti nature as a funtion of a parameter that usually has the meaning of time.
The denition of a stohasti proess is based on the notation of a random variable so that
it is neessary to reall some elementary onepts of probability theory rst [4℄-[6℄.
2.1.1 Random Variables
A random variable is a real number whose value depends on hane by onstant onditions.
There are two types of a random variable, disrete and ontinuous. A disrete random
variable is a random variable whose possible values form a nite or ountable innite set
of numbers, and a ontinuous random variable is a random variable whose possible values
form some interval of numbers. In both ases the distribution of a random variable X is
determined by the distribution funtion or also alled the umulative distribution funtion
(Cdf)
F
X
(x) = PfX  xg (2.1)
whih desribes the probability that X will assume any value not exeeding x. The Cdf is
a real nonnegative, nondereasing funtion of x for whih
lim
x! 1
F (x) = 0 (2.2)
lim
x!1
F (x) = 1: (2.3)
2.1.2 Charateristi Values
A distribution is denoted by its expetation and variane. The expetation or mean of a
random variable X is the mean of the distribution of X dened by
E(x) =  =
n
X
i=1
x
i
p
i
(x) (Disrete distribution) (2.4)
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E(x) =  =
Z
1
 1
xf(x)dx (Continuous distribution) (2.5)
and is the average of all possible values of X weighted by their probabilities. The variane
expressed in 2.6 is the mean squares deviation of X from its expeted value : The positive
square root of the variane is alled the standard deviation (see 2.7).
V ar(X) = 
2
= E

(X   )
2

(2.6)
 =
p
V ar(X) (2.7)
The standard deviation of a random variable X is a measure of dispersion of the possible
value of the random variable related to the mean. The smaller the standard deviation, the
more likely that the obtained value will be lose to the mean.
2.1.3 Disrete Distributions
A disrete distribution is a distribution with disrete random variables and is denoted by
the probability mass funtion (pmf)
p
i
= (p
1
; p
2
; p
3
; :::) = PfX = x
i
g i = 1; 2; ::: (2.8)
where the p
i
is a vetor whose entries are the probabilities that a random variable equals
one of the admissible values. A joint disrete distribution is a distribution funtion in n
random variables X
i
; i = 1; 2; :::; n, and is dened by the joint Cdf
F (x) = PfX
1
 x
1
;X
2
 x
2
; :::;X
n
 x
n
g: (2.9)
Binomial, poisson and hypergeometri distributions are the most important disrete
distributions, with numerous appliations.
2.1.4 Continuous Distributions
A ontinuous distribution is a distribution for whih the random variables may take on a
ontinuous range of values. It is desribed by the probability density funtion (pdf) 2.10
or the joint pdf 2.11, respetively, whih is the derivative of either the Cdf or the joint Cdf.
f
X
(x) =
d
dx
F
X
(x) (2.10)
f(x) =

n
x
1
x
2
:::x
n
F
X
(x) (2.11)
There are a few partiularly important probability densities whih appear over and
over again in theory and appliations. The most notable are the uniform, normal and
exponential densities.
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Uniform Distribution A random variable X has uniform distribution on an interval
(a,b), if X has a density f(x) whih is onstant on (a; b) and 0 elsewhere.
f(x) =

1
b a
if a < x < b
0 otherwise
(2.12)
The total area of the retangle under the density funtion must be 1. Thus the onstant
value  of the density on (a; b) is
1
b a
.
Normal Distribution The normal distribution is the most important ontinuous distri-
bution beause in appliations many random variables are normal random variables. This
means that they have a normal distribution or they are approximately normal. Moreover,
this distribution is a useful approximation of more ompliated distributions and ours
in the proofs of various statistial tests. The normal distribution, or Gauss distribution, is
dened as the distribution with the density
f(x) =
1

p
2
exp
 
(x )
2
2
2
(2.13)
where  is the mean and  is the standard deviation. The orresponding standardised
normal density, with the mean 0 and standard derivation 1, is denoted by the standard
normal density
(z) =
1
p
2
exp
 
1
2
z
2
( 1 < z <1) (2.14)
where the random variable Z is onverted by
z =
x  

: (2.15)
Exponential Distribution The exponential distribution, or negative exponential dis-
tribution, is an important distribution useful in desribing duration phenomena. The
exponential density funtion is dened by
f(x) =  exp
 x
(x  0) (2.16)
where  is the rate and the inverse of the mean. The exponential distribution is the only
ontinuous pdf whih the memoryless property
P (X > x+  j X > x) = P (X > x) (  0; x  0) (2.17)
holds. Hene, if x is the survival time, the hane to surviving a further time  is the same
as the hane of surviving to time  in the rst plae.
2.1.5 Markov Proess
A disrete parameter stohasti proess fX(t); t = 0; 1; 2; :::g or a ontinuous parameter
stohasti proess fX(t) = t  0g is said to be a Markov proess, if for any set of the n
time points t
1
< t
2
< ::: < t
n
in the index set of the proess, the onditional distribution
of X(t
n
), for given values of the X(t
1
); :::;X(t
n 1
), depends only on X(t
n 1
), the most
reent known value [6℄. This is dened for any real numbers x
1
; :::; x
n
by
P [X(t
n
) j X(t
1
) = x
1
; :::;X(t
n 1
) = x
n 1
℄ = P [X(t
n
)  x
n
j X(t
n 1
) = x
n 1
℄ (2.18)
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nature of
parameter
disrete
state spae
ontinuous
state spae
disrete  time DTMC DTMP
ontinuous  time CTMC CTMP
Table 2.1: Classiation of the Markov Proesses
Xn
n
(a) disrete-time
X(t)
t
(b) ontinous-time
Figure 2.1: Possible sample funtions of a Markov hain
and it may be interpreted that the past has no inuene on the future.
The Markov proesses are lassied into four basi types shown in Table 2.1 aording
to the nature of the index set or of the state spae of the proess. The set of possible values
or states of a stohasti proess is alled its state spae.
A Markov proess (MP) whose state spae is disrete is alled a Markov hain, whih is
a stohasti proess whose development is treated as series of transitions between ertain
values alled states of the proess. The future development is determined by the present
state alone and does not depend on the past. This property makes the Markov hains into
suh useful models for real proesses. Figure 2.1 shows possible sample funtions of a MC.
The proess spends a random time in eah state before a transition to a new one.
Properties of Markov hain
In order to deal with results onerning the steady state analysis of the MCs, some prop-
erties must be introdued [9,24,25℄. A MC is said to be:
 aessible: A state j is aessible from state i if p
ij
(n) > 0, i.e. there is a probability
of getting from i to j in no more than n steps.
 ommuniative: States an ommuniate if they are mutually aessible, p
ij
(n) > 0
and p
ji
(m) > 0; a group of states is said to be in the same lass if they ommuniate;
states in a ommuniating lass share the same properties.
 losed: A state is losed if no state outside it is aessible from it.
 transient: A state is transient if there exists a state whih is aessible from it, but
it is not aessible from the other state.
 irreduible: A MC is irreduible if all states in it are in the same lass.
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 reurrent: A state is reurrent if it is not transient.
 periodi: A state is periodi with period d > 1 if d is the smallest integer suh that
all paths from the state and bak to it are a multiple of d. If a reurrent state is not
periodi, the state is aperiodi.
 absorbing: A state is absorbing if p
ii
= 1. A lass is absorbing if there is no positive
probability of leaving it after entering it one.
 ergodi: A state is ergodi if it is in a losed lass of aperiodi, reurrent and om-
muniating states.
Disrete-time Markov hains
A Markov proess having a disrete-time and disrete-spae is alled disrete-time Markov
hain (DTMC). A DTMC is speied by the pmf 2.19 and the onditional pmf 2.20 for all
times n  0 and states i and j. The onditional pmf is alled the transition probability
funtion of the hain and denotes the probability that the proess goes from state x
n
to
state x
n+1
when the index parameter is inreased from n to n+ 1.
p
i
(n) = PfX
n
= ig (2.19)
p
ij
(n) = PfX
n+1
= j j X
n
= ig (2.20)
A Markov hain is said to be homogeneous DTMC if the transition probability funtion
does not depend on n
p
ij
= PfX
n+1
= j j X
n
= ig (2.21)
and is the onditional probability of being in state j at the next step, given that the present
step is i.
The steady state distribution of an ergodi DTMC an be evaluated from the matrix
equation
 = P (2.22)
where the vetor  = [
i
℄ is the limiting probabilities denoted by

j
= lim
n!1

j
(n) (2.23)
and P is the transition probabilities whih an be ombined in a transition probability
matrix P = [p
ij
℄
P =
2
6
6
6
4
p
11
p
12
   p
1j
p
21
p
22
   p
2j
.
.
.
.
.
.   
.
.
.
p
i1
p
i2
   p
ij
3
7
7
7
5
(2.24)
where the elements of the matrix satisfy the onditions :
p
ij
(n)  0 for all i; j; (2.25)
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i j
p
p
ij
ji
Figure 2.2: Sheme of a state transition diagram
X
j
p
ij
(n) = 1 for all i: (2.26)
A DTMC an be illustrated as a state transition diagram. The irles in the state
transition diagram represent the states and the ars from state i to j are labelled with
the transitions probabilities p
ij
. A state transition diagram with two states is shown
shematially in Figure 2.2.
Continuous-time Markov hains
A Markov proess with a disrete state spae and a ontinuous parameter is alled a
ontinuous-time Markov hain (CTMC). Similar to the DTMC the pmf 2.27 and onditional
pmf 2.28 also alled transition probability funtion for times   t  0 and states i and j
is dened by
p
j
() = PfX() = jg (2.27)
p
ij
(t; ) = PfX() = j j X(t) = ig: (2.28)
desribe the CTMC. If the CTMC is homogeneous the transition probabilities depend only
on the dierene  =    t, so that the notation an be simplied by
p
ij
() = PfX(t + ) = j j X(t) = ig: (2.29)
This denotes the probability that the proess is in state j after an interval of length  ,
given that at present it is in state i.
Sine the MC does not depend on its history, the ontinuous parameter of a MC
requires a pdf whih holds the memoryless property . The negative exponential pdf is the
only ontinuous pdf whih satises this property.
A CTMC an be desribed through either a state transition rate diagram or a tran-
sition rate matrix. The state transition rate diagram is a labelled direted graph whose
verties are labelled with the CTMC states and whose ars are labelled with the rate of
the exponential distribution assoiated with the transitions from one state to another. The
transition rate matrix is a matrix whose elements outside the main diagonal are rates of
the exponential distributions assoiated with the transition from state to state, while the
elements on the main diagonal make the sum of the elements of eah row equal to zero.
If the CTMC is said to be ergodi the limiting probabilities

i
= lim
t!1
PfX(t) = ig (2.30)
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ESPN DSPN
SPN
GSPN
Figure 2.3: Subdivision of stohasti Petri nets
always exist and the steady state pdf an be determined [7℄ as the solution of the system
of the linear equations
Q = 0 (2.31)
augmented with the normalisation ondition
X
i2S

i
= 1 (2.32)
where  is the vetor  = f
1
; 
2
; :::g and Q is the transition rate matrix Q = [q
ij
℄, also
alled the innitesimal generator.
2.2 Stohasti Petri net models
Classial Petri nets onsider no onept of time. For performane evaluation of dynami
systems it is neessary to introdue time delays assoiated with transitions or plaes. A
Petri net with random time delays assoiated with transitions is alled a stohasti Petri
net (SPN) [7℄[8℄[11℄. Figure 2.3 shows the subdivision of the SPN aording to the ring
times. This types of SPNs will be introdued in the following subsetions.
2.2.1 Stohasti Petri net
A SPN assoiates eah transition with an exponentially distributed random variable that
expresses the delay from the enabling to the ring of the transition. The ring of a
transition is an atomi operation, tokens are removed from its input plaes and deposited
into its output plaes with one operation. The reahability graph of a SPN is idential to
the one of the underlying PN.
Denition 2.1. A stohasti Petri Net is a six-tuple SPN = (P; T; I;O;M
0
;) where:
P = fp
1
; p
2
; :::; p
m
g is a nite set of plaes,
T = ft
1
; t
2
; :::; t
n
g is a nite set of transitions,
I  P  T is the set of input ars,
O  T  P is the set of output ars,
M
0
= (m
01
;m
02
; :::;m
0m
) is the initial marking, where m
0i
is the number of tokens in
plae p
i
,
 : T ! <
+
is a set of ring rates assoiated with transitions, whih are random
variables with negative exponential distribution.
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It should be noted that it is not possible that two transitions nish ring at the same
time and that all ring times are independent of one another. In a ase where several
transitions are simultaneously enabled, the transition that has the shortest delay will re
rst.
Due to the memoryless property of the exponential pdf of ring delays, the marking
proess generated by a SPN is a CTMC with a state spae isomorphi to the reahability
set. The state transition rate diagram of a CTMC orresponding to the SPN is obtained
by onstruting the reahability graph. The steady state solution of the model is obtained
by solving the system of the linear equations
Q = 0 (2.33)
X
i

i
= 1 (2.34)
where 
i
denotes the steady state probability of marking M
i
and  is the equilibrium pmf
over the reahable markings.
Performane indies The steady state distribution  is the basis for a quantitative
evaluation of the behaviour of the SPN that is expressed in terms of performane indies.
Various performane estimates an be obtained from the steady state distribution; the
following are most ommonly used:
 The probability of an event dened through plae markings (e.g., no token in a
subnet of plaes, or at least one token in a plae while another one is empty, et.)
an be omputed adding the probabilities of the markings in whih the ondition
orresponding to the event denition holds true. Thus, for example, the steady state
probability of the event A dened through a ondition that holds true for the marking
M
i
M an be obtained as
PfAg =
X
i:M
i
2M

i
: (2.35)
 The pmf of the number of tokens at the steady state in a plae p an be obtained by
omputing the individual probabilities in the pmf as probabilities of the event, plae
p ontaining k tokens.
 The average number of tokens in a plae p an be omputed from the pmf of tokens
in that plae.
 The frequeny of ring of a transition (throughput), i.e., the average number of
times a transition t
k
res in unit time an be omputed as the weighted sum of the
transition ring rate
f
j
=
X
i:t
j
2E(M
i
)

j
(M
i
)
i
(2.36)
where f
j
is the frequeny of ring of t
j
, E(M
i
) is the set of transition enabled in M
i
and 
j
(M
i
) is the ring rate of t
j
in M
i
.
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2.2.2 Generalised stohasti Petri net
Generalised stohasti Petri nets (GSPNs) [11℄ are an extension of SPNs in order to ope
with the state spae explosion problem. A GSPN has two types of transitions, timed and
immediate. A timed transition has an exponentially distributed ring delay, as in SPN,
and an immediate transition has no ring delay.
Denition 2.2. A generalised stohasti Petri Net is an eight-tuple GSPN =
(P; T;; I; O;H;M
0
;W ) where:
P = fp
1
; p
2
; :::; p
m
g is a nite set of plaes,
T = ft
1
; t
2
; :::; t
n
g is a nite set of transitions,
 : T ! N is a priority funtion assigning a priority level with transitions:
(t) = 0 if t is timed
(t)  1 for t immediate,
I  P  T is the set of input ars,
O  T  P is the set of output ars,
H  P  T is a set of inhibitor ars,
M
0
= (m
01
;m
02
; :::;m
0m
) is the initial marking,
W : T ! <
+
denotes the transition rate of transition t if t is timed, and the transition
weight if t is immediate.
In the graphial representation of GSPN, immediate transitions are drawn as blak
bars, and exponential transitions as white retangular boxes.
The stohasti interpretation of a GSPN model is very similar to that of an SPN
model, with the hanges neessary to aount for immediate transitions. When a marking
is entered, it is rst neessary to asertain whether it enables timed transition only, or at
least one immediate transition. Markings of the former type are alled tangible, whereas
markings of the latter type are alled vanishing.
In the ase of tangible marking the transition rule orresponds to the one of SPN. In the
ase of vanishing marking, the seletion of whih transition to re an not be based on the
temporal desription, sine all immediate transitions re exatly in zero time. The hoie is
thus based on priorities and weights. The set of transitions with onession at the priority
level is rst found, and if it omprises more than one transition, the further seletion, of
probabilisti nature, is based on the transition weights aording to the expression
Pftg =
w(t)
P
t02E(M)
w(t0)
(2.37)
where E(M) is the set of enabled immediate transitions in the marking M , i.e., of the
transitions with onession at the highest priority level.
The semantis of a GSPN always assumes that transitions are red one by one, even
in a vanishing marking omprising non-oniting enabled immediate transitions. The
equivalene of this behaviour with the one resulting from simultaneous ring of some
immediate transitions in the model an be exploited to redue the omplexity of the solution
algorithm.
The analysis of GSPN model requires the solution of a system of linear equations om-
prising as many equations as the number of reahable tangible markings. The innitesimal
generator of the CTMC assoiated with GSPN model is derived with a ontration of the
reahability graph labelled with the rates or weights of the transitions ausing the hange
of the markings.
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pidle
prequest_1
t start_1
pactive_1
t request_1
p
t end_1
access_1
pactive_2
t request_2
prequest_2
t start_2
t end_2
paccess_2
Figure 2.4: SPN model of shared memory system
transition rate
t
request
 
1

1
= 1
t
request
 
2

2
= 2
t
start
 
1

1
= 100
t
start
 
2

2
= 100
t
end
 
1

1
= 10
t
end
 
2

2
= 5
Table 2.2: Rate assumed with transitions
2.2.3 Deterministi and stohasti Petri net
Deterministi and stohasti Petri nets (DSPNs) [8℄ are an extension of GSPN whih allows
ring delays of timed transitions to be either onstant or exponentially distributed random
variables. A DSPN is a GSPN in whih the funtion W (t) assoiates either exponentially
distributed or deterministi ring times with timed transitions.
2.2.4 Extended stohasti Petri net
An extended stohasti Petri net (ESPN) [10℄ is a GSPN where transitions an be parti-
tioned into three lasses, exlusive, ompetitive and onurrent. A onurrent transition is
assoiated with an exponentially distributed ring time and an exlusive and ompetitive
transitions an be assoiated with an arbitrary distributed ring delay.
2.2.5 An example SPN model
This setion desribes how an SPN model an be onverted into Markov hains and how
their analysis an be performed. Consider the SPN model of a shared memory system
representing two proessors aessing a ommon shared memory. The SPN of shared
memory system model is shown in Figure 2.4. The initial markings are set to the plaes
P
at1
, Pat
2
and P
idle
. The rate assumed with transitions are depited in Table 2.2.
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M
0
= P
at
 
1
+ P
idle
+ P
at
 
2
+
M
1
= P
req
 
1
+ P
idle
+ P
at
 
2
+
M
2
= P
a
 
1
+ P
at
 
2
+
M
3
= P
a
 
1
+ P
req
 
2
+
M
4
= P
req
 
1
+ P
idle
+ P
req
 
2
+
M
5
= P
at
 
1
+ P
idle
+ P
req
 
2
+
M
6
= P
at
 
1
+ P
a
 
2
+
M
7
= P
req
 
1
+ P
a
 
2
+
Table 2.3: Reahability set of the SPN model
Starting from the initial marking, in whih two proessors are both in a loally ative
state, a possible evolution may be the following. Proessor 1 works loally for an exponen-
tially distributed random amount of time with the average
1

1
, and then requests an aess
to ommon memory. Transition t
request
 
1
res, and a token is removed from p
ative
 
1
and
added in p
request
 
1
. Sine the ommon memory is available, plae p
idle
is marked, the
aquisition of the memory starts immediately and takes an average of
1

1
units of time
to omplete. This is represented by the ring of transition t
start
 
1
. When this transition
res, one token is removed from plaes p
request
 
1
and p
idle
, and a token is deposited into
p
aess
 
1
, where it stays for the time required for the rst proessor to aess the ommon
memory. Suh a time lasts on average
1

1
units of time and ends when transition t
end
 
1
res returning the net to its initial state. A similar proessing yle is possible for proessor
2 and many interleaves between the ativities of the two proessors may be desribed by
the evolution of the net.
A onit may our if both proessors want to simultaneously aess the ommon
memory. In this ase the transition t
start
 
1
and t
start
 
2
are both enabled. The transition
with the shortest delay will re rst. When the transition with the shortest delay res, one
token is removed from plaes p
request
and p
idle
and the other transition beomes disabled.
The state spae of the SPN model, the set of all markings reahable from the initial
marking M
0
, omprise eight states. The reahability set is shown in Table 2.3, and the
reahability graph is depited in Figure 2.5(a). The orresponding CTMC state transi-
tion rate diagram is presented in Figure 2.5(b). Finally, the innitesimal generator is
represented in Figure 2.6.
The steady state solution of the SPN model is obtained by solving the system of the
linear equations using the equation 2.33 and 2.34, and an be omputed by:
2
6
6
6
6
6
6
6
6
6
6
4

0

1

2

3

4

5

6

7
3
7
7
7
7
7
7
7
7
7
7
5
T
2
6
6
6
6
6
6
6
6
6
6
4
 3 1 0 0 0 2 0 0
0  102 100 0 2 0 0 0
10 0  12 2 0 0 0 0
0 0 0  10 0 10 0 0
0 0 0 100  200 0 0 100
0 0 0 0 1  101 100 0
5 0 0 0 0 0  6 1
0 5 0 0 0 0 0  5
3
7
7
7
7
7
7
7
7
7
7
5
= 0 (2.38)
X
i

i
= 1: (2.39)
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M
M M
M
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1
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5
6
7
t
acc_2
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t
t
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acc_1
t
req_1 req_2
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str_1
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req_1
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(a) The reahability graph
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α 1 α 2
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µ 2µ 1
µ 1
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M
M
M
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M
M
1
2
3
4
5
6
7
(b) The state transition rate diagram
Figure 2.5: State spae of the SPN model
Q =
2
6
6
6
6
6
6
6
6
6
6
4
 
1
  
2

1
0 0 0 
2
0 0
0  
1
  
2

1
0 
2
0 0 0

1
0  
2
  
1

2
0 0 0 0
0 0 0  
1
0 
1
0 0
0 0 0 
1
 
1
  
2
0 0 
2
0 0 0 0 
1
 
2
  
1

2
0

2
0 0 0 0 0  
1
  
2

1
0 
2
0 0 0 0 0  
2
3
7
7
7
7
7
7
7
7
7
7
5
Figure 2.6: The innitesimal generator of the MC
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As an example, the average number of tokens in plae p
idle
using the equation 2.35
an be omputed from whih the utilisation of the shared memory an be easily obtained.
Sine one token is presented in plae p
idle
in markings M
0
; M
1
; M
4
and M
5
the average
number of tokens in plae p
idle
an be omputed by:
E [M (p
idle
)℄ = 
0
+ 
1
+ 
4
+ 
5
(2.40)
and the utilisation of the shared memory an be omputed by:
U [shared
 
memory℄ = 1 E [M (p
idle
)℄ : (2.41)
The throughput of the transition t
request
 
1
, that represents the atual rate of aess to
the shared memory from the rst proessor, an be omputed using equation 2.36. This
transition is enabled only in markings M
0
; M
5
and M
6
, the frequeny an be omputed by
f
reqest
 
1
= (
0
+ 
5
+ 
6
)  
1
: (2.42)
2.3 Tools for SPN analyses
The software pakages for analysis of SPN, TimeNet [15℄, GreatSPN [16℄ and DSPNex-
press [13℄ were investigated. In general they oer among other thing harateristis suh
graphial interfae, Markovian solver for steady state, as well as transient performane
evaluation, simulation omponents and an interative token game.
The tool GreatSPN was hosen to perform the analysis beause of the graphial inter-
fae, whih allows graphial model editing, inluding layering. For more omplex models,
whih are analysed here, layering is an important feature to visualise the overall SPN
model.
The GreatSPN2.0.2 tool is a software pakage for modelling, validation, and perfor-
mane evaluation of distributed systems using Generalised Stohasti Petri Nets. The tool
is omposed of many separate programs that ooperate in the onstrution and analysis
of PN models by sharing les. All modules are written in C programming language to
guarantee portability and eieny on dierent Unix mahines. The tool provides several
funtions. The main features an be outlined as follows:
 graphial interfae, whih allows graphial model editing inluding layering
 simulation modules for interative simulation, with graphial animation of the model
and movement of tokens, with step by step, and automati run forward and bakward
time progression
 strutural properties analysis
 Markovian solvers for steady state, exploiting eient spare matrix numerial teh-
niques
It should be noted that the urrent user manual was inadequate and an older version [17℄
was used, as well as personal ommuniation with the people responsible for this tool.
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Chapter 3
Fairness analysis of arbiters using
SPN tehniques
3.1 Asynhronous arbiter
Arbiter is an asynhronous devie ontrolling aess to the shared resoure in a system
omprising onurrent proesses. The growing omplexity of modern systems results in
a large number of proesses exeuted onurrently. In a omplex system the arbiter be-
omes the performane bottlenek, whih auses an inreased interest in the study of its
properties.
Shematially, a three-way arbiter (two-phase) is represented in Figure 3.1. This arbiter
arbitrates three possibly onurrent input requests R and generates only one grant G at a
time, using a built-in metastability resolution iruit. To indiate that one of the lients
has nished a ritial setion of the omputation, it uses a signal D (Done).
An arbiter an be designed as a two-phase or a four-phase asynhronous iruit. The
dierene between these approahes is the interpretation of the swithing events on a phys-
ial wire. Two-phase disipline does not distinguish between falling and rising transitions
and any of these are treated as an event of the same type. This transition model is simpler
than the four-phase disipline, in whih falling transitions labelled as - are dierent from
rising transitions labelled as +. The labels + and - ompliate the PN model, as they
represent additional relations. However, the four-phase model is often used to represent
CMOS iruits, whose operation is fundamentally based on voltage levels of logi signals.
Examples of STG models desribing a generalised three way arbiter are given in Figure
3.2.
The two-phase arbiter in Figure 3.2(a) uses three signals to ommuniate with every
lient. This arbiter arbitrates between three possibly onurrent input requests r
i
, gener-
ating only one grant g
i
at a time and implying a done signal d
i
when the ation is ompete.
R1
G2
D2
D1
G1
R2
R3 G3
D3
Figure 3.1: Three-way arbiter
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(b) four-phase
Figure 3.2: STG of a three-way arbiter
For instane, if the transition g
1
res, it wins the arbitration, a token from the MUTEX
plaeME is removed. The other grant transitions g
2;3
are bloked until the done transition
d
1
adds a token to the MUTEX plae.
The four-phase arbiter shown in Figure 3.2(b) uses only two signals per lient. However,
it an be seen that the number of events per one lient yle is four, whih is greater than
in the two-phase arbiter.
The fat that transitions on a signal line in the four-phase iruit are interpreted as
dierent events depending on the polarity of a transition allows suh PNs to be referred
to as interpreted PNs.
There are many multi-way arbiter realisations known, suh as a token-ring, tree, mesh
arbiter et. [3℄. Their behaviour an be rather omplex. However they satisfy the ondition
of mutual exlusion of grants and thus allow the PN models in Figure 3.2 to be onsidered
as the top-level arbiter desription.
3.2 Properties of arbiters
Traditional requirements for arbiters are mutual exlusion, liveness, reset and dominane
[1℄. Fairness is a very important property, as it guarantees that lients do not starve. The
denition of fairness given in [2℄ is not suient for engineering purposes. On the one
hand, a fair arbiter may satisfy the request after many other requests are satised, thus
ausing a long delay. On the other hand, even an unfair arbiter may eventually satisfy a
request if the timing parameters of lient protools are randomly hanging and have some
partiular distribution.
In this thesis the quantity of fairness is dened as the probability of a system to be in
the fair state. The system omprises an arbiter and lient. The state is fair if the number
of requests is satised while the given request is pending and is less than n, where n is the
number of lients.
In the following setion the SPN tehniques are used to investigate the quantity of
fairness or statistial fairness in a reently proposed ordered arbiter (OA) [3℄.
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Figure 3.3: Shema of the four-phase model
3.3 Modelling the four-phase model of an OA
Stohasti performane analysis using SPN tehnique requires a PN representation of the
studied system. A four-phase PN model of the OA an be onstruted as follows.
The sheme of this model is illustrated in Figure 3.3. In this sheme the lient is spei-
ed by its STG whereas the other modules are represented using symbols. The desription
of the Q-element, Spaer and FIFO is presented below and the MUTEX is dened as the
three-way arbiter in Figure 3.2(b).
The four-phase PN model of the OA is omplex, so that only one hannel of the OA is
onsidered here for onveniene. The rst letter in the input and outputs names indiates
the module in order to exlude misunderstanding, and the following letters indiate the
request, grant et.
Eah input and output transition of the modules must be linked. One possibility is
to onnet the transitions via a plae, but this implies an additional wire delay. Another
possibility is to share a transition between the linked modules, but this is diult to
visualise.
After onstruting this model it has been disovered, that the model was too omplex
for the tool used, so the model was redesigned as in a two-phase PN, whih is desribed in
setion 3.4.
Q-element The interfae and masking funtion of the OA are performed by a Q-
element (Figure3.4(a)), whih is a handshake deoupling element with two interfae, pas-
sive and ative. The Q-element has the STG shown in Figure 3.4(b). For instane, if
a request r
1
arrives then propagates to r
2
, whih gives a request of the right interfae.
The aknowledgement a
2
is generated after ompleting all phases of the right handshake
(r
2
+; a
2
 ; r
2
 ; a
2
 ). All four-phases of the interfae < r
2
; a
2
> are exeuted during the
rst phase of the interfae < r
1
; a
1
> as shown in 3.4(b).
Spaer The spaer produes an all-zero separation word. In Figure 3.5(a) a part of
the spaer (one hannel) is depited. The input mg is reeived by the grant of MUTEX
and f
2
by the FIFOs write aknowledgement, and the output f
1
propagates to the FIFOs
request and qa
2
to aknowledgement of the Q-element. The STG of the spaer is shown
in 3.5(b).
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Figure 3.5: One hannel of the spaer
FIFO A part of the iruit of the FIFO, whih stores grants in the order of request
arrival, is depited in Figure 3.6(a). The passive part fr
1
and fa
1
reeives a request from
the spaer and give write aknowledgement to generate the separation word while the
ative part fr
2
and fa
2
reeives the aknowledgement from the Q-element in order to shift
the value into the last stage of the FIFO, giving a aknowledgement to the lient. The
STG is shown in Figure 3.6(b).
3.4 Modelling the two-phase model of an OA
The behaviour of the OA an be also modelled as a two-phase PN model. Suh a model
disregards some details of a four-phase protool, thus resulting in a simplied high-level
desription.
The sheme of the OA with a MUTEX and FIFO in two-phase disipline is shown in
Figure 3.7. The MUTEX is implemented either as a simple three-way arbiter or a daisy
hain arbiter, both of whih are desribed below. The two MUTEX types are onsidered
to investigate the eet of the FIFO an the statistial fairness.
The PN model of the OA is illustrated in Figure 3.8. A request from a lient reahes
the FIFO input after arbitration in the MUTEX. One of the transitions g
m
i
is enabled, e.g.
g
1
, this transition res, removing a token from the plae ontrol
1
and stores the request in
the plae h1
1
. The index i is denoted by i = 1; 2; 3. The plaes ontrol
i
ensure that only
one stage of a hannel is oupied at a time. If the transition t
h1
res, a token is added to
the plaes h1
2
and ontrol
1
, releasing the rst stage. Then the request is passed through
the plaes h1
2
and h1
3
granting the request of the rst lient. The ation is ompleted
after ring the transition D
1
, whih adds a token to the plae lient and releases the last
stage.
During this ation desribed above the other lients might also make a request and
after reeiving grant by the MUTEX they propagate one after another to the FIFO, where
they are stored. Eah hannel an store a grant in order of their arrival.
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To obtain the omplete PN model the requests of lient and MUTEX (r
i
) and the
grants of MUTEX and FIFO (g
i
) should be onneted together. In other words these
requests and grants are represented by one transition.
The ritial time of the OA is denoted by the transitions D
i
, the MUTEX lateny, time
when MUTEX is bloked, is denoted by the MUTEX transitions d
i
and the idle time of
the arbiter is denoted by the transitions r
i
.
Simple three-way arbiter In Figure 3.9 the iruit of a simple three-way arbiter
is depited. The arbiter omprises a three-way lath and an analog lter, whih prevents
metastability. The simple three-way arbiter has a similar behaviour as desribed in Figure
3.2(a).
Daisy-hain arbiter A daisy-hain arbitrates requests in a similar way to the simple
three-way arbiter using request-grant-done semanti, but it is a very unfair arbiter. Its
three-phase PN model is depited in Figure 3.10. The model omprises three stages, only
one of whih is illustrated for onveniene.
The initial markings are set to the plaes request, lient
i
, ready
i
,ME
i
and hek. The
transitions r
i
are enabled and re, removing a token from the plaes lient
i
and ready
i
.
These happens independently of eah other depending on the delay of the transitions.
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One of the transitions l
 
r
i
res rst, e.g. l
 
r
3
, removing a token from the plae hek
(bloking the hain), adding a token to the plae request and requesting the hain. The
transition start is now enabled and if the plae ready
1
is empty the request propagates
through transitions g
1
and d
1
to the plae hek (releasing the hain), giving grant to the
rst lient . Otherwise the request propagates to the next stage to go either to the last
stage, where the third lient reeives grant, or giving the seond lient grant. It an be in
a busy system seen that the hane of the third lient reeiving a grant is low.
3.5 Modelling of the measure network
A measure network must be introdued in order to analyse the fairness of arbiters using
SPN tehniques. An arbiter is fair if a request is granted after a nite number of other
requests have been granted. This is the denition of the fairness quality. In this report we
introdue the quantity of fairness. We onsider that an arbiter exhibits an unfair behaviour
if it does not grant a pending request after n 1 other requests are granted, where n is the
number of request lines. This means that a three-way arbiter behaves unfair if one lient
waits more that two request-grant-done yles in other hannels. The unfairness an be
desribed quantitatively as the rate of its ourrene.
Considering the third lient unfairness happens if the lient is waiting more than two
yles to be granted. Figure 3.11 shows the measure network whih detets the unfairness
regarding to the third lient. The grant transitions g
i
of the MUTEX are divided, g
1;2
into
ve and g
3
into four transitions, and additional plaes pending, not pending and ag f0
to f3 are introdued.
In Figure 3.11(a) the network of setting a ag is represented. The initial markings
are set to the plaes not pending and f0 meaning that the third lient has not plaed its
request yet. Then the transition g
skip
res without setting a ag.
If in Figure 3.11(b) the third lient requests the transition r
3
is enabled and res
removing a token among other things from not pending and adds a token to pending
(starting the measurement). When now one of the other lients requests and getting
grated by the MUTEX the transition g
0!1
is enabled and res setting the ag f1. If
during the next yle the third lient is not granted by the MUTEX the ag f2 is marked.
Considering that the next step is to grant the request of the third lient the transition g
2!0
is enabled and res resetting the ags to f0 otherwise one of the other lients is granted
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three-way arbiter daisy-hain FIFO
transition time [unit℄ transition time [unit℄ transition time [unit℄
g
i
1 g
i
1 t
h
i
1
0
d
i
1 d
i
1 G
i
0
r
i
1; 0.1; 0.01 l
 
r
i
1 D
i
0.1...10
r
i
0.1; 0.01
next
i
0
out
i
0
start 0
extra
 
delay
1;2
0.1
Table 3.1: Timing data
by the MUTEX and sets the ag f3 after ring the transition g
2!3
. This ation results
an unfairness beause the third lient is waiting more than two yles to be granted.
3.6 Experimental results and onlusions
The two-phase models desribed in the previous setion, OA using a simple three-way
arbiter and a daisy hain arbiter, respetively, were onstruted and analysed using the
GreatSPN2.0.2 tool. Additionally the behaviours of the simple three-way arbiter and the
daisy hain arbiter were studied separately. The purpose of these was to show that the
FIFO improves fairness essentially. The four SPN models are depited in Appendix A.
All transitions are assumed to be exponentially distributed with the mean given in
Table 3.1 exept the transitions with zero delay, whih are immediate transitions with the
priority one.
The transitions next
i
and out
i
in the model of the daisy-hain arbiter were set to zero
in order to ompare the two MUTEXs with eah other, but the real behaviour requires a
short delay. To investigate this, additional transitions were introdued between the output
of the rst stage and the input of the seond stage alled extra
 
delay
1
and between the
output of the seond stage and the input of the third stage alled extra
 
delay
2
.
The rst analyses omprise the study of the unfairness of the simple arbiter, with and
without FIFO. The diagram in Figure 3.12 shows the probability of the ourrene of
unfairness depending on the ritial setion time and the idle time. The behaviour of the
arbiter without FIFO indiates no hange when the ritial setion time is inreased, but
shows an improvement of fairness when the idle time is inreased. This is to be expeted,
beause during longer idle time the hane to get other requests granted inreases.
Considering the behaviour of the simple three-way arbiter with FIFO, the probability
of the ourrene of unfairness dereases to nearly zero with inreasing ritial setion time.
The results of the analysis of the daisy-hain arbiter with and without FIFO are il-
lustrated in Figure 3.13. It an be seen that the daisy-hain by itself is totally unfair,
but using the FIFO the unfairness dereases rapidly to nearly zero with inreasing ritial
setion time.
The extra time between the stages of the daisy hain arbiter auses only a slight inrease
in the unfairness.
Figure 3.14 depits the omparison between the OA using the three-way arbiter and
the OA using the daisy-hain arbiter. If the ritial setion time is twie as long as the
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Figure 3.14: OA using three-way arbiter and daisy-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MUTEX lateny the probability of the ourrene of unfairness is equal to 5% by the OA
using three-way arbiter, and 45% by the OA using daisy-hain. The OAs indiate a fair
behaviour if the ritial setion time is ten times longer than the MUTEX lateny.
These analyses onrm the eet of the FIFO, whih improves fairness, even for the
totally unfair arbiter.
These experiments show that both types of unfair arbiters beome almost fair (less
than 2% unfairness) if the ritial setion time of the lients is six to eight times longer
than the FIFO input yle time.
3.7 Conlusions
This report presents the performane analysis of asynhronous systems using stohasti
Petri nets applied to an ordered arbiter. The prinipal formal tehniques used there for
modelling these systems are based on Petri nets.
A new parameter of quantity fairness, or statistial fairness, desribing behaviour of
asynhronous arbiters is introdued. It takes into aount timing parameters of the arbiter
and its environment desribed as stohasti proesses. In this ontext a traditional quality
of fairness an be understood as a ondition of having the probability of request serving
equal to one under a uniform delay distribution in the range between 0 and innity. Thus
the new parameter an be treated as a generalisation of the ommon approah.
This report desribes the fairness analysis of an ordered arbiter, whih stores requests
in a FIFO in the order of their arrival. A Petri net model has been onstruted. Two
approahes of modelling the Petri net have been onsidered, the rst using the four-phase
protool modelling, the seond implementing the high-level two-phase modelling. However,
the rst ould not be used beause of the limitations imposed by the tool.
The environment model (in the form of a Petri net) for measurement of the fairness
quantity has been developed and implemented in GreatSPN tool. The experimental results
show a signiant improvement of fairness if an arbiter is inluded into an ordered arbiter
CS-TR-703, April 2000, CS Dept., University of Newastle upon Tyne 25
A. Madalinski, A. Bystrov, A. Yakovlev: Statistial Fairness of Ordered Arbiters
environment. An example of a three-input daisy-hain arbiter, whih is known as strongly
unfair, has been examined. The experimental results show, that this arbiter beomes
`pratially fair' (less than 10% unfairness quantity) if the ratio of average time of ritial
setions in the lients to the average request pending time (time between setting the request
and putting it into the FIFO) is greater than four. The unfairness quantity drops below
1% if the above ratio beomes greater than nine. These experiments use the exponential
distribution of the delay values.
The desribed method an be also applied to omplex asynhronous systems ontaining
arbiters to determine whether a senario leading to lient starvation is possible.
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A.4.2 FIFO sub-net
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A.4.3 Measure network sub-model
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