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On the classification of topological orders
Theo Johnson-Freyd
Perimeter Institute for Theoretical Physics∗
Abstract. We axiomatize the extended operators in topological orders (possibly gravitation-
ally anomalous, possibly with degenerate ground states) in terms of monoidal Karoubi-complete
n-categories which are mildly dualizable and have trivial centre. Dualizability encodes the word
“topological,” and we take it as the definition of “multifusion n-category”; triviality of the cen-
tre implements the physical principle of “remote detectability.” We show that such n-categorical
algebras are Morita-invertible (in the appropriate higher Morita category), thereby identifying topo-
logical orders with anomalous fully-extended TQFTs. We identify centreless fusion n-categories (i.e.
multifusion n-categories with indecomposable unit) with centreless braided fusion (n−1)-categories.
We then discuss the classification in low spacetime dimension, proving in particular that all (1+1)-
and (3+1)-dimensional topological orders, with arbitrary symmetry enhancement, are suitably-
generalized topological sigma models. These mathematical results confirm and extend a series of
conjectures and proposals by X.G. Wen et al.
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I. INTRODUCTION AND SUMMARY OF
RESULTS
The classification of gapped topological phases
of matter remains of fundamental interest [RSA16].
The goal of this article is to give an a priori anal-
ysis of the algebras of operators in such phases.
Necessary for such an analysis is to propose ax-
ioms/definitions for the physical objects of study.
Our definition builds on, and improves upon, the
proposals of L. Kong, X.G. Wen, and their collab-
orators [KW14, Wen15, KWZ15, KWZ17, AKZ17,
KZ18, LKW18, LW19, ZLW19, JW19, KLWZZ20].
In summary, we propose:
Definition I.1. An (n+1)-dimensional topological
order is a multifusion n-category with trivial centre.
Our topological orders correspond to the “closed”
topological orders of [KW14, KWZ15, KWZ17].
Those papers sometimes identify the words “closed”
and “nonanomalous,” but we will see that the topo-
logical orders of Definition I.1 do sometimes have
“gravitational anomalies.” (In the language of those
articles, gravitational anomalies measure the failure
of a topological order to be “exact.”) In (3+1)-
dimensions there are known gapped quantum sys-
tems which are not topological [Cha05, Haa11]; such
phases are not part of our analysis, and will not be
mentioned further, but one can hope that some of
the ideas in this article might apply to those phases
as well.
We do not propose a mathematical definition of
the term “(gapped topological) phase of matter,”
but rather adopt the name “topological order” from
[Wen90], where it is introduced without axiomatiza-
tion. Indeed, topological orders as axiomatized by
Definition I.1 are not equivalent to (gapped topo-
logical) phases of matter, but rather correspond to
equivalence classes of such phases under the relation
2of stacking with invertible phases. Physically, the
multifusion n-category contains and organizes all of
the operators in the topological order: its objects
are the operators of codimension-1, its 1-morphisms
are the interfaces (of codimension-2 in spacetime)
between codimension-1 operators, and so on. The
higher categorical nature of (extended) operators is
well established [Kap10]. Definition I.1 asserts that
a topological order is fully determined by its “alge-
bra” of operators (and that this “algebra” satisfies
certain axioms). Depending on one’s ontology, this
Definition either defines an interesting equivalence
class of mathematical/physical systems to study, or
it is a physical assertion which may or may not be
true for “physical topological orders.”
The articles cited above do not provide a math-
ematically precise definition of (multi)fusion n-
category. Providing such a definition is the first
contribution of this paper, and is the main focus
of §II. In order to formulate the definition, we rely
heavily on constructions and results from [GJF19a],
which, under the name “categorical condensation,”
generalizes Karoubi (aka idempotent) completion to
higher categories; we review the main definitions in
§II.A. §II.B and §II.C provide the machinery needed
for our definition: a multifusion n-category is a (C-
linear and additive) Karoubi-complete monoidal n-
category satisfying a mild dualizability criterion in
the higher Morita categoryMor1(nKarCat) of such
objects. Our first main result, Theorem 1, says that
this mild dualizability criterion in fact implies a con-
dition called “full dualizability.” Full dualizability
is a strong finiteness condition which has appeared
most prominently in the study of fully extended
topological quantum field theories [BD95, Lur09],
and we will use mathematical results from that sub-
ject, but we do not assume any a priori identification
between topological orders and TQFTs.
General multifusion n-categories do not determine
topological orders. Building on [Lev13], [KW14] em-
phasizes the importance of the “principle of remote
detectability,” which roughly speaking asserts that
there are no “invisible” operators. The way opera-
tors “see” each other is through a higher-categorical
version of the commutator, hence our requirement
that the multifusion n-category should have trivial
centre. The requirement is familiar in low dimen-
sions: for example, in 2+1 dimensions, it asserts that
the braided fusion category of line operators is non-
degenerate (which together with a ribbon structure
defines the notion of modular tensor category). Our
second main result, Theorem 2 in §II.D, says that
multifusion n-categories with trivial centre are au-
tomatically Morita invertible. Theorem 3 is an im-
mediate consequence: topological orders are equiva-
lent to anomalous fully-extended TQFTs in the sense
of [FT14], confirming mathematically the main con-
jecture of [KW14].
We return to a physical discussion in §III. In
§III.A we list carefully the ansa¨tze leading to our
proposed definition of “topological order,” and com-
ment on potential challenges each ansatz faces:
maybe “physical” topological orders are simply more
subtle than straightforward category theory pre-
dicts. Moreover, there is an important difference be-
tween the topological orders as axiomatized in this
paper and other notions of “topological phases of
matter.” Namely, invertible topological phases all
produce the trivial topological order, and so our
topological orders at best describe some quotient
{topological phases}/{invertible phases}. Indeed,
our classification is only possible because of this quo-
tient. The exact classification of invertible phases is
a subtle question (see e.g. [Wen13, Kit15, GJF19b]),
and is almost surely coarser than would be predicted
from a purely algebraic analysis. In §III.B we do
prove that our topological orders capture the quo-
tient
{anomalous TQFTs} = {TQFTs}{invertible TQFTs} ,
and provide a nonrigorous construction which, if it
can be made rigorous, would imply that our topo-
logical orders also capture the quotient
{topological orders} = {topological phases}{invertible phases} .
Section IV explains why codimension-1 operators
are rarely considered in the study of topological
orders, and in particular why [KW14] focuses on
braided fusion, rather than fusion, n-categories. Let
us say that a multifusion n-category is fusion if it
has no nontrivial 0-dimensional operators, in the
sense that the only n-morphisms from (the identity
(n−1)-morphism on) the identity object to itself are
multiples of the identity. Physically, this condition
corresponds to the assumption that the local ground
state in the topological order is nondegenerate. The-
orem 4, proved in §IV.A, says that such a topological
order is determined by its operators of codimension-
2 and higher. Specifically, that Theorem, together
with Corollary IV.2, provides an equivalence be-
tween fusion n-categories with trivial centre and
braided fusion (n−1)-categories with trivial centre
(establishing Conjecture 2.18 of [KWZ15]). After
a discussion of higher centres in §IV.B, we explain
in §IV.C a generalization of Theorem 4: an (n+1)-
dimensional topological order with no nontrivial op-
erators of dimension < k is fully determined by
its (n − k)-category of operators of codimension
> k. This is not to say that there are no opera-
tors of smaller codimension, but merely that they
3are all built, in a canonical way, from the higher-
codimension operators. The k = 2 case, spelled out
in detail in Theorem 5, is the primary unproven in-
gredient in [LKW18, LW19, ZLW19].
We end with an analysis in §V of topological or-
ders in low dimension. §V.A observes that (0+1)-
dimensional topological orders are what the math-
ematicians call central simple algebras, and that a
time-reversal structure can be understood as Ga-
lois descent data from C to R. §V.B classifies
(1+1)-dimensional topological orders. Bosonically
without any symmetry enhancement, the classifi-
cation is very simple, but the general case is rich:
in Theorem 6 we classify (bosonic or fermionic)
(1+1)-dimensional topological orders with G flavour
symmetry in terms of reduced equivariant (su-
per)cohomology; if the symmetry is time-reversing,
then one must use twisted (reduced equivariant su-
per)cohomology, or equivalently (reduced equivari-
ant super) Galois cohomology. These topologi-
cal orders deserve the name anomalous topologi-
cal sigma models. The (2+1)-dimensional case is
briefly addressed in §V.C, where we confirm the
essence of [Wen15]. Most of that section is occu-
pied by Remark remark.fermioniocWittgroup, which
analyzes a spectrum enhancement of the “Witt
group” of braided fusion categories. Then in The-
orem 8, in §V.D, we provide a complete proof of
(a mildly corrected version of) the classification of
(3+1)-dimensional topological orders announced in
[LKW18, LW19, ZLW19]. Specifically, we find that
all (3+1)-dimensional fermionic topological orders
are, canonically, anomalous topological sigma mod-
els with target a finite groupoid, and the bosonic
case is the same together with “categorified Galois
descent data.” Capping the paper, Remark V.6
briefly addresses the extent to which this method of
analysis can be pushed to even higher dimensions.
II. MULTIFUSION n-CATEGORIES
The goal of this section is to axiomatize the al-
gebras of extended operators in topological orders:
we will define “multifusion n-categories” and their
centres.
Remark II.1. We will consistently use the word n-
category to mean what is traditionally called weak n-
category. Weak n-categories have objects through n-
morphisms. What makes weak n-categories “weak”
is that the composition of k-morphisms in a weak
n-category, for k < n, is well-defined only up to a
higher coherences, meaning that instead of a single
composition, there is really an (n−k)-category worth
of compositions, and this (n− k)-category is equiv-
alent to, but usually not equal to, a single point.
This distinguishes weak n-categories from “strict n-
categories,” which will not be used in this paper.
Going in the other direction, weak n-categories do
not have higher homotopies between n-morphisms
(the n-morphisms form sets, not spaces) and so
are not the “(∞, n)-categories” studied in much of
the contemporary higher category theory literature.
But, (∞, n)-category theory does underlie the sub-
ject of weak n-categories.
The cleanest definition is to define a weak 0-
category to be a set, and then to define a weak n-
category to be an (∞, 1)-category enriched in the
(∞, 1)-category of weak (n − 1)-categories. One
problem with this clean definition is that the com-
plete story of enriched (∞, 1)-categories is still being
developed [GH15]. The definitions are established,
but further work is needed in the theory of weight
colimits in enriched (∞, 1)-categories. This paper
relies heavily on [GJF19a], and Section 4 therein as-
sumes that there will eventually be such a theory.
Subtle questions in that as-yet-undeveloped theory
are not needed, and the author believes that the re-
sults in that paper and in this one will compile in any
model. But implementing the technical details in a
specific model may be a substantial task. With luck,
this article will stimulate further technical work of
higher category theory, and technicians are invited
to realize our constructions formally.
In order not to distract from the actually impor-
tant parts of constructions, we will omit from the
notation all unitor, associator, and higher coherence
data. It’s there, but hidden, and the reader may,
if they choose, return it. But be careful: the actual
data that needs to be returned depends on the model
chosen for n-categories. An advantage of leaving it
out is that we can work model-independently.
One aspect of the famous Cobordism Hypothesis
[BD95, Lur09] is mildly model-dependent. There is
an (∞, n)-category built from framed n-manifolds
such that functors from it are represented by n-
dualizable objects. But it may look different in
different models, and in particular one could worry
that it may deserve the name “the (∞, n)-category
of framed n-dimensional cobordisms” only in some
models. Although we will use the Cobordism Hy-
pothesis, we will not require its full strength, and in
particular will not bump into this issue: we will work
with n-dualizable objects (dualizability is a model-
independent notion), and write as if we are evalu-
ating the corresponding functorial TQFTs on some
cups and caps and spheres, but that is really just a
notation for dualizability data.
Finally, we will sometimes write that two n-
categories are “isomorphic” or even “equal.” Of
course we never mean equality in the sense of sets,
as that notion has no place in n-categories. Rather,
4we mean that they are n-categorically equivalent,
and that the equivalence is realized via a completely
canonical functor. ♦
II.A. n-categorical condensation
There are typically no, or very few, nontrivial
point, aka vertex, operators in a topological or-
der. (More precisely, the point operators consist
just of linear combinations of projections onto the
ground states. We will later use the term “multifu-
sion n-category” when there may be multiple ground
states, and “fusion n-category” for the case when the
ground state is nondegenerate.) Thus in order to de-
scribe a topological order we must include extended
operators. Extended operators in a topological or-
der are also called, variously, “defects” and “excita-
tions.”
We will use the spacetime dimension to count the
dimension of operators, so that vertex operators are
0-dimensional. Line (aka 1-dimensional) operators
are also called anyons. They are well-known to
form a category, with 0-dimensional junctions be-
tween anyons as the morphisms. One may bring
anyons together, and since the system is topological,
anyons may be “fused” without issue; in an (n+1)-
dimensional topological order, anyons furthermore
have n ambient dimensions in which they may braid,
and so the line operators in a topological order form
an “n-monoidal 1-category.” Similarly, surface op-
erators form a 2-category, with 1-dimensional junc-
tions as the 1-morphisms and 0-dimensional junc-
tions between junctions as the 2-morphisms; surfaces
in n+1 dimensions have n−1 ambient dimensions in
which to braid, so they form an “(n−1)-monoidal
2-category.”
Remark II.2. A “1-monoidal” category is merely
monoidal; a “2-monoidal” category is braided
monoidal; “n-monoidal” is the higher generaliza-
tion. At the bottom, C is “0-monoidal” when it is
equipped with an object 1 ∈ C. An n-monoidal cate-
gory is called “n-tuply monoidal” in [BD95], and the
contemporary mathematics literature often uses the
phrase “En-monoidal.” The mathematical axioms of
“p-monoidal q-category” will not be reviewed here;
see for example [Sch14]. ♦
Any p-monoidal q-category C has an identity ob-
ject 1, and its endomorphisms are
ΩC = EndC(1),
which is automatically a (p+1)-monoidal (q−1)-
category. For example, Ω{surface operators} =
{line operators}, because a line operator is noth-
ing but a junction from the vacuum surface oper-
ator to itself. Continuing up in dimension, we see
that an (n+1)-dimensional topological order has a 1-
monoidal n-category A of extended operators. The
objects of A are the codimension-1 operators, the 1-
morphisms are junctions (of spacetime codimension-
2) between codimension-1 operators, etc. For each
k, the (k+1)-monoidal (n−k)-category ΩkA consists
of the operators in the topological order of codimen-
sion > k, i.e. dimension ≤ n− k.
The operators in an (n+1)-dimensional topolog-
ical order are not merely a monoidal n-category:
in addition to the monoidal n-category structure,
which encodes how to operators fuse, there are some
further ways to produce new operators from old
ones. At the bottom, the 0-dimensional operators
form a vector space over C, and A is a C-linear n-
category. (An n-category is C-linear if the set of all
n-morphisms with given source and target is in fact
a C-vector space, and if all compositions are C-linear
in each variable.) Higher dimensional operators can
also be “added” together via a direct sum to produce
composite operators, meaning that A is additive.
Recall that one can detect whether a line oper-
ator X is simple or composite by studying the en-
domorphism algebra End(X): if End(X) 6= C, then
it contains a projection P ∈ End(X), i.e. an en-
domorphism satisfying P 2 = P , and the image of
this projection is a direct summand of X and is an-
other line operator. The fact that this image exists is
the assertion that the category of anyons is Karoubi
(aka idempotent) complete. The notion of “Karoubi
completeness” also makes sense for n-categories, and
is due to [GJF19a], where its tight relationship to
(gapped topological) condensation is explored. The
main definition n-categorifies the notion of projec-
tion onto a direct summand:
Definition II.3. Let C be an n-category with ob-
jects X,Y ∈ C. A (categorical) condensation of X
onto Y , denoted X →֓ Y , consists of morphisms
f : X ⇆ Y : g together with a condensation
fg →֓ idY . Note that the latter is a condensation
in the (n−1)-category EndC(Y ), and so the defini-
tion compiles by induction. To begin the induction,
equalities are declared to be examples of condensa-
tions.
The correct n-categorification of “idempotent” is
called condensation monad in [GJF19a], and ends up
producing a version of “special Frobenius algebra”:
the axiom P 2 = P of a projector gets replaced by the
data of a categorical condensation P 2 →֓ P which is
associative in a suitable sense; unpacked, this pro-
vides maps P 2 ⇆ P satisfying associativity, Frobe-
nius, and specialness conditions. The n-category C is
5Karoubi complete when every condensation monad
factors through a condensation. (The factorization
is automatically unique if it exists.)
The construction in §2.4 of [GJF19a] implies that
if A is the monoidal n-category of operators in
an (n+1)-dimensional topological order, then A is
Karoubi complete.
We will henceforth write nKarCatC for the
(n+1)-category of C-linear additive and Karoubi
complete n-categories (and arbitrary C-linear func-
tors). The construction C  ΩC taking a k-monoidal
m-category to a (k+1)-monoidal (m−1)-category
has an adjoint in the Karoubi-complete world. De-
noted C  ΣC, it takes a k-monoidal m-category
C first to its “one-point delooping” BC, which is
the (k−1)-monoidal (m+1)-category with one object
“•” and End(•) = C, and then Karoubi completes:
ΣC := Kar(BC).
The Karoubi completion Kar(−) is described explic-
itly in [GJF19a]. For 1-categories it is the famil-
iar idempotent completion. Under the hypothesis
that all objects in C have duals, Theorem 3.3.3 of
[GJF19a] asserts that ΣC is equivalent to the (m+1)-
category of separable associative algebra objects in-
ternal to C, with 1-morphisms given by internal-to-C
bimodules. As a matter of convention, we also de-
clare:
ΣC := VecfdC .
This convention is justified in Example 4.3.6 of
[GJF19a].
II.B. Mor1(nKarCatC)
We thus find ourselves interested in monoidal ob-
jects of nKarCatC. In order to cleanly study such
objects, we quote without proof two facts about the
(n+1)-category nKarCatC. The first fact is that
nKarCatC is symmetric monoidal under a Karoubi-
completed tensor product ⊠. To define it, assume by
induction that the Karoubi-completed tensor prod-
uct is defined on (n−1)KarCatC. Now define, for
A,B ∈ nKarCatC, their na¨ıve tensor product A⊗B
to be the n-category with object set
ob(A⊗ B) = ob(A)× ob(B)
and morphism spaces
homA⊗B((A1, B1), (A2, B2))
= homA(A1, A2)⊠ homB(B1, B2).
(By definition, homA(A1, A2) and homB(B1, B2) are
each Karoubi-complete (n−1)-categories, since A
and B are Karoubi-complete n-categories.) The ten-
sor product A⊠B is defined to be the Karoubi com-
pletion of the na¨ıve tensor product:
A⊠ B = Kar(A⊗ B).
That this definition compiles uses implicitly Theo-
rem 2.3.10 of [GJF19a], which asserts that Kar(−)
takes products to products; in turn, that this defini-
tion compiles is used in order to define Kar(−) for
(n+1)-categories. The unit object in nKarCatC is
ΣnC = Σn−1VecfdC .
The second fact we will need about nKarCatC
is that it is closed under colimits, and that ⊠ dis-
tributes over colimits. We will not say much about
this fact, simply observing that it follows from the
definition ⊠ := Kar(⊗), together with the adjunc-
tion between Kar(−) and the forgetful functor from
nKarCatC to the (n+1)-category nCatC of all C-
linear n-categories. With these two facts in place,
the construction from §8 of [JFS17] builds a sym-
metric monoidal (n+2)-categoryMor1(nKarCatC)
whose objects are the monoid objects in nKarCatC
and whose 1-morphisms are the (unpointed) bimod-
ule objects. This category would be called “un-
pointed Algstrong1 (nKarCatC)” in the language of
[JFS17]. We will call it “Mor1” because equivalence
therein is Morita equivalence.
Remark II.4. So as not to stray too far from the
physics, let us unpack these constructions in the case
of topological orders. Suppose A and B are monoid
objects in nKarCatC describing (n+1)-dimensional
topological orders. These topological orders may be
layered (aka stacked), by placing the orders on adja-
cent sheets separated by an infinitely-good insulator;
write C for the corresponding monoidal n-category.
Operators in A and B determine operators in the
layered system, and so there is a functor A⊗B → C.
But C is Karoubi-complete, and so this functor ex-
tends to a functor A ⊠ B → C (which we will later
assume is an equivalence; see §III).
The physical meaning of Mor1(nKarCatC) is
the following. Suppose A and B describe (n+1)-
dimensional topological orders, and choose a topo-
logical interface between them. That interface is n-
spacetime-dimensional, and so supports a monoidal
(n−1)-category M of operators. These three cat-
egories are compatible. For example, operators in
A or B of codimension ≥ 2 may be brought to
the interface to define operators in M; operators
of codimension-1, i.e. objects, in A or B may be
fused with M to define new interfaces. Consider
(the Karoubi completion of) the n-category of all A-
B interfaces that can be built from M in this way.
That n-category is naturally an A-B bimodule, i.e. a
1-morphism in Mor1(nKarCatC). (But note that
6Mor1(nKarCatC) contains other 1-morphisms that
do not arise in this way.) ♦
II.C. A dualizability result
A 1-morphism f : X → Y in an n-category has
adjoints if there exist 1-morphisms fR, fL : Y ⇒
X and evaluation and coevaluation 2-morphisms
idX → fRf , ffR → idY , idY → ffL, fLf → idX
such that the various compositions f → ffLf → f ,
f → ffRf → f , fL → fLffL → fL, and
fR → fRffR that can be made from evaluation
and coevaluation are all identities. A morphism is
adjunctible if it has adjoints and its adjoints have ad-
joints, ad infinitum. An object X ∈ C in a monoidal
n-category is 1-dualizable if it is adjunctible as a 1-
morphism in the (n+1)-category BC. In many situ-
ations there is an isomorphism fR ∼= fL, and so ad-
junctibility is not infinitely much data. For instance,
if C is symmetric monoidal, then XR ∼= XL for any
1-dualizable object X ∈ C. If C is a symmetric
monoidal n-category, then X ∈ C is k-dualizable if
it is dualizable, and the evaluation and coevaluation
morphisms witnessing dualizability are adjunctible,
and their evaluation and coevaluation morphisms
are adjunctible, and so on, up to dimension k, and
fully dualizable if it is n-dualizable. (The only way
an object in a symmetric monoidal n-category can
be (> n)-dualizable is if it is invertible.)
It is a well-known folk theorem that, for any rea-
sonable symmetric monoidal higher category S, ev-
ery object of Mor1(S) is 1-dualizable; c.f. [SP09,
SP14, Sch14, GS18]. (Sufficient conditions on S
are that it be what in [JFS17] is called “⊗-GR-
cocomplete”; indeed, ⊗-GR-cocompleteness is re-
quired to construct Mor1(S), and simply asserts
the existence of certain colimits in S, which are pre-
served by the monoidal structure.) Applied to the
(n+1)-category S = nKarCatC, we learn that if A
is the monoidal n-category of operators in an (n+1)-
dimensional topological order, then A is 1-dualizable
as an object in Mor1(nKarCatC). We will argue
in §III that it is (at least) 2-dualizable. But:
Theorem 1. If A ∈ Mor1(nKarCatC) is 2-
dualizable, then it is fully, i.e. (n+2)-dualizable, du-
alizable.
We will give two proofs of this fundamental re-
sult, because they illustrate different features of
Mor1(nKarCatC).
First proof of Theorem 1. When n = 0, so that
nKarCatC = VecC, there is nothing to prove.
Recall the standard fact that an algebra A ∈
Mor1(Vec) is 2-dualizable if and only if it is both:
• proper, aka finite-dimensional, i.e. the under-
lying vector space of A is 1-dualizable;
• smooth, aka separable, i.e. the multiplication
map m : A ⊗ A → A splits as a map of A-
bimodules.
We will prove a version of this fact in higher cate-
gories. To begin, recall that A is automatically 1-
dualizable in Mor1(nKarCatC), with dual Aop, and
so the question of 2-dualizability amounts to ask-
ing whether the bimodule AeA1 has both adjoints,
where Ae = A ⊠ Aop is the enveloping algebra of
A and 1 = ΣnC ∈ Mor1(nKarCatC) is the unit
object.
Suppose that S is any reasonable symmetric
monoidal higher category, with tensor product ⊗
and unit 1, and that P,Q ∈ Mor1(S) are unital as-
sociative algebra objects in S, and that PMQ is a bi-
module between them, which has both adjoints. One
of the adjoints of M (whether left or right depends
on convention) will be a bimodule QNP equipped
with maps
ǫ : QNP ⊗
P
PMQ → QQQ,
η : PPP → PMQ ⊗
Q
QNP .
Precompose ǫ with the quotient map
N ⊗M → N ⊗
P
M,
and evaluate η on the identity element 1 ∈ P . The
result are maps
ǫ′ : QN ⊗ MQ → QQQ,
η′ : 1→M ⊗
Q
N,
which witness QN as the adjoint toMQ, and identify
N ∼= homQ(MQ, QQ).
The naturality of ǫ′, η′ implies that this identification
is in fact an isomorphism of Q–P bimodules.
Applying this to PMQ = AeA1 implies in par-
ticular that the underlying n-category of A is 1-
dualizable in nKarCatC. But Corollary 4.2.4 of
[GJF19a] then implies that it is fully-dualizable in
nKarCatC, and is an object of the subcategory
ΣnVecC. This is the sense in which A is proper.
We must now investigate adjunctibility on the
other side, i.e. with the roles of P and Q reversed.
Theorem 4.2.2 of [GJF19a], applied to C = B(Ae),
says that A is adjunctible as an Ae-module if and
only if A ∈ Σ(Ae), meaning that there is a cate-
gorical condensation Ae →֓ A in the (n+1)-category
of Ae-modules. Indeed, the proof of that theorem
7provides an algorithm to find such a condensation
from a presentation of A as a Ae-module. Note that
the multiplication m : Ae → A is a map of Ae-
modules; it witnesses A as a cyclic module (i.e. a
module with only one generator), and can be ex-
tended to a presentation. Applied to this presen-
tation, the proof then constructs an Ae-linear map
∆ : A → Ae “splitting” the multiplication m in the
sense that m ◦∆ : A → A can be further condensed
onto the identity. This is the sense in which A is
smooth.
But smoothness of A is nothing but the statement
that A is a “condensation algebra” in the sense of
[GJF19a], and in particular (since it is also proper)
an object in Σ(ΣnVecC) ⊂ Mor1(ΣnVecC). Thus A
is fully dualizable by Theorem 4.1.1 of [GJF19a].
Second proof of Theorem 1. There is not a functor
Mor1(nKarCatC) → (n+1)KarCatC extending
the construction A 7→ ΣA. The problem is to assign
the values on 1-morphisms. A functor ΣA → ΣB of
(n+1)-categories is determined by where it takes the
object • ∈ BA ⊂ ΣA. We would like to assign to an
A-B-bimoduleM the functor that takes • toM-as-
a-B-module. But this is an object of ΣB ⊂Mod(B)
if and only if it is adjunctible on the B-side (c.f.
Corollary 4.2.4 of [GJF19a]).
The upshot is that Σ(−) does extend to
a faithful functor to (n+1)KarCatC from the
sub-(n+2)-category of Mor1(nKarCatC) on the
same objects, but with only the adjunctible 1-
morphisms. In particular, if A is at least 2-
dualizable in Mor1(nKarCatC), then ΣA is at
least 2-dualizable in (n+1)KarCatC. But then ΣA
is fully dualizable in (n+1)KarCatC by Theorem
4.1.1 of [GJF19a], and hence fully dualizable in
Mor1(nKarCatC).
Remark II.5. The following remark about The-
orem 1 is based on a suggestion by C. Scheim-
bauer. By definition, a symmetric monoidal C-
linear (n+1)-category C satisfies the Bestiary Hy-
pothesis if its fully dualizable subcategory Cfd is
equivalent to Σn+1C. Scheimbauer has suggested
that the Bestiary Hypothesis be used as a desidera-
tum when evaluation a proposal for “the n-category
of n-vector spaces.” The name comes from the ap-
pendix of [BDSPV15], which establishes the Bestiary
Hypothesis for many (but not all) of the 2-categories
that have been proposed in the literature as “the
2-category of 2-vector spaces.” Corollary 4.2.3 of
[GJF19a], applied to C = ΣnC, can be summarized
by saying that nKarCatC satisfies the Bestiary Hy-
pothesis. Theorem 1 should generalize to the state-
ment that if an (n+1)-category S satisfies the Bes-
tiary Hypothesis, then so does the (n+2)-category
Mor1(S). The motivated reader is invited to pub-
lish the details. ♦
When n = 1 we recover some familiar category
theory. Recall that a multifusion (1-)category is a
C-linear, additive, and Karoubi-complete monoidal
1-category which is semisimple with finitely many
isomorphism classes of simple objects, and such that
each object X ∈ A is dualizable.
Corollary II.6. A ∈Mor1(KarCatC) is fully du-
alizable if and only if it is a multifusion category.
Proof. Since C is of characteristic zero, every multi-
fusion category over C is separable, and full dualiz-
ability follows from [DSPS20].
In the other direction, first note that in order for
A to be “proper” in the sense that the underlying
object of A is dualizable in KarCatC, it must be
semisimple with finitely many isomorphism classes
of simples [Til98]. As for smoothness, Theorem
3.1.7 of [GJF19a] implies that the splitting ∆ of
m : A ⊠ A → A in the first proof of Theorem 1
may be chosen to be the right adjoint 1-morphism
∆ = mR. That mR is a map of A-bimodules is
equivalent to the statement that every object in A
has duals; c.f. Definition-Proposition 1.3 of [BJS18]
or Appendix D of [Gai15].
This establishes Conjecture 3.3.5 of [GJF19a]. It
also justifies:
Definition II.7. A monoidal n-category is multi-
fusion if it is additive, C-linear, Karoubi-complete,
and fully dualizable in Mor1(KarCatC).
Remark II.8. This proof obscures an important
subtlety. Over fields of positive characteristic, there
are inseparable multifusion categories, and what we
are calling “multifusion n-categories” should really
be called “separable multifusion n-categories.”
For an inseparable fusion category A, the multic-
plication m : A ⊠ A → A and its right adjoint mR
are not the components of a condensation A⊠A →֓
A, and A is not 2-dualizable in Mor1(KarCatC).
However, such an A is 2-dualizable in a closely
related 3-category Mor1(RexC), which is the 3-
category used in [DSPS20]. The difference between
RexC and KarCatC is that in the former, but not
the latter, all categories are required to have coker-
nels, and all functors are required to preserve cok-
ernels. The upshot is that the monoidal structure
on RexC is not merely the Karoubi completion of
the na¨ıve tensor product, but rather completes also
for cokernels. This change affects, for example, the
composition of bimodules, and so throws off the
“smoothness” part of the first proof of Theorem 1.
From the perspective of the second proof, it would
8require working with a functor from Mor1(RexC)
to some “2RexC,” and we would not have access to
Theorem 4.1.1 of [GJF19a]. ♦
II.D. Centres and invertibility
Any monoidal n-category A has a (Drinfeld) cen-
tre Z(A), which measures the ability of objects
in A to commute past other objects. Recall from
the first proof of Theorem 1 the enveloping algebra
Ae = A ⊠ Aop, which acts canonically on A. The
shortest definition of Z(A) is:
Z(A) = EndMod(Ae)(A).
Remark II.9. The universal property of Karoubi
completion guarantees that Karoubi-complete Ae-
modules are equivalent to Karoubi-complete mod-
ules for the “na¨ıve enveloping algebra” A⊗Aop. In
particular, Z(A) doesn’t change if computed in the
Karoubi-completed or incomplete worlds. One can
see this another way. Endomorphism categories can
be computed as limits. Write nCat for the (n+1)-
category of all n-categories. Since the forgetful func-
tor nKarCatC ⊂ nCat is a right adjoint, it pre-
serves limits, and so if A is a monoidal object in
nKarCatC, then Z(A) can be computed in plain
nCat and the result will be automatically Karoubi
complete, additive, and linear. ♦
Remark II.10. Suppose that A is in fact multi-
fusion. Together with the Cobordism Hypothesis,
Theorem 1 implies that there is a (unique) framed
fully extended (n+2)-dimensional TQFT with val-
ues in Mor1(nKarCatC) whose value on a point
is A. We will write this TQFT as M 7→ ∫
M
A.
Let S1b = ∂D
2 denote the 1-dimensional circle with
boundary framing. There is a reasonably well-known
identification
Z(A) ∼=
∫
S1
b
A.
Indeed, consider A as a Ae-module, and its “Ae-
linear dual” module A∗ := homAe(A,Ae). Then
∫
S1
b
can be presented as the tensor product A∗ ⊗Ae A.
But the dualizability of A ∈ Mor1(nKarCatC)
allows us to identify this tensor product with
homAe(A,A) = Z(A). ♦
Unpacking the definition, an object of Z(A) is an
object X ∈ ob(A) together with a natural-in-Y iso-
morphism xY : X ⊗ Y ∼→ Y ⊗ X , which must fur-
thermore be compatible with multiplication in the
Y -variable, so that for example xY1⊗Y2 ∼= (idY1 ⊗
xY2) ◦ (xY1 ⊗ idY2). When A is a (≥ 2)-category,
“naturality in Y ” is extra data on the isomorphism
x(−), not just a property. For example, given a 1-
morphism y : Y → Y ′ in A, the naturality data
includes the data of a 2-isomorphism interpolating
between xY ′ ◦ (idX⊗y) and (y⊗ idX)◦xY ; similarly,
for each 2-morphism, “naturality in Y ” requires a
3-isomorphism; etc. Since the objects of Z(A) are
pairs (X, x(−)), similarly the morphisms are pairs.
For example, a 1-morphism (X, x(−)) → (X ′, x′(−))
consists of a 1-morphism Ξ : X → X ′ together with
an isomorphism ξ(−) between the natural isomor-
phisms (id(−) ⊗ Ξ) ◦ x(−) and x′(−) ◦ (Ξ ⊗ id(−)).
Again ξ(−) consists of much data: for each k-
morphism y, we ask for a (k+2)-isomorphism ξy.
In general, an m-morphism in Z(A) consists of an
m-morphism in A and, for each k-morphism, an
(m+k+1)-isomorphism.
As an example of an object in Z(A), we may take
X to be the unit object 1A and xY to be the iden-
tity map idY : 1A ⊗ Y ∼→ Y ⊗ 1A (or, more pre-
cisely, an appropriate composition of unitor and as-
sociator data). We will be interested in the case
where this is the “only” object of Z(A). It can-
not be truly the only object, since Z(A) is additive
and Karoubi complete: by taking direct sums and
splitting higher categorical idempotents, the trivial
object (1A, id(−)) ∈ Z(A) closes to a copy of ΣnC
inside Z(A). This copy of ΣnC should be thought
of as the “multiples of the identity.”
Definition II.11. A Karoubi complete, additive,
and C-linear monoidal n-category A has trivial cen-
tre when the map ΣnC → Z(A) picked out by the
unit object is an equivalence.
Theorem 2. An object of Mor1(nKarCatC) is in-
vertible if and only if it is multifusion with trivial
centre.
Related results can be found in [BJSS20], which
appeared on arXiv after the first version of this pa-
per was posted.
Proof. The n = 0 case is the well-known fact that the
Morita-invertible algebras, over any base field, are
precisely the finite-dimensional separable algebras
with trivial centre. We henceforth assume n ≥ 1.
Suppose A ∈ Mor1(nKarCatC) is invert-
ible. Then it is dualizable and hence multifu-
sion. Write M 7→ ∫
M
A for the corresponding
(n+2)-dimensional fully extended TQFT with val-
ues in Mor1(nKarCatC). Since A is invertible,
this TQFT takes invertible values. In particular,
the map
ΣnC =
∫
∅
A
∫
D2
A−→
∫
S1
b
A = Z(A)
9is an equivalence. The first equality is from the
definition of TQFT, and the second is from Re-
mark II.10. This establishes the “only if” direction
of the Theorem.
For the “if” direction, since A is multifusion, it
is (at least) (n+2)-dualizable in Mor1(nKarCatC),
and, since n + 2 ≥ 3, we can apply the main re-
sult of [SP18], which implies that A is invertible if∫
S1
b
A is. But ∫
S1
b
A = Z(A) = ΣnC is trivial, and so
invertible. In fact, this application is substantially
easier than the full strength of [SP18], and is es-
sentially due to unpublished work by D. Freed and
C. Teleman described in [Fre]. Careful analysis of
[SP18] shows also that this application also does not
require the full strength of the Cobordism Hypoth-
esis: one can express the entire argument simply in
terms of dualizability data.
III. JUSTIFYING OUR DEFINITION OF
TOPOLOGICAL ORDER
The goal of this section is to justify Definition I.1,
now that we have defined the constituent terms. Un-
packed, that definition identifies (n+1)-dimensional
topological orders with monoidal n-categories which
are additive, C-linear, Karoubi complete, dualizable,
and have trivial centre. We first list carefully the
physical ansa¨tze contributing to these conditions, ar-
guing for their correctness but also commenting on
the challenges that each assumption might face. We
then argue that these conditions are complete, in the
sense that no further conditions are needed in order
to determine a topological order; this completeness
justifies the use of the term “ansatz” rather than
merely “assumption.”
III.A. Correctness
Definition I.1 is based on the following physical
ansa¨tze:
0. A topological order determines and is deter-
mined by its “algebra” A of low-energy topo-
logical operators.
1. The “algebra” A in an (n+1)-dimensional
topological order is a monoidal n-category.
The (k+1)-monoidal (n−k)-category of
(n−k)-dimensional operators is ΩkA. Fur-
thermore, A is C-linear, additive, and Karoubi
complete.
2. The stacking of topological orders is described
by the Karoubi-completed tensor product of
their n-categories of operators.
3. The algebra of operators in an (n+1)-
dimensional topological order is (at least) 2-
dualizable in Mor1(nKarCatC).
4. The algebra of operators in a topological order
has trivial centre.
Together, these ansa¨tze compile to Definition I.1.
We now discuss each ansatz in detail.
It is a fundamental principle of physics, encoded
for example in the “Heisenberg picture” of quan-
tum mechanics, that a physical system is fully deter-
mined, up to equivalence, by its algebra of possible
operators/observations — all physical information
should be reconstructible from the algebras, and in-
formation about, say, the overall phase of a vector
in a Hilbert space, or the overall normalization of
a path integral, is deemed “unphysical.” Ansatz 0
is almost simply an application of this principle to
phases of condensed matter. At issue is the restric-
tion just to low-energy topological operators. If we
were to include microscopic operators within our al-
gebra, then our algebra would encode not just the
low-energy phase of matter, but also its high-energy
realization. On the other hand, it is not obvious
whether a phase of matter is fully determined by
just its low-energy observables. We will assume that
it is, but this is an assumption, not a theorem.
Ansatz 1, declaring that the operators in
an (n+1)-dimensional topological order form a
monoidal n-category, is largely a declaration of what
we mean by “topological” in words like “topologi-
cal order”: topological operators, by their very na-
ture, may be moved continuously without changing
their behaviour, and so may be fused, leading to the
categorical structure. There is one subtlety in this
logic: it presumes a locality that is not completely
obvious in, say, lattice Hamiltonian constructions.
Specifically, it presumes that inserting an operator in
one region of spacetime does not change the choices
of possible operator insertions in some distant re-
gion. This locality is surely part of what we mean
by “operator,” but it might be in conflict with, say,
Ansatz 0. The second part of Ansatz 1, asserting
that the n-category A of operators is (additive and
C-linear and) Karoubi complete, follows from a ver-
sion of the construction outlined in §2.4 of [GJF19a],
which explains how to use a mesoscopic lattice to
build categorical condensations in A.
Ansatz 2 is implicit in Definition I.1: there
are natural symmetric monoidal structures on both
{multifusion categories with trivial centre} and
{topological orders}, given by Karoubi-completed
tensor product and stacking, respectively, and it
is reasonable to assume they match. But this as-
sumption, too, could be challenged: perhaps there
are operators available in the microscopic models of
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the two systems which cannot be seen in the low-
energy topological limit, but nevertheless combine
after stacking into an operator which does have a
topological manifestation.
Ansatz 2 is needed to justify the dualizability as-
serted in Ansatz 3. Take a topological order, de-
scribed by a monoidal n-category A, and consider
“folding” it back onto itself. The resulting ensem-
ble contains two sheets, one described by A and
the other by the opposite monoidal n-category Aop,
and according to Ansatz 2, this layering is exactly
Ae = A ⊠ Aop. Furthermore, this two-sheet sys-
tem has a “fold” boundary condition which is au-
tomatically gapped topological. It determines an
Ae-module (equivalently, a Ae–1 bimodule) via Re-
mark II.4, which is nothing but the canonical mod-
ule A.
Consider now folding our topological order on
both the left and the right, so as to produce a zig-
zag:
This zig-zag may be continuously deformed to a flat,
unfolded configuration, without a kink. This is the
physical reason for the 1-dualizability of A, which
is automatic for all objects in Mor1(nKarCatC).
What’s special about topological orders is that the
“fold” boundary conditions are topological in the re-
maining n dimensions, and so may themselves be
folded. The 2-dualizability of A asserted in Ansatz 3
follows from the ability to arrange, and then contin-
uously unkink, configurations like:
In a microscopic lattice description of such a con-
figuration, the microscopic lattice itself may need to
twist around.
The final ansatz requiring justification is Ansatz 4,
which is a formulation of the principle of remote
detectability emphasized in [KW14]. (That paper
builds on ideas from [Lev13] and a similar axiom
also underlies the analysis in [FSV13].) Suppose that
A is the monoidal n-category of extended operators
in an (n+1)-dimensional topological order, and con-
sider the configuration in which some nontrivial op-
erator X ∈ A is inserted. How might this insertion
be detected? It has, of course, some microscopic ef-
fect, but if it is to be detectable in the low-energy
topological limit, then there must be some other op-
erator Y ∈ A implementing the detection. In terms
of the monoidal category A, to say that “Y detects
X” is to say that Y and X have nontrivial commu-
tator, in the higher-categorical sense axiomatized by
the Drinfeld centre Z(A). Remote detectability is
the assertion that the only “invisible” operators are
multiples of the identity operator. In the Karoubi
complete world, “multiples” include all objects that
can be formed by categorical condensation, hence
the condition that Z(A) = ΣnC (and not, say, {id}).
But, as with the other ansa¨tze, Ansatz 4 requires the
physical assumption that all low-energy behaviour of
a topological order is detected/determined by low-
energy topological operators.
III.B. Completeness
To argue that Definition I.1 is complete, we
must construct, for each multifusion n-category A
with trivial centre, an (n+1)-dimensional “physical
topological order” whose n-category of operators is
equivalent to A, and furthermore we must show that
“physical topological orders” with equivalent mul-
tifusion n-categories are “physically equivalent,” as
required by Ansatz 0 above.
Such an “equivalence” cannot be the equivalence
contemplated in the study of “gapped phases of mat-
ter.” Heuristically, a gapped matter system is a sys-
tem of quantum matter with finitely many ground
states and an energy gap separating those ground
states from the next excitation, and a gapped phase
of matter is an equivalence class of gapped mat-
ter systems for continuous deformations that do not
close or open the energy gap. The trivial phase of
matter is the equivalence class that contains systems
whose unique ground state factors as a product state
(the product being taken over all locations of “ex-
citation sites”). This is only a heuristic definition,
since we do not have a complete definition of “sys-
tem of quantum matter,” and since there are some
difficulties defining the word “gapped” in a fully lo-
cal way; in particular, there are systems which are
“gapped” for certain definitions, but have far from
topological behaviour. We will simply write “topo-
logical (phase of) matter” for a gapped phase with
topological low-energy behaviour.
Although the definitions are only heuristic, much
is known about topological phases of matter, and
a few features can be extracted immediately. For
instance, the definition presupposes that quantum
matter systems have well-defined Hilbert spaces,
whose ground states may or may not factor. This
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allows for the fascinating subject of invertible phases
of matter. By definition, a topological quantum
matter system X is invertible if there is another sys-
tem Y such that the stacking of X with Y is in the
trivial phase. Nontrivial invertible phases are dis-
tinguished from the trivial phase by the failure of
their ground states to factor: the ground states are
inherently entangled.
A feature of invertible phases is that they have no
nontrivial topological operators, of any dimension.
To see this, consider stacking an arbitrary (n+1)-
dimensional topological quantum matter system X
with its orientation-reversalX op. A categorified ver-
sion of the state-operator correspondence identifies
the n-category of topological boundary conditions
for the stacked system X ⊗X op with the n-category
of topological operators in X . But if X is invert-
ible, then X ⊗ X op is in the trivial phase, and so
its n-category of topological boundary conditions is
“trivial.” The converse, asserting that no topolog-
ical operators implies invertibility, is almost trivial
for functorial TQFTs valued in nKarCatC. Indeed,
such a TQFT is determined by its value X on a
point, and the multifusion n-category of operators
is End(X ) = X ⊠X op. If this is trivial, then X must
have been invertible.
However, the lack of a complete definition of
“topological phase of matter” makes it hard to prove
this converse rigorously in the condensed matter
case. One reason to expect it is to run in re-
verse the argument about boundary operators in
the previous paragraph. Indeed, it is generally be-
lieved that a topological phase of matter should be
determined by its boundary conditions, and per-
haps even by (enough information about) a sin-
gle boundary condition. (See [KWZ15, KWZ17]
for detailed discussion and justification of this be-
lief.) In particular, §2.4 of [GJF19a] constructs a
phase Y from its boundary condition if the bound-
ary condition extends to a categorical condensation
{trivial phase} →֓ Y. When Y = X ⊗ X op, then
each step of constructing such an extension involves
choosing operators in X (again by a version of state-
operator correspondence), and the extension might
be obstructed if there are nontrivial operators. But
when X has trivial operators, the extension exists
and is essentially unique, and should provide an
equivalence between Y and the trivial phase.
In summary, nontrivial invertible phases are
the kernel of the map {topological phases} →
{algebras of operators}. Because of this, the best
that one could hope for is that topological orders, as
axiomatized in Definition I.1, classify a quotient:
{topological orders} ?= {topological phases}{invertible phases}
This is the “completeness” that we will argue for.
This quotient must be interpreted correctly. One
should not merely take the commutative monoid
(under stacking) of (n+1)-dimensional topological
phases and quotient by its subgroup of invertible
phases, because that does not take into account the
higher categorical/homotopical structure of topolog-
ical and invertible phases. To get the correct ho-
motopical quotient, one must take this naive quo-
tient and add further phases to it. Almost tauto-
logically, (n+1)-dimensional topological phases can
be identified with topological boundary conditions
for the trivial (n+2)-dimensional phase. In our quo-
tient, invertible (n+2)-dimensional phases are con-
sidered trivial. As such, their topological bound-
ary conditions should be added to the set of (n+1)-
dimensional systems under consideration.
One can make this quotient mathematically pre-
cise in the world of functorial field theory. An (n+1)-
dimensional framed fully extended TQFT, with val-
ues in a symmetric monoidal (n+1)-category S, is
a symmetric monoidal functor Q : Bordfrn+1 → S,
where Bordfrn+1 is the (n+1)-category of framed
cobordisms constructed in [Lur09, Sch14]. To make
contact with quantum mechanics, we require that
ΩnS = VecC, so that “S looks like VecC at the
top.” Now suppose that Ŝ is a symmetric monoidal
(n+2)-category with ΩŜ = S. For instance, if S
is reasonable, then we could take Ŝ = Mor1(S).
Let 1 : Bordfrn+1 → Ŝ denote the constant functor
with value the unit 1 ∈ Ŝ, and write Ŝ× ⊂ Ŝ for
the invertible subcategory of Ŝ. Then an anomalous
(framed, fully extended) TQFT consists of a func-
tor α : Bordfrn+1 → Ŝ× together with a symmetric
monoidal lax natural transformation Q : 1 ⇒ α of
functors Bordfrn+1 → Ŝ. To emphasize: α is re-
quired to take invertible values, but Q is not. The
n-categorical definition of “lax natural transforma-
tion” is worked out in [JFS17]. The term “anoma-
lous TQFT” is due to [FT14]. The same notion, un-
der the name “twisted TQFT,” is explored in [ST11].
The description of anomalies in terms of invertible
field theories is not special to the topological case;
see for example Chapter 11 of [Fre19].
To distinguish from the anomalous case, we will
call nonanomalous TQFTs absolute. By defini-
tion, absolute TQFTs have well-defined C-valued
partition functions, and well-defined VecC-valued
Hilbert spaces. Anomalous TQFTs do not. For
example, if (Q,α) is an (n+1)-dimensional anoma-
lous TQFT, then α(M), being invertible, is a one-
dimensional vector space for each closed (n+1)-
dimensional spacetime M , and so α determines a
line bundle on the moduli space of closed space-
times. The “partition function” M 7→ Q(M) is not
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C-valued, but rather it is valued in this line bundle.
Even if this line bundle is trivializable, symmetries of
(Q,α) might not preserve the trivialization. This is
the origin of ’t Hooft anomalies. Nontrivializability
of α is also possible, and indicates a nonzero gravi-
tational anomaly.
Theorem 7.4 of [JFS17] says that an anomalous
TQFT (Q,α) together with a choice of trivialization
α ∼= 1 is the same as an absolute TQFT. What is
the space of (Q,α) such that α is abstractly triv-
ializable, but a trivialization has not been chosen?
It is surjected on by the space of absolute TQFTs:
Q 7→ (Q,1). But suppose that I is an invertible ab-
solute TQFT. It can be used to change the trivializa-
tion of α, and in that way provides an isomorphism
(Q,1) ∼= (Q⊗ I,1) of anomalous TQFTs. We find a
bijection of sets:
{anomalous (n+1)D TQFTs
with trivializable anomaly}
=
{absolute (n+1)D TQFTs}
{invertible (n+1)D TQFTs}
If we quotiented instead by the spectrum of all in-
vertible TQFTs, of all dimensions, we would arrive
at anomalous TQFTs with possibly nontrivializable
anomaly.
Remark III.1. For any choice of α, there is a natu-
ral transformation Q : 1→ α which takes the value
0 on every nonempty cobordism. A physicist pre-
sented with this “zero TQFT” will not be able to
determine its anomaly, since zero does not change
when multiplied by a phase. In particular, a physi-
cist might reasonably declare that “the anomaly of
the zero TQFT is not well-defined.” We will adopt
the convention that anomalous TQFTs are always
nonzero. ♦
The following result is essentially a corollary of
Theorem 2, together with some further analysis of
Mor1(nKarCatC).
Theorem 3. Multifusion n-categories with triv-
ial centre, i.e. (n+1)-dimensional topological or-
ders, are equivalent to framed fully-extended (n+1)-
dimensional anomalous TQFTs valued in Ŝ =
Mor1(nKarCatC).
Proof. The famous Cobordism Hypothesis [BD95,
Lur09] identifies framed fully-extended (n+1)-
dimensional TQFTs with (n+1)-dualizable objects.
(Dualizability is at first blush a much weaker condi-
tion than the existence of a TQFT taking values on
all manifolds: the Cobordism Hypothesis is a deep
result about the topology of manifolds, and involves
a careful analysis of families of Morse functions.)
As an application, Corollary 7.7 of [JFS17] identi-
fies anomalous (n+1)-dimensional TQFTs valued in
Ŝ with pairs (X, f), where X ∈ Ŝ× is an invertible
object, and f : 1→ X is a (typically non-invertible)
morphism in Ŝ, such that f is “(n+1)-times left ad-
junctible.”
Which side is the left and which the right? In
the case of Ŝ =Mor1(nKarCatC), we do not need
to distinguish. Indeed, by Theorem 2, X is a mul-
tifusion n-category with trivial centre; as explained
in the first proof of Theorem 1, the underlying n-
category of X is fully dualizable in nKarCatC. Fur-
thermore, f is a bimodule between the unit object
1 = ΣnC and X . One of the two choices of left/right
is the statement that f is dualizable over 1, which
is to say that the underlying n-category of f is du-
alizable (hence fully dualizable, by Corollary 4.2.4
of [GJF19a]) in nKarCatC. The other choice is the
statement that f is “adjunctible over X .” But X
is invertible with inverse the opposite algebra Xop,
and so f : 1 → X is adjunctible over X if and only
if the composition
Xop = 1⊗Xop f⊗idXop−→ X ⊗Xop ∼→ 1
is “adjunctible over 1.” Note that the Morita equiv-
alence X ⊗ Xop ∼→ 1 is implemented by “X as an
X ⊗Xop-module.” Thus this composition is simply
f thought of not as a (right, say) X-module but as
a (left) Xop-module. All together, we find that f is
adjunctible, on either side, exactly when its underly-
ing n-category is dualizable, in which case it is fully
adjunctible.
As for the Theorem, if we are given a multifusion
n-category A with trivial centre, then we may take
X = A as an object of Mor1(nKarCatC), and we
may take f = A considered as an A-module. This
establishes a map
{topological orders} → {anomalous TQFTs}.
For the inverse map, we are given a multifu-
sion category X with trivial centre, and a fully-
adjunctible X-module f which is nonzero by Re-
mark III.1. The problem is that f is not necessarily
“X as an X-module.”
We claim that f : 1 → X extends to a con-
densation 1 →֓ X . Since X is invertible, this is
equivalent to claiming that f ⊗ idXop : Xop → 1
extends to a condensation. But this follows, for
example, from Lemma IV.1 in the next section.
(That Lemma does not require the present The-
orem for its proof.) Furthermore, using Proposi-
tion 3.1.5 of [GJF19a], the map g : X → 1 partic-
ipating in the condensation 1 → X may be chosen
to be the right adjoint g = fR. In the language
of [GJF19a], this implies that X is determined, up
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to equivalence, by a unital condensation monad on
1 ∈ Mor1(nKarCatC). More down to earth, it
says that X is Morita equivalent to a separable
unital algebra object E ∈ End(1) = nKarCatC,
which arises as the image of a condensation thereon:
f ⊗ fR →֓ E.
Upon unpacking further, one finds that fR =
homX(f,X) as an X-module, and that the conden-
sation onto E implements the quotient of f ⊗ fR
onto
E ∼= f ⊗EndX (f) fR.
Furthermore, the Morita equivalence X ≃ E identi-
fies “f as an X-module” with “f as an E-module.”
Setting A = EndX(f) ∼= fR ⊗X f , we conclude
that f is a Morita equivalence between A and X ≃
E = f⊗A fR. This Morita equivalence identifies the
pair (X, f) with the pair (A,A), showing that the
map {topological orders} → {anomalous TQFTs} is
an equivalence.
Although important, Theorem 3 does not estab-
lish the completeness of Definition I.1, because a pri-
ori topological orders and TQFTs are equivalent. It
does, though, hint at the proof.
Suppose A is an arbitrary multifusion n-category.
Then it is fully dualizable in Mor1(nKarCatC),
and so lives in the subcategory Σn+2C. But then
Theorem 2.4.4 of [GJF19a] constructs from A an
(n+2)-dimensional gapped topological lattice sys-
tem X whose Hamiltonian is a sum of commuting
projectors. Furthermore, the same theorem converts
morphisms in Σn+2C into interfaces, again of com-
muting Hamiltonian projector type. After running
the argument from §2.4 of [GJF19b], we find that if
A is invertible inMor1(nKarCatC), then X is in an
invertible phase. We also find that the 1-morphism
1→ A in Theorem 3, namely “A as an A-module,”
determines a (noninvertible) boundary condition B
for X , and the state-operator correspondence iden-
tifies A with the n-category of boundary operators.
This establishes part of the completeness of Defini-
tion I.1: we have built a map
{multifusion n-categories with trivial centre}
−→ {topological phases}{invertible phases}
whose composition with the function “consider
the n-category of operators” is the identity on
{multifusion n-categories with trivial centre}. In
particular, every multifusion n-category with trivial
centre does arise as the operators on an “anomalous
topological phase.”
To finish the completeness, we must argue that
Ansatz 0, which claims that physical topological or-
ders are determined by their operators, holds for the
quotient {topological phases}/{invertible phases}.
Suppose that B′ is some (n+1)-dimensional bound-
ary condition of some (n+2)-dimensional invertible
phase X ′, and that A is its multifusion n-category of
operators. Let B and X be the phases constructed
from A as in the previous paragraph. We must
show that B and B′ are equivalent “up to invert-
ible phases.” To do so, consider the opposite alge-
bra Aop, and construct from it the opposite phase
Bop, which is a boundary condition for X op. Then
stack the system (B′,X ′) with (Bop,X op) to pro-
duce (B′⊗Bop,X ′⊗X op). Assuming Ansatz 2 from
the previous section, this stacked system will have
Ae = A⊠Aop as its n-category of (boundary) oper-
ators.
But Ae contains within it a canonical condensa-
tion algebra‘ corresponding to the canonical mod-
ule A. Interpreted as operators in B′ ⊗ Bop, con-
densing this algebra produces an interface between
B′ ⊗ Bop and a phase with trivial operators. We
earlier argued that phases with trivial operators are
invertible, and so we have produced a “boundary
condition modulo invertible phases” for B′ ⊗ Bop.
This is equivalent to an “interface modulo invertible
phases” between B′ and B. From the construction,
this interface is invisible to all operators. Indeed,
one can run the construction with the roles of B and
B′ exchanged to produce an interface in the other
direction, thereby producing the inverse interface.
This shows that B and B′ are equivalent in the quo-
tient {topological phases}/{invertible phases}, and
establishes the completeness of Definition I.1.
IV. NONDEGENERATE GROUND STATES
AND BRAIDED FUSION (n−1)-CATEGORIES
IV.A. From fusion to braided
Our Definition I.1 departs in a small but impor-
tant way from the definition of “topological order”
contemplated in [KW14, Wen15, LKW18, LW19,
ZLW19, JW19], tracking closer to in this way to
the definition proposed in [KWZ15, KWZ17]. Al-
gebraically, the distinction stems from the pre-
fix “multi,” where by definition a multifusion n-
category A is fusion if it has no nontrivial 0-
dimensional operators in the sense that ΩnA =
C (compare [DR18], which axiomatizes “fusion 2-
category”). Physically, the distinction has to do
with whether to allow a local ground state degen-
eracy: the local ground states are in bijection with
the irreducible projections in ΩnA.
There are a few reasons why we do not impose
nondegeneracy of the local ground state as part of
our definition of “topological order.” Most fun-
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damentally, there are interesting topological orders
with local ground state degeneracy; for instance, a
local ground state degeneracy can be protected by
symmetry. Typically, if the symmetry is ignored,
then this local ground state degeneracy is unstable,
and a flow can be triggered which localizes the topo-
logical order onto the suborder supported near a sin-
gle local ground state. One might think that, in this
case, the original topological order would split as
some sort of “direct sum” of sub-orders supported
at each ground state. But this does not hold: ex-
cept in special circumstances, extra data relating the
different ground states is required. In particular,
although an individual topological order does not
change when it is stacked with an invertible phase,
there can be a meaningful “relative phase” between
two different ground states.
That being said, the case of a nondegenerate
local ground state is certainly of interest, and is
the focus of this section. Our goal is to prove
the intuition, which explains in particular the title
of [KW14], that (n+1)-dimensional topological or-
ders with nondegenerate local ground state are de-
scribed by braided fusion (n−1)-categories with triv-
ial braided centre. The argument behind this intu-
ition is that remote detectability, together with the
“fusion” condition, forbid the presence of nontriv-
ial codimension-1 operators, so that our monoidal
category A “is” the braided monoidal category ΩA
of operators of codimension ≥ 2. Indeed, the ar-
gument goes, a codimension-1 operator must be de-
tectable, and the only way to detect it is by its com-
mutator with a 0-dimensional operator. More gen-
erally, the above cited papers give the impression
that there is some sort of perfect pairing between k-
dimensional and (n−k)-dimensional operators in an
(n+1)-dimensional topological order.
Although the intuition is correct, the intuitive ar-
gument supporting it is problematic. Why must
an object of our multifusion n-category A be de-
tected by an n-morphism (a 0-dimensional opera-
tor)? Why can’t it be detected by lower-dimensional
operators? Indeed, an (n+1)-dimensional topologi-
cal order always has nontrivial codimension-1 opera-
tors. What we will show in the fusion case is not that
codimension-1 operators are trivial, but that they
are built, via categorical condensation, from net-
works of codimension-(≥ 2) operators. We will not
prove the stronger intuition about a perfect pairing
between k- and (n−k)-dimensional operators, and
the author suspects that it will be hard to make such
an intuition precise and that, once made precise, it
will be false.
We will make repeated use of the following tech-
nical result:
Lemma IV.1. Suppose that S is a Karoubi-
complete, additive, and C-linear n-category, pointed
by an object 1 ∈ S. Define ΩS = EndS(1),
Ω2S = EndΩS(id1), and so on, so that ΩkS is a k-
monoidal (n−k)-category. Suppose that the C-linear
1-category Ωn−1S is semisimple and that ΩnS = C.
Then every nonzero fully adjunctible 1-morphism
f : X → 1 in S extends to a condensation X →֓ 1.
Note that semisimplicity of Ωn−1S follows, for ex-
ample, from dualizability of Ωn−1S in KarCatC,
which follows, for example, from dualizability of S
in nKarCatC.
Proof. When n = 1, we have a semisimple C-linear
category S with an object 1 ∈ S which is simple
since ΩS = EndS(1) = C. Then any nonzero f :
X → 1 has a splitting g : 1→ f , and together (f, g)
are a condensation X →֓ 1.
When n > 1, choose g : 1 → X to be the right
adjoint of f , and let φ : fg ⇒ id1 be the counit
of the adjunction. Then φ is a 1-morphism in the
(n−1)-category ΩS, which satisfies all conditions of
the Theorem: full adjunctibility of φ is part of fully
adjunctibility of f , and nonzeroness of φ is equiva-
lent to nonzeroness of f . So φ extends to a conden-
sation fg →֓ id1 by induction, and so we have built
a condensation X →֓ 1.
Theorem 4. Suppose A is an (n+1)-dimensional
topological order in the sense of Definition I.1, i.e. a
multifusion n-category with trivial centre, for n ≥ 1.
Then A is fusion if and only if the canonical map
ΣΩA → A is an equivalence.
Proof. The “if” direction is easier, and follows the
intuition sketched above. If ΣΩA → A is an equiva-
lence, then in particular Z(ΣΩA) = Z(A) is triv-
ial. But a 0-dimensional operator in a multifu-
sion n-category automatically commutes with all k-
morphisms for k ≥ 1, and so all 0-dimensional opera-
tors in A lift to 0-dimensional operators in Z(ΣΩA).
So there can be no nontrivial 0-dimensional opera-
tors.
The harder “only if” direction asserts that if A
is a fusion n-category with trivial centre, then A =
ΣΩA. Equivalently, we wish to show that for each
object A ∈ A, there is a condensation 1A → A,
where 1A ∈ A denotes the unit object. We will prove
the following stronger statement. Suppose A is a
fusion n-category, with no conditions on its centre
Z(A). Then for each object A ∈ A, there is an
object Z ∈ Z(A) and a condensation f(Z) →֓ A,
where f : Z(A) → A is the canonical map. When
n = 1, this is the statement that the functor f :
Z(A)→ A is dominant.
Recall the enveloping algebra Ae = A⊠Aop. We
will apply Lemma IV.1 to the (n+1)-category S =
Mod(Ae), pointed by the rank-one free module 1 =
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Ae. Then ΩS = Ae, which is fusion since A is, so
Ωn+1S = C. Thus Lemma IV.1 assures that any
fully-adjunctible nonzero map of Ae-modules X →
Ae extends to an Ae-linear condensation X →֓ Ae.
For example, consider the multiplication map m :
A⊠A → A as a map of (left, say) Ae-modules Ae →
A, and form its Ae-linear dual map m∗ : A∗ →
Ae, where A∗ = homAe(A,Ae). Then m∗ extends
to a condensation A∗ →֓ Ae of (right) Ae-modules.
Tensoring over Ae with A produces a condensation
A∗ ⊠Ae A →֓ Ae ⊠Ae A = A.
But the left-hand side is Z(A) by compare Re-
mark II.10, and map Z(A)→ A produced from m∗
is the canonical one, called f above.
Thus f : Z(A) → A extends to a condensation.
Let g : A → Z(A) denote the splitting of f in this
condensation (which in the proof of Lemma IV.1 is
taken to be the right adjoint of f). Then fg →֓
idA. Applying these functors to an object A ∈ A
produces a condensation f(g(A)) →֓ A, where Z =
g(A) ∈ Z(A).
IV.B. Braided centres
Braided monoidal objects in (n−1)KarCatC
naturally form an (n+2)-category called
Mor2((n−1)KarCatC). The 1-morphisms are
“monoidal bimodule (n−1)-categories” between
braided monoidal (n−1)-categories, and the
2-morphisms are bimodule (n−1)-categories.
Every object in Mor2((n−1)KarCatC) is au-
tomatically 2-dualizable, but 3-dualizability
is hard. Indeed, as in the second proof of
Theorem 1, one may hope to have a functor
Σ : Mor2((n−1)KarCatC) → Mor1(nKarCatC),
but it is defined only on those 2-morphisms which
are sufficiently adjunctible. The upshot is that if
B is 3-dualizable in Mor2((n−1)KarCatC), then
ΣB is 3-dualizable in Mor1(nKarCatC), from
which full dualizability of B follows. Extending
Definition II.7, it is reasonable to declare that the
fully dualizable objects in (n−1)KarCatC are the
braided multifusion (n−1)-categories, although as
in Remark II.8 in positive characteristic the word
“separable” should be added.
Although every braided (multi)fusion (n−1)-
category B, being dualizable, determines an (n+2)-
dimensional TQFT, not every B presents an (n+1)-
dimensional topological order. The missing ingredi-
ent, as in the multifusion n-category case, is a “re-
mote detectability” axiom: some sort of “centre”
of B must be trivial. Let us write Z(1)(B) for the
centre of B-as-a-nonbraided-object, i.e. its Drinfeld
centre. Then Z(1)(B) is never trivial: the braiding
on B provides a way to realize every object of B in-
side Z(1)(B). The appropriate centre of a braided
monoidal object B, sometimes called its Mu¨ger cen-
tre, measures the extent to which objects in B com-
mute more than is mandated by the braiding. When
we want to emphasize that B is considered as a
braided object, we will write this centre as Z(2)(B),
and call it the braided centre. When the braiding on
B is implicit, we will simply write Z(B) and call it
the centre of B.
There are various equivalent ways to define
Z(2)(B). Most fundamentally, one may consider
the n-category of endomorphisms of the identity 1-
morphisms on B ∈ Mor2((n−1)KarCatC). This
is the n-category of braided B-modules. The identity
element is “B as a braided B-module.” By definition,
Z(2)(B) is its (n−1)-category of endomorphisms.
The almost-functor Σ : Mor2((n−1)KarCatC) →
Mor1(nKarCatC) is enough to provide an equiva-
lence
{braided B-modules} = Ω{ΣB-bimodules},
and so [Lur14, Section 4.8]
Z(2)(B) = ΩZ(1)(ΣB).
The analogy between braided B-modules and A-
bimodules, where A is merely associative, may
be pressed further. Recall that any monoidal n-
category A has an enveloping algebra Ae = A⊠Aop,
such that A-bimodules are the same as Ae-modules.
Similarly, any braided (n−1)-category B has an en-
veloping algebra, which we will call Be(2), such that
braided B-modules are Be(2)-modules. Be(2) is also
sometimes called the annular category, and can be
defined as
Be(2) =
∫
S1
b
B
where M 7→ ∫
M
B is the at-least-2-dimensional
TQFT valued in Mor2((n−1)KarCatC) deter-
mined by B, and S1b = ∂D2 means the circle S1
with boundary framing. For comparison, the asso-
ciative enveloping algebra could have been defined
as Ae = ∫
S0
b
A, where S0b = ∂D1 means the 0-sphere
with boundary framing. Then we may define
Z(2)(B) = EndBe(2)(B).
If B is multifusion, then it is dualizable as a Be(2)-
module, and the equivalence Z(1)(A) =
∫
S1
b
A from
Remark II.10 extends to:
Z(2)(B) =
∫
S2
b
B.
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We will say that a braided multifusion (n−1)-
category B has trivial centre if Z(2)(B) = Σn−1C.
A braided (n−1)-category with trivial centre is of-
ten called nondegenerate. By the above remarks, if
ΣB has trivial centre, then so does B. We will show
the converse in Corollary IV.2, confirming Conjec-
ture 2.18 of [KWZ15]. Note that the claim is trivial
if n = 1, as then Z(2)(B) = B. Otherwise, n ≥ 2
and B is at least 4-dualizable, so that the TQFT
M 7→ ∫
M
B is at least 4-dimensional. In unpub-
lished work reported in [Fre], Freed and Teleman
have shown that an oriented at-least-4-dimensional
TQFT, valued in an arbitrary target higher cate-
gory, is invertible as soon as its value on S2 is, which
would imply the desired claim if the requirement of
orientability can be dropped. A related invertibil-
ity result is due to [BJSS20], which appeared after
this paper was first posted to arXiv. Our proof in
Corollary IV.2 is different, and uses facts about mul-
tifusion categories that do not hold for TQFTs with
other values.
IV.C. Topological orders with no lines
Theorem 4 answered the question of when a topo-
logical order A can be recovered from its opera-
tors of codimension ≥ 2: exactly when there are
no nontrivial 0-dimensional operators. One can ask
the same question in higher codimension: when can
A be recovered from its codimension-(≥ 3) opera-
tors? I.e. when does A have “no codimension-2 op-
erators” in the sense that they are all built from
codimension-(≥ 3) operators by condensation? The
papers [LKW18, LW19] assert without proof (and
require the result for their analysis) that the answer
is: When A has no line operators (other than mul-
tiples of the trivial one). Sure enough:
Theorem 5. Suppose A is an (n+1)-dimensional
topological order in the sense of Definition I.1. Then
the canonical map Σ2Ω2A → A is an equivalence if
and only if the category Ωn−1A of line operators in
A is trivial.
Proof. The “if” direction is easy: if Σ2Ω2A = A,
then all of Ωn−1A lifts to Z(A). For the “only if”
direction, since Ωn−1A is trivial, so is ΩnA, and so,
by Theorem 4, A = ΣB, where B = ΩA. Thus it
suffices to show that if B is an arbitrary braided fu-
sion (n−1)-category with trivial braided centre, and
if its 1-category Ωn−2B of line operators is trivial,
then B = ΣΩB.
There is nothing to prove when n ≤ 2. When
n ≥ 3, we will prove the following stronger result.
Suppose that B is a braided fusion (n−1)-category,
with no restrictions on its centre Z(2)(B), and sup-
pose that Ωn−2B is trivial. Then for every object
B ∈ B, there is an object Z ∈ Z(2)(B) and a con-
densation f(Z) →֓ B, where f : Z(2)(B) → B is the
canonical map. As in the proof of Theorem 4, it
suffices to show that f extends to a condensation
Z(2)(B) →֓ B, and we will follow that proof to build
it.
Specifically, write Be = Be(2) =
∫
S1
b
B for the en-
veloping multifusion (n−1)-category of B, and let
S = Mod(Be) denote its n-category of modules.
There is a canonical Be-linear map m : Be → B de-
scribed topologically by the inclusion S1b = ∂D
2 ⊂
D2. The dualizability of B means that there is a Be-
linear dual module B∗ = homBe(B,Be), and hence a
dual map m∗ : B∗ → Be. Tensoring over Be with B
leads to the map f : Z(2)(B) → B. Thus, if we can
show that m∗ extends to a condensation B∗ →֓ Be,
then also f will extend to a condensation.
To complete the proof, it thus suffices to show
that the multifusion (n−1)-category Be is fusion,
since then Lemma IV.1 will imply that m∗ ex-
tends to a condensation. Write M 7→ ∫
M
Be for
the Mor1((n−1)KarCatC)-valued n-dimensional
TQFT built from Be. The vector space of 0-
dimensional operators in Be, by a state-operator cor-
respondence, is nothing but the Hilbert space in this
TQFT of an (n−1)-dimensional sphere with bound-
ing framing:
Ωn−1Be =
∫
S
n−1
b
Be.
Be itself arose as the value on S1b of the (n+1)-
dimensional TQFT
∫

B built from B, which is to
say that the TQFT
∫

Be is the compactification on
S1b of
∫

B. We may therefore compute:∫
S
n−1
b
Be =
∫
S
n−1
b
∫
S1
b
B =
∫
S
n−1
b
×S1
b
B =
∫
S1
b
∫
S
n−1
b
B.
In words, the right-hand side is the value on S1b of the
1-dimensional TQFT built by compactifying
∫

B on
Sn−1b .
But, again by a state-operator correspondence,∫
S
n−1
b
B = Ωn−1B
in the sense that “
∫

B compactified on Sn−1b ” as-
signs the 1-category Ωn−1B to a point. By assump-
tion, Ωn−1B is trivial, and so Be is fusion.
We may now prove Conjecture 2.18 of [KWZ15]:
Corollary IV.2. The assignments A 7→ ΩA and
B 7→ ΣB provide an equivalence between the collec-
tions of fusion n-categories A with trivial centre and
braided fusion (n−1)-categories B with trivial centre.
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Proof. When n = 1 there is nothing to show, as in
that case B is simply a commutative algebra and
equal to its braided centre Z(2)B = B. For the re-
mainder of the proof, we assume n ≥ 2.
Since ΩΣB = B for any braided monoidal B, the
only thing to show is that if B is a braided fusion and
Z(2)(B) is trivial, then Z(1)(ΣB) is trivial. Equiva-
lently (Theorem 2), we must show that ΣB is in-
vertible in Mor1(nKarCatC). This is equivalent,
in turn, to showing that X = Σ2B is invertible in
(n+1)KarCatC. Let Q denote the corresponding
(n+2)-dimensional TQFT. Its multifusion (n+1)-
category of operators is End(X ) = X ⊠X ∗ = Q(S0b ),
which is trivial if and only if X is invertible.
Moreover, the n-category of codimension-(≥ 2)
operators in Q is
ΩEnd(X ) = Q(S1b ) =
∫
S1
b
ΣB = Z(1)(ΣB)
and the (n−1)-category of codimension-(≥ 3) oper-
ators in Q is
Ω2 End(X ) = Q(S2b ) =
∫
S2
b
B = Z(2)(B).
(These statements are categorical versions of the
state-operator correspondence.) By assumption,
Z(2)(B) is trivial and n ≥ 2. It follows that the
1-category Ωn End(X ) of line operators in Q is triv-
ial.
But then Theorem 5 implies that End(X ) =
Σ2Ω2 End(X ) is trivial.
Remark IV.3. Versions of Theorem 5 and Corol-
lary IV.2 work in all dimensions. Indeed, let
us say that a p-monoidal q-category C, Karoubi
complete and C-linear, is multifusion if it is at
least (p+1)-dualizable in the (p + q + 1)-category
Morp(qKarCatC). (For any reasonable S, every
object in Morp(S) is p-dualizable.) Then it is fully
dualizable by a version of Theorem 1, whose second
proof applies with very few changes. We may fur-
ther define the p-monoidal enveloping algebra of C
to be the 1-monoidal q-category
Ce(p) =
∫
S
p−1
b
C,
where the 1-monoidal structure corresponds to
stacking spheres in radial shells. We may also de-
fine the p-monoidal centre of C to be the q-category
Z(p)(C) = EndCe(p)(C) =
∫
S
p
b
C.
The second equivalence holds provided C is multi-
fusion. This centre automatically carries a (p+1)-
monoidal structure from a (p+1)-dimensional “pair
of pants,” built by removing two small (p+1)-
dimensional disks from a large (p+1)-dimensional
disk.
Then we may repeat the argument from Theo-
rem 5 to show that Ce(p) is fusion provided C has non-
trivial operators of dimension ≤ p − 1 in the sense
that Ωq−p+1C is trivial. In this case, the canoni-
cal functor Z(p)(C) → C extends to a condensation,
and so if C has trivial centre, then C = ΣΩC. We
may also repeat the argument from Corollary IV.2
to show that if C has trivial centre, then so does ΣC.
In summary, we learn that a topological order is
determined by its operators of codimension > p if
and only if it has no nontrivial operators of dimen-
sion < p.
Please note what this does not say. A topological
order always has operators of low codimension. The
statement is merely that when there are no opera-
tors of low dimension, then all the operators of low
codimension are built via categorical condensation
from operators of high codimension. One can pic-
ture such operators as networks or meshes. We also
are not claiming in general any sort of perfect pairing
between equivalence classes of operators of comple-
mentary dimension. Indeed, even formulating the
perfectness of such a pairing seems nontrivial. ♦
V. CLASSIFICATION IN LOW SPACETIME
DIMENSION
In this last section, we will apply our earlier re-
sults, and especially Theorems 4 and 5, to analyze
topological orders in low spacetime dimension. In
particular will confirm in §V.D, with a few small cor-
rections, the main result of [LKW18, LW19] classi-
fying (3+1)-dimensional topological orders; the cor-
rections involve a version of “reduced Galois coho-
mology” introduced in §V.B. It will be interesting to
study both the bosonic and fermionic cases (as well
as cases enhanced by flavour or time-reversal sym-
metry). The results in the previous sections apply
without change to the fermionic case.
Fermionic topological orders may be defined sim-
ply by replacing the category VecC with the cat-
egory SVecC of super vector spaces. In particu-
lar, rather than working with C-linear n-categories,
which are simply n-categories enriched in VecC,
fermionic topological orders are defined in terms
of SVecC-enriched n-categories, also called n-
supercategories. The difference is that, in an n-
supercategory, the sets of n-morphisms are super-
vector spaces rather than merely vector spaces,
and the compatibility rules relating different types
of composition take into account the Koszul sign
rules. We also adopt the convention that, for
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a 1-supercategory C to be additive, every object
X ∈ C must have a parity-reversal object ΠX ,
defined so that for every Y ∈ C, hom(Y,ΠX) =
hom(Y,X) ⊗ C0|1; this implies that Karoubi com-
plete additive n-supercategories are precisely the
Σn−1SVecC-modules within nKarCatC.
V.A. (0+1)-dimensional topological orders
According to Definition I.1, a (0+1)-dimensional
topological order is nothing but a central simple al-
gebra: a finite-dimensional separable algebra A with
one-dimensional centre. Bosonically over C, and in-
deed over any algebraically closed field, the only such
algebras are matrix algebras: A ∼= Matk(C) for some
k ∈ N. Such an algebra arises as the operators in
a finite-dimensional topological quantum mechanics
model with Hilbert space Ck.
This is not the end of the story, however, be-
cause the isomorphism A ∼= Matk(C) is not canon-
ical. Of course, the basis of the Hilbert space Ck
is not canonical. To accommodate this, we can
say instead that A ∼= End(V ), where V is “the
unique” irreducible A-module. But note the scare-
quotes around “the unique.” A central simple alge-
bra (over any field) has a unique-up-to-isomorphism
irreducible module, but the isomorphism itself suf-
fers a phase ambiguity, and in that sense the vector
space V is not quite “unique.”
This slight failure of uniqueness manifests when
considering symmetries of (0+1)-dimensional topo-
logical orders. Suppose A is a (0+1)-dimensional
topological order enhanced with a groupG of flavour
symmetries, and choose an algebra isomorphismA ∼=
End(V ), where V is a k-dimensional vector space.
Then G may not act on V . Indeed, the group of
(complex linear) automorphisms of V is GL(V ) ∼=
GLk(C), but the group of (complex linear) automor-
phisms of A is PGL(V ) ∼= PGLk(C) = GLk(C)/C×.
Actions of G on A are then equivalent to projective
actions of G on V , and any action of G on A has an ’t
Hooft anomaly in the group cohomology H2(G;C×),
which measures the obstruction to lifting the map
G→ PGLk(C) to a map G→ GLk(C).
There is an equivalent way to say this. Con-
sider replacing VecC with the category RepC(G)
of (finite-dimensional) G-modules. Then we
may declare that a G-symmetry-enhanced (0+1)-
dimensional topological order is a central simple al-
gebra object in RepC(G). It is not true that ev-
ery such algebra arises as End(V ) for some V ∈
RepC(G). Those that do are the absolute topologi-
cal orders, and the others have anomaly equal to the
(1+1)-dimensional G-SPT corresponding to the ’t
Hooft anomaly described in the previous paragraph.
Essentially the same story applies to time-
reversing symmetries. The only modification is that
a time-reversing symmetry (in a unitary physical
system) is implemented by a C-anti linear automor-
phism of A. As an example, let us analyze the case of
a ZT2 symmetry, meaning a time-reversal symmetry
which squares to the identity.
Working directly, we have an algebraA and an an-
tilinear algebra map σ : A→ A such that σ2 = idA.
Every a ∈ A can then be written as ℜ(a)+√−1ℑ(a),
where ℜ(a) = a+σ(a)2 and ℑ(a) = a−σ(a)2√−1 are both σ-
fixed. The result is that the σ-fixed points are a
real form of A, i.e. an R-algebra AR together with
an isomorphism A ∼= AR⊗C. This AR will be auto-
matically central simple over R. Conversely, the real
algebra AR determines A = AR ⊕
√−1AR together
with its automorphism σ, i.e. it determines A as a
topological order with time-reversal symmetry.
What are the real forms of A? Choose an isomor-
phism A ∼= Matk(C); then σ(a) = f(a¯), where a 7→ a¯
is the map that conjugates every matrix entry in a
(and so depends on the isomorphism A ∼= Matk(C)),
and f is a complex-linear automorphism of Matk(C).
The statement that σ2 = id translates into the equa-
tion
f ◦ f¯ = id,
where f¯ is the complex conjugate, in the matrix
sense, of f ∈ PGLk(C). This equation can be
understood as saying that (0, 1) 7→ (id, f) defines
a 1-cocycle for the twisted nonabelian cohomology
H1(ZT2 ; PGLk(C)). The coboundaries in this coho-
mology theory come from changes of isomorphism
A ∼= Matk(C), and so the cohomology group mea-
sures the real forms, up to isomorphism.
The mathematicians’ name for this (nonabelian)
cohomology group is H1(R; PGLk). In general, given
a field k and an algebraic group G, there is a (non-
abelian) cohomology group H1(k;G) defined to be
equal to the twisted cohomology of the absolute Ga-
lois group of k with coefficients in the group G(ks)
of points of G over the separable closure ks of k.
In the present example, k = R and ks = C, and
ZT2 is identified with the absolute Galois group of
R. When G is an abelian algebraic group, there are
also higher Galois cohomology groups Hi(k;G).
In general, computing nonabelian Galois cohomol-
ogy is difficult, and the classification of central sim-
ple algebras is rich. But over R it is not hard:
H1(R; PGLk) is trivial if k is odd, and Z2 if k is
even. The trivial class in H1(R; PGLk) corresponds
to the algebra Matk(R), and the nontrivial class in
H1(R; PGL2k) corresponds to the algebra Matk(H),
where H is the quaternion algebra.
The algebraic group corresponding to C× is
called Gm, and the extension Gm → GLk →
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PGLk of algebraic groups provides a Bockstein map
H1(−; PGLk) → H2(−;Gm). The Galois cohomol-
ogy group H2(k;Gm) is called the Brauer group of
the field k. When k = R, it is a Z2. Just like (0+1)-
dimensional topological orders with G flavour sym-
metry had ’t Hooft anomalies in H2(G;C×), topolog-
ical orders with time reversal symmetry have anoma-
lies living in H2(ZT2 ;C
×) = H2(R;Gm) ∼= Z2. This
anomaly is “gravitational” in the sense that the
nontrivial class corresponds to a nontrivial (1+1)-
dimensional time-reversal phase, called the Haldane
chain. If one were to define (0+1)-dimensional topo-
logical orders over other fields, one would find a
“gravitational anomaly” living in the Brauer group.
Note that, just like the G-symmetric case could
have been described by replacing VecC with the
category RepC(G) of G-modules, the time-reversal
case could be described by replacing VecC with
VecR, since time-reversal (0+1)-dimensional phases
are identified with central simple algebras therein.
In fact, these two replacements are in perfect paral-
lel. The category RepC(G) arises as the “categor-
ical fixed points” of the trivial G-action on VecC,
whereas Galois descent identifiesVecR with the cat-
egory of fixed points of the action of complex con-
jugation on VecC. (By definition, a fixed point of
an action of a group G on a category C is an object
X ∈ C together with isomorphisms φ(g) : X ∼→ g(X)
such that φ(gh) = φ(g)φ(h).)
Fermionic (0+1)-dimensional topological orders
may be analyzed similarly: now Definition I.1 iden-
tifies them with central simple superalgebras. The
major difference is that not every such algebra is
a matrix algebra. The complete classification is the
following: there are the matrix algebras Matp|q(C) ∼=
Matq|p(C), indexed by an (unordered!) pair (p|q),
which is the superdimension of an irreducible mod-
ule; and there are the algebras Matk(Cliff(1)), where
Cliff(1) = C〈x〉/(x2 = −1) is the Clifford algebra on
one fermionic generator x (and there is only one in-
dex k ∈ N).
These two sets correspond to the two classes in
the super Brauer group of C, which is the group of
gravitational anomalies for (0+1)-dimensional topo-
logical orders. The anomaly truly is gravitational.
Fermionic theories (if they are unitary) can only be
placed on manifolds with spin structure. But a topo-
logical order with operator algebra Matk(Cliff(1))
does not have a well-defined partition function: on
circles with odd spin structure, the “partition func-
tion” is not a number but an element of the odd
line C0|1, and on circles with even spin structure,
the “partition function” changes sign under the
canonical automorphism of the spin structure. The
anomaly itself can be understood as the invertible
(1+1)-dimensional Arf theory, also called the Majo-
rana chain.
These examples can be mixed. One can, for ex-
ample, allow fermions and also a time-reversal sym-
metry, enjoying either σ2 = id or σ2 = (−1)F . The
classification is then given by the appropriate Galois
supercohomology group, a notion which is straight-
forward to write down but does not seem to have
been studied in the literature.
V.B. (1+1)-dimensional topological orders
A (1+1)-dimensional topological order is a multi-
fusion (1-)category with trivial centre. Theorem 4
implies that a (1+1)-dimensional topological with
a nondegenerate local ground state is trivial. This
suggests that a general (1+1)-dimensional topologi-
cal order is determined by its local ground state de-
generacy. We will see that this is essentially correct,
with some important caveats.
Suppose that A is a (1+1)-dimensional topolog-
ical order. The algebra ΩA of 0-dimensional oper-
ators is a commutative separable finite-dimensional
algebra over C. Any such algebra is automatically
canonically isomorphic to a direct sum of copies
of C, where the sum is indexed by the spectrum
Spec(ΩA) = hom(ΩA,C), where the hom set is in
the category of commutative C-algebras.
Arbitrarily choose a point s ∈ Spec(ΩA). This
choice is equivalent to a choice of indecomposable
projector δs ∈ ΩA, or equivalent a simple direct
summand 1s = δs1δs of the unit object 1 ∈ A. This
object 1s is automatically a separable associative al-
gebra object internal to A.
We will condense this algebra 1s. In the abstract
language of [GJF19a], this means to use 1s to build
a condensation monad supported by A ∈Mod(A),
and to take the image of that condensation monad.
Concretely, it means to consider the categoryMs =
ModA(1s) of 1s-module-objects in A. ThisMs is a
nonzero dualizable A-module, and the condensation
of 1s is the monoidal category EndA(Ms), and Ms
is a Morita equivalence A ≃ EndA(Ms) as shown in
the proof of Theorem 3. Since Ms = ModA(1s),
the monoidal category EndA(Ms) is equivalent to
the categoryBimodA(1s) of 1s-bimodule-objects in
A. Physically, EndA(Ms) describes a new (1+1)-
dimensional topological order formed fromA by con-
densing the anyon 1s, andM describes an interface
between the new and old topological orders.
What are the 0-dimensional operators in
EndA(Ms)? The equivalence EndA(Ms) ≃
BimodA(1s) identifies the 0-dimensional operators
in EndA(Ms) with the endomorphisms of 1s as
a 1s-bimodule. But 1s is simple, and so this
endomorphism ring is just C. By Theorem 4,
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EndA(M) must be trivial. But then A ∼= End(Ms),
the endomorphisms of M ∈ KarCatC.
As a category, how does Ms look? A 1s-module
is a bimodule between 1s and the unit 1, which de-
composes as a sum over Spec(ΩA). This implies
that Ms decomposes as a direct sum of categories
indexed by Spec(ΩA):
Ms =
⊕
s′∈Spec(ΩA)
Ms,s′
where
Ms,s′ = {δs-δs′ bimodule objects in A}.
This means that End(Ms) decomposes as a “matrix
category”:
End(Ms) =
⊕
s′,s′′∈Spec(ΩA)
hom(Ms,s′ ,Ms,s′′).
On the other hand, without choosing a basepoint
s ∈ Spec(ΩA), we can canonically decompose
A =
⊕
s′,s′′∈Spec(ΩA)
Ms′,s′′
These two decompositions are identified in the equiv-
alence A ∼= End(Ms). Focussing on the endomor-
phisms of the unit, we find that
ΩA ∼= ΩEnd(Ms) =
⊕
s′∈Spec(ΩA)
End(Ms,s′)
as Spec(ΩA)-graded algebras. This implies that
each summand category Ms,s′ is invertible in
KarCatC.
Bosonically, the only invertible object in
KarCatC is the unit VecC itself. We learn,
therefore, that
Ms ∼=
⊕
Spec(ΩA)
VecC
and A = End(Ms) is the corresponding Spec(ΩA)×
Spec(ΩA) matrix category. This is the sense in
which A is determined by its local ground state de-
generacy.
Fermionically, i.e. with KarCatC replaced by the
2-category KarSCatC of Karoubi complete super-
categories, there are two invertible objects: the unit
SVecC and the supercategory of Cliff(1)-modules.
We can indicate which choice is Ms,s′ by equip-
ping Spec(ΩA) with a Z2-valued function. Even
better is to recognize the Z2 of invertible objects
in KarSCatC as the bottom “Majorana” layer of
extended supercohomology SH•, so that this Z2-
valued function is really a class α ∈ SH2(Spec(ΩA)).
Extended supercohomology is due to [WG17]; see
§§5.4–5.5 of [GJF19b] for definitions and the rela-
tion to the Morita theory of Clifford algebras.
How canonically can A be recovered from the
set Spec(ΩA) and, in the fermionic case, this Z2-
valued function or supercohomology class? Two is-
sues present themselves. First, in order to construct
Ms and thereby to identify A with its endomor-
phism category, we needed to choose a “base point”
s ∈ Spec(ΩA). This choice might not be preserved
by a flavour or time-reversal symmetry. Indeed,
we expect to find some sort of ’t Hooft anomalies
when studying topological enriched by symmetry,
and there would be no room for such anomalies if
A were fully-canonically determined by Spec(ΩA).
Second, in the fermionic case, the supercohomol-
ogy class vanishes at the basepoint s, since Ms =
BimodA(δs1) ∼= SVecC and not Mod(Cliff(1)).
Handling the latter issue first, note that, since
Mod(Cliff(1)) is invertible, for any supercategory
M,
End(M) = End(Mod(Cliff(1))⊠M).
This means that the actual function α : Spec(ΩA)→
Z2 is not needed, but only its class modulo chang-
ing α(s′) 7→ α(s′) + 1 globally. Anticipating the
result of further analysis, the cohomological way to
say this is that we require only the class [α] as an ele-
ment of reduced supercohomology S˜H2(Spec(ΩA)) =
SH2(Spec(ΩA))/ SH2(pt).
In order to investigate the former issue, let us
analyze bosonic (1+1)-dimensional topological or-
ders enhanced by either a (C-linear) Z2 flavour sym-
metry or a (C-antilinear) ZT2 time-reversal symme-
try. Galois descent, mentioned in §V.A, identifies
time-reversal-symmetric (1+1)-dimensional topolog-
ical orders (A,ZT2 action) with (1+1)-dimensional
topological orders AR defined over R.
If the topological order A has a unique local
ground state, then Theorem 4 continues to apply:
there is a canonical equivalence A ∼= VecC, pre-
served by any symmetry, and so the Z2 or Z
T
2 sym-
metry is trivial. (More precisely, the ZT2 symme-
try acts on VecC by complex conjugation.) This
should be contrasted with the case of absolute
(1+1)-dimensional topological phases. A (1+1)-
dimensional phase with a unique ground state may
be protected from triviality by a G-symmetry, i.e.
it may by a G-SPT. The classification of (1+1)-
dimensional G-SPTs is well-known to be given by
the group cohomology H2(G;C×). When G = Z2,
this group is trivial. But when G = ZT2 , i.e. when
G acts nontrivially on the coefficients C×, then
H2(ZT2 ;C
×) ∼= Z2 is nontrivial. The two classes are
the trivial (1+1)-dimensional phase and the Haldane
chain mentioned earlier.
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Suppose next that the set Spec(ΩA) of local
ground states has order 2. This set is acted on by
the Z2- or Z
T
2 -symmetry. Consider first the case
when the action is trivial. If we cared about abso-
lute phases, we would find a G-SPT at each ground
state: in the Z2 case there is no data, but in the Z
T
2
case there would be 22 choices. But for our topo-
logical orders, the analysis proceeds just like in the
fermionic case studied above: the only information
in the topological order is the “relative phase” be-
tween the ground states, so in the Z2 flavour case,
there is only the trivial option, and in the ZT2 case,
the 22 absolute choices collapse to 2 possible topo-
logical orders.
Finally, suppose that Spec(ΩA) is a set of size two,
exchanged by the Z2- or Z
T
2 -action. It is not hard
to show in the case of absolute phases that there are
no further choices: there is a unique absolute (1+1)-
dimensional phase with two ground states exchanged
by Z2- or Z
T
2 -symmetry. For topological orders
with ZT2 -symmetry, this result remains true. Then
Spec(ΩA) with its time-reversal symmetry corre-
sponds to “C as a R-algebra,” and the only R-linear
topological order with this ring of zero-dimensional
operators is the category of R-linear C-C bimod-
ules. But for the Z2 flavour symmetry, there are
two choices, parameterized by H3(Z2;C
×) ∼= Z2. To
construct them, recall that a class α ∈ H3(Z2;C×)
determines a fusion category VecαC[Z2] with Z2 fu-
sion rules. (The nontrivial class provides the fu-
sion category for the semion. The two fusion cat-
egories are equal as linear categories.) Let 1 and
X denote the simple objects in VecαC[Z2]. Then
Y 7→ X⊗Y does not define a Z2-action onVecαC[Z2]
when α 6= 0. But it does determine a Z2-action
f(−) 7→ X ⊗ f(X ⊗ (−)) on the category of endo-
mofunctors of VecαC[Z2], and the two choices for α
provide different actions. This is an analogue of the
following fact about twisted group algebras. Given a
finite group G and a class α ∈ H2(G;C×), construct
the twisted group algebra Cα[G]; then G does not
act by multiplication on Cα[G], but does acts on the
matrix algebra Mat(Cα[G]).
To summarize these examples, and to state the
complete classification, it is best to switch to coho-
mological language. A (extraordinary) cohomology
theory h• assigns abelian groups h•(X) to topolog-
ical spaces X . If G is a finite group, then we can
consider also an equivariant cohomology theory h•G
defined on the category of G-spaces, i.e. topological
spaces with a G-action. (Constructing equivariant
extensions of a extraordinary cohomology theory h•
is typically a difficult thing, but when the spectrum
representing h• is coconnective, then we may use
Borel equivariant cohomology h•G(X) = h
•(X G),
whereX is aG-space andXG = X×GEG for some
contractible space EG with a free G-action. One
reason Borel-equivariant cohomology is safe is be-
cause the requisite spectral sequences has very good
convergence in the coconnective case.) For exam-
ple, absolute bosonic (1+1)-dimensional phases en-
riched by G-symmetry are classified by equivariant
ordinary cohomology H2G(Spec(ΩA);C×). Absolute
fermionic (1+1)-dimensional phases are classified by
equivariant supercohomology SH2G(Spec(ΩA)).
There is a unique map π : X → pt for each
space X , and if X is a G-space, then this map is
G-equivariant. This determines maps
π∗ : h•(pt)→ h•(X), π∗ : h•G(pt)→ h•G(X).
The first of these is always an injection (if X is
nonempty), and reduced h-cohomology is by defini-
tion the quotient
h˜•(X) =
h•(X)
h•(pt)
.
Indeed, any choice of basepoint x ∈ X determines a
splitting h•(X) ∼= h˜•(X)⊕h•(pt). But for G-spaces,
π∗ may not be an injection. (It is an injection of
there is a G-equivariant map pt→ X , i.e. if X con-
tains any G-fixed points, as then h•G(X) contains
h•G(pt) as a direct summand.) Because of this, one
should not take the ordinary quotient above in or-
der to define “reduced equivariant cohomology,” but
rather one must take a “homotopy quotient”:
Definition V.1. Let h•G be an equivariant coho-
mology theory. If X is a G-space, then the group
h˜•G(X) of reduced equivariant cohomology classes
on X consist of pairs (α, β) where α ∈ h•+1G (pt)
and β is trivialization of π∗α ∈ h•+1G (X). I.e. in
a cochain model, α is a degree-(•+1) cocycle, β is a
degree-• cochain which is not a cocycle but rather
solves dβ = π∗α, and (α, β) is cohomologous to
(α+ da, β + π∗a+ db).
In the nonequivariant case, this definition recovers
the “quotient” definition above: π∗ is an injection, so
for any class (α, β) ∈ h˜•(X), the class α is already
trivializable in h•+1(pt); but the ambiguity in the
choice of trivialization α = da means that a cocycle
β ∈ h•(X) is considered cohomologous to β + π∗a
for any cocycle a ∈ h•(pt). But in general, rather
than being a mere quotient, reduced equivariant co-
homology participates in a long exact sequence, with
connecting map (α, β) 7→ α:
· · · → h•G(pt) pi
∗
→ h•G(X)→ h˜•G(X)→ h•+1G (pt)
pi∗→ · · ·
For example, when X = G carries the free G-action
(by multiplication), then the equivariant ordinary
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cohomology groups H2G(X ;C
×) and H3G(X ;C
×) van-
ish, regardless of how G acts on the coefficients
C×. Therefore the connecting map H˜2G(X ;C
×) →
H3G(pt;C
×) is an isomorphism. When G = ZT2 act-
ing C-antilinearly on C×, the group H3G(pt;C
×) is
trivial, but when G = Z2, H
3
G(pt;C
×) = Z2.
Theorem 6. Bosonic (1+1)-dimensional topolog-
ical orders A with G-symmetry are classified by
a G-action on the set Spec(ΩA) together with a
class in reduced equivariant ordinary cohomology
H˜2G(Spec(ΩA);C×). Fermionic (1+1)-dimensional
topological orders A with G-symmetry are classi-
fied by a G-action on the set Spec(ΩA) together
with a class in reduced equivariant supercohomology
S˜H2G(Spec(ΩA)).
Proof. The equivalence in Theorem 3 between topo-
logical orders and anomalous TQFTs is universal,
and holds in the presence of any symmetry. In
particular, a G-action on the topological order A
is the same as a G-action on the invertible object
in Mor1(KarCatC) (or Mor1(KarSCatC) in the
fermionic case) represented by A, together with an
extension of that action to “A as an A-module.”
The analysis at the start of this subsection implies
that A is equivalent inMor1(KarCatC) to the triv-
ial object VecC (or SVecC in the fermionic case).
The automorphism 3-group of the trivial object
VecC ∈ Mor1(KarCatC) is the group KarCat×C
of invertible objects in KarCatC, which is just C
×
in degree 2; in the fermionic case, it is the clas-
sifying space of supercohomology (compare §5.5 of
[GJF19b]). Thus actions of G on this object are
classified by α ∈ H3G(pt;C×) in the bosonic case and
by α ∈ SH3G(pt) in the fermionic case.
The analysis at the start of this subsection fur-
thermore says that, after applying the Morita triv-
ialization of A, the A-module A becomes equiv-
alent to
⊕
Spec(ΩA)VecC in the bosonic case. In
the fermionic case, it becomes equivalent to a sum
indexed by Spec(ΩA) of copies of SVecC and of
Mod(Cliff(1)). G-actions on this category compati-
ble with the chosen G-action on the indexing set ΩA
with the chosen G-action α on the trivial object are
classified by trivializations β of π∗α.
Note that, in the proof of Theorem 6, the con-
necting map h˜2G(Spec(ΩA)) → h3G(pt) takes a G-
symmetry enhanced topological order A to the G-
SPT which describes the “anomaly” of the anoma-
lous TQFT. In other words, this connecting map as-
signs to the topological order its ’t Hooft anomaly.
For any space X with finite homotopy, a cohomol-
ogy class β ∈ H2(X ;C×) (respectively SH2(X)) is
precisely the data needed in order to define a (1+1)-
dimensional bosonic (respectively fermionic) topo-
logical sigma model with target X [ZLW19], via a
Dijkgraaf–Witten type construction. This construc-
tion always produces absolute TQFTs. The topolog-
ical order constructed from a reduced cohomology
class can be thought of, by analogy, as an anoma-
lous topological sigma model. Thus Theorem 6 can
be summarized as: Each (1+1)-dimensional topolog-
ical order A is, canonically, an anomalous topologi-
cal sigma model with target Spec(ΩA). In the pres-
ence of G flavour symmetry, Spec(ΩA) is thought of
as a G-set, and anomalous topological sigma models
are classified by reduced G-equivariant cohomology.
In the presence of a time-reversing ZT2 , Galois de-
scent says that Spec(ΩA)G is best thought of not
as a Z2-set, but rather as the scheme Spec(ΩAR),
and anomalous sigma models are classified by re-
duced Galois cohomology.
V.C. (2+1)-dimensional topological orders
Corollary IV.2 implies that (2+1)-dimensional
topological orders with nondegenerate local ground
states are classified by braided fusion (1-)categories
with trivial braided centre. This essentially recovers
the classification in [Wen15], which proposes that
(2+1)-dimensional topological orders are classified
by modular tensor categories. A modular tensor
category is a braided fusion category with trivial
centre which is equipped with a “ribbon structure,”
the axioms of which we will not review. The rib-
bon structure allows the corresponding (anomalous)
(2+1)-dimensional TQFT to be placed on any ori-
ented manifold: the TQFT is isotropic, and does
not require a spin structure or framing in order
to be defined. It seems true that every unitary
(2+1)-dimensional topological order does enjoy such
isotropy (after Wick-rotating to Euclidean signa-
ture). But microscopic models of topological orders
are usually defined on lattices, and are essentially
never isotropic: any isotropy of the topological or-
der only emerges in the low energy, and how it does
so is both mathematically and physically mysterious.
As such, the isotropy, i.e. the presence of a ribbon
structure, should be a theorem, and should not be
part of the definition.
When there are multiple local ground states, our
analysis follows (the beginning of) §V.B. Choose any
local ground state s ∈ Spec(Ω2A). This choice corre-
sponds to a simple sub-object of the identity line op-
erator 1 ∈ ΩA. This object may be condensed, and
the resulting system will have a unique local ground
state, and so will be described by a braided fusion
category Bs with trivial centre. For any pair s′, s′′ ∈
Spec(Ω2A), the 2-category of surface operators (and
interfaces thereof) from s′ to s′′ determines a Morita
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equivalence ΣBs′ ≃ ΣBs′′ in Mor1(2KarCatC),
or equivalently a Morita equivalence (up to Morita
equivalence thereof) Bs′ ≃ Bs′′ inMor2(KarCatC).
Thus arbitrary (2+1)-dimensional topological orders
are classifiable provided we can classify braided fu-
sion categories with trivial centre, and their Morita
equivalences.
The actual classification of braided fusion cat-
egories with trivial centre is almost surely wild,
but the classification up to Morita equivalence is
reasonably well understood. Following [DMNO13],
we will write W for the group of Morita equiva-
lence classes of braided fusion categories with triv-
ial centre, and refer to it as the bosonic Witt
group. If we were to work instead with supercate-
gories, we would have the fermionic Witt group sW
studied (under the name “slightly degenerate Witt
group”) in [DNO13]. The name comes from the
fact that any anisotropic metric abelian group de-
termines a (2+1)-dimensional topological phase (in-
deed, an abelian Chern–Simons theory), and in this
way W contains as a subgroup the “classical Witt
group” of aniostropic metric abelian groups (§5.3 of
[DMNO13]). The main result of [DNO13] is a rather
complete description of sW , which is slightly easier
to analyze than is W itself. The map W → sW
that forgets the “bosonicness” of a bosonic topolog-
ical order is considered in §5.3 of [DNO13], where
it is shown to have kernel Z16. The cokernel is not
known.
Remark V.2. Because we will use it in §V.D,
let us observe that {trivial-centre braided fusion
supercategories up to Morita equivalence} is not
best thought of as a set, but rather as 4-groupoid:
the 1-morphisms are the super Morita equiva-
lences themselves, the 2-morphisms are the equiv-
alences of equivalences, etc. This 4-groupoid is
symmetric monoidal, and so defines a spectrum.
We will write sW for this spectrum, indexed so
that the 4-morphisms contribute homotopy in de-
gree 0. The homotopy groups of this spectrum
are then concentrated in degrees π−4, . . . , π0, and
π−nsW = {equivalence classes of invertible (n−1)-
supercategories} = {Morita equivalence classes of
(n−1)-dimensional fermionic topological orders}.
Summarizing the results above, we have:
π−4sW = sW , π−3sW = 0, π−2sW = Z2,
π−1sW = Z2, π0sW = C×.
This spectrum sW is an extension to degree −4 of
the spectrum SH of supercohomology, whose homo-
topy groups were π−2 = π−1 = Z2 and π0 = C×.
There is similarly a 4-groupoid built from bosonic
topological orders, corresponding to a spectrum W .
Its homotopy groups are
π−3W =W , π−3 = π−2 = π−1 = 0, π0 = C×.
The relation between these two spectra is the fol-
lowing. sW carries a natural action by the “1-form
group” BZ2. Indeed, BZ2 acts on the symmetric
monoidal category SVecC (c.f. [JF17]), and so on
the collection of all n-supercategories. (The only
data in the action of BZ2 on SVecC is the action
of the nontrivial 1-morphism in BZ2, which acts by
the symmetric monoidal natural transformation of
the identity functor “(−1)f” that to a supervector
space Cp|q assigns the automorphism given by the
(p+ q)× (p+ q) block matrix (+1 −1 ).)
The homotopy fixed points of this BZ2-action
on the 4-groupoid of fermionic topological orders is
the 4-groupoid of bosonic topological orders. Just
as twisted-equivariant ordinary cohomology calcu-
lates the fixed points of a module, so too homo-
topy fixed points of actions on spectra are calcu-
lated by twisted-equivariant extraordinary cohomol-
ogy. Specifically, for n ∈ {−4, . . . , 0},
π−nW = HnBZ2 (pt; sW).
The right-hand side may be calculated by using an
Atiyah–Hirzebruch spectral sequence. (The spectral
sequence converges because sW has bounded homo-
topy.)
Ep,q2 = H
p
BZ2
(pt;π−qsW)⇒ Hp+qBZ2(pt; sW)
It is a standard fact that H•BZ2(pt;Z2) is freely
generated over the Steenrod algebra by a genera-
tor “t” in degree 2; as a polynomial algebra, it is
Z2[t, Sq
1 t, Sq2 Sq1 t, . . . ]. The C× cohomology can
be computed from this, and so in low degree the E2
page of the spectral sequence reads:
C× 0 Z2 0 Z4 Z2 · · ·
Z2 0 Z2 Z2 Z2 Z
2
2 · · ·
Z2 0 Z2 Z2 Z2 Z
2
2 · · ·
0 0 0 0 0 0 · · ·
sW 0 sW [2] · · ·
0 1 2 3 4 5 p
0
1
2
3
4
q
If there were no twisting, then the d2 differentials
would be
dp,22 = Sq
2 : HpBZ2 (pt;Z2)→ H
p+2
BZ2
(pt;Z2),
dp,12 = (−1)Sq
2
: HpBZ2(pt;Z2)→ H
p+2
BZ2
(pt;C×).
Instead, the twisted differentials are
d˜p,22 = Sq
2+t,
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d˜p,12 = (−1)Sq
2 +t.
The nonzero differentials are:
C
× 0 Z2 0 Z4 Z2 · · ·
Z2 0 Z2 Z2 Z2 Z
2
2 · · ·
Z2 0 Z2 Z2 Z2 Z
2
2 · · ·
0 0 0 0 0 0 · · ·
sW 0 sW [2] · · ·
0 1 2 3 4 5 p
0
1
2
3
4
q
and so on the E3 page we see:
C× 0 0 0 Z4 Z2 · · ·
0 0 0 Z2 0 · · ·
0 0 Z2 0 0 · · ·
0 0 0 0 0 · · ·
sW 0 · · ·
0 1 2 3 4 5 p
0
1
2
3
4
q
Whatever is on the E∞ page in total degree 4 will
compile (via an extension) into the bosonic Witt
group W . Thus, in order for the kernel of W → sW
to be a Z16, the Z2s in bidegrees (3, 1) and (2, 2)
must survive to E∞. The only question in this
range of degrees is whether d˜5 : sW → Z2 vanishes
or not. If this d˜5 does vanish, then W → sW is
surjective, and the twisted equivariant cohomology
H5BZ2 (pt; sW) is a Z2. If this d˜5 is nonzero, thenW → sW has cokernel of order 2 (since its image is
ker d˜5), and H
5
BZ2(pt; sW) vanishes.
The following final remark about the differential
d˜5 is due to D. Nykshych. Each element in in sW
is represented by a braided fusion category C which
is “slightly degenerate” in the sense that its braided
centre is SVecC. It is conjectured, but not known,
that every slightly degenerate braided fusion cate-
gory C has a “minimal modular extension” C ⊂ C′,
with C′ a (bosonic) braided fusion category with
trivial centre, and with C′ having twice the total
dimension of C. It is not too hard to show that
Morita-equivalence if C has a minimal modular ex-
tension, then its Morita-equivalents do too, so that
existence of C′ is a question about the class of C in
sW . Moreover, it is not too hard to show that the
only possible obstruction to the existences of a min-
imal modular extension lives in H5BZ2(pt;C
×) ∼= Z2.
Finally, it is not too hard to show that W → sW
is surjective if and only if every slightly degenerate
braided fusion category admits a minimal modular
extension. All together, we find that the differential
d˜5 : sW → H5BZ2 (pt;C×) = Z2 records the obstruc-
tion to minimal modular extensions: it sends a class
[C] ∈ sW to 0 ∈ Z2 if a minimal modular extension
C′ ⊃ C exists, and to 1 ∈ Z2 if a minimal modular
extension C′ does not exist. Thus the “minimal mod-
ular extension conjecture” (asserting that C′ always
exists) is equivalent to the conjecture that d˜5 = 0,
or that H5BZ2(pt; sW) = Z2. ♦
V.D. (3+1)-dimensional topological orders
A classification of (3+1)-dimensional topological
orders was announced in [LKW18, LW19, ZLW19].
We will confirm that classification in this section,
modulo a few small corrections and improvements.
Our strategy will be to repeat the analysis from
§V.B of (1+1)-dimensional topological orders, where
we used the fact that ΩA, being a separable commu-
tative C-algebra, was canonically determined (as the
algebra of functions) by its spectrum Spec(ΩA) =
hom(ΩA,C), the set of homomorphisms of commu-
tative C-algebras. In the presence of a G-flavour
symmetry, this spectrum was a G-set, and we used
G-equivariant reduced cohomology to classify A. In
the presence of a ZT2 time-reversal symmetry, we
could continue to think of Spec(ΩA) as a ZT2 -set, but
we could also think of it as a real scheme Spec(ΩAR),
where ΩAR ⊂ ΩA is the R-subalgebra fixed by the
Z
T
2 symmetry; thinking in the latter way, the twisted
equivariant cohomology became Galois cohomology.
It A is instead a (3+1)-dimensional topologica
lorder, we will work with Ω2A in place of ΩA. This is
a symmetric multifusion category, which is a natural
categorification of “separable commutative algebra.”
There is a theory of spectra of such categories, which
is essentially a special case of P. Deligne’s work on
Tannakian reconstruction [DM82, Del90, Del02]; the
interpretation in terms of “categorical Galois exten-
sions” is due to [JF17]. Summarizing a number of
results, the statement of Tannakian reconstruction
in the multifusion category case is:
Theorem 7. A symmetric multifusion supercat-
egory C is canonically determined (as the cate-
gory of representations) by its spectrum Spec(C) =
hom(C,SVecC), the finite groupoid of functors
of symmetric monoidal supercategories. The set
π0 Spec(C) of isomorphism classes of objects in this
groupoid is Spec(ΩC).
If C is bosonic, then Spec(C) is equipped
with an action of the categorified Galois group
Gal(SVecC/VecC) = BZ2, and C is recovered
canonically from Spec(C) with this action.
The group BZ2 is a group object in groupoids, not
in sets, i.e. it is a 2-group. It has only one object,
and so a physicist might also call it a “group of 1-
form symmetries.” The “Galois” action of BZ2 on
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Spec(C) should be understood as descent data, mak-
ing Spec(C) into a categorified scheme over VecC.
The fact that Spec(C) is merely a groupoid in the
super case, but requires descent data in the bosonic
case, is interpreted in [JF17] to mean that SVecC,
and not VecC, is “algebraically closed.”
Remark V.3. In positive characteristic, not
all multifusion categories are separable (see Re-
mark II.8). With the word “separable” added ev-
erywhere to the phrase “symmetric multifusion cat-
egory,” Theorem 7 remains true in positive charac-
teristic, and is due to [Ost15], and so a version of
Theorem 8 below applies in all characteristics. The-
orem 7 fails for inseparable fusion categories: coun-
terexamples, and a conjectured correction, are given
in [Ost15]. ♦
Returning to our goal of classifying topologi-
cal orders, suppose that A is a (3+1)-dimensional
fermionic topological order. (We will handle the
fermionic case first, because Theorem 7 is simpler
in that case.) Then Ω2A is a symmetric multifu-
sion supercategory, and so the category of represen-
tations Spec(Ω2A) → SVecC for some canonically-
defined finite groupoid Spec(Ω2A). Choose any
point s : pt → Spec(Ω2A). In the Tannakian lan-
guage, s is a choice of fibre functor Ω2A → SVecC.
(Let us emphasize that a choice of s is more than
just a choice of its isomorphism class. Suppose for
instance that A is fusion. Then all fibre functors
s are isomorphic, but not canonically so: the am-
biguity in choosing the isomorphism is precisely the
group that Tannakian duality reconstructs in the fu-
sion case.)
Using s, one may construct in A a condensable
algebra, just as in the (1+1)-dimensional case. In-
deed, one step in the proof of Theorem 7 is to con-
vert s into an algebra object ∆s ∈ Ω2A (compare
also Corollary 7.10.5 of [EGNO15] or Theorem 1
of [Ost03] identifying module categories with cat-
egories of modules). This algebra object is in fact
commutative, and so Σ∆s ∈ ΩA is a braided alge-
bra object, and Σ2∆s ∈ A is an associative algebra
object. The condensation of this algebra is a new
(3+1)-dimensional topological order separated from
A by an interface, and so Morita-equivalent to A (as
shown in the proof of Theorem 3). The new topo-
logical order has as its category of lines the category
of ∆s-modules, which is precisely SVecC. Thus the
new topological order is trivial.
It follows that A = End(Ms) for a 3-
supercategory Ms produced from the condensation
procedure. As in the (1+1)-dimensional case, this 3-
category can be described explicitly. It is “graded”
by Spec(Ω2A) in the following sense. Given any
s′ ∈ Spec(Ω2A), one can write down a 3-category
Ms,s′ of interfaces between the s and s′ local ground
states. This 3-category depends functorially in s′,
i.e. it is a bundle of 3-categories over Spec(Ω2A).
The categoryMs is the “direct sum” of this bundle,
defined as either a limit or colimit (the two being
canonically equivalent; compare [HL14]):
Ms =
⊕
s′∈Spec(Ω2A)
Ms,s′ .
Then comparing the decompositions
End(Ms) =
⊕
s′,s′′∈Spec(Ω2A)
hom(Ms,s′ ,Ms,s′′),
A =
⊕
s′,s′′∈Spec(Ω2A)
Ms′,s′′ ,
we learn that each Ms,s′ is an invertible 3-
supercategory.
Invertible 3-supercategories, up to equivalence,
are precisely the Morita equivalence classes (i.e.
the gravitational anomalies) of (2+1)-dimensional
fermionic topological orders. In §V.C we saw that
every such Morita equivalence class is represented
by a braided fusion supercategory: as a set they
form the fermionic Witt group sW , and as a higher
groupoid they form the spectrum sW studied in Re-
mark V.2. The upshot is that the assignment s′ 7→
Ms,s′ determines a class in H4(Spec(Ω2A); sW).
This class depended on the choice of basepoint s,
and so:
Theorem 8. A fermionic (3+1)-dimensional topo-
logical order A is classified by a finite groupoid
Spec(Ω2A) together with a reduced extraordinary co-
homology class in H˜4(Spec(Ω2A); sW).
Theorem 8 can be summarized by saying that
(3+1)-dimensional topological orders are, canoni-
cally, anomalous sigma models with target finite
groupoids. The sigma model built from a finite
groupoid X and a reduced extraordinary cohomol-
ogy class in H˜4(X ; sW) is “anomalous” in the sense
that it depends only on a reduced cohomology class.
In particular, if the target space X is equipped with
a G-symmetry, then G-equivariant anomalous sigma
models are classified by reduced extraordinary G-
equivariant cohomology H˜4G(X ; sW), and any class
therein determines a (typically nonzero) ’t Hooft
anomaly living in the equivariant extraordinary co-
homology H5G(pt; sW).
An important special case is:
Corollary V.4. Fermionic (3+1)-dimensional
topological order with nondenegerate local ground
states are, canonically, gauge theories for finite
groups. The gauge group is π1 Spec(Ω
2A), and
the fermionic Dijkgraaf–Witten action is a class in
SH4(BG).
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Proof. The topological order has a nondegenerate
local ground state exactly when Spec(Ω2A) is con-
nected, in which case it is the classifying groupoid
of its fundamental group. In the connected case,
H˜4(Spec(Ω2A); sW) = SH4(Spec(Ω2A)) because of
the quotient by H4(pt; sW) = sW .
Theorem 8 is true also in the presence of sym-
metry, just as in the (1+1)-dimensional case stud-
ied in Theorem 6: (3+1)-dimensional topological
orders with G-symmetry are classified by reduced
G-equivariant cohomology with coefficients in sW .
Of particular importance is when the symmetry
group is BZ2, acting nontrivially on the coefficients
sW as (−1)f . A categorified version of Galois de-
scent says that fermionic topological orders with this
BZ2 = (−1)f action are precisely bosonic topologi-
cal orders. (This “categorified Galois descent” per-
spective is due to [JF17].) Thus we find:
Corollary V.5. A bosonic (3+1)-dimensional topo-
logical order A is classified by a finite groupoid
Spec(Ω2A) together with an action of BZ2 on
Spec(Ω2A) and a class in reduced twisted equivariant
extraordinary cohomology H˜4BZ2(Spec(Ω
2A); sW).
If there is a nondegenerate local ground state, so
that Spec(Ω2A) = BG for a finite group G, then the
classification restricts to a class in twisted equivari-
ant supercohomology SH4BZ2(BG), just as in Corol-
lary V.4. It is worth unpacking this a bit. An ac-
tion of the 1-form group BZ2 on BG is equivalent
to the choice of a central order-2 element ǫ ∈ G.
The pair (G, ǫ) is sometimes called a “finite super-
group,” and shows up in the Tannakian description
of bosonic symmetric fusion categories. In particu-
lar, as a bosonic symmetric fusion category, Ω2A is
precisely the category of super G-modules in which
ǫ acts by (−1)f .
When ǫ is the identity in G, so that the action of
BZ2 on BG is trivial, then the twisted equivariant
supercohomology SH4BZ2 (BG) reduces to the ordi-
nary cohomology H4(BG;C×), and we recover the
classification of [LKW18]. Otherwise, the bosonic
topological order has “emergent fermions,” and we
recover the classification from [LW19].
Remark V.6. One can try to extend this style
of analysis to higher dimensions. For example, if
A is a (5+1)-dimensional topological order, then
Ω3A is a symmetric multifusion 2-category. In un-
published work, M. Hopkins and the author have
established the 2-categorification of Theorem 7: a
symmetric multifusion 2-supercategory C is deter-
mined by its spectrum Spec(C) = hom(C,ΣSVecC),
which is a finite 2-groupoid. This implies that
(5+1)-dimensional topological orders are “anoma-
lous sigma models” with target a finite 2-groupoid,
but with a complicated cohomology theory classify-
ing the sigma model action: whereas in Theorem 8
we needed the spectrum sW of Morita equivalence
classes of topological orders of dimension ≤ (2+1),
for the (5+1)-dimensional case we would need to un-
derstand invertible fermionic topological orders of
dimension ≤ (4+1).
This is not hopeless. Using the methods above,
one can reduce to the case of classifying, up to
Morita equivalence, (4+1)-dimensional topological
orders with neither point nor line operators, which
is to say Morita-invertible 3-monoidal 2-categories.
It is conceivable that a Morita-invertible 3-monoidal
2-category is necessarily “abelian” in the sense that
its simple objects form an abelian group X . If X
has odd order, then the nondegenerate 3-monoidal
structure is precisely a symplectic form on X , and
a choice of Lagrangian subgroup L ⊂ X provides a
Morita-trivialization of the corresponding topolog-
ical order. Thus one can hope that the Morita-
equivalence classes of (4+1)-dimensional topologi-
cal orders will be form some group of order a small
power of 2.
In (7+1)-dimensions, one would need a 3-
categorification of Theorem 7. There are coun-
terexamples to the most obvious 3-categorification,
which would try to recover a symmetric multifu-
sion 3-supercategory from its 3-groupoid of maps
to Σ2SVecC. These counterexamples are analogues
of the fact that a symmetric multifusion 1-category
is not recoverable from its 1-groupoid of maps to
VecC = ΣC, but rather one needs to extend to
SVecC. The correct 3-categorification of Theorem 7
remains unclear. ♦
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