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Resume: 
L'informatique entretient des rapports compiexes avec le langage naturei, car celui-ci convient 
le mieux a 1'utilisateur dans sa communication avec l'ordinateur. 
Cest dans cet esprit que l'on s'est fixe comme objectif la conception et 1'implementation d'un 
prototype de Traduction Assistee par Ordinateur (TAO) du frangais vers 1'arabe, applique a un 
corpus restreint, 
L'objectif dans la realisation du prototype est, pour une phrase donnee en frangais, de faire son 
analvse syntaxique, son transfert structural frangais-arabe afin de produire en generation 
1'equivalent de la phrase en arabe. 
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Abstract: 
Computer science maintains complex relationships with Natural Language because this one is 
the most suited for communication between a user and a computer svstem. 
It is in this spirit that we have fixed as objective , the design and implementation of a French-
Arabic Computer Aided Translation (CAT) prototype applied to a restricted corpus. 
The aim of the realization of such prototype, for a given sentence in French, is to make its 
svntactic analysis and its French-Arabic structural transfer in order to generate the equivalent 
in Arabic sentence. 
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Introduction 
INTRODUCTION 
Depuis le lancement de la recherche vers les systemes de Traduction Automatique (TA), 
des periodes de grand enthousiasme et des periodes de profonde desillusion se sont succedees 
vis-a-vis de la TA . 
Le rapport « Automated Language Processing Advisory Commitee » (ALPAC) se presentait 
comme un compte rendu d'echec des travaux anterieurs en TA et qui devait ralentir 
considerablement les recherches dans ce domaine. 
Ceci n'a pas empeche des societes japonaises ou europeennes, des universites anglaises ou 
americaines... de continuer a promouvoir les recherches pour elaborer de nouveaux systemes 
de TA ou de Traduction Assistee par Ordinateur (TAO). 
Les causes de l'echec des premiers systemes de TA sont multiples. On en retiendra 
essentiellement deux : 
1°) La predominance: des informaticiens et/ou des linguistes dans les equipes de TA et la 
quasi-absence de 1'expert du domaine (qui peut etre un traducteur praticien). II en 
resulte que la T.A a ete reduite a une simple confrontation entre langues et que 
Pequation a ete faite trop rapidement entre automatisation et informatisation. 
2°) La pression economique: privilegier les resultats rapides et au moindre cout, la TA se 
voyait ainsi reduite au role de la traduction utilitaire. 
Parallelement aux systemes de TA se sont developpes des systemes de TAO . Ceux-ci ont 
Pavantage d'etre plus legers, moins onereux mais plus efficaces. 
Ils presentent Pinconvenient de contraindre le traducteur a « dialoguer» avec la machine 
pendant tout le long de la traduction. 
Par cette technique, on vise a reduire le nombre et la complexite des erreurs produites par le 
systeme 
Un grand nombre de travaux theoriques appliques dans le domaine de la TA ou la TAO ont 
vu le jour a travers plusieurs periodes, caracterises par des architectures de systemes 
differentes. Ainsi, la vocation des projets de recherche en ingenierie linguistique & 
informatique est de perfectionner les modeles de dialogue homme-machine, les technologies et 
les methodes de Traitement Automatique du Langage Naturel (TALN). 
L'informatique peut etre accablee de bien des defauts, mais 1'une de ses principales vertus 
est d'etre souvent plus performantes que les humains, lorsqu'un mecanisme peut etre decrit par 
une algorithmique precise qui rend possible Pautomatisation . 
Cependant, malgre la diversite des approches et des theories appliquees a la TA ou la TAO, 
aucun systeme de traduction ne peut etre qualifie de definitivement operationnel. Si certains 
semblent etre satisfaisants pour des langues a haut degre de ressemblance comme les langues 
europeennes, la traduction de langues appartenant a des familles differentes reste cependant un 
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terrain cTetude et de recherche pour adapter les diverses algorithmes d'analyse ou de 
generation d'une langue a une autre (cas de la langue arabe). 
Par ailleurs, la representation du Langage Naturel (LN) ou de sous-ensemble de LN aux 
niveaux morpho-lexical. syntaxique et semantique constitue un probleme fondamentai dans la 
conception des systemes de TA ou TAO. 
En effet, le choix de formalismes adequats pour la representation des langages en vue de leur 
traitement automatique est 1'une des difficultes dans le domaine du TALN. 
Notre objectif dans ce memoire de D.E.A est de contribuer au traitement des aspects de la 
representation des formalismes du LN - cas de sous-ensemble - en vue de la traduction . 
Aussi, le present travail s'inscrit dans le prolongement des recherches effectuees a Lyonl, 
Lvon2 et 1'ENSSIB sur le traitement automatique de la langue arabe ( particulierement les 
travaux sur la morphologie de 1'arabe, la these de Doctorat en informatique de M. Hassoun 
1987 et la these de Doctorat en linguistique de J Dichy , 1990). 
II prolonge par ailleurs la recherche donnant lieu a la conception d'un prototvpe de TAO du 
f r a n g a i s  v e r s  1 ' a r a b e  -  a p p l i c a t i o n  a  u n  s o u s - e n s e m b l e  d u  L N  - .  
11 s'agit de mettre au point un prototype de TAO (frangais-arabe) exploitant des travaux qui 
sont realises dans le projet SYDO (SYstemes DOcumentaires, cree en 1975 et rassemble le 
CR.LS-I.von2, le LID-Lyonl et l'ENSSIB) sur la langue frangaise et particulierement sur la 
langue arabe au sein du programme SAMIA (Synthese et Analyse Morphologiques 
Informatisees de 1'Arabe). 
Le programme SAMIA se caracterise par 1'elaboration de modeles de simulation informatique 
de certains aspects de 1'activite langagiere : 
•=> Base de Donnees lexicales (relative aux bases nominales et bases verbales), 
^ Conjugueur des verbes arabes. 
etc, 
Ces aspects sont analyses et representes dans des rnodeles linguistiques operant en synthese 
et/ou en analyse. 
Nous presentons dans ce memoire, la description de prototype de TAO du frangais vers 1'arabe 
par application a un corpus qui concerne des recommandations sur un carnet de cheques 
bancaires. Le principe de la conception est base sur un modele a transfert de structures dit 
aussi de deuxieme generation. 
Nous presentons, dans ce travail par chapitre, les aspects suivants: 
Premier chapitre: les domaines de connaissances de la TA. 
Deuxieme chapitre: un etat de l'art de la TA ou la TAO, en classant les systemes par 
generation et en specifiant leurs caracteristiques. 
Troisieme chamtre: la description de quelques systemes de TA et TAO commercialises 
ou realises. 
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Quatrieme chavitre: les principes de base et la description glabale d*un modele pour 
un systeme de TA frangais-arabe. 
Cinguieme chamtre: la presentation des aspects et difficultes de traitement 
informatique de 1'arabe en comparaison avec le frangais. 
Sixieme chamtre: la description de notre conception pour notre prototype de TA du 
frangais vers 1'arabe - appliquee a un corpus / sous ensemble du LN -. 
Septieme chamtre: la realisation informatique de notre prototype de TAO du fran^ais 
vers 1'arabe. La presentation des principaux algorithmes de traitement sous forme de 
regles Prolog et 1'edition de quelques resultats du prototype . 
Les principales motivations qui ont guide le present travail sont: 
& le besoin en modeles de representations du langage ecrit, 
=> le besoin en systemes de TA ou de TAO de la langue arabe, 
^ le besoin en TA ou TAO de documents particulierement techniques et scientifiques. 
Notre contribution dans le present travail par rapport aux recherches effectuees a Lyonl, 
Lyon2 et 1'ENSSIB sur le traitement automatique de Parabe, se caracterise par une orientation 
vers le domaine de la TAO pour mettre en relation les differents travaux deja realises sur 
1'informatisation de la langue arabe. 
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Partie 1 : 
TOUB D*HORlZON 
Chapitre 1: 
• • iii 
Partie J : Tour d'horizon 
I. La Traduction Automatigue: 
1.1, Introduction: 
La tache d'un systeme de traduction automatique peut etre definie simplement comme suit: 
L'ordinateur doit etre capable, a partir d'un texte d'une Langue Source (LS) de produire son 
equivalent dans une Langue Cible (LC) [NIRENBURG 87b]. 
La qualite du texte produit en generation LC est irreprochable et similaire au travail d'un 
traducteur professionnel [ARNOLD 87]. 
Les efforts pour la conception et la realisation des systemes de TA peuvent etre resumes par 
des solutions aux problemes poses par le texte en LS ou en LC ( ie. les diverses facettes de 
comprehension). 
Un certain nombre de questions importantes peuvent etre envisagees sur ce point de vue : 
1- Quelle est la signification du texte ? 
2- A-t-il certaines composantes structurelles ? 
3- Quel est le representant de la comprehension d'un texte ? 
4- Quel est 1'ensemble des extractions de significations d'un texte? 
5- Est-il absolument necessaire d'extraire la signification (tous les termes signifiants 
ou de comprehension) dans un but de traduire ? 
La question 1- souleve un probleme de base en linguistique et en philosophie du langage. 
Notre tache est devouee a la theorie et la methodologie dans le champ de la linguistique et 
de l'Intelligence Artificielle (IA). 
La question 2- concerne les composantes structurelles qui nous interessent sont d'ordre : 
logico-morphologique, lexicale, syntaxique, lexical-semantique et contextuelle ( semantique 
inferentielle et pragmatique). 
La question 3- se rapporte aux problemes de la representation des connaissances , aussi 
bien dans le style et le contexte fait en IA. 
La question 4- conceme les reflets des problemes computationnels, qui sont 1'entreprise de 
la traduction automatique. 
La question 5- implique les reponses negatives qui refletent les souhaits des chercheurs en 
TA et les limites pratiques de 1'etat de l'art en TA ou TAO. 
Ces questions soulevent des problemes difficiles a resoudre et pour le moment aucune 
solution definitive n'a ete trouvee dans le developpement en linguistique computationnelle et 
en IA. 
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1.2. Les connaissances necessaires pour la TA: 
1.2.1. Les dictionnaires: [HASSOUN 8?],[FARWELL 93] 
Les traducteurs humains utilisent les dictionnaires comme source d'information pour les 
langues LS et LC. 
Le type de dictionnaire souvent utilise par 1'homme est le dictionnaire bilingue , qui connecte 
les unites (mots) de la LS et la LC. Un point important a remarquer est que ces dictionnaires 
bilingues sont congus pour 1'usage humain. 
La situation est peu differente quand le dictionnaire est utilise par le programme d'un 
ordinateur. 
On peut illustrer ces types de dictionnaire et les modules d'exploitation, comme suit: on 
suppose que le systeme regoit en entree un texte allemand: 
"Das Buch liegt auf dem Tisch." (1). 
La traduction en anglais de (1) est :"The book is on the table." (2). Le dictionnaire necessaire 
pour la performance de cette traduction est le suivant: 
Allemand Anelais 
auf on 
Buch book 
das the 
dem the 
liegt is 
Tisch table 
Le programme de traduction a fourni une substitution des mots allemands en anglais un par un. 
L'analyseur a ce niveau est lexical ou orthographique, ie: fonde sur 1'aspect des mots ou 
aspect morphologique. 
Peut on utiliser le meme systeme pour passer de Vanglais vers Vallemand ? 
Non, parce que dans ce cas plusieurs relations vont du mot "the" a "das" et "dem". 
Les connaissances inscrites dans ce dictionnaire sont insuffisantes pour resoudre cette 
ambiguite et il faut ajouter d'autres connaissances pour faire le choix adequat. 
1.2.2. Les connaissances svntaxiques : [LYTINEN 87], [SABAH 90a] 
L'un des problemes de 1'analyse automatique que resout la syntaxe est le processus de 
desambiguisation relevant des differentes categories d'un mot. 
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La syntaxe decrit la structure des mots et des connexions associees dans une phrase. 
L'analyseur a ce niveau est grammatieal, fonde sur les regles d'agencement des groupes de 
mots et des mots entre eux. 
Comme par exemple : "The coach lost a set." , sans connaissance de la structure de la phrase 
anglaise , il est impossible de savoir si: 
1- le mot "coach" est un nom ou un verbe , 
2- le mot "lost" est un verbe ou un adjectif, 
3- le mot "set" est un nom ou un verbe ou un adjectif. 
Ainsi les connaissances syntaxiques de la langue anglaise , nous permettent, dans ce cas, 
d'eliminer douze (12) cas d'ambiguites et de faire le choix correct pour la comprehension. 
Pour ce faire , la reconnaissance de la structure syntaxique de la phrase par des regles de 
reecriture permet d'identifier les differents mots, unites ou groupes de la phrase (syntagmes 
nominaux, syntagmes verbaux...). 
Ce type de connaissance est enregistre dans la grammaire anglaise ou dans toute autre 
grammaire de la LS d'un systeme de TA. 
Les regles de reecritures pour notre exemple : 
S -> NP + VP 
NP -> D + N 
VP-> V + NP 
avec: S : (Sentense) phrase, 
NP : (Noun Phrase) Syntagme nominal, 
VP : (Verbal Phrase) Syntagme verbal, 
D : (Determiner) determinant, 
N : (Noun) nom et V: (Verb) verbe. 
Le resultat de Fanalyse est: 
> S[ NP[ D(the),N(coach)],VP[ V(lost),NP[ D(a),N(set)]]]. 
1.2.3. Les connaissances s£mantiques: 
[PITRAT 85],[RICHARD 95], [LYTINEN 87] 
La semantique s'occupe du signifie des mots et des connexions associees dans une phrase. 
L'analyseur est fonde sur des liens de signification entre les mots, comme les anaphores, et 
traite les problemes de polysemies (ie. les mots ayant plusieurs significations). 
L'une des premieres tentatives dans le domaine de 1'analyse semantique est d'utiliser les 
representations des connaissances d'un langage naturel pour un systeme de traduction. 
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Ceci a ete realise a 1'universite de YALE aux USA par les travaux de Shank en 1975: les 
Dependances Conceptuelles (DC) dans un langage de representation des connaissances . 
Les DC sont utilisees pour representer le sens de la phrase; les dictionnaires bilingues utilises 
dans ces systemes prennent en consideration des choix de marques ou de mailles , pour 
representer les connaissances semantiques. 
Ces mailles sont utilisees lors de la phase de generation pour que le systeme connecte la 
signification au mot adequat dans la LC. 
On illustre la representation en DC d'une phrase anglaise : 
phrase: "Mary hit John." 
DC-phrase : (event EV001 
( action PROPEL ) 
( agent Mary ) 
( object John ) 
( instrument *?* unknown ) 
( force * above-average *) 
( intentionality * positive * ) 
)• 
1.2.4. Les connaissances contextuelles: [CARBONELL 87],[SABAH 90b] 
La pragmatique s'occupe de la coherence generale des elements semantiques entre eux. 
L'analyseur est fonde sur le bon sens. 
Exemple: « Alors que Marie parlait, Jean buvait ses paroles. » 
Morphologie: tous les mots sont corrects du point de vue orthographique. 
Syntaxe: les regles de grammaires sont correctement appliquees. 
Semantique: 1'anaphore « ses» se rapporte a Marie, ie: Alors que Marie 
parlait, Jean buvait les paroles de Marie. 
Pragmatique: le verbe «boire» implique un complement d'objet direct 
« liquide » or « les paroles» ne sont pas un «liquide » donc il y a une erreur 
pragmatique ! . 
Par contre, si Fon sait que le contexte est « poetique », alors il s'agit d'une 
metaphore et la phrase est correcte. 
Les connaissances contextuelles permettent d'eliminer des ambiguites provenant de causes tres 
diverses [PITRAT 85] : 
a) L'ambiguite peut venir de la grammaire : 
L'ambiguite peut venir de la grammaire qui n'a pas pu choisir entre deux analyses. On 
illustre ce cas, par 1'exemple suivant: 
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"Je viens d'ecrire un article sur mon bureau." 
Le syntagme prepositionnel "sur mon bureau", peut se rattacher a : 
1- " article " ou 
2- " ecrire 
b) L^ambiguite peut venir du sens des mots : 
Dans la phrase : 'Tachete un terrain a mon voisin.", le verbe "acheter" exprime que le 
sujet regoit la possession du complement direct qui etait au paravant la possession du 
groupe prepositionnel. 
c) La pragmatiaue ne oeut pas tout resoudre: 
Dans la phrase : " Pierre a achete un bijou a ma voisine.", nous avons ici non seulement 
deux evenements peu probables mais aussi des connaissances generales. 
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II. Etat de l'art de la TA ou la TAQ : 
Nous allons decrire 1'etat de l'art de la TA ou de la TAO (Traduction automatique Assistee par 
Ordinateur) en classant les systemes par generation [RADWAN 94],[BOUALEM 93], 
[MELBY 87]. 
II. 1. Premiere generation:r"1950-1962) 
Un systeme de ce type est bilingue et fonctionne grace a plusieurs dictionnaires et a un 
ensemble de programmes. 
II n'est fonde ni sur des theories linguistiques ni sur des theories de compilation des langages 
formels. 
Le processus de traduction consiste essentiellement en : 
1- le remplacement des mots de la LS par ceux de la LC selon les dictionnaires, 
2- quelques arrangements locaux par des programmes ad-hoc, 
L'aspect purement bilingue de ces systemes exige : 
- le recensement des phenomenes linguistiques les plus interessants sur un couple de 
langue, 
- la codification de ces phenomenes sous forme de dictionnaires et de programmes. 
Inconvenients: 
- L'accumulation des phenomenes linguistiques devient si importante, que 1'insertion de 
nouveaux phenomenes dans les programmes, de plus en plus complexes, devient 
pratiquement impossible [CULLINFORD 87]. Le niveau de qualite atteint assez vite 
sa limite. 
- Les programmes linguistiques sont directement ecrits dans les langages de 
programmation de bas niveau . 
II.2. Deuxteme g6n6ration :(1960-1970) 
Une autre approche pour ameliorer la qualite de la TAO , consiste en la division du processus 
de traduction en trois phases logiques : 
1- Analyse, 
2- Transfert, 
3- Generation. 
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Illustration par la fig.II.l 
Stracture PIVOT theorique 
Structure Intermediaire Cible Structure Intermediaire Source, 
GENERATION ANALYSE 
LC LS 
fig.II.l: Modele de deuxieme generation. 
La sortie de la phase analyse est un descripteur structural du texte en LS. 
Ce dernier etant transforme en descripteur structural equivalent en LC par la phase de 
transfert [KABBAJ 91]. 
Ce descripteur cible est alors transforme en texte de LC par la phase de generation. 
Seule la deuxieme phase logique fait intervenir le couple de langues ; plus 1'analyse est 
profonde, plus la distance entre les deux descripteurs structuraux est courte [NAGAO 87]. 
Les systemes de la deuxieme generation permettent la separation des donnees linguistiques (les 
dictionnaires et les grammaires) et les programmes (compilateurs et moteurs des 
transducteurs). 
Cette separation permet d'utiliser le meme outil logiciel pour toutes les langues et la division du 
processus en trois phases est bien adaptee a la traduction multilingues [DORR 93], 
[NIRENBURG 87a]. 
Inconvenients: 
- Dans un systeme de deuxieme generation la semantique n'est exprimee que par des 
traits semantiques qui sont analogues a des traits grammaticaux . 
- Le probleme des ambiguites est souvent difficile a resoudre, la cause est le manque de 
criteres linguistiques ou semantiques pertinents. 
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11.2.1. Evolution de rarchitccture des svstemes de deuxi&me 
ggneration: [ABBOU 95a] 
Uarchitecture des systemes est comme suit: 
11.2.1.1. Le modele a transfert:ftype PIVOT) 
Analyse 
Texte d'Entree 
Analyse 
Morphologique 
Anaiyse 
Syntaxique 
Analyse 
Semantique 
transfert de termes 
transfert svntaxique^ 
transfert semantique 
Texte de Sortie 
Generation 
Morphologique 
Generation 
Syntaxique 
Generation 
Semantique 
Structure Conceptuelle 
Generation 
11.2.1.2. Le mod£le a interlangues:#ypg SHALT2) 
Analyse 
Texte d'Entree 
Analyse 
Morphologique 
Analyse 
Syntaxique 
Analyse 
Semantique 
Analyse 
Contextuelle 
Texte de Sortie 
Generation 
Morphologique 
Generation 
Syntaxique 
Generation 
Sementique 
Generation 
Contextuelle 
INTERLANGUE 
Langue universelle 
jeneration 
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II.3. TroisiSme gfaeration: 
Le principe des systemes de troisieme generation est de viser une comprehension explicite du 
texte source: 
1- Le texte source est analyse et transforme en une representation conceptuelle 
independante de la langue [MCDONALD 87], il s'agit d'une interpretation (au sens 
logique) dans un modele formalise. 
2- Divers mecanismes d'inference utilisant des connaissances extra-linguistiques et celle 
du contexte ont permis d'enrichir la representation conceptuelle [GROSS 95]. 
3- A partir de la structure obtenue, on produit le texte cible. 
Les etudes et les realisations actuelles ne sont que des approches partielles de certains aspects 
du probleme, et cela pour des textes concernants des domaines tres restreints. 
11.3.1. Architeeture d'un svst&me de troisieme g6n£ration: 
extra-linguistique 
inter-linguistique 
intra-linguistique 
TRANSFERT 
SYNTHESE EN LANGUE 
CIBLE 
BASE DE CONNAISSANCE DU MONDE 
ANALYSE DE LA LANGUE 
SOURCE 
Texte Source Texte cible 
Fig.II.3.1: Architecture d'un systeme de IHeme generation. 
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III. Description de guclqucs svstcmes de TA: 
Note : Tous les schemas dans ce chapitre sont emprnntes aux auteurs des 
travaux presentes. 
III.l. Le svstcme ALT-J/E: [ABBOU 95bJ 
Deveioppe par le NTT:Lahoratoire des Sciences de la Communication au Japon. Le projet a 
dehute en 1985. 
III. 1.1. Les dictionnaires: 
Le systeme ALT-J/E est dote d'un grand dictionnaire semantique: 
mots 
communs 
noms 
propres 
termes 
techniques 
autres 
Nombre 
d'entrees 100.000 200.000 70.000 30.000 
Sachant qu'il y a 3000 categories semantiques qui sont ventilees sur 80 domaines . 
- Un dictionnaire de transfert japonais/anglais de 16.000 structures verbales. 
- Un dictionnaire de regles syntaxiques et semantiques adapte au domaine d'application 
requis. 
Celui-ci permet de prendre en compte le contexte au niveau d'un paragraphe, de traduire des 
expressions idiomatiques, de reecrire automatiquement des phrases japonaises en phrases 
standards, de traduire specifiquement les enclitiques japonais, de traiter ies oppositions, de 
genercr des nombres et de comptabiliser les noms anglais, de generer des pronoms possessifs 
en anglais et enfin d'ordonner correctement les mots pour Pecriture des adresses. 
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III.1.2 Le sch£ma g^neral du svst£me: (VoirFig.III.l) 
Japonais Anglais 
Expression Expression Objective 
Transfert des couples 
de verbes (Sem. + Valence) 
Transfert general 
des couples bilingues 
Transfert des couples 
expressions idiomatiques 
Analyse primaire (Phrase) TRANSFERT 
expression subjective 
Synthese (Phrase) 
Fig.III.l: Le schema general du systeme ALT-J/E. 
III.1.3. Fondement th6orique du svst£me: [ABBOU 95b] 
La Theorie du Procede Constructif (TCP) est issue des travaux d'un grande ecole linguistique 
japonaise (cf. Pr M. Miyazaki, Japon IA N° 28). 
Elle s'appuie sur la grammaire generale de Port-Royal (1660) et plus recemment, sur la 
grammaire generative de N. Chomsky (1950). Un des fondements essentiels de cette theorie 
reside dans la theorie du sens. 
Selon cette theorie, trois processus interagissent: 
1- Le monde des objets du discours, 
2- la reconnaissance de ce monde par son interlocuteur, 
3- leur expression (des interlocuteurs). 
Une relation dynamique s'etablit entre ces trois poles pour construire un sens intelligible par 
des etres en communication. (Voir fig.III.2) 
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Relation « sens » 
Objet Reconnaissance Expression 
Theorie de la 
REFLEXIVITE 
Regles de 
GRAMMAIRE 
Fig.III.2: Le modele de la theorie du procede constructif. 
III.1.4 M^canisme de traduction du svsteme: 
La TCP repose elle-meme sur une methode de traductions multiniveaux. 
Les connaissances du traducteur en matiere de categories subjectives sont mises en relation 
avec le caractere subjectif de la phrase a traduire. 
Ensuite, le caractere objectif de cette phrase est rendu objectivement en LC (exp. 1'anglais), en 
respectant les niveaux idiomatiques, semantiques de valence verbale et standard. 
Enfin, les categories subjectives servent a former une phrase anglaise correcte a partir de la 
structure objective de la phrase. 
Remarques: 
1- Pour la langue japonaise, langue agglutinante, 1'expression finale englobe une partie 
objective representee par les noms, les verbes et les adjectifs, et une partie subjective 
representee par des "joshis", ie: des suffixes. 
2- Le japonais accumule les mots et n'indique 1'inflexion subjective qu'a 1'aide de ces 
suffixes ajoutes au verbe; alors que les langues indo-europeennes (anglais, frangais,...) 
sont construites d'une maniere diametralement differente et affectent aux signes 
linguistiques des categories. 
3- Diverses theories et methodologies sont mis en oeuvre pour le traitement de la langue 
japonaise. 
4- La rapidite de traduction est observee avec les ordinateurs a structure parallele ou 
massivement parallele pour la resolution des ambiguites syntaxiques et la generation. 
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III.2 Le svst&me ARIANE: [MONEIMNE 89],[VEILLON ?O],[VAUQOIS 75] 
Le systeme ARIANE est developpe par le groupe (ex-CETA ) GETA a Grenoble en France en 
1978, 
Le systeme ARIANE 78.4 est destine a developper des programmes de traduction de 
documents ecrits dans diverses langues naturelles. 
II appartient a la famille des systemes de deuxieme generation utilisant la technique de 
transfert, avec beaucoup d'ameliorations. 
Le systeme ARIANE est un environnement complet de programmation pour la TAO, il 
comporte: 
1- Quatre langages specialises pour la programmation linguistique: TRANSF, ROBRA, 
ATEF, SYGMOR. 
2- Un moniteur interactif est 1'interface entre les utilisateurs et tout le systeme. II assure 
le dialogue avec les utilisateurs en demandant des parametres et enchaine les 
programmes du systeme en realisant des taches complexes en fonction des 
parametres obtenus. 
3- Un ensemble de programmes utilitaires qui facilitent la mise au point et 1'exploitation 
des programmes linguistiques. 
III.2.1 Le processus de traduction: 
Le processus de traduction d'une LS vers une LC est divise en 3 etapes logiques: 
1- Analyse 
2- Transfert 
3- Generation. 
Chacune etant decomposee en au moins deux phases successives, comme 1'illustre le 
diagramme ci-dessous: fig.III.2.1 . 
Phase logique phase physique langage (LSPL) 
ANALYSE : Analyse Morphologique : 
AM 
ATEF 
Complement Lexical: AX EXPANS 
Complement Lexical: AY EXPANS 
Analyse Structural: AS ROBRA 
TRANSFERT : Transfert Lexical: TL EXPANS 
Complement Lexical: TX EXPANS 
Transfert Lexical: TS ROBRA 
Complement Lexical: TY EXPANS 
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GENERATION : Complement Lexical: GX EXPANS 
Generation Structurale : GS ROBRA 
Complement Lexical: GY EXPANS 
Generation Morphologique : 
GM 
SYGMOR 
Fig.III.2.1: Les phases c u systeme. 
111.2.1.1 Analvse: 
Le texte d'entree en LS est soumis a 1'Analyseur Morphologique (AM), ecrit en ATEF, qui 
produit comme resultat un arbre decore. 
Ce resultat est ensuite transforme en un autre arbre (descripteur multiniveau) par 1'Analyseur 
Structural (AS), ecrit en ROBRA. 
111.2.1.2 Transfert: 
a) Transfert Lexical: TL 
Le TL est ecrit en TRANSF. II transforme l'arbre au moyen d'une consultation des 
dictionnaires bilingues multichoix. Le traitement des polysemies et des tournures 
complexes est possible. 
b) Transfert Structural: TS 
Le TS traite les differences structurales entre 2 langues, en rendant la structure 
linguistique intermediaire conforme a la nature de la langue cible. 
Cette phase finit egalement une partie du TL (choix d'equivalents en fonction d'un 
contexte etendu, traitement des tournures par le TL), et traite les phenomenes qui n'ont 
pas pu etre calcules assez profondement par l'AS. 
III.2.1.3 G€n6ration: 
a) Le Generateur Svntaxiaue: GS 
A partir du descripteur produit par le transfert, le GS calcule : 
- Une structure de surface qui est une paraphrase possible du texte (contraintes par les 
imperatifs de la traduction). Concretement, elle recalcule les fonctions et les classes 
syntaxiques a partir des relations logiques et semantiques. 
- L'ordre des mots. 
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- La generation des mots «outils» absents et de toutes les questions liees a 
1'actualisation. 
b) Le Generateur Morphologiaue: GM 
II travaille sur les feuilles de 1'arbre (ou terminaux), produit par le GS, et produit des 
formes morphologiques correctes constituants un texte en LC . 
Chaque etape est ecrite dans un LSPL realise a 1'aide d'un compilateur et d'un moteur 
interpretant les tables produites par le compilateur. 
III.2.2 Evolution d'ARIANE: ARIANE-G5,1988 
Depuis 1988, une nouvelle version d'ARIANE a ete mise en service ARIANE-G5. 
Le processus de traduction est toujours subdivise en 3 etapes logiques; chacune des etapes est 
decomposee en au moins deux phases successives comme 1'illustre le tableau fig.III.2.2 . 
compilation 
Interpretation 
Transformation 
MOTEUR 
DONNEES 
L.C 
DONNEES 
L.E 
30MPILATEUR 
Structure a la 
sortie du Modele 
Structure a 1'entree 
du Modele 
L.E: Linguistiques Extemes, L.C: Linguistiques Compilees. 
Fig.III.2.2: Le processus de traduction du systeme. 
III.2.3 Utilisation de Taspect multilingue d'ARIANE: 
Une des particularites importantes du systeme ARIANE reside dans son utilisation multilingue. 
Ainsi pour developper un systeme complet multilingue avec N langues, il faut realiser: 
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N anaiyses, 
N*(N-1) transferts, 
% N generations . 
Varchitecture du systeme avec ses difFerentes phases : ( fig.III.2.3 ). 
Lexical Transfert 
Source Intermediate 
Struc|ure. 
Multi-level Analysis 
Result ofMorphological 
Analysis: Labelled Tree 
t 
Morphological Analysis 
Input Text 
(string of characters) 
Preceeding Trees 
with target Lexical units 
Structural transfert 
Fig.III.2.3: Architecture du systeme. 
Target Intermediate 
structure 
( Labelled Tree) RANSF 
OBRA byntactic Generation 
Target surface 
Representation 
(Labelled.tr.ee) 
YGMOR 
ical Gener 
Output Text 
III.2.4 Application - traducteur de 1'anglais vers Farabe : 
[ MONEIMNE 89] 
Grace a 1'aspect multilingue du systeme, Moneimne a reutilise 1'analyse de la LS: anglais pour 
la generation vers 1'arabe ( fig.III.2.3 ). 
a) PeveloDDement du transfert vers 1'arabe: 
Dans 1'approche du GETA, la phase doit etre la plus courte possible. Elle se limite aux 
dictionnaires bilingues: TL et a un TS minimal. Cette particularite permet de gagner du 
temps dans le developpement de nouveaux couples de langues. 
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b) Developpement de la generation de Tarabe: 
La generation de 1 'arabe est une des composantes les plus importantes du travail mene 
par Moneimne en 1989. L'utilisation de la langue arabe dans le systeme ARIANE 
representait une dure epreuve pour: 
- les tests sur le systeme lui-meme, 
- la theorie linguistique du GETA . 
Toutes les possibilites du systeme sont utilisees pour developper la generation 
syntaxique (GS) . 
Pour la GM, il a fallu faire un traitement particulier des verbes compte tenu du systeme 
derivationnel de la langue arabe. Cette partie a ete traite par le langage ROBRA. 
Enfin, une specification de la grammaire arabe, sous forme de grammaire statique, a ete 
elaboree. 
Remarques: 
1- L'abondon par le GETA du concept de langage pivot contenu dans le projet du 
CETA. 
En fait, cette langue pivot est la chimere des projets de TA/TAO: une representation 
machine unique et non ambigue qu'on donnerait a tout texte pour le traduire en 
n'importe quelle langue. Une telle representation necessiterait une representation 
totale du signifie, valeurs pragmatiques comprises. On en est bien loin ! 
2- La caracteristique essentielle du langage informatique de haut niveau ROBRA, utilise 
en analyse, en transfert structural et en generation syntaxique, est sa capacite d'analyse 
recursive. 
Cela permet au systeme, lorsqu'il s'aper?oit qu'il suit "un mauvais cheminemenf a 
travers le graphe de controle des sous-grammaires de revenir en arriere et de defaire 
une partie du travail pour prendre un autre cheminement possible. 
Cette faculte risque naturellement d'engendrer un certain bouclage si aucune voie ne 
semble aboutir. 
3- La maitrise des procedures permettant dlnterrompre certains traitements et de 
produire des traductions "sous-optimales" a differents niveaux, semble 
particulierement delicate. 
4- Sur le plan calcul, le systeme ARIANE realise 1,5 million d'operations pour traduire 
chaque mot dans le traitement. 
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III.3. Le svst£me AlethTrad: [VEGA 95] 
AlethTrad, qui est un systeme d'aide a la traduction, developpe par GSI-Erli, a debute aux 
USA et en France (1993). 
AlethTrad est un systeme de traduction humaine assistee par la machine. 
Le processus de traduction est divise en deux phases: 
1- L'analyse des textes, 
2- La traduction - revision - validation . 
III.3.1. L'analvse des textes: 
Cette etape a pour objet: 
> de qualifier le document du point de vue de son contenu, 
> de constituer un referentiel de donnees pertinentes (terminologie du domaine et 
phraseologie du domaine traite qui sera utilise par AlethTrad dans 1'etape de 
traduction), 
> edicter des regles de redaction dans la langue cible. 
Apres un apergu global du type de documents a traduire, 1'analyse de celui-ci est effectuee en 
s'aidant d'un outil de caracterisation du corpus (identifier les frequences d'utilisation des mots 
simples et composes..., identifier les segments ou phrases les plus frequentes des documents, 
reperer certains types de construction syntaxique). Ces informations sont accompagnees 
d'informations statistiques. 
Le vocabulaire (terminologie et phraseologie) obtenu, ainsi que certains segments, sont ensuite 
pre-traduits et soumis au client pour une validation. 
Ces donnees serviront de reference a Pequipe de traduction afin de s'assurer d'une traduction 
homogene des documents quant au style de redaction et au vocabulaire utilise. 
III.3.2. Traduction , rgvision et validation: 
Cette etape est divisee en deux phases: 1- Traduction par AlethTrad, 
2- Revision par 1'equipe de traduction. 
En premiere phase, AlethTrad realise une premiere traduction en batch des documents 
selectionnes, pour ce faire, il s'appuie sur : 
- les bases de traduction: dictionnaire de LS, dict. bilingues,... 
- les memoires de traduction: terminologie et segments bilingues. 
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Le resultat de cette traduetion est un fichier qui presente les phrases du texte source suivies 
de leur traduction. 
Apres , la phase du traducteur/reviseur et pour apporter d'eventuelles corrections, le texte est 
livre au client, et au stockage en memoire de traduction. Voir fig.III.3 .1. 
AlethDic(LS) Textes Sources 
Pictionnaires 
bilingues 
(domaine) ANALYSEUR 
(corpus) 
Dictionnnaires: 
Fichier 
Client Traducteur humain Validation & Traduction 
BASE 
terminologie & segments bilingues 
Fig.III.3.1: Le systeme AlethTrad. 
III.3.3. Traduction multi-niveaux: 
Au niveau de developpement actuel, AlethTrad travaille sur les trois premiers niveaux: 
a) Niveau 1: Le traitement 
- Chercher dans une memoire de traduction une phrase correspondant a celle en cours 
d'analyse. 
- Dans le cas ou aucun resultat n'est obtenu, le systeme declenche un algorithme 
d'appariement approximatif (fuzzy matching) qui va lui permettre de faire une 
recherche sur des chaines peu differentes (exp. les numeriques, mots de types 
grammaticaux, variantes flexionnelles...). 
Ainsi, des sequences de phrases a traduire deja presentes dans la memoire de traduction 
seront traitees automatiquement. 
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b) Niveau 2: analyse morphologique 
Si le premier niveau echoue, le systeme passe au traitement du deuxieme niveau qui 
effectue une analyse morphologique sur des elements de la phrase . 
II procede a une lemmatisation : 
- les noms : leur forme au singulier, 
- les adjectifs : masculin | feminin, 
- les verbes : 1'infinitif, etc. 
Puis le systeme construit des groupes de mots pour tenter un traitement du niveau-1. 
^ Le resultat de 1'analyse prend la forme d'une succession d'elements 
phraseologiques ou bien d'elements pharseologiques suivis d'elements simples. 
Dans le premier cas, le systeme declenche une traduction directe a partir de la 
juxtaposition d'elements phraseologiques. Dans le deuxieme cas, le systeme declenche 
un nouvel examen . 
c) Niveau 3: Le moteur de traduction 
Ce niveau intervient sur le residu du document non-traduit par 1'approche « memoire 
de traduction » . 
Le moteur declenche des algorithmes impliquant 1'utilisation des grammaires d'analyse, 
de transfert et de generation. La traduction se declenche en 4 etapes : 
1-L'anaIyse morphologique : niveau 2 . 
2- L 'analyse syntaxique : Le travail, a ce niveau, consiste a identifier certains 
groupes ou syntagmes (SN,SP,SV) sur lesquels interviendront des 
transformations structurelles. 
3- Les transformations structurelles : Une fois les structures identifiees, celles-ci 
sont transformees en structures de la langue cible . 
Pour ce faire, le systeme s'appuie sur des regles de transformation guidees par 
des informations contenues dans les dictionnaires multilingues. 
Les regles de traduction implementees traitent des cas generiques. Cependant, 
elles cherchent a couvrir les phenomenes linguistiques identifies dans les 
documents a traduire. 
4- La generation : Elle est prise en charge par un automate qui exploite les 
informations de ces structures . 
Le systeme opere des substitutions lexicales, des insertions d'elements lexicaux, 
generer les flexions des mots en langue cible, etc. 
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III.3.4 Architecture d'AlethTrad: (Voir f 12.111.3.2) 
AlethTrad a ete developpe en langage C et il tourae sur des machines Unix (stations de 
travail). II travaille en mode serveur: des postes de traduction en reseau (Unix, Mac, PC) . 
Structure Semantique C 
Structure des Constituants [ 
Regles Locales d'analyse [ 
(Grammaire) 
Texte Lemmatise [ 
(segments - phraseologies) 
DEBUT: Memoire de Traduction [ 
TRANSFERT 
a — 1 
3 • 
3 * 
3. , 
3 Cd 
Generation 
: SORTIE 
Fig.lII.3.2: Architecture d'AlethTrad. 
Le logiciel d'edition de textes utilise en interface par les traducteurs est FRAMBuilder s'offre 
des fonctionnalites supplementaires, comme la gestion des documents structures en format 
SGML ou la communication de ces documents a d'autres logiciels par intermediaire d'un API. 
Une interface Word est en cours de developpement et le premier bilan d'AlethTrad est de plus 
40.000 pages traduites. 
Remarques: 
1- AlethTrad n'est pas un systeme de TA/TAO, mais un Outil d'Aide a la Traduction. 
2- Le systeme est adapte aux besoins des utilisateurs. 
3- La phase de post-traitement consiste a adapter le texte traduit vis-a-vis du texte 
source en recherchant, par exemple, des calques de structures et d'attributs. Ce point 
constitue une preoccupation. 
4- La generation en langue cible est prise en charge par un automate, en operant par des 
substitutions (lexicales, insertions d'elements lexicaux, generation des flexions,...). 
Chacune de ces operations est en cours d'innovations. 
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III.4 Le proiet METAL: [WHITE 87] 
Origine: Universite de Texas - USA et SBEMENS en Allemagne . 
Periode: 1961-1990 . 
IIT.4.1 Historique et Ivolution de METAL: 
Annee Langage de 
programmation & Machine 
1961 - 1970 Fortran, CDC 6600 
mi- 1970 Lisp 
UCI-Lisp 
InterLisp, DEC-10 
InterLisp, DEC System-20 
fin-1980 InterLisp, Symbolics Computers LM-2 
III.4.2 Le svstSme METAL: 
Le systeme METAL traduit un texte d'une LS vers une LC par analyse automatique : 
1- Morphologique, 
2- Syntaxique, 
3- Semantico-syntaxique : relations et liens exprimes en LS. 
METAL est qualifie de systeme intermediaire de 2-eme et 3-eme generation. 
a) Les outils du developpement de la grammaire : 
La composante linguistique qu'utilise METAL est une grammaire a structure de phrase 
augmentee, classiquement c'est la forme de description selon Winograd, 1983. 
Dans cette grammaire, les regles s'appliquent lorsque la structure decrite est rencontree 
et que certaines conditions sur les constituants de la structure sont verifiees par 
1'occurrence des fonctions des constituants. 
S'il y a succes, la regle construit un noeud gauche de Parbre, qui a certaines 
caracteristiques specifiques, generalement des Traits de Valeur (TdV). 
Une des actions de base dans la construction de 1'arbre est le passage relevant des TdV 
du noeud fils au noeud pere et le transfert pere-fils. 
b) Traduction de phrases : 
Dans ce cas, la phrase identifiee par le systeme permet la production de plusieurs 
interpretations et donc leurs traductions . 
Le systeme procede par etapes successives : 
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© : L'appel de la fonction TRANSLATE ( appel a 1'environ. Lisp ). 
® : La mise sous forme d'une liste de la phrase. 
0 : Le nombre d'interpretations de Fanalyseur. 
@ : Le transfert et la generation . 
© : La traduction de Finterpretation preferee. 
Fig.III. 4. I: Les etapes du systeme METAL. 
On illustre par un exemple la traduction de Fallemand vers Fanglais: 
© (translate) 
® Sentence: (Ein alter, verheirater Mann hat dieses Programm niemals geschrieben.) 
G) 1 interpretation in 25314 ms. 286 phrases: 250 rejected. 
© Transfert plus generation time: 14538 ms. 
© (|an| |old| |married| |man| |has| |never| |written| |this| |program|.) 
Fig.III. 4.2: Traduciion de t 'allemand vers l 'anglais par METAL. 
c) Le « P-TREE » : 
Le P-tree ou P-arbre ou arbre decore est la forme d'interpretation etalee communement 
utilisee par les developpeurs du systeme. II apporte du sens en visualisant la phrase 
analysee. 
Le P-tree prend obligatoirement les arguments de base et ceux optionnels. 
Le premier argument (de base) est le nombre des interpretations, le second est le «tree-
type » . 
Le tree-type etale la forme de la structure de la phrase apres la construction de tous les 
noeuds et Fapplication des regles sur la structure . 
Le P-tree peut etre visualise soit en phase d'analyse soit en phase de transfert. Voir 
Fig.III.4.3 et Fig.III.4.4 . 
NP 
tf X 
Det NO 
dieser NST 
Programm 
Fig.III.4.3: Arbre d'analyse. 
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s 
CLS 
NP PRED NP 
Det NO 
this program 
Fig.III.4.4: Arbre de transfert. 
III.4.3 Les outils du dSveloppement lexical: 
a) L'inter-eodeur: 
L'interface entre le systeme METAL et 1'utilisateur est le moyen de coder et de 
modifier le lexique. 
Quand 1'inter-codeur est appele pour consulter un mot ou un terme en LS et si ce mot 
n'existait pas dans le lexique du systeme, celui-ci cree une entree dans la base, en 
presentant un menu complet pour remplir les differents champs correspondant et c'est 
ainsi que Futilisateur peut intervenir . 
b) Les fonctions lexicales : 
Le systeme METAL permet 1'acces a la BD lexicale dans un mode different de celui 
d'un utilisateur averti . Cet acces demande des moyens d'aides et en quantite de 
lexique. 
Ainsi, la creation et Finstallation d'un ensemble terminologique ou le recodage de la 
base existent quand il y a changement ou ajout dans la grammaire du systeme. Ceci 
demande une forme d'acces qui importe des mesures de surete et une execution en 
batch. 
Les fonctions lexicales sont converties par le detecteur d'erreur dans la base 
« Defaulter », le pre-analyseur « Preanalyser » et le valideur « Validator » pour le 
lexique en batch. 
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III.4.4 Evolutions: 
Les recherches associees au projet METAL ont pris en consideration le fait que le systeme 
s'oriente a des fins de traductions industrielles. 
Pour ce faire, la concentration des travaux menes par les linguistes et les informaticiens assure 
1'efficacite des resultats. 
Les outils de travail au sein du projet sont implementes dans un langage structure et ayant un 
format familier pour les linguistes. 
Ainsi, l'ajout, la modification et la suppression de certaines structures sont facilement 
manipulables a 1'experimentation et les structures deviennent de plus en plus efficaces . 
Ces outils restent utiles pour la creation d'un nouveau langage et d'un nouveau systeme de 
traitement automatique de la langue (NLP-system) possible et efficient. 
Remarques: 
1- Metal est un systeme de traduction assistee par ordinateur, le processus de traduction 
comporte une phase de post-edition. 
2- Le meme resultat de 1'analyse, pour une langue donnee, est utilise pour la generation 
dans plusieurs autres langues: le concept d'analyse permet d'effectuer des traductions 
multilingues. 
3- Enrichissement permanent des dictionnaires. 
4- Metal est initialement con?u pour traduire de 1'allemand vers 1'anglais, puis etendu vers 
d'autres langues europeennes. 
Les resultats difiuses ne montrent pas la capacite du systeme pour la traduction dans 
des langues de classes differentes, comme 1'arabe. 
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III.5 Le svst£me TQSHIBA : [AMANO 89] 
III.5.1 Introduetion: 
Le systeme TOSHIBA de TA fonctionne sur un mini-ordinateur 32-bits (UX-700), et traduit 
des textes scientifiques et techniques de 1'anglais vers le japonais. 
II est base sur la technique de transfert semantique, pour ceci un modele de grammaire appele 
LTNG:« Lexical Transition Network Grammar » a ete developpe. 
Le systeme comporte 3 types de dictionnaires: 
1- Un dictionnaire general, 
2- Un dictionnaire pour les termes techniques , 
3- Un dictionnaire utilisateur . 
Le systeme est equipe d'un editeur bilingue anglais/japonais pour le pre/post-edition et des 
utilitaires (logiciels) . 
III.5.2 Les caract6ristiques du svstSme: 
Le systeme comporte : 
- Un puissant analyseur semantique, 
- un moteur de traduction (Parser): le parseur, 
- un editeur bilingue. 
L'analyseur semantique represente la signification de la phrase comme une structure 
conceptuelle de celle de la structure syntaxique et de la signification des mots qui apparaissent 
dans la phrase. 
Le travail du systeme est en conjonction avec 1'analyseur semantique et le parseur avec une 
stricte separation entre analyseur syntaxique et semantique . 
L'editeur bilingue est une interface homme-machine avancee, entre l'operateur humain et le 
systeme TOSHIBA. 
III.5.3 Configuration du svsttme: 
Le systeme de TOSHEBA est ecrit en langage C et sous Unix (UX-700) et a comme 
configuration celle du schema de la Fig.III.5.1 . 
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Translation Unit Utilitaires 
DicGen: Dictionnaire General, 
DicGen DicTech DicUtilisa Periph-
drivers 
Key-
board 
Analyse Semantique aEDITEUR bilingue Analyse Syntaxique english 
WP 
Dictionnary 
maintenance 
Spelling 
checker 
japanese 
WP 
Autres 
DicTech: Dictionnaire des termes Techniques, 
DicUtilisa: Dictionnaire des Utilisateurs, 
WP: Word Processor. 
Fig.III.5.1: configuration du systeme TOSHIBA. 
IIL5.4 La m6thode de traduction : 
III.5.4.1 Analvse morphologique - dictionnaires : 
II y a 3 types essentiels de dictionnaires utilises par le systeme: 
1- Le dictionnaire general: il comporte environ 50.000 mots d'usage general et 
d'idiomes. 
2- Le dictionnaire des termes techniques: il comporte au maximum 50.000 termes 
techniques partitionnes selon des themes : electronique, mecanique... 
3- Le dictionnaire utilisateur: il comporte des mots specifiques des utilisateurs qui 
seront sauvegardes et eventuellement leur traduction. 
Les mots dans une phrase anglaise apparaissent avec une morphologie complexe. L'analyseur 
morphologique divise le mot en morphemes et construit une structure de mots . (fig.III.5.2) 
© Reconnaissance des inflexions morphemiques dans un mot: 
exp. comme le pluriel '(e)s1 et le passe '(e)d' en anglais . 
® Construction de la structure de mots. 
Fig.III.5.2: L'analyseur morphologique . 
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III.5.4.2 Analvse Svntaxique: ASv 
Les analyses syntaxique et semantique sont separees et non completement independantes : elles 
fonctionnent sequentiellement et procedent dans un mode interactif. (Fig.III.5.3) 
Reject 
Analyseur syntaxico-s6mantique 
Analyseur syntaxique 
Analyseur s£mantique 
• illpUt: Syntactic Structure 
output 
Conceptuai Stracture 
—• Accept 
Fig.III.5.3: Analyse syntaxico-semantique. 
Les traits de 1'analyse syntaxique du systeme sont; 
1- Une seule structure syntaxique est derivee de l'ASy. Lambiguite est resolue en 
eliminant les incoherences des categories des mots et leurs combinaisons. 
Si rambiguite persiste, 1'analyse semantique construira une structure conceptuelle 
plausible et resoudra implicitement les ambiguites. 
2- L'analyse syntaxique est purement syntaxique et les regles syntaxiques ont des 
conditions semantiques . 
3- Lanalyse syntaxique est composee de deux parties : 
- l'Interpretation Syntaxique : IS , 
- la Construction de la Structure Syntaxique . 
Linterpretation syntaxique des phrases en entree est separee du processus de construction de 
la structure . 
L'IS consiste a rechercher les regles syntaxiques a employer et de cette fagon les ambiguites 
lexicales sont resolues. 
La construction de la structure applique ces regles a la maniere d'un parseur pour construire la 
representation syntaxique. 
Les regles syntaxiques sont decrites par une grammaire ATN (Augmented Transition 
Network). La fig.III.5.4 , montre la forme generale d'une regle. 
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Node [ op, arc, condl, cond2, actl / cond3, act2, dest ] 
Interpretation syntaxique Construction de la structure 
Fig.III.5.4: Forme generaie de la regle syntaxique. 
III.5.4.3 Analvse SSmantique: AS£ 
Uanalyse semantique construit une interpretation semantique et des structures conceptuelles 
pour la langue cible. 
Si une "Interlangue " est choisie comme langue cihle alors le systeme de traduction devient un 
systeme d interlangue. 
La methode de 1'analyse semantique est basee sur les hypotheses suivantes : 
- HYPl: "le sens est lexical". 
- STANDPOINTl: Syntaxe "les regles relatives a 1'ordre des mots". 
- STANDPOINT2: Syntaxe "les regles relatives a 1'ordre des mots et une partie de la 
semantique". 
Notions sur les resles semantiaues : 
Les regles semantiques consistent en une conversion arbre-a-arbre (tree to tree 
conversion) avec des conditions et actions executees . 
La forme d'une regle semantique est comme suit: 
MP = TP ; COND ; ACT ; CTRL . 
oii: 
MP « Matching Pattern »: correspondant a 1'arbre de la structure syntaxique. 
TP « Target Pattern »: correspondant a 1'arbre a generer pour la cible. 
COND « CONDitions »: conditions de conversion de MP a TP. 
ACT « ACTions »: actions executees pour la conversion. 
CTRL « ConTRoL »: controle du flux des regles lexicales attachees a chaque mot. 
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MP et TP representent un arbre, utilisant la meme notion pour un arbre syntaxique , i.e. 
les noeuds sont connectes par des arcs nommes et le nom de l'arc denote une relation. 
Voir fig.III.5.5 
[SW;wear] [TW:kabu-ru] 
SUBJ 
[SW:I] 
1 OBJ 
[SW:hat] 
DET 
[SW:a] 
AGENT 
[TW:watashi] 
SW: Source Word (mot source); TW: Target Word (mot cible). 
Fig.III.5.5: (MP-TP) Notation interne d'un exemple anglais/japonais 
OBJ 
[TW: boushi] 
III.5.4.4 Transfert structural: 
Le transfert lexical est evoque par les mots ou termes . 
Le transfert structural est un autre type de transfert qui est evoque par les traits des structures 
syntaxiques. 
Le transfert lexical est une sorte de conversion de la syntaxe a la semantique alors que le 
transfert structural est une conversion de la langue source a la cible et par consequent une 
realisation de grammaire contrastive . 
Un exemple de transfert structural est le traitement de la difference dans le mode "temps" entre 
le japonais et 1'anglais . 
L'assignement correct du temps est traite dans le transfert structural qui est syntaxique, non 
semantique et depend d'une grammaire contrastive. 
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ITI.5.4.5 La g6n6ration: 
ITT.5.4.5.1 La g£n£ration svntaxique: 
Le rdle de la generation syntaxique est de : 
1- Determiner 1'ordre des mots. 
2- Attacher des postpositions (Joshi en japonais). 
Les regles de generation decrivent ces deux fonctions. La procedure de generation 
commence par la regle attachee a la phrase et le noeud tete de la structure conceptuelle. 
III.5.4.5.2 La g£n£ration morphologique: 
En general, la generation morphologique est inscrite dans les dictionnaires . 
La fagon simple d'enregistrer la traduction des mots est de les mettre dans le champ TW: 
Target Word de la structure des mots. Cette methode est employee quand la traduction 
equivalente est non-inflexionnelle, comme les noms. 
Dans le cas de la traduction inflexionnelle, comme les verbes ,les adjectifs... , 1'information 
inflexionnelle doit etre presente. 
On illustre par l 'exemple suivant: 
la traduction du mot « read » est « yo-mu », et les informations utilisees pour cette 
generation sont: 
© stem : racine « yo » 
® conjugation type : «5-dan» 
(D kind of conjugational part: « ma » 
@ other information (irregular form): « onbin-kei » . 
Le systeme emploie six categories morphologiques pour le japonais: (tense) temps, aspect, 
(modality) modalite, (factitive) factif, passive et negation . 
L'exemple, fig.III.5.6. illustre une generation morphologique. 
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INPUT : « I could not run. » 
Morphological analysis: [SW: I ] [ SW: can, TENSE: past] [ SW: not] 
[ SW: run, TENSE: present] 
Syntactic analysis : [ SW: I ] [SW: run, MODALITY: (can (TENSE:past)) 
TYPE: negation ] 
Fig.III.5.6: Informations pour la generation morphologique. 
Remarques: 
1- La langue japonaise est tres differentes des langues indo-europeennes, notamment par 
sa morphologie externe. 
2- Le besoin en systemes de TA/TAO au japon est important, ceci pour les echanges 
technologiques et industriels avec les autres pays du monde. 
3- Le domaine de recherche en linguistique et TALN sont largement consideres, 
particulierement au developpement de la morphologie (les dictionnaires electroniques 
et les bases de donnees morphologiques) et la semantique (les grammaires appropriees 
au traitement de la semantique). 
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III.6. Le svstfeme TQRJOMAN: [LABED 90],[LABED 92],[SIDHOM 94] 
TORJOMAN est un systeme de traduction assistee par ordinateur Anglais/Arabe. 
Origine: IRSIT, Institut de Recherche des Sciences Informatiques et des Telecommunications 
en Tunisie. 
Periode: 1989-1995. 
111.6.1. Introduction: 
Le systeme TORJOMAN de TAO fonctionne sur machine compatible IBM-PC sous 
DOS/Windows . 
II a pour but de traduire des structures de base de phrases anglaises et sans restriction a un 
domaine particulier. 
Le systeme a debute en 1989 a 1TRSIT en Tunisie avec la collaboration d'une firme americaine 
PC-Linguistics au Texas (USA). 
111.6.2. Aspects fonctionnels : 
TORJOMAN est une premiere version d'un moteur de traduction automatique. Cest un 
systeme complet d'aide a la traduction dans le sens ou il est capable de repondre a une 
demande de traduction, soit: 
1- en donnant directement un equivalent arabe de la phrase anglaise, 
2- en proposant a 1'utilisateur des choix dans le vocabulaire de base, 
3- en fournissant en dernier recours, un acces direct au dictionnaire des mots, pour une 
traduction mots a mots. 
Comme le systeme TORJOMAN est un systeme de traduction assistee par ordinateur, ce 
dernier fait appel a une traduction exterieure ; 
- si le moteur de traduction se trouve confronte a plusieurs traductions possibles d'un 
termes anglais, il propose une liste de synonymes permettant a 1'utilisateur un choix 
adequat, 
- convivialite du systeme en donnant moyen a 1'interprete humain d'affiner la 
traduction fournie par le systeme. 
111.6.3. Aspects techniques: 
Le processus de traduction est articule essentiellement autour de trois phases: 
1- compilation des dictionnaires , 
2- analyse de Fanglais, 
3- transfert et generation . 
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III.6.3.1. La compilation des dictionnaires : 
Le moteur de traduction qui est a la base de TORJOMAN fonctionne grace a trois types de 
dictionnaires : 
- le dictionnaire general des mots, 
- le dictionnaire des expressions , 
- le dictionnaire de 1'utilisateur. 
> Dans le cas oii la phrase a traduire correspond a une expression idiomatique, TORJOMAN 
opere automatiquement sa traduction a partir du dictionnaire des expressions. 
Exemple: 
«like father like son » : ?iNNa HaDaA ?aL-SSiBL MiN DaAKa ?aL-?aSaD . 
Le systeme, dans ce cas, sait qu'il ne s'agit pas d'analyser la phrase car une expression 
idiomatique porte un sens global independant des termes qui la composent. 
> Dans le cas ou il ne s'agit pas d'une expression idiomatique entiere, c'est le cas de 
traitement des expressions idiomatiques a usage verbal. En effet, le verbe en anglais peut 
etre suivi d'une sequence specifique de mots donnant un sens global au verbe different de 
son sens en tant qu'unite autonome. 
Toijoman opere par la detection de cette sequence puis sa traduction en 1'integrant au sens 
global de la phrase. 
Exemple 1: 
«the man breaks a journey» , si le systeme ne tient pas compte de 1'usage 
idiomatique du verbe : KaSSaRa ?aL-RaJuLu ?aL-RiHLa&, alors qu'en realite sa 
traduction est plutot: TaWaOQaFa ?aL-RaJuLu ?aTNaA?a ?aL-RiHLa& . 
Ainsi, Toijoman reconnait ce genre de tournure verbale. 
Exemple 2: 
« pull out»: ?iQTaLaca. 
« call off» : ?aLGaY. 
> Dans le cas ou il ne s'agit pas d'une expression idiomatique ou idiomatique verbale, le 
systeme soumet la phrase a 1'analyseur syntaxique pour ensuite effectuer les phases de 
transfert Anglais/Arabe et la generation en arabe (consultation du dico. general des mots). 
> Quand la phrase contient un nom propre ou un acronyme, le systeme cherche sa traduction 
dans un dictionnaire special reserve a 1'utilisateur. Ce dernier y introduit son vocabulaire 
propre et specifique (dico. de Futilisateur). 
Exemple: 
«IRSIT»: MacHaD ?aL-BuHuT Li-cuLuM ?aL-?fLaAMiYa& Wa ?aL-
?iTTiSaALaAT caN BucD. 
> En demier recours, quand la phrase n'est pas acceptee par 1'analyseur syntaxique, une 
traduction mot a mot est fournie. 
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111.6.3.2. L'analvse de Fanglais : 
Des algorithmes d'analyse et de generation forment le noyau du moteur de traduction et 
permettent au systeme de realiser des taches 'intelligentes' . 
Le principal probleme en analyse est celui de Vambiguite du langage naturel. Ces ambiguites 
peuvent prendre de formes variees: 
1- lexicales : homographie, homonymie, polysemie. 
2- structurelles : anaphore, coordination, rattachement. 
3- semantiques : sens , texte. 
L'analyseur syntaxique de 1'anglais est un automate ATN (W.Wood,1970 et 
T.Winograd,1983) sans le retour-arriere (backtracking), mais complete par des regles ou 
heuristiques d'elimination des ambiguites lexicales (par filtrage et selection au voisinage des 
mots). 
Ainsi, la grammaire d'analyse est une grammaire transformationnelle qui construit 1'arbre de 
derivation en donnant la structure profonde de la phrase . 
111.6.3.3. Le transfert et la g6n6ration : 
La strategie de traduction utilisee par le systeme est la methode de transfert, qui est fondee sur 
une description structurale des langues concernees (anglais/arabe). 
Cette phase de processus de traduction consiste a exploiter les resultats de 1'analyse du langage 
source et a la definition des differentes structures grammaticales du langage cible puis la 
generation en langue cible. 
III.6.4. Caractdristiques du svsteme TORJOMAN : 
Toijoman dans des versions anterieures traduisait des phrases simples au mode declaratif et la 
voix affirmative. Plusieurs ameliorations ont permis 1'evolution du systeme : 
> Traitement des coordinations (and, or, but) ainsi la structure de la phrase traitee devient 
complexe et comporte plus qu'un verbe, adjectif, adverbe ... et plus qu'une phrase simple. 
Ce qui rapproche progressivement a la structure de texte. 
L'introduction des coordinations au niveau des syntagmes a permis au systeme de tenir 
compte des cas de duel, tout en considerant les accords des adjectifs et des verbes y 
afferents. 
> Traitement des noms composes complexes qui constituent une particularite de la langue 
anglaise, des subordinations et des expressions idiomatiques a usage non-verbal. 
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III.6.5. Architecture du tmoteur? de traduction : 
PHRASE anglaise 
ANALYSE 
Dico. 
des mots 
Analyseur morpho-lexical 
liste des mots formant la phrase anglaise 
Dico. 
utilisateur 
informations lexicales sur les mots 
Analyseur syntaxique (ATN) 
Dico. 
^xpressiom 
Structure interne de la phrase anglaise Reconnaissances 
d'expressions /•"* Dico. 
'..expressions 
•' dico. 
'des mots 
Dico. 
utilisateur Generateur 
Traduction mot a mot 
Structure interne de la phrase arabe 
Conjugueur arabe 
Expression arabe 
correspondante 
Sequenceur des mots 
PHRASE ARABE 
Fig.III.6.5: Architecture du systeme TORJOMAN. 
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III.6.6. Remarques sur le svst£me TORJQMAN : 
1- Le modele theorique des grammaires transformationnelles, en 1'implementant sous forme 
des ATN, se heurtait a des problemes d'implementation : 
Le resultat des recherches de S. Peters et R. Ritchie, 1973 ([ABEILLE 94]-pl3) 
montrait que dans le cas general, on se heurtait a des problemes d'indecidabilite si l'on 
tentait d'analyser une phrase incorrecte. 
2- Les ATN eux-memes se revelent mal adaptes : 
Ils etaient lourds a programmer et a modifier, ils appartenaient a un style de 
programmation dit « procedural» ou l'on decrit les objets par les procedures a utiliser 
pour les construire, melant connaissances linguistiques et instructions informatiques 
proprement dites. 
3- Dans 1'optique d'une analyse plus complete, le lien etait difficile a faire avec le calcul 
d'une representation semantique. 
4- Le dictionnaire general des mots ne permet pas 1'acces direct a certaines derivations d'un 
mot, comme dans le cas de traduction des noms composes complexes,... 
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CONCEPTION ET REALISATION 
D'UNE APPLICATION 
Chapitre 4 : 
Partie 2 : Conception et realisation d'une application 
IV. Modfele de traduction : 
Introduction: 
Nous presentons dans ce chapitre, les principes de base et la description globale d'un modele 
pour un systeme de TA/TAO (cas du frangais vers 1'arabe). 
La description detaillee du systeme que nous avons cherche a modeliser, a savoir: 
> la representation des donnees ; 
> les algorithmes d'analyse, de transfert et de generation; 
> 1'architecture, le fonctionnement... 
sera presentee au fur et a mesure que Pidee sera clairement decrite et que le choix sera effectue 
dans chaque etape du modele. 
IV.l. Formalisme de description du langage: 
[KOUNIALI 93], [BILANGE 92],[ARCHIBALD 91],[METZGER 88]. 
IV.1.1. DSfinition: 
Le formalisme de description du langage naturel est defini comme etant un langage 
specialement congu pour coder la description des objets constituant le langage a formaliser. 
Du point de vue linguistique, un formalisme est construit pour exprimer la description des 
enonces dans une langue donnee. 
Exemple: 
Si on prend Venonce: « Le texte est traduit. », il est construit d'un enchainement: 
« article+subsatantif+verbe », qui constitue un enonce autorise dans la langue frangaise. 
Cet enonce est decrit aussi a 1'aide de regles syntaxiques autorisant l'ordre: 
Phrase -> Syntagme nominal + Syntagme verbal 
Syntagme nominal -> Article + Nom 
Syntagme verbal -> Verbe . 
Ainsi, la traduction de cet enonce en arabe: TuRJiMa ?aL-NaSSu, qui constitue aussi un 
enonce autorise et comprehensible sans ambiguite dans la langue arabe. 
II est aussi decrit par des regles grammaticales « de generation », comme suit: 
Phrase' -> Verbe' + Syntagme Nominal' 
Syntagme Nominal' -> Article' + Nom' . 
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A 1'aide de ces regles on n'autorise pas 1'inverse ou autre transformation (des premisses) 
susceptibles de changer la bonne structuration, comme par exemple : 
Syntagme Nominal" -> Nom' + Article' ou Nom + Article . 
IV. 1.2. Choix du formalisme : 
Le style de programmation dit « declaratif» ou « programmation logique» est congu a 
1'origine pour le traitement automatique des langues, mais rapidement utilise pour toutes sortes 
d'applications . 
Ce type d'approche a ete surtout represente par la creation du langage PROLOG 
(PROgrammation LOGique). 
Ainsi, on decrit dans ce type d'approche les proprietes que doivent prendre les differents types 
d'objets , independamment des procedures utilisees pour construire ces objets ou verifier ces 
proprietes. 
Sur le plan pratique, on peut souligner Pinteret du langage de programmation PROLOG pour 
la 
mise en oeuvre des analyses par les grammaires (exp. DCG), puisque les mecanismes 
d'unification et de retour arriere, inherents a ce langage, permettent de reduire 
considerablement Peffort necessaire a Pecriture de Palgorithme d'analyse ou de generation. 
IV.2. Pr^sentation de la grammaire DCG : [PEREIRA 80] 
Les grammaires DCG, definies par F. Pereira et D. Warren en 1980, appartiennent a la famille 
des grammaires logiques, qui trouvent leur origine dans des recherches en logique (les 
demonstrateurs automatiques des theoremes) et en programmation, ayant aboutit a la mise au 
point du langage PROLOG, et dont les premiers representants ont ete les grammaires de 
metamorphoses d'A. Colmerauer en 1975. 
Dans ce type d'approche, les regles de reecriture de la grammaire sont congues comme des 
axiomes (ou Clauses) et Panalyse syntaxique n'est qu'une mise en oeuvre des principes de 
deduction utilises en logique. 
La question de savoir si une sequence de mots donnee est une phrase du langage, revient a 
savoir si elle est le theoreme deductible des axiomes de depart, et Panalyse syntaxique d'une 
phrase est le developpement de la preuve de ce theoreme. 
Dans une grammaire logique, les symboles ( P: pour une phrase, ou SN: pour Syntagme 
nominal,...) sont des termes constitues de predicats et d'arguments, pouvant contenir des 
variables, par exemple: pour SNfvariables: genre, nombre}. 
On doit donc, lorsqu'on remplace une categorie par une autre au cours d'une derivation, 
recourir a des operations supplementaires, dont Punification, et de remplacer toute variable 
apparaissant plusieurs fois dans une meme regle par une meme valeur. 
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Par exemple, a la regle de reecriture du syntagme nominal (SN), on peut associer des 
contraintes d'accord ( ecrites entre accolades selon la syntaxe DCG) portant sur les variables 
representant le genre et le nombre des categories correspondantes: Fig.IV.l . 
SN([motl,mot2], genre, nombre) -> Determinant([mot 1 ],x,y), 
Nom([mot2],z,w) 
{ 
Accord_en_nombre(y,w), 
Accord_en_nombre(y,nombre), 
Accord_en_genre(x,z), 
Accord_en_genre(x,genre) 
}•  
Fig.IV. 1: Analyse syntaxique d'un syntagme nominal en syntaxe DCG. 
Ce type de grammaire est facile a implementer, surtout en PROLOG, en raison de leur lien 
naturel avec les grammaires hors contextes, meme si 1'ajout de conditions peut rendre le 
formalisme aussi puissant. 
IV.3. Principe g£n£ral de la conversion: 
Le modele de conversion du systeme est adapte au modele a transfert, compose de trois 
modules : (FjgJV3a) [ABBOU 95c] 
1- un module d'analyse, qui genere une representation structuree du texte source, 
2- un module de transfert, qui transforme celle-ci en une representation du texte cible, 
3- un module de generation qui traduit cette representation en un texte cible. 
TRANSFERT 
Representation du texte 
SOURCE 
ANALYSE 
Texte Source 
Representation du texte 
CIBLE 
GENERATION 
Texte Cible 
Fig.IV.3a: Le modele de traduction a transfert. 
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La phase d'analyse transforme le texte de la langue source (cas du frangais) en un descripteur 
structural source, la phase de transfert transforme ce dernier en un descripteur structural cible 
et qui est transforme en texte de la langue cible (cas de 1'arabe) par la phase de generation. 
Notre interet qui s'est porte au modele a transfert (dit systeme de la deuxieme generation) pour 
les raisons suivants : 
1- isolation des informations linguistiques, qui sont principalement les grammaires et les 
lexiques des programmes de traitement (pour un futur traitement multilingue), 
2- reutilisation des memes outils logiciels independamment des langues traitees, 
3- les programmes de traitement peuvent alors fonctionner sur des types de grammaires 
diverses permettant ainsi des traductions multilingues. 
Entree r< 
phrase source 
SYSTEME Resultat 
/ * 
phrase cible 
Analyse de la phrase source 
Transfert 
Generation de la phrase cible 
Fig.IV.3b: Schema analogique du systeme. 
Le systeme utilise dans son fonctionnement une base de lexiques et de grammaires, ainsi qu'un 
moteur de traitement (comme exemple, un compilateur PROLOG). 
La syntaxe des structures de phrases en frangais autorisees sera controlee par 1'ensemble des 
regles definies. 
La generation des phrases arabes sera controlee par 1'ensemble des regles de transfert (associer 
a chaque groupe syntaxique frangais le groupe syntaxique arabe equivalent). 
Cette idee de trans/ert structural entre groupes syntaxiques a ete adopte dans le projet 
MALIN de traduction multilingue. Des relations biiectives sont donc definies entre les 
groupes syntaxiques sources et cibles. 
En fait, cette correspondance [BOUALEM 93] associe les transitions de 1'automate de la 
grammaire du frangais aux transitions de 1'automate de la grammaire arabe. Le transfert 
syntaxique (frangais -> arabe) fonctionne sur la base de la table correspondante suivante : 
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Structures en frantais Structures en arabe 
© Det+Nom compose 
® Prep+ V 
0 Conj + GN 
® Det + Nom + Adj 
© Nom compose + Adj 
© Prep + Nom 
® Det + Nom + V 
® V + V-infinitif 
<9> N + de + N 
Nom compose 
Prep + Det + Nom 
Conj + GN 
Det + Nom + Det + Adj 
Nom compose +Det + Adj 
Prep + Det + N 
V + Det + Nom 
V + Det + N 
N + Det + N 
Ainsi, dans le systeme ML-TASC de conversion de formalismes de langages techniques 
et scientifiques dans un environnement a syntaxe controlee et a contexte limite 
[BOUALEM 93], la phase de transfert convertit donc la structure intermediaire du texte 
source (ensemble de structures syntaxiques) en une structure cible. Cette structure cible 
non ambigue permet de generer le texte cible de maniere convergente lors du processus 
de generation. 
Remarque importante: 
II va de soi que le fonctionnement de ces tables de correspondances est 
extremement rigide et limite. 
IV.4. Caract6ristiques de notre modele: 
Le modele a developper debute avec les principes suivants: 
© Le systeme a developper dans sa premiere version est un prototype de traduction 
automatique assistee par ordinateur (TAO) du fran^ais vers 1'arabe. 
0 Le systeme traite des phrases simples de base appartenant a un contexte general 
et/ou des phrases appartenant a un corpus etudie. 
G) Les phrases sont exprimees selon une syntaxe pre-definie (syntaxe controlee). Les 
regles de grammaire decrivent un certain nombre de structures autorisees ou tous les 
constituants (nom, article, verbe, ...) apparaissent dans les structures des phrases 
traitees. 
© Le contexte des phrases traitees ne comporte pas des phenomenes linguistiques 
complexes (ellipses, anaphores, structures comparatives, negation ...). 
(D Les phrases simples peuvent etre etendues a d'autres contextes (techniques et 
scientifiques) par amelioration des regles d'analyse et de transfert. 
© Le systeme se limite a la structure externe du langage. Cette structure permet de ne 
considerer qu'une seule representation ou interpretation de la phrase analysee. Les 
seules formes d'ambiguite sont d'ordre lexical et l'analyseur syntaxique permet de les 
eliminer. 
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® Le lexique a utiliser dans le systeme correspond a un prototype d'une base lexicale 
qui pourra etre congu comme un dictionnaire electronique restreint frangais-arabe. 
® Une entree de la base lexicale correspond a plusieurs champs sequentiels et 
comportant des informations morphologiques (le mot et ses variations), morpho-
syntaxiques (les categories: classe,genre,nombre...) et semantiques (humain, objet, 
concret,. . .) pour le mot frangais et ses equivalents en arabe. 
& L'unite de traduction du systeme est une phrase qui est identifiee par une chaine de 
caracteres. Le programme de traitement identifie le caractere d'espacement comme 
separateur entre les mots et le point comme fin de la phrase. 
IV.5. Environnement de d^veloppement: 
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmi^^^mm^^i^^^mmmmmmmmtmmmmmmmmmmmmmmmmmmmmimm 
Le systeme ainsi que les modules utilitaires seront developpes sur un ordinateur IBM-PC 
(micro-processeur famille 486 INTEL, avec 8 M de RAM). 
L'environnement logiciel choisi pour le traitement des caracteres arabes Arabic-MSDOS et/ou 
Windows arabise et la programmation est realise en langage PROLOG II (Turbo PROLOG 2.0 
de Borland) pour IBM-PC. 
IV.5.1- Transcription des caractSres arabes : [DICHY 95] 
La transcription adoptee ici pour des raisons de « portabilite » informatique, est librement 
empruntee a A. ROMAN 1990 [ROMAN 90]. 
Les emphatiques et la constrictive velaire ha: ? sont en caracteres gras; le soulignement 
distingue, lorsqull y a lieu, la constrictive de 1'occlusive correspondante, ou un phoneme d'un 
phoneme 'voisin' ( ainsi, s notera le son correspondant au 'ch' frangais: il ne s'agit pas d'une 
transcription phonemique au sens strict!). 
Le present travail portant sur le traitement automatique de 1'ecrit, les exemples sont en 
representation graphematique ( Dichy & Hassoun ,1990) [DICHY 89], c'est-a-dire en 
translitteration en caracteres latins des caracteres arabes . 
Cette derniere note au moyen de lettres minuscules les graphemes diacritiques (correspondant 
a des signes diacritiques habituellement omis dans Vecriture courante), et pour des lettres 
majuscules les graphemes de base (=lettres presentes dans le corps du mot), sauf pour les 
'signes speciaux': {?/ ,&}. Pour les morphogrammes (D. Cohen, 1961/70) [COHEN 70]. 
Voir tableau (ci-apres) de translitteration en caracteres latins des caracteres arabes . 
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caractere 
arabe 
translitteration 
en caracteres 
latins 
representation 
graphemique 
voyelles breves: a a 
u u 
i i 
voyelles longues: ?alif \ a: aA 
?alif-medda T ?a: A 
wa:w j u: uW 
ya:? ..iS i: iY 
consonnes: hamza ? ou ' ? ou ' 
ba:? b B 
ta:? «* t T 
ta:? 
« n t 1 
ji:m -3^  i J 
ha:? h H 
xa:7 i X X 
da:l tb d D 
da:l d D 
ra:? r R 
za:y z Z 
si:n U* s s 
si:n s> s S 
sa:d o* s s 
da:d d D 
ta:? t T 
da:9 d D 
cavn c c 
gayn g G 
fa:? 3 f F 
qa:f Jg q Q 
ka:f , <  k K 
la:m J 1 L 
mi:m m M 
nu:n D n N 
ha:° -0 h H 
wa:w w W 
ya:? y Y 
morphogrammes: ?ali:f maqsuraiS" y Y 
ta:? marbu:ta o & & 
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V. Difficult&s du traitement de la langue arabe: 
Introduction: 
Afin d'illustrer les difficultes et les problemes du traitement automatiques du langage naturel 
(TALN), nous decrivons quelques proprietes de la langue arabe, ([DICHY 90]), comme etape 
preliminaire avant la description de la conception et 1'implementation de notre prototype de 
TAO aux chapitres VI et VII. 
Le but de ce chapitre n'est pas de traiter tous les aspects de cette langue, mais de permettre au 
lecteur, a travers des comparaisons de la langue source de notre prototype de TAO (le 
frangais), de voir les problemes qui se posent dans le domaine du traitement informatique de 
1'arabe. 
V.l. G6n£ralit6s: 
Les pays arabes utilisent souvent des langues etrangeres latines, comme le frangais ou 1'anglais, 
dans les domaines du traitement automatique de 1'information. Des difficultes d'apprentissage 
slmposent aux personnes qui se servent d'un systeme qui ne fonctionne pas dans sa langue 
natale. 
Chaque pays arabe possede sa langue parlee, alors que l'enseignement dans les institutions 
d'education est le meme arabe litteraire ecrit. 
D'ailleurs, le meme arabe ecrit, qui est utilise dans l'information administrative et mediatique, 
lesjournaux et les livres. 
Un grand interet se devoile, comme 1'arabe ecrit est compris par tous, le probleme de 
1'informatisation de cette langue ne differe donc pas d'un pays a un autre. 
V.2. Ouelques propri€t£s graph£matiques de Tarabe: 
La langue arabe fait partie de la classe des langues semitiques, c'est donc une langue 
alphabetique qui s'ecrit de la droite vers la gauche. 
L'alphabet arabe comprend 28 consonnes, correspondent a des graphemes (y compris le 
hamza), auxquelles s'ajoutent des « segments d'allongement: huruf al-madd (alif = 
allongement du |a|), (waw = allongement du |u|) et (ya' = allongement du |i| ) ». 
Le signe "hamza" a longtemps ete considere dans les anciens documents comme signe 
complementaire. Dans les nouvelles ecritures, il vient s'ajouter a 1'alphabet comme lettre a part 
entiere. 
En general, cette lettre est suscrite ou souscrite a des voyelles longues : le "aleph", le " ya" et le 
"waw", et peut aussi apparaitre seule en fin de mot. 
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V.2.1. Les vovelles dans la langue arabe: 
a) Les vovelles breves: 
Ce sont des signes pouvant se placer au-dessus ou bien en-dessous des consonnes. 
On distingue : 
© la "fetha" est une voyelle ouverte notee elle se place au-dessus de la 
consonne et correspond au son "a". 
© la "kasra" est une voyelle fermee anterieure notee elle se place en-dessous de 
la consonne et correspond au son "i". 
0 la "dhamma" est une voyelle fermee posterieure notee elle se place au dessus 
de la consonne et correspond au son "u". 
b> Les vovelles longues: 
On distingue les voyelles longues suivantes : 
© "aleph" et "aleph-maqsura", 
© "ya", 
0 "waw". 
V.2.2. Les signes diacritiques: 
On distingue plusieurs signes diacritiques secondaires en arabe: 
© Le "sukun" note se place au-dessus de la consonne notant 1'absence de 
voyelle, il marque une consonne post-vocalique suivie d'une autre consonne ou d'une 
frontiere de mot. 
® La "chedda" notee "_w_" note 1'allongement de la consonne au-dessus de laquelle 
elle se positionne. Ce signe peut accompagner une voyelle breve pour donner une 
voyellation a deux niveaux. 
0 La "medda" suscrite au aleph, elle est notee " I marque 1'allongement phonetique 
d'une voyelle |a| precedee d'une hamza " |". 
© La "wasla" est un signe syllabique toujours suscrit a un aleph pour lui oter sa valeur 
phonetique. 
© Le "tanwiin" est represente par la sequence Xn, avec X- a | i | u , et est transcrit par 
le redoublement de la voyelle. Le redoublement des fetha, kasra et dhamma est 
respectivement note: =~" et"_ ". 
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Par opposition aux signes diacritiques primaires, qui sont realises en general par des points 
places au-dessus ou au-dessous de la forme de base de la lettre . 
Exeinple: ba:? = b , ta:? = t, ta:? = T , etc. 
Remaraues importantes: 
(D La plupart des documents arabes qui sont diffuses au grand public, comme les 
journaux et les livres, sont ecrits en arabe non-vocalise ou les mots sont representes 
sous forme de successions de consonnes (squelettes). 
Cet aspect pose des problemes de comprehension des textes ecrits, c'est comme 
essayer de comprendre que la phrase: 
" L prcsss d tradctn cmprt 3 phss lgqs.", doit vouloir dire : "Le processus de 
traduction comporte 3 phases logiques." . 
Une telle comparaison est cependant tres superficielle par rapport a la langue arabe car, 
compte tenu des differences structurelles de ces deux langues (fran?ais et arabe), 1'arabe 
non-vocalise reste tout de meme plus comprehensible que le frangais sans voyelles. 
® Le reel probleme de la comprehension des mots non-vocalises en arabe est le fait 
qu'un meme mot peut avoir plusieurs significations, parfois n'ayant aucun rapport les 
unes avec les autres, selon la maniere dont ce mot peut etre vocalise. 
Exemple: 
On illustre cet aspect par le mot "SLM", qui peut avoir les significations de : 
2.a) SuLLaMun ou « echelle », 
2.b) SiLMun ou « paix », 
2.c) SaLiMa ou « est gueri», 
2.d) SaLLaMa ou « a transmis » , etc. 
Ce genre d'ambiguite peut engendrer des diflficultes dans la lecture de textes non-
voyelles. Cependant, le contexte suffit en general a resoudre ces difficultes. 
<D On retrouve dans certains manuels, livres, dictionnaires et textes ofificiels que 
seulement la voyelle la "chedda" n'est pas omise. 
Ainsi, le nombre d'ambiguites diminue dans le texte et la comprehension devient plus 
aisee. 
Exemple: 
On illustre par le meme exemple que precedemment, ou le mot "SLM" se subdivise en 
deux categories de significations et non quatre: 
3 .a) SuLLaMun et SaLLaMa, 
3.b) SiLMun et SaLiMa, etc. 
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V.3. Propriet£s morphologiques de i'arabe: 
Une projection simplifiee d'un mot en arabe peut comprendre la racine, les morphemes, les 
antefixes et les postfixes. 
V.3.1. La racine: 
La racine se presente sous la forme d'une succession de deux, trois ou quatre consonnes et qui 
represente une notion. 
Exemple: 
Le mot KTB , represente la notion "ecrire" . 
Ainsi, la racine associee a des voyelles (des signes diacritiques ou des voyelles longues) 
constitue le formant-noyau du mot. 
Exemple : (de formant-noyau du mot) 
Le mot TaKTuBu «j'ecris » a pour formant-noyau du mot: KTuBu, le prefixe "?aH 
designe la premiere personne du singulier et cache le pronom ?aNaA «je ». 
La racine ainsi que le formant-noyau du mot ne peuvent etre rencontres seuls dans un texte. Ils 
sont toujours accompagnes de morphemes et/ou de proclitiques et/ou d enclitiques 
V.3.2. Les morph&mes: 
Les morphemes sont composes de voyelles et de certaines consonnes accompagnant (en 
prefixe ou en suffixe) le radical pour former le mot minimal. 
Un mot minimal est un mot possible qui peut figurer dans un texte . 
Exemple: 
Le mot TaKTuBuWNa « vous ecrivez » , ayant pour: 
> formant-noyau du mot: KTuBu , 
> morpheme prefixe: Ta qui designe la deuxieme personne du singulier, duel ou 
pluriel, 
> morpheme suffixe: uWNa qui designe le pluriel. 
V.3.3. Les proclitiques: 
Les proclitiques sont des consonnes et des voyelles en nombre defini et en ordre fixe, et qui 
servent a determiner certains elements comme 1'article, l'interrogatif, le coordinatif, 1'affixe 
temporel, etc. 
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Exemple: 
> l'article defini: ?aL , 
> l'interrogatif: ?a,... 
> le coordinatif: Wa, ?aW,.., 
> 1'affixe temporel: Ya, Ta,... 
etc. 
¥.3.4. Les enclitiqucs: 
Les enclitiques sont des consonnes et des voyelle en nombre defini et qui designent le suffixe 
personnel. 
Exemple: 
> la premiere personne du singulier: ?a, 
> la deuxieme personne du singulier: Ta , 
etc. 
Remarque: 
La racine est formee uniquement de consonnes. Les voyelles n'ont pas le role de definir la 
notion, mais ils servent pour la derivation : distinguer les differents mots constituables a partir 
de la racine. 
Pour cette raison, 1'arabe est une langue a forte derivation. 
Dans les dictionnaires arabes, les mots sont classes par rapport a 1'ordre alphabetique des 
racines et non pas celui des derivations, d'ou la difficulte de recherche de mots derives dans ces 
dictionnaires. 
Des nouvelles versions de dictionnaires qui sont commercialises sur le marche adoptent 1'ordre 
alphabetique pour les racines et les derivations. 
V.4. Propriet^s svntaxiques de V arabe: 
Dans cette paragraphe, on citera quelques proprietes morphologico-syntaxiques de la 
grammaire arabe: 
(D Le verbe de la phrase arabe se construit d'une maniere particuliere et que dans 
sa morphologie on retrouve: 
l.a°) le sujet, 
l.b°) le noyau verbal, et 
l.c°) une desinence verbale . 
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Exempie: 
En fran^ais : "le professeur lit le texte", est une construction SVO (Sujet-Verbe-
Objet), ou le professeur (Sujet), lit (Verbe) et le texte (Objet). 
En arabe : YaQRa?u ?aL-MucLLiMu ?aL-NaSSa est une construction dans laquelle: 
> YaQRa?u (le Verbe) se decompose en: Ya + Qra? + u , avec 
Ya : pronom personnel 'implicite' 3PMS qui remplace le pronom « il », 
Qra? : noyau verbal, et 
u : desinence verbale . 
D'apres 1'analyse syntaxique traditionnelle, il s'agit d'une phrase verbale, qui 
comporte un sujet et un verbe. 
> ?aL-MucLLiMu ?aL-NaSSa : est le reste de la phrase qui contient un « sujet 
explicite » ?aL-MucLLiMu qui instancie le pronom "il". 
© Le sujet peut parfois se placer avant le verbe dans le cas, par exemple, ou l'on veut 
designer d'une maniere plus precise 1'acteur (le sujet de 1'action). Cest ce que la 
syntaxe arabe appelle une phrase nominale. 
La phrase arabe nominale comprend: un Sujet ou MuBTaDa? et un Attribut ou XaBaR 
qui peut etre soit un nom, soit un SN, un SV, un SP ou une phrase. 
Exemple 1: 
En arabe : ?aL-Muc aLLiMu YaQRa?u ?aL-NaSSa « Le professeur lit le texte », 
dans cette phrase : 
> ?aL-MucLLiMu (Sujet): est un Syntagme nominal qui comprend un sujet 'explicite' 
compose de (Article defini + Nom commun), 
> YaQRa?u ?aL-NaSSa : une analyse identique a Vexemple precedent, que c'est une 
construction SVO , le verbe comporte un pronom personnel "il" instancie par le 
sujet 'explicite'. 
Exemple 2: 
Une autre construction de phrases ne faisant apparaitre aucun verbe, et dans ce cas on 
parle aussi de phrase nominale, en voici un : 
En arabe: ?at-NaSSu MuFiYDun «le texte est interessant», cette phrase est 
constituee d'un sujet 'explicite': ?aL-NaSSu «le texte » et d'un attribut: MuFiYDun 
«interessant» . 
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(D Le complement d'objet, lorsqu'il se presente sous la forme d'un pronom personnel, 
est souvent positionne apres le verbe (contrairement a la langue frangaise ou il se 
place avant le verbe). 
Exemple: 
En arabe: YaQRa?uHu = Ya + Qra?u + Hu « il le lit» , (en designant le texte), le 
complement d'objet designe par Hu ou le pronom « le » qui est un suffixe personnel et 
est place apres le noyau verbal Qra?u « lit» . 
® La construction de phrases arabes utilise souvent des 'formes implicites' pour 
designer le sujet et ceci a 1'aide des 'pronoms implicites' : DaMiYR MuSTaTiR 
(selon la grammaire traditionnelle). 
Des pronoms sont utilises aussi pour designer 1'Objet, mais dans ce cas ils sont 
'explicites' 
Exemples: 
En arabe: ?aL-MucLLiMu YaQRa?u ?aL-NaSSa « le professeur lit le texte », le sujet 
est ?aL-MucLLiMu « le professeur ». 
Dans le cas: HuWa YaQRa?u ?aL-NaSSa « il lit le texte », le sujet est HuWa «il», 
comme pronom personnel 'explicite'. 
Mais, dans le cas: YaQRa?u ?aL-NaSSa «il lit le texte », le sujet est un pronom 
'implicite' 3PMS « il » , qui designe le professeur. 
(D Dans la langue arabe, il n'existe qu'un article defini: ?al, ou le / la / les , qui vient se 
positionner dans la partie proclitique des noms. II n'existe pas d'article indefini, il est 
exprime par 1'absence de 1'article defini = 0, mais son apparition est 'explicite' sur le 
nom par le signe diacritique le TaNWiYN: Xn. 
Exemple: 
Pour le defini: ?aL-ciLmu « la science », 
pour l'indefini: ciLmun « Science / une science », le Xn = un . 
En pratique, dans 1'activite de traduction, parfois on trouve des ajouts comme par 
exemple: 
en frangais: "un livre de Paul", traduite 
en arabe : KiTa?Bun MiNKuTuBi Bu:L , qui se traduit litteralement encore 
en frangais par :" un livre parmi d'autres (livres) de Paul". 
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© L'arabe comporte deux genres: le feminin et le masculin. Un troisieme genre s'ajoute 
dit neutre pour designer les "choses" qui ne possedent pas de genre particulier. 
II est possible de ramener tout mot en arabe de genre "chose neutre" a l'un des deux 
genres classiques. 
Tres souvent, le feminin se distingue du masculin par 1'intermediaire du signe & « T-
rond », ta:? marbuta dans la partie des morphemes suffixes du mot feminin. 
Cependant, il existe des exceptions pour cette regle et il est a noter que le seul article 
defini ?aL ne peut servir pour distinguer les deux genres ( et ceci par opposition au role 
de 1'article dans la determination du genre dans la langue frangaise). 
Exemple: 
indefinis: MaLiK +un , MaLiKa& +un ou « Roi, Reine », etc. 
definis : ?aL-MaLiK +u , ?aL-MaLiKa& +u « Le Roi, La Reine », etc. 
exceptions : RaJuL, AMRa?a& «Homme, Femme », etc. 
© En plus du singulier, la langue arabe comporte les nombres duels. 
Le duel presente une desinence par rapport au singulier et qui est symbolise par les 
morphemes suffixes: aANi ou aYNi pour le masculin; et TaANi ou TaiYNi pour le 
feminin, selon le comportement du mot a dualiser sujet ou complement... 
Exemple: 
> ?aL-KiTaABu HuNaA « Le livre est ici » , le mot KiTaABu « livre » est au singulier. 
> ?aL-KiTaABaANi HouNaA « les deux livres sont ici », le mot KiTaABaANi est 
duel et se comporte comme sujet de la phrase nominale. 
> ?aNaA QaRa?Tu ?aL-KiTaABaYNi « J'ai lu les deux livres », le mot KiTaABaYNi 
«les deux livres » a le rdle d'un COD dans la phrase verbale et c'est pourquoi le 
morpheme suffixe aYNi est employe. 
® Le pluriel en arabe presente aussi, par rapport au singulier, une desinence qui est 
symbolisee par un certain nombre de morphemes suffixes distincts selon le genre et 
le comportement du mot a pluraliser. 
Le pluriel obtenu par 1'adjonction de l'une de ces desinences est dit 'pluriel sain', on 
trouve donc un 'feminin pluriel sain' et un 'masculin pluriel sain'. 
Mais, il existe un autre pluriel dit 'pluriel brise' et qui est issu d'une rupture des 
consonnes de la racine. Ce demier, ne correspond a aucune regle et necessiterait sans 
doute un traitement special. 
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Exemple: 
> masculin 'pluriel sain': (FaLLaAHun, mas, sing) et (FaLLaAHuWNa, mas, plur) 
« agriculteur et agriculteurs » . 
> feminin 'pluriel sain': (TuFFaAHa&un, fem, sing) et (TuFFaAHaA7w«,fem,plur) 
« pomme et pommes ». 
> pluriel 'brise': (TiFLun, mas, sing) et (?aTFaALun,mas, plur) «enfant et enfants » . 
® La conjugaison des verbes en arabe presente plusieurs valeurs temporelles : 
A) L'accompli: il enonce une action achevee. 
A.a\ Employe seul, il peut exprimer un passe simple ou compose en frangais . 
Exemple: ?aNaA QaRa?Tu « J'ai lu ». 
A.b> Employe dans des verbes exprimant un souhait, une volonte, une 
decision.. ., il exprime un resultat present d'une action ayant eu lieu dans 
le passe. 
Exemple: ?aNaA ?aRaDTu... « J'ai vouiu ... ». 
A.c) Employe dans des faits constates ou acquis definitivement, il exprime un 
present continu . 
Exemple: ?iNNa ?aL-LaHa KaANa caLiYMun «Allah est omniscient». 
A,d) Employe dans des phrases contenant un engagement solennel negatif 
(subjonctif present en frangais), il exprime un present (ou meme un 
futur) sous la forme d'un passe deja accompli. 
Exemple: LaA ?aKaLTu HaTTaY ... «je ne mangerai que si... ». 
A.e) Employe dans le verbe KaANa « etre» , precedant un autre verbe 
accompli, il donne a celui-ci un sens du passe dans le passe (passe 
anterieur en frangais). 
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Exemole: LaWKaANa QaD DaHaBa... « s'il etait parti... ». 
etc. 
B) L'inaccompli: il enonce une action en cours d'etre effectuee ou qui se repete 
en un temps vague (en fran?ais cela represente le present, 
1'imparfait ou le futur). 
B.a) L'inaccompli indicatif exprime, en dehors de toute indication de temps 
fournie, le present reel. 
Exemple: ?aNaA ?aKTuBu ?aL-ANa « j'ecris en ce moment». 
B.b) L'inaccompli subjonctif indique une intention annoncee et qui devrait 
avoir lieu dans le futur . 
Exemple: ?aMaRaHu ?aN YaDHaBa « il lui ordonna de partir ». 
B.d L'inaccompli apocope exprime une action incertaine ou conditionnelle. II 
enonce une injonction ou une interdiction. 
etc. 
C) L'imperatif: il ne s'utilise qu'avec les deuxiemes personnes au singulier, au 
duel ou au pluriel (masculin ou feminin). II exprime en general 
une injonction ou un ordre. 
Exemple: ?uKTuB ! « ecris ! » . 
D> Le passif: il correspond a une action accomplie du type cuMiLa « il a ete 
fait », ou une action inaccomplie du type YucMaLu « il se fait». 
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Conclusion: 
Ainsi, d'apres ces cas illustres, la langue arabe presente un nombre important de difficultes 
liees a ses caracteristiques morphologiques et syntaxiques. 
Ces caracteristiques sont differentes des langues indo-europeennes (en particulier le irangais) 
communement utilisees dans le traitement automatique de 1'information. 
La construction des phrases en arabe est nominale ou verbale. Donc, il faudra distinguer les 
differentes constructions de phrases avant de les traiter. 
Aussi, le probleme de presence obligatoire du verbe arabe ou de son absence dans la 
generation de la phrase. 
Les analyseurs lexico-syntaxiques doivent aussi distinguer les formes de conjugaison, les 
valeurs temporelles, les differences de genre et de nombre ainsi que les nombreuses formes de 
derivation a partir d'une racine... 
Dans la langue arabe, un seul mot peut parfois constituer une phrase complete (plusieurs 
elements syntaxiques). On illustre ce cas par le mot: ?aSaTaKTuBuHu ? « Est-ce-que tu vas 
1'ecrire ? ». Ce mot constitue une phrase interrogative complete contenant un sujet, un verbe, 
un complement, une valeur temporelle, un genre et un nombre. 
Un autre phenomene dans la construction de phrases arabes qui concerne la notion de 
distribution avec une 'case vide' ou 'valeur par defaut': 
certains elements syntaxiques, tout en continuant a jouer leur role, n'apparaissent guere dans la 
phrase. Ils sont reperables par le phenomene de deduction: 
Exemple: 
QaRa?a ?aL-MucaLLiMu ?aL-NaSSa « le maitre a lu le texte », on trouve dans cette 
phrase que le sujet est 'explicite'. 
Par contre, QaRa?a ?aL-NaSSa «il a lu le texte », le sujet est 'implicite' comme 
pronom personnel «il» et est deduit dans le contexte par ?al-MucaLLiMu . 
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VI. Description de notre prototvpe de TAO : 
VI.l. Organisation du lexique: 
Introduction: 
II est clair que dans n'importe quel systeme de traduction, la puissance de 1'analyse des textes 
sources et de la generation en textes cibles depend, en grande partie, de 1'organisation des 
dictionnaires electroniques. 
Dans notre systeme experimental (ou prototype), nous avons adopte pour le besoin de la TAO 
des phrases du frangais vers 1'arabe, une structure modulaire dans 1'organisation du lexique. 
Cette structure se manifeste par la conception d'un dictionnaire electronique bilingue frangais-
arabe. L'interet de ce genre de conception a deux portees: 
1- Analyse des phrases frangaises 
2- Synthese des phrases arabes (ou generation) 
Deux questions se posent a se propos: 
- Quelles sont les informations necessaires pour la phase d'analyse ? 
- Quelles sont les informations necessaires pour la phase de synthese ? 
VI. 1.2. Le dictionnaire electronique rgduit propre k cette 
application: 
Notre vision personnelle de la solution du probleme est que la conception du lexique devrait 
etre modulaire et symetrique. 
On sous-entend par: 
- Modulaire: le lexique comporte trois modules (ou dictionnaires) independants. 
Le premier module est un dictionnaire bilingue des mots simples (article, nom, 
adjectif, verbe,...). Le second est un dictionnaire bilingue des mots composes et le 
troisieme dictionnaire pour les expressions figees (ou idiomatiques). 
Dans le cas de conception de notre prototype de TAO on s'interessera qu'au premier 
type de dictionnaire. 
- Symetrie: chaque ligne du dictionnaire comporte deux parties (ou segments). 
La premiere partie est reservee uniquement pour la reconnaissance et le traitement 
du frangais et la seconde pour la generation et le traitement de 1'arabe. 
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A) Description des segments: 
- Premier segment: les informations du mot frangais Mot fr(i). 
Le premier segment presente une entree unique (ou cle d'entree) qui est le mot 
simple en frangais puis des champs pour les informations morphologiques, 
syntaxiques et semantiques concernant ce mot. 
- Deuxieme segment: les informations du mot arabe Mot ar(i). 
Le deuxieme segment presente une occurrence des mots arabe equivalents au mot 
Motfr(i). 
Cette occurrence est le mot arabe, Mot ar(i), le plus probable de la liste des 
equivalents au Mot_fr(i),puis des informations morphologiques, syntaxiques, 
semantiques concernant Mot ar(i). 
On rajoutera a ce segment deux autres champs: le premier est la liste des mots 
equivalents au mot Mot fr(i), le second des informations supplementaires sur 
Mot_ar(i) pour le besoin des traitements (comme les flexions...). 
Nous schematisons cette conception comme suit: 
Entree (i) dans le dictionnaire: SEGMENT 1 
SEGMENT 1 
SEGMENT 2 
Motfr(i) Lex fr(i), Syn_fr(i) 5em_fr(i) 
SEGMENT2 Motar(i) Lexar(i) Syn_ar(i) Sem_ar(i) frait(i) List(i) 
Lex_fr(i) : informations lexicales sur le mot Mot_fr(i),soit la categorie (nom, adjectif,verbe...) 
et d'autres categories que peut prendre ce mot. 
Syn fr(i) : informations morpho-syntaxiques sur le mot Mot fr(i), soient genre, nombre, 
personne,... 
Sem_fr(i) : informations semantiques sur le mot Mot fr(i), soient des marques ±Humain, 
±Anime ou des flexions pour nom, adjectif, verbe. .. 
Lex_ar(i) : informations lexicales sur le mot Mot_ar(i),soit la categorie (nom, 
adjectif,verbe,preposition...). 
Syn_ar(i) : informations morpho-syntaxiques sur le mot Mot_ar(i),soient genre, nombre, 
personne, cas, aspect, mode... 
Sem_ar(i) : informations semantiques sur le mot Mot ar(i), soient des marques ±Humain, 
±Anime ou les arguments (argl,arg2...). 
Trait(i) : des flexions necessaires aux traitements, comme pour le verbe sa derivee nominale 
ou 1'adverbe de maniere, pour le nom ses flexions en genre et nombre... 
List(i) : les mots possibles comme equivalents arabe au mot Mot fr(i). 
Fig.VI.l: Organisation du dictionnaire electronique. 
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B) Interet de la segmentation: [BOURBEAU 85] 
L'interet de la segmentation releve du principe de symetrie, et grace a cette 
composition on peut obtenir: 
1- un nouveau dictionnaire electronique bilingue arabe-frantjais, en inversant les deux 
segments (SEGMENT 2 , SEGMENT 1). 
2- deux dictionnaires electroniques monolingues frangais et arabe, en separant chacun 
des deux segments. Chaque nouveau dictionnaire obtenu (SEGMENT 1 et 
SEGMENT 2) est complet pour 1'analyse de sa langue (respectivement frangais et 
arabe). 
3- la possibilite de coupler 1'un des deux segments avec un autre segment different 
(autre que le frangais et 1'arabe) pour obtenir un nouveau dictionnaire bilingue pour 
un traitement automatique multilingue: 
soit (SEGMENT '/2, SEGMENT x ) ou (SEGMENT x , SEGMENT >/2) . 
VI.2. Grammaire d'analvsc: 
Introduction: 
La puissance d'un analyseur syntaxique dans un systeme de TA ou TAO depend de 
1'organisation des dictionnaires electroniques, mais aussi du bon choix du type de grammaire 
d'anaiyse syntaxique. 
Ainsi, pour la phase d'analyse des phrases frangaises dans notre prototype de TAO, on a besoin 
d'une grammaire. 
VI.2.1, Role du formalisme grammatical: 
[BOLC 87],[CHURCH 93], [GAZDAR 89]. 
Les formalismes grammaticaux sont des langages destines a la description des langages elles-
memes: Soit, a decrire 1'ensemble des phrases possibles d'une langue, les proprietes 
structurales de ses phrases (leurs syntaxes) et leur signification (la semantique). 
Ainsi, chaque grammaire particuliere est ecrite dans un formalisme syntaxique ou le 
metalangage, qui encode une analyse d'une langue objet. 
Le metalangage a pour buts suivants: 
1- fournir un outil formel de description des langues (naturelles), 
2- donner des caracterisations des langues (naturelles) qui soient interpretables par 
1'ordinateur, 
3- delimiter la classe des langues naturelles possibles. 
Le choix du metalangage dans lequel les analyses sont encodees est determinc en fonction des 
trois parametres suivants: [SHIEBER 86] 
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> Felicite linmustique: 
La description des phenomenes linguistiques est exprimee directement ou 
indirectement comme ies linguistes y expriment. 
> Expressivite: 
Le type de classe d'analyse exprimee. 
> Efftcacile: 
Pour le traitement automatique, les outils de traitement informatique appropries a 
l'interpretation des grammaires exprimees dans le formalisme considere et les limites 
propres du point de vue informatique . 
VI.2.2. Grammaire du prototype de TAQ : 
Pour le besoin de notre prototype de TAO, on propose la reconnaissance des structures de 
phrases de notre corpus ( Voir Fig.VI.3.2a ), comme suit: 
, \ )  L e s  r e g l e s  de reconnaissance: 
La presentation de la grammaire pour 1'analyse des phrases de notre corpus est inspiree 
des travaux de recherches du groupe SYDO (SYstemes DOcumentaires, cree en 1975 
et rassemble le CRLS-Lyon 2, le LID-Lyon 1 et 1'ENSSIB), qui a cree un modele 
linguistique adapte au traitement automatique de l'information ( identification des 
syntagmes nominaux ) [METZGER 88],[DE BRITO 91],[LAROUK 94]. 
Les aspects linguistiques qui sont attribues au modele proviennent de la contribution de 
plusieurs professeurs universitaires: A. BERRONDONNER, M. Le GUERN, R. 
BOUCHE. J ROUAULT, J-P METZGER et tant d'autres dans les equipes de 
recherches. 
Nous retenons dans notre travail sur le corpus, certaines regles de reecriture du modele 
SYDO et 1'introduction d'autres nouvelles regles necessaires pour la reconnaissance 
des phrases. 
Le vocabulaire terminal (VT) et le vocabulaire non terminal (VN) sont: 
VT-{F,W,D,P,V,C,T}, 
VN = {PH, PHC,SN,N',SV,V',N,A',A,D',SP, SPn, Spnc,SV,EP, EPC }. 
La liste des categories selon la description de [DE BRITO 91]: 
CATEGORIES SYMBOLES 
Nominales: F: noms-adjectifs 
{F-NOM, F-ADJ, F-NAN} 
D: predeternnnants 
{D-DEF, D-NUM, D-IND} 
P: prepositions 
Intermediaires: C: conjonctions 
W: adverbes 
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{W-AAJ, W-QUA,W-PRO, W-TAM} 
T: signes de ponctuation 
Verbales ou Propositionnelles: V: verbes 
Y: pronoms preverbaux 
Q: subordonnants 
N° Regle Regle de reecriture Illustration 
1 PH —> SN + SV PH= « L'attention de notre clientele » + « est 
attiree sur les points suivants: » 
2 PHc —> PH + C + PH PHc= « 11 convient d'eviter... » + « et» + «de 
veiller ... existe entre les mots... » 
3 SN -» D' + N' SN= « les » + « points suivants » 
4 SN -> F-PRO SN = « il » 
5 SN —> D' + F-PRP SN = « la Banque Nationale. .. » 
6 N' ->N + SF N' = « responsabilite » + « en cas de perte, de 
soustraction... » 
7 N' ->N N' = « usage» 
8 N' -> N + A' N' = « rectifications » + «eventuelles » 
9 SP"->SP SP" = « dans le present chequier» ; n=l 
10 SP" _> SP + (T) + SP" SP" = « de toute responsabilite en cas de 
perte, de soustraction ...» ; n>l 
11 SP-> P + SN SP = « dans » + «le present travail » 
12 SP -> P-en + ('ne') V-pp ('pas') SP = « en » + « (n') omettant (pas) » 
selon [Le GOFFIC 93], appele groupe 
prepositionnel (GP)-participal. 
13 SP -> P-de + V-inf + (A') SP=« de »+«reproduire »+(« integralement ») 
selon [Le GOFFIC 93], GP-infinitival. 
14 SP -> P-pour + V-inf + ( SN) SP =« pour » + « refuser »+ (« le paiement ») 
selon [Le GOFFIC 93], GP-infinitival. 
15 SP -> P-a + W + ( SP) Groupe adverbial = 
[expansion gauche] + adverbe + [expansion droite], 
selon [Le GOFFIC 93], GP-adverbial. 
[expansion gauche] =tres.beaucoup plus,... 
[expansion droite] = expansion P ou SP . 
16 D* ->D D' = « la » 
17 D' -> F-ADJ (possessif) D' = « notre » 
18 D' -> W-QUA + P-de D' = « beaucoup » + « de » 
19 D' —> « ce que » + D D' = « ce que » + « un » 
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20 A' -> F-ADJ A' = « suivants » 
21 sv -> V' + SP" + ( SN) SV = « convient» + « d'eviter de laisser » + 
(« un blanc devant les sommes...») 
22 SV -> V' + Sp"c + ( SN) SV = «est dechargee » + «de toute 
responsabilite en cas de perte, ... » + (« des 
formules contenues dans le present chequier ») 
23 \r ^ y V' = « convient» 
24 V' ->> AUX + V V' = « est» + « attiree » 
25 V' -> V + AUX + V V' = « doivent» + « etre » + « approuvees » 
26 N —> N + EP N = « sommes » + « en chiffres » 
27 N -> N + EPC N = « sommes » + « en chiffres ou en lettres » 
28 EP —> P + N' EP = « en » + « lettres » 
29 EPe -> EP + C + EP EPC = « en chiffres » + « ou » + « en lettres » 
30 Sp"c -> Sp" + C + Sp" Sp"c = « d'eviter de laisser ... » + « et» + «de 
veiller a ce qu'un minimum... » 
B1 Formulation de la grammaire en PROLOG: 
[GAZDAR 89],[GAL 89],[KABBAJ 91] 
Les unites non-terminales de cette grammaire correspondent a des buts Prolog. 
Si la phrase est representee par une liste de mots L, les buts Prolog auront 
essentiellement deux arguments L1 et L2 : 
L qui represente la phrase en entree pour 1'analyse et L2 represente ce qui reste de la 
phrase apres reconnaissance d'une partie par le but en question (Syntagme Nominal). 
Ainsi, la partie consommee est la difference des deux : L1=L-L2. 
On formule la regle d'analyse d'une phrase P en Prolog. (voir Fig.VI.2.2B) 
ou: 
P > SN(genre,nombre) + S V(genre.nombre) 
SN(GEN,NBR) —> Det(GEN,NBR) + N(GEN.NDR) 
SV(G,N) —> V(G,N) + Adj(G.N) • 
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Analyser Phrase (L)Analyser Syntagme nominal (L,L2,GEN,NBR), 
Analyser Syntagme Verbal (L2,GEN,NBR) . 
Analyser Syntagme nominal (L1,L2,G_,N_):-
extraire_mot(L 1 ,Rest,M 1), 
est_determinant(M 1 ,G_,N_), 
extraire_mot(Rest,L2,M2), 
est_nom(M2,G_,N_). 
Analyser_Syntagme_Verbal (L,G_,N_) :-
extraire_mot(L,Rest,M 1), 
est_verbe(M 1, G_,N_), 
extraire_mot(Rest,[],M2), 
estadj ectif(M2, G_,N_). 
extraire mot ([Tete|Q], Q, Tete). 
Fig.VI.2.2B: Regle d'analyse d'une phrase en Prolog. 
La regle « Analyser Phrase » permet de faire 1'analyse syntaxique d'une phrase sans 
donner 1'arborescence de la phrase (ie. arbre syntagmatique). D'autres regles ou 
arguments dans celle-ci pourront exprimer les traces de 1'analyse : 
P(SN(est_determinant(Ml),est_nom(M2)),SV(est_verbe(M3),est_adjectif(M4))). 
VI.2.3. L*analvseur du prototvpe de TAO: 
Un programme est qualifie de reconnaisseur (recognizer) iorsque sa tache consiste a verifier si 
oui ou non la phrase est conforme a la grammaire. La sortie d'un reconnaisseur est donc 
oui/non selon que la phrase est acceptee ou rejetee. 
Un analyseur est un reconnaisseur qui produit en outre la structure syntaxique de la phrase 
reconnue. La production d'un analyseur (la sortie) n'est pas strictement limitee a 1'arbre 
syntaxique de la phrase. On peut avoir comme sortie la representation semantique de cette 
phrase, ou une forme transformee ([KITTREDGE 87],[MILLER 90])de celle-ci proche de 
notre but qui est la traduction. 
Aussi, Panalyseur peut produire plusieurs sorties: Parbre syntaxique, la forme corrigee selon 
les regles d'accord, la representation semantique,... 
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¥1.3. Prototvpe de TAO base sur le modele k transfert de 
struetures : 
Introduction: 
Notre choix qui s'est porte au modele a transfert de stractures pour la conception et 
1'implementation du prototype de TAO, dit aussi de deuxieme generation, pour les buts 
suivants: 
1- separation des donnees aux traitements (dictionnaires et grammaires aux 
programmes de traitements). 
2- evolution rapide et amelioration souple du prototype vers un systeme complet de 
TAO. 
3- le prototype de TAO opere en trois phases appelees analyse, transfert et generation . 
Cette derniere distinction correspond aux trois etapes fondamentales de 1'operation 
de traduction: la comprehension de la phrase source, la transposition de 1'idee et la 
formulation de cette idee resultante en langue cible [HATON 91]. 
4- la possibilite de faire evoluer un systeme de deuxieme generation vers un modele de 
troisieme generation [RASKIN 87],[TUCKER 87]. 
Un systeme de troisieme generation associe au systeme de deuxieme generation une base de 
connaissances dans laquelle le systeme peut puiser pour trancher les ambiguites de sens. 
Dans notre demarche de travail et particulierement dans 1'elaboration des structures de 
transfert du frangais vers Parabe, le travail de these de Doctorat de A-M. Boualem 93 nous a 
inspire dans le contexte de modelisation. 
Son modele est structure comme suit: 
- Choix d'un contexte de travail: qui est base sur un corpus technique tres restrictif. 
- Analyse du corpus et elaboration des structures de transfert: cette structuration est 
bijective, ie: Structure_frangaise <-> Structure arabe . 
A ce modele, on complete par d'autres etapes et sans tenir compte de Vaspect bijectif: 
% Recherche des regularites apres Panalyse du corpus puis elaboration des structures 
de transfert. 
Test et verification de ces structures dans la possibilite de rajouter d'autres regles 
qui completent le bon fonctionnement et la fiabilite de ces structures. Comme la 
determination (en arabe), Paccord de Padjectif avec le nom (en arabe, Padjectif ne 
s'accorde pas dans tous les cas en genre et nombre), possibilite de changement de 
categorie de certains mots (le verbe en frangais peut etre traduit en un nom-verbal 
dans le cas du gerondif) ... 
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VI.3.1. Le modele ML-TASC: [BOUALEM 93] 
Dans ce modele de conversion de formalismes de langages techniques et scientifiques dans un 
environnement a syntaxe contrdlee et raisonnement limite, nous presentons le corpus en 
question, puis les structures qui ont ete elaborees et les ameliorations qu'on a apporte. 
Voir ci-apres: (Tig.VI 3.la: Corpus de [BOUALEM 93]); et 
fFig.VI.3.1b: Tableau descriptif des structures de transfert). 
Mode d'emploi: 
Suivre le mode d'emploi pour obtenir un 
dossier ou un livre relie correctement. 
Utiliser le courant electrique ou une pile 
electrique Type-A. 
Mettre 1'interrupteur sur la position ON. 
La temperature normale de fonctionnement est 
atteinte apres 4 minutes. 
L'appareil chauffe mais peut rester sous 
tension. 
Un thermostat evite le surchauffage. 
Placer la pile de feuilles dans la zone de 
chauffe. 
Retirer la pile reliee apres le signal lumineux. 
TaRiYQad ?aL-?iSTfMa4L: 
?i'TBac TaRiYQa& ?aL-?iSTfMaAL MiN 
?aJLi ?aL-HuSuLi cLaY MiLaFF ?aW 
KiTctAB MuMSiK JaYYiD. 
?iSTacMiL ?aL-TaYYaAR ?aL-
KaHRuBaA ?iY ?aW BaTTaARiYYa& 
KaHRuBaA ?iYa& Type-A . 
Dcf ?aL-MiQFaL caLaf ?aL-WalfiYYa& ON. 
DaRaJa& ?aL-HaRaARa& ?aL-caADi YYa& 
LiL-TaSGiYL 
DaOaA ?iQ. 
WaASiLa& BcfDa 
YuSaXXiN ?aL-JiHaAZ LaKiN YaSTaTifa 
?aL-BaQaA?aMuSTaGiL. 
MuNaDDiMu ?aL-HaRaARa& YaMNac 
?iRTiFaAc ?aL-HaRaARa&. 
Da MaJMuca& ?aL-?aWRaAQ FiY 
MiNTaQa& ?aL-HaRaARa&. 
?iHDaF ?aL-MaJMuc a& MuMSiKa& 
BcfDa ?aL-?iSaARa& ?aL-DaW?iYYa&. 
FiR.VI.3.1a: Corpus de [BOUALEM 93] . 
Structure en franpais Structure en arabe Justifications et ameliorations 
Det + Nom-compose Nom-compose © ie mode d'emploi': 
TaRiYQa& ?aL-?iSTi<:MaAL 
®ia zone de chauffe': 
MiTaQa& ?aL-HaRaARa& 
o si (Det=defini) alors (Det+Nom_compose) 
sinon (Nomcompose) 
67 
Partie 2 : Conception et realisation d'une application 
Prep + V Prep + Det V ©'pour obtenir': 
MiN ?aJLi ?aL-HuSuLi 
^'de laisser', 'de reproduire': 
(se traduisent en MaSDaR ou Nom-verbal) 
TaRKi, ?faADa& DiKRi 
si (Prep+V infinitif) alors (Nom verbal) 
Conj + GN Conj + GN ©' ou un livre ': 
?aW KiTaABun 
Det + Nom + Adj DetNom + Det Adj ®'le courant electrique' 
Oen arabe 1'adjectif est toujours postpose, 
donc: 
si (Non+Adj)ou(Adj+Nom) alors 
{ (Nom+adj), 
si (Det=defini) alors (Det Nom +Det Adj), 
Appliquer accord_gen&nbr(Nom,Adj) 
} 
Prep + Nom Prep + Det Nom •=> 'en cas de perte': 
il n'y a pas determination, donc 
si (Prep+Nom) alors (Prep+Nom) 
Det + Nom + V V + Det Nom => c'est le cas typique de construction de 
phrases en arabe: 
si (structure_fr=SVO) alors 
{ structure ar := VSO, 
si (S=Pronom) alors structure ar := VO, 
} 
avec: S(sujet), V(verbe) et 0(compl. objet). 
V +V V + Det V ©'peut rester': 
YaSTaTifa ?aL-BaQaA?a 
^c^est le cas de (V + Vinfinitif): 
si (structure_fr=V+V_infintif) alors 
{ V infinitif -> MaSDaR (ou deverbal ), 
structure_ar := 
soit: V + Det*Nom_verbal, 
soit: V + Prep(?aN) + V conjugue, 
} 
Illustration: 'Je veux partir 
?uRiYDu + ?aL-DDaHaAB / ?aN ?aDHaBa 
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Nom + 'de' + Nom Nom + Det Nom ©'(la) pile de feuilles': 
MaJMuca& (?aL-)?aWRaAQ 
•^on propose comme traduction convenante 
pour cet exemple: 
(?aL-)MaJMuca& MiN(a) (?aL-)?aWRaAQ 
Donc: 
si ( structure_fr=[Det]+Noml+'de'+Nom2 ) 
alors 
{ structure ar := 
soit: ([Det] Noml + [Det] Nom2), 
soit:(Noml + Prep(MiN/Li) +[Det]+Nom2 
} 
Illustration: 
'Ecole de filles': 
MaDRaSa& LiL-BaNaA T 
Fig.VI.3.1b: Tableau descriptif des structures de transfert. 
VI.3.2.Corpus du prototvpe : 
Notre choix de corpus, pour notre systeme experimental, s'est oriente vers un texte bilingue 
(frangais-arabe) a portee de main: il s'agit de recommandations qu'on trouve sur un carnet de 
cheques (d'un pays maghrebin). 
Ce choix se justifie pour les raisons suivantes: 
- frequence de lecture du texte; 
- diversite des structures syntaxiques: bien que ce texte soit court, il est porteur de 
plusieurs constructions syntaxiques et la diversite de styles de phrases; 
- 1'etude de la traduction du texte, nous a permis d'approfondir certaines connaissances 
utiles a la bonne demarche pour la conception du systeme prototype de TAO : 
modele de connaissances pour le dictionnaire electronique; 
modele d'analyse des structures syntaxiques; 
modele pour les structures de transfert frangais-arabe . 
Voir Fig.VI.3.2a: Le corpus de notre travail. 
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Le texte en frangais Le texte en arabe 
L'attention de notre clientele est attiree sur les 
points suivants: 
1- Les cheques doivent etre remplis avec 
beaucoup de soin. 
2- Les rectifications eventuelles doivent etre 
approuvees en n'omettant pas de remplir 
integralement, le cas echeant, le montant en 
toutes lettres. 
3- 11 convient d'eviter de laisser un blanc 
devant les sommes en chiffres ou en lettres et 
de veiller a ce qu'un minimum d'espace existe 
entre les mots ou entre les lettres, afin 
d'empecher toute modification ulterieure. 
4- La Banque Nationale est dechargee de 
toute responsabilite en cas de perte, de 
soustraction ou d'usage irregulier ou 
frauduleux des formules contenues dans le 
present chequier, 
a moins qu'elle n'ait ete prevenue a temps , 
pour refuser le paiement. 
YuLFaT ?iNTiBaAH ZaBaA ?iNuNaA ?iLat 
?aL-NiQaAT ?aL-TTaALiYa&: 
1- YaJiBu ?aN TuMLa?a ?aL-SSuKuK Bi-
?HTiMaAMin KaBiYR. 
2- YaJiBu ?aN YuSaADiQa caLat ?aL-
TTaSHiYHaAT ?aA-MuHTaMaLa BiDuWNi 
?iGFaAL ?faADa& DiKRi ?aL-MaBLaGi 
Bi-KaAMiLiHi ciNDa ?aL-?iQTiDaA? Wa 
Bi-?aL-?aHRouFi ?aL-KaAMiLa&. 
3- YaNBaGiY TaHaASiY TaRKi BaYaAD 
?aMaAMa ?aL-MaBaALiG Bi-?aL-
?oRQaAM ?aW Bi-?aL-?aHRuFi Wa ?aL-
SSaHaRi caLat ?aLLaA YaBQaY BaYNa 
?aL-KaLiMaAT ?aW BaYNA ?aL-?aHRuF 
SiWat FaDaA ?in ?aNNa Wa DaLiKa LiL-
HaYLuLa& DuWNa KuLLi TaGYYiRin. 
4- ?aL-BaNK ?aL-WaTaNiY LaA 
YaTaHaMMaL ?aYYa MaS?uLiYYa& FiY 
HaALa& DaYaAc , ?iXTiLaAS ?aW 
?iSTfMaAL GaYR QaANuNiY ?aW 
TaDLiYSiY IJL-SSiYaG ?aL-LaTiY 
YaHTaWiY caLaYHaA DaFTaR ?aL-
SSuKuK HaDaA . ?iLLa ?iDaA ?uXTiRa Bi-
DaLiKa FiY ?aL-WaOTu ?aL-MuNaASiB , 
Li-YuRFaDa >aL-DDahca. 
Fig.VI.3.2a: Corpus de notre travail. 
Notre demarche de travail pour ce corpus consiste a : 
1- analyser le corpus phrase par phrase; 
2- retrouver les regularites entre les phrases en analyse et en synthese; 
3- generaliser ces regularites en stractures de transfert frangais-arabe; 
4- completer si possible chaque stracture de transfert par des regles d'accord, de 
determination ou de transformation de categories; 
5- dresser la liste finale des stractures retenues et les regles complementaires a celles-ci. 
Nous resumons ces differentes etapes par le tableau ci-dessous (Tig.VI.3.2bV 
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Structure en frangais Structure en arabe Commentaires 
SN: 
Det(=Adj_poss) + Nomcom 
SN: 
Nom com * Det 'notre clientele': 
ZaBaA ?iNu * NaA 
le(*)est un symbole binaire 
qui denote la concatenation 
des deux mots. 
SN: 
Det(=defini) + Nom_com 
SN: 
Det * Nom com ies cheques': 
?aL-SSuKuWK 
SN: 
Det + Nom com + Adj 
SN: 
Det*Nom_com + Det*Adj 
et 
Accord (Nom,Adj): 
'les points suivants': 
?aL-NNiQaAT ?aL-TaALiYa& 
Nom(gcn,nbr) Adj(gen_nbr) 
1 fentsin fem,sin 
2 mas.sin mas,sin 
3 fem,plur, H+ fetrupiur 
4 fcm.plur, H- fem,sin 
5 mas,plur, H+ mas,plur 
6 mas,plur, H- fem,sin 
H+: humain et 
H-: non-humain 
SN: 
Det + Adj + Nom 
SN: 
Det*Nom + Det*Adj 
et 
Accord (Nom,Adj) 
SP-infinitival: 
Prep(de) + Vinfinitif 
Deverbal: 
Nom verbal 
'de laisser': TaRKi 
'd'eviter': TaHaASi 
SP-complement: 
Prep(en) + Nom 
SP: 
Prep(Bz')*Det_defNom 
'en lettres': 
Bi-?aL-?aRQaAM 
SP-gerondif: 
Prep(en)+ Vjpp 
SV / SN: 
i?aL-HaAL) 
Adverbe_d e_mani ere / 
adjectif. 
{ SV: Pronom + V 
ou 
SN: ?aL-HaAL 
} 
c'est un cas typique en arabe 
qui se traduit, soit par une 
phrase verbale, soit par une 
phrase sans verbe: 
'(fi=Le gargon mange) en 
marchant': 
soit: fi + WaHWa YaMSiY 
soit: fi + MaASin 
71 
Partie 2 : Conception et realisation d'une application 
SP: 
Prep + SN 
SP: 
Prep */+ SN 
et 
si (V+SP) alors 
{le V arabe qui donne Prep, 
par: Propose(V,Prep) } 
'sur (la table)': caLaY 
'V(attirer) 
sur (les points suivants)': 
attirer= YuLFi Tu +P (?iLaf), 
?UMY ?aL-Ni()aT... 
Det: 
Det(=indefini) + X 
TaNWiYN: 
X * Xn ; X=a|u|i 'une banque': BaNKun 
Det: 
Det(=groupe_adv) + X X + Det 
'(avec) beaucoup de (soin)': 
Bi-?iHTiMaAMin KaBiYRin 
Prep: 
Prep(afin de) Conj+Pro_dems+ prep(L/) 
'afin d'empecher': 
Wa DaLiKa Li*... 
SN: 
SN+SP 
SN: 
SN+SP 
ie montant en toutes lettres': 
?aL-MaBLaGi Bi-?aL-
?aHRuFi ?aL-KaAMiLa& 
P: (Phrase) 
SN + SV(= V + SN/SP) 
P: 
V + SN+ SN/SV 
Toutes les phrases de notre 
corpus. 
P: 
SN(= Pronom) +SV(=V + X) 
P; 
V + X 
'il convient d'eviter': 
YaNBaGiY TaHa:SiY 
P: 
SN(=Nom_propre)+S V (=V+X) 
P: 
V + Nom_propre + X 
'Lamia mange une pomme': 
Ta?KuLu LaMYa? 
TouFFa:Ha& 
Fig.VI.3.2b: Structures de transfert du corpus. 
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VI.4. La generation : 
Introduetion: 
La generation en langue cible (en arabe) constitue la derniere phase dans la conception de 
notre prototype de TAO, apres la conception du dictionnaire electronique, Vanalyse de la 
phrase source (en frangais) et 1'elaboration des structures de transfert (frangais-arabe). 
VI.4.1. Les differents niveaux de la generation : 
La generation dans notre etude se decompose en trois etapes: 
1 - Niveau I : generation des mots simples 
Par la consultation directe du dictionnaire electronique et dans ce cas : 
Mot_ar(i) = generer(Mot_fr(i)); 
2- Niveau II: generation des mots complexes 
II s'agit pour notre prototype de TAO : 
> generation des verbes conjugues (Conjuguer_verbe), 
> generation des adjectifs (par la regie Accord(Nom,Adjectit)), 
> generation des prepositions dans un SP ( Propose (verbe,prep)), 
selon ( categorie (Mot_ar(i))= V ou Adj ou Prep ) 
alors 
{ V : Mot_ar(i) <- Conjuguer_verbe (Mot_ar(i)) + {Pers.,Gen.,Nbr.}; 
Adj : Mot_ar(i) <r Accord (Nom,Mot_ar(i)) + {Gen., Nbr.}; 
Prep : Mot_ar(i) <- Propose (Verbe,Mot_ar(i)); 
} 
3- Niveau III: generation en phrase cible 
D'apres les structures de transfert on etablit la generation fmale en langue cible: 
selon (Structure = (Phrase: P_fr) ou 
(Groupe_nominal :GN_fr) ou 
(Groupe_verbal: GV_fr)) 
alors 
{ Phrase : generer_ST( P_fr,P_ar), 
Groupe_nominal : generer_ST(GN_fr,GN_ar); 
Groupe_verbal : generer_ST(GV_fr,GVJr), 
} 
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VI.4.2. La gencration de niveau I 
acces 
Mot_fr(i) 
Dictionnaire electronique 
'restreint' frangais-arabe 
resultat 
Mot_ar(i) 
Fig.VI.4.2; Generation par simple acces au dictionnaire. 
A la recherche de la traduction du mot Mot_fr(i) dans le dictionnaire bilingue, le resultat est le 
mot Mot_ar(i) qui est 1'occurrence la plus probable . 
L 'occurrence convient-elle dans le traitement 
Pour resoudre ce genre de probleme, on peut puiser dans la liste des equivalences, a la 
recherche d'un autre mot arabe Mot_ar(i') convenant: 
(D La liste des mots est presentee a Putilisateur pour faire son choix, dans ce cas on 
parle de systeme TAO. Ceci rentre dans le cadre du present travail, mais peut etre 
un prolongement ou un sujet d'etude. 
© Un traitement automatique est prevu pour ce niveau de generation. Dans ce cas 
chaque element de la liste y compris la premiere occurrence de traduction subissent 
un test de coherence des traits. 
> On illustre ce genre de traitement, par Pexemple suivant: 
si (trait(Sujet)=:H+) et (trait(Verbe)=v_etat) alors (trait(Objet)=H+); 
sinon 
si (trait(Sujet)=H-) et (trait(Verbe)—v_etat) alors (trait(Objet)—H-); 
etc. 
> Un autre cas d'illustration, que le verbe peut etre previsible pour ce genre de 
traitement: 
selon ( arguments( VERBE)) alors 
{ 
argl : si (argl=H+) alors (arg2=H-); 
arg2 : si (arg2=H-) alors (arg3=H-); 
etc. 
Ce type de traitement de previsibilite, assurant le bon choix de traduction des mots, 
necessite : 
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- d'une part, une etude semantique des verbes pour dresser la liste des traits 
de chacun de ces arguments, et 
- d'autre part, une etude des traits des constructions syntaxiques 
(SN,SP,SV,...) dans des positions differentes (Sujet, COD, COI, CC, ...) 
pour prevoir les traits dans chaque type de construction. Par consequent, 
le choix du mot parmi la liste devient plus aise selon un trait predetermine. 
Ceci ne rentre pas dans le cadre du present travail, mais pourra etre un 
prolongement de celui-ci et faire appel a un nouveau sujet d'etude en 
collaboration. 
VT.4.3. La glnSration de niveau II: 
A> Generation des verbes : 
Motar(i) + informations CONJUGUEUR 
des verbes arabes 
Motar(i) + conjugue 
(verbe) (verbe conjugue) 
Fig.4.3: Conjugueur des verbes arabes. 
Selon les travaux qui sont realises sur la conjugaison des verbes arabes [ABU AL-CHAY 
88] et [HASSOUN 87], Vincorporation du systeme conjugueur des verbes a notre 
prototype de TAO, nous permet de generer le verbe au mode et aspect, la personne et le 
nombre desires. 
Les donnees de la conjugaison sont: 
1- le verbe a la 3PMS de l'accompli actif, 
2- le ou les modes de conjugaisons desires. 
Ainsi, il est possible de definir trois types de conjugaison: 
- la conjugaison du verbe pour tous les modes ( accompli, inaccompli, 
imperatif...), 
- la conjugaison d'un verbe pour un mode donne, 
- la conjugaison d'un verbe a un mode et pour une personne, un genre et un 
nombre donnes. 
O C'est bien ce troisieme type qui nous interesse pour le prototype de TAO. 
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Selon le travail de [ABU AL-CHAY 88] le programme de traitement a ete ecrit en 
PROLOG, et la regle de conjugaison est ecrite comme suit: 
conjuguer(_verbe,_aspmod,jpers,_nomb,_gen,PRF,BASE,SUF) 
verbe(_verbe,NCPS,NCB), 
aspmode_lvps(_aspmod, (N,M)), 
compatible(_pers,_nomb,_gen), pronom(PNG,PRO), 
classe(NCPS,L), dans(NVS,L), dans(NVP,L), 
>(NVS,N), <(NVS,M), <(NVP,3), 
base(NVS,PNG,BASE), 
suffixe(NVS,PNG,SUF), 
conc(B ASE, SUF,B ASE SUF), 
sortir(BASESUF,_aspmod,PNG,NVP,PRF,N). 
avec: 
verbe: le verbe; 
_aspmod: 1'aspect et le mode; 
_pers: la personne (1 ere,2eme ou 3eme); 
nomb: le nombre (S:singulier, P:pluriel ou D:duel); 
jgen; le genre (M.masculin, F.feminin ou N:commun); 
PRF; le preefixe; 
BASE: la base; 
SUF: le suffixe; 
Fig.VI.4.3: regle de conjugaison en PROLOG-FOLL [ABU AL-CHAY 88] 
La premiere etape de cette regle consiste a verifier le verbe, 1'aspect-mode, la personne, 
le nombre, le genre et leurs compatibilites. Ensuite, en fonction de ces informations, on 
trouve le suffixe, la base et eventuellement le prefixe relatif du verbe conjugue. 
II y'a trois tvpes 'sortir', cette regle peut fournir: 
© 1'aspect accompli et le mode imperatif, 
® Vaspect inaccompli voix « active », 
G> Vaspect inaccompli voix « passive ». 
II reste le probleme de conversion de «temps », « aspect» et « mode » du frangais vers 
Varabe. Ce probleme constitue un long travail de recherche a proposer, du fait que: 
- La langue franpaise est une langue tres precise dans la description de 1'etat du 
verbe et son action dans Vespace et le temps. Cette caracteristique permet de 
situer le sujet, son etat et la continuite du phenomene sans ambiguite. 
- Ces caracteristiques de description ne se retrouvent pas toutes dans la langue 
arabe. Parfois Vambiguite se prolonge jusqu'aux choix de mode ou aspect. 
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B) Generation des adiectifs: 
On rappelle la regle de generation de 1'adjectif arabe, qui s'accorde selon le genre, le 
nombre et le trait ±Humain du nom arabe: 
si 
((Nom+Adj) ou (Adj+Nom)) 
alors 
{ Accord (Nom,Adj): 
Nom(gen,nbr) Adj(geivih-) 
1 fem,sin fem,sin 
2 mas.sin mas.sin 
3 fcm,plur, H+ fem,p!ur 
4 fem,plur, H- fem,sin 
5 mas,plur, H+ mas,plur 
6 mas,plur, H- fem,sin 
Illustration: 
Adj 4-generer(Adj,gen_N,nbr_N), 
} 
H+: humain et 
H-: non-humain. 
0 SaYYaARa& SaRiYca& : 'une voiture rapide' 
® TaALiB DaKiYY : 'un etudiant intelligent' 
® FaTaYaAT JaMiYLaAT: 'des belles filles' 
® ?aSJaAR MuTMiRa& : 'des arbres fruitiers' 
© TuLLaAB ?aDKiYaA? : 'des etudiants intelligents' 
© KuTuB QaYYiMa& : 'des livres interessants' 
Q Generation des prepositions: 
Dans le cadre d'etude de notre corpus, on distingue les cas de generation suivants: 
Le cas (en frangais) La generation Exemples 
CAS 1: SP-infinitival 
Prep(de) + Vinfinitif 
Nom_verbal 
^ Prep=0 
'de laisser': TaRKi 
'd'eviter': TaHaASi 
CAS 2: SP-complement 
Prep(en) + Nom 
Prep(Bi)*Detdef*Nom 
^ Prep =Bi 
'en lettres': 
Bi-?aL-?aRQaAM 
CAS 3: SP-gerondif 
Prep(en) + V_pp 
?aL-HaAL 
V Prep=0 
ie: « Adverbe de maniere / 
adjectif (en frangais). 
soit: 
PV: Pronom + V 
ou 
SN: ?aL-HaAL 
c'est un cas typique en 
arabe et se traduit soit par 
une phrase verbale, soit par 
une phrase sans verbe: 
'le gargon mange ... en 
marchant': 
soit: p... WaHuWa YaMSiY 
soit: p...MaASin 
77 
Partie 2 : Conception et realisation d'une application 
CAS 4: SP Prep */+ SN 'sur (la table)': caLat(...) 
Prep + SN 
^ Prep *0 'V(attirer)': 
si (cas: V+SP ) alors © sur (les points suivants)': 
{ le V qui peut donner Prep, attirer = 
par: Propose(V,Prep) V(YuLFiTu) 
} +Prep (?iLaf) 
O ?HMY C?aL-NiQaT...) 
VL4.4. La gen^ration de niveau III: 
Cest le niveau de generation en langue cible (ou synthese de la phrase arabe). 
On illustre a ce niveau de generation que le systeme a reussi toutes les etapes d'analyse et les 
deux premiers niveaux de generation : 
Structure Transformee de la phrase en LS 
(structure intermediaire entre le frangais et l'arabe) 
Dictionnaire electronique 
Generation des mots simples 
Accord (N , A) 
Propose (V,Prep) 
Generation des mots complexes 
jStructures de Transfert 
i frangais-arabe 
Niveau I 
Niveau II 
CONJUGUEUR 
Niveau III 
Phrase en LC 
(en arabe) 
Fig VI.4.4: Schema general de la generation du prototype. 
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VI.5. Architecture du svst&me prototype de TAO : 
Essayons de resumer en un schema les composants necessaires de notre systeme prototype . 
Au coeur du systeme, on trouve bien entendu les programmes decoupes classiquement en trois 
ensembles : Analyse, Transfert et Synthese, eux-memes subdivises en modules independants 
realisant chacun une tache majeure bien determinee , 
Ces programmes seront ecrits en un langage adapte aux besoins de la linguistique (comme 
exemple, un langage declaratif ), aussi ces programmes seront mis en oeuvre pour diriger et 
d'en surveiller 1'application dans chaque niveau de traitement. 
SYSTEME DE BASE 
ANALYSE 
TRANSFERT 
GENERATION 
Z^MOTEUR 
XDTNFERENCE 
i 
1 
k 
r 
ZONE DE DONNEES 
-*1 FILTRAGE 
CONJUGUEUR 
REGLES i 
-* LEXICALES 
& \ 
AUTRES ! 
Bases de Donnees 
Lexicales 
le dictionnaire 
automatique de mots 
autres 
dictionnaires 
Fig.VI.5: Architecture de notre systeme prototype. 
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Partie 2 : Conception et realisation d'une application 
VII. R6alisation informatique 
- Prototvpe de TAO du franeais vers Farabe - : 
VII. 1. Introduction : 
L'objectif de notre realisation informatique du prototype de TAO est pour une phrase donnee 
en frangais de faire son analyse syntaxique, d'effectuer le transfert structural frangais-arabe afin 
de produire en sortie la traduction de cette phrase en arabe. 
Exemple: 
(entree)« Jean mange une pomme dans la rue. » 
(sortie) « Ya?KuLu JuWN TuFFaAHa& FiY ?aL-TTaRiYQ. » 
VII.2. Caract6ristiques de Fapplication : 
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmt^ ^^ ^^ m^mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmimmmmimmmii 
VII.2.1. Tvpe de phrases analvs^es : 
Les phrases acceptees de la langue frangaise sont des phrases simples (Voir caracteristiques du 
modele chap. IV.4 ), analysables par la grammaire implementee dans notre prototype. 
VII.2.2. Les cat£gories svntaxiques retenues: 
Categories Symboles 
Nominales : fl : nom propre ; 
£2 : pronom personnel; 
B : nom commun ; 
f4 : adjectif; 
d : predeterminant; 
p : preposition 
Intermediaires : c : conjonction; 
w : adverbe; 
t : ponctuation 
Verbales: v : verbe 
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VII.2.3. Les flexions retenues : 
A°) Pour le lexique francais : 
Le choix des flexions est effeetue selon la syntaxe du projet SYDO [DE BRITO 91] et 
[METZGER 88]. 
Flexions Symboles 
Genre: mas : masculin; 
fem : feminin; 
_ : indetermine 
Nombre : sin : singulier; 
plur : pluriel; 
_ : indetermine 
Personne : 1 : premiere personne ; 
2 : deuxieme personne ; 
3 : troisieme personne 
B°) Pour le lexique arabe : 
Le choix des flexions est effectue selon la syntaxe adoptee par [AL-CHAY 88] et 
[HASSOUN 87]. 
Flexions Symboles 
Genre: M : masculin; 
F : feminin ; 
_ : indetermine 
Nombre: S : singulier; 
D : duel; 
P : pluriel; 
_ : indetermine; 
Personne: 1 : premiere personne ; 
2 : deuxieme personne ; 
3 : troisieme personne 
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VII.3. Environnement du prototype : 
VII.3.1. Le lexique : 
L'acquisition de donnees pour la traduction est basee sur les entrees lcxicales ou 
terminologiques bilingues . Notre approche consiste a construire un dictionnaire electronique 
bilingue restreint pourvu d'un composant d'analyse morphologique. 
Les informations morpho-syntaxiques (genre, nombre, personne...) sont conservees sous forme 
de traits qui accompagnent les niots. Nous aurons besoin de ces informations lors des 
traitements pour 1'analyse syntaxique, le transfert structural et la synthese en langue cible. 
Une entree dans le dictionnaire bilingue de notre application est decrit comme suit: 
dic ( Mot fr. Cat Jr, [Genjr, Nbr_fr, (Pers__fr)], 
Cat_ar, [GNPjir1, GNP_ar2,...], [Mot_ar', Mot_ar2,...]). 
avec : 
\lot_fr : un mot du lexique frangais ; 
Cat fr : categorie de Mot_fr; 
[Gen fr, Nbr fr, (Pcrs fr)] : la liste des flexions de Mot_fr en genre (Gen_fr), en 
nombre (Nbr_fr) et optionnellement en personne 
(Pers_fr) ; 
Cat ar : categorie equivalente de Mot jr en arabe ; 
[GNP_arl,  G N P  ar:,...] : la liste des flexions des mots arabes equivalents a Mot_fr en 
genre (G), en nombre (N) et en personne (P) , 
|.Vlot ar', Vlot ar:....| : liste des mots equivalents en arabe . 
Exemnles: 
dic(le,d,[mas,sin], d, [J, ["?aL-"]). 
dic(socrate,fl,[mas,sin,p3], fl, ["_SM"], ["SuQRaAT"]). 
dic(elle,f2,[fem,sin,p3], f2, ["3SF"],["HiYa"]). 
dic(homme,f3,[mas,sin], B, ["3SM","3SM"], ["RaJuL","?iNSaAN"]). 
dic(mange,v,[_,sin,p3], v, ["3SM","3SF"], ["Ya?KuLu(+Bi)","Ta?KuLu"]). 
dic(intelligent,f4,[mas,sin], f4, ["_SM","_SM"], ["DaKiYY","I:aTiN" ]). 
dic(peu,w,[_,J, w, [J, ["QaLiYL"]). 
dic(et,c,L,J, c, [J, ["Wa"]). 
etc. 
VII.3.2. La grammaire implementee : 
A notre Base de Donnees lexicale (BDD ou dictionnaire automatique bilingue), on ajoute un 
composant d'analyse syntaxique. Celui-ci, muni des informations lexicales, peut alors decider 
de choisir les composants d'une phrase et ses difFerentes structures . 
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La grammaire implementee dans notre application pour Vanalyse syntaxique d'une phrase 
frangaise est la suivante : 
<phrase> ::= <SN> <SV> 
<SN> ::= <Nom propre> (<SP>) | 
<Pronom> (<SP>) | 
<Determinant> (<Adj>) <Nom commun> (<Adj>) (<SP>) 
<SV> ::= <Verbe> | 
<Verbe> (<Adj>) | 
<Verbe> (<Adv>) | <Verbe> <SN> 
<SP> ::= <Prep> <SN> 
<Nom propre> ::= nom propre 
<Pronom> ::= pronom 
<Nom commun> ::= nom commun | substantif 
<Determinant> ::= determinant | article 
<Adj> ::= adjectif 
<Verbe> ::= verbe 
<Adv> ::= adverbe 
<Prep> ::= preposition | locution-prepositionnelle 
oii: <X> ::=y ; X est un non-terminal et y est un terminal, 
' |' : estle symbol de disjonction 'ou', 
(Z) : Z est un symbole optionnel. 
VII.4. PrSsentation du svstdme prototype : 
VII.4.1. L'analvseur lexical: 
Mot fr (entree) 
ANALYSEUR LEXICAL «BDD = LEXIQUE 
acces lexiq i acces_lexiq_ar (... ) 
Motfr + flexionsfr 
(sortie pour 1'analyse) 
Motfr + Mot_ar + flexionsar 
( sortie pour la synthese) 
Fig. VII.4.1 : L'analyseur lexical. 
83 
Partie 2 : Conception et realisation d'une application 
VII.4.1.1. Principales rfegles de Panalvseur lexical: 
La recherche d'un mot frangais dans le lexique permet aussi de retrouver les informations le 
concernant: sa categorie et ses flexions en genre, nombre et personne, etc.. 
Ces informations seront utiles pour faire 1'analyse et le controle syntaxique des mots de la 
phrase. 
La regle de recherche d'un mot frangais dans le lexique est identifiee par le predicat 
acceslexiq. 
acces_lexiq(MOT,CAT,[GEN_mot,NB_mot,PERS_mot]) 
dic(MOT,CAT,[GEN_mot,NB_mot,PERS_mot],_,_,_), 
write("\nRl:"), 
!. 
acces_lexiq(MOT,CAT, [GEN_mot,NB_mot|_]): -
dic(MOT,CAT,[GEN_mot,NB_mot|J,_,_,_), 
write("\n R2:"), 
I. 
A la phase de transfert stractural firangais-arabe et a celle de generation, la regle 
acces_lexiq_ar permet d'identifier le mot arabe equivalent au mot frangais qui a subit le 
traitement par 1'analyseur syntaxique . Cette regle permet aussi d'identifier la categorie et les 
flexions du mot arabe qui sont des informations necessaires au transfert et a la generation en 
arabe. 
acces_lexiq_ar(MOT_fr,[MOT_ar,CAT,GEN,NBR,PERS])> 
dic(MOT_fr,^_,CAT,[PNG|J,[MOT_ar|J), 
personne(PNG,PERS), 
nombre(PNG,NBR), 
genre(PNG,GEN). 
Les regles d'identification des flexions : 
c^=* 
cW 
personne(PNG,_): - free(PNG),!. 
personne(PNG,PERS):- frontchar(PNG,CHAR,REST), 
identifier_png(CHAR,PERS), !. 
nombre(PNG,_ ) :- free(PNG),!. 
nombre(PNG,NBR) frontchar(PNG,_,REST 1), 
frontchar(REST 1 ,C,J, 
identifier_png(C,NBR), !. 
genre(PNG,J :- free(PNG),!. 
genre(PNG,GEN) :- frontcharfPNG^REST 1), 
frontchar(REST 1 ,_,REST2), 
frontchar(REST2,C,""), 
84 
Partie 2 : Conception et realisation d'une application 
identifier_png(C,GEN), !. 
Les Faits (ou clauses) pour les flexions : 
identifier_png('M', "mas") 
identifier_png('F',"fem"). 
identifier_png('S',"sin"). 
identifier_png('P', "plur"). 
identifier_png('l',"pl"). 
identifierjpng('2',"p2"). 
identifier_png('3',"p3"). 
identifier_png('_',J). 
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VII.4.1.2. Ouelques r£sultats du programme : 
Files Edit Run Compile Options Setup 
• 1 •„ Dialog - • 
? votre mot a chercher dans le dico. =il 
Rl: 
MOT = il 
CAT = t'2 
GEN = mas 
NBR = sin 
PERS = p3 
MOT ar = HuWa 
CAT ar = f2 
GEN ar = mas 
NBR ar = sin 
PERS ar = p3 
Press the SPACE bar 
F2-Save F3-Load F6-Swi tch F9-Cornpi le Alt-X-Exit 
Files Edit Run COIIJM 1 notions Setup 
• • • • Dialog ========================== 
? votre mot a chercher dans le dico, =intel1igente 
R2: 
MOT = intel1igente 
CAT = f4 
GEN = fem 
NBR = sin 
PERS = „ 
MOT_ar = DaKiYa& 
CAT ar = f4 
GEN ar = fem 
NBR_ar = sin 
PERS_ar = 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile 
86 
Alt-X-Exit 
Partie 2 : Conception et realisation d 'une application 
VII.4.2. L'analvseur svntaxique: 
phrasejfr 
LEXIQUE 
ANALYSEUR SYNTAXIQUE 
GRAMMAIRE 
p analyse (phrase fr, p(SN,SV)) 
Structure profonde (pour le transfert) 
[ STR sn, STR sv ] 
sn sv 
arbre syntagmatique 
Fig. VII.4.2 : L'analyseur syntaxique . 
VII.4.2.1. Principales r£gles de Fanalvseur svntaxique : 
L'analyse syntaxique de la phrase en frangais est declenchee par la regle p analyse . Ce 
predicat a quatre arguments : le premier argument est PHRASE e qui represente la chaine de 
caracteres de la phrase frangaise (entree), le deuxieme argument est de structure complexe 
p(ARBRE_sn,ARBRE_sv) et represente le resultat de 1'analyse syntaxique , c'est a dire 
l'arborescence de la phrase (ou arbre syntagmatique). Les derniers arguments representent les 
structures a transmettre comme entrees pour la regle de transfert structural. 
La regle p analyse fait appel a deux autres regles : sn analyse, la regle d'analyse des 
syntagmes nominaux et sv analyse, la regle d'analyse des syntagmes verbaux. 
La regle d'analyse d'une phrase: 
P SN + SV : 
^ p_analyse( PHRASE e,p(ARBRE sn,ARBRE sv) ,STR_sn, STR_sv) 
sn_analyse( PHRASE_e,REST_s,[GENRE,NOMBRE],ARBRE_sn, STR_sn ), 
sv_analyse( REST_s,[GENRE,NOMBRE],ARBRE_sv, STR sv), 
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Des regles d'analyse de syntagmes nominaux: 
SN ::= Nom-propre + [PP] : 
^ sn analyse( PHRASE e,REST s,[GN,NB],sn_l(n_prp(NOMjprp),LISTE_pp), 
[ sn_l, GN, NB, PERS, CHAINE sn,[MODIF]]) 
fronttoken( PHRASE_e,NOM_prp,REST_prp ), 
acces_lexiq( NOM_prp,fl,[GN,NB]), 
liste_sp_analyse( REST_prp,REST_s,LISTE_pp,MODIF), 
SN3 ::= Det + [Adj] + Nom-com + [Adj] : 
sn_analyse( PHRASE_e,REST_s,[GN,NB], 
sn_3(d(DETER),LISTE adj 1 ,n_com(NOM),LISTE_adj2,LISTE_pp) , 
[ sn_3, GN, NB, PERS, CHAINE sn, [MODIF]]) 
fronttoken( PHRASE_e,DETER,REST_det), 
acces_lexiq( DETER,d,[GN,NB]), 
liste_adj(REST_det,REST_adj 1 ,LISTE_adj 1,[GN,GB]), 
fronttoken( RESTadj 1 ,NOM,REST_nom ), 
acces_lexiq( NOM,f3,[GN,NB]), 
liste_adj(REST_nom,REST_adj,LISTE_adj2,[GN,GB]), 
liste_sp_analyse( REST_adj,REST_s,LISTE_pp,MODIF), 
bound(LISTE_pp), 
!. 
La regle d'analyse d'un syntagme prepositionnel 
SP ::= prep + SN : 
sp_analyse( PHRASE,REST,sp(p(PREP),SN) ,[sp,G_p,NB_p,PERS,CHAINE_sp]) 
fronttoken(PHRASE,PREP,REST_prep), 
acces_lexiq(PREP,p,_), 
sn_analyse(REST_prep,REST, [G_p,NB_p],SN, STRsn), 
Des rigles d'analyse de syntagmes verbaux: 
SVl ::= verbe : 
sv_analyse(REST_e,[GEN_sn,NB_sn],sv_l(v(VERB)), 
[ sv_l, GEN sn, NB sn, PERS, VERB,[]] ):-
fronttoken(REST_e, VERB,""), 
acces_lexiq(VERB,v, [GEN_sn,NB_sn]), 
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SV2 ;:= verbe + [ADJ] : 
sv_analyse(REST_e,[GEN_sn,NB_sn],sv_2(v(VERB),ADJ), [ sv_l, GEN sn, 
NB sn, PERS, VERB, [f4, GEN sn,NB sn,PERS,CHAINE adj]]): -
fronttoken(REST_e,VERB,REST_v), 
acces_lexiq(VERB,v, [GEN_sn,NB_sn]), 
liste_adj(REST_v,"",ADJ,[GEN_sn,NB_sn]), 
SV4 ::= verbe + GN : 
sv_analyse(REST_e,[GEN_sn,NB_sn],sv_4(v(VERB),SN), 
[ sv_4, GEN sn, NB sn, PERS, VERB,[MODIF]]) 
fronttoken(REST_e,VERB,REST_v), 
acces_lexiq(VERB,v, [GEN_sn,NB_sn]), 
sn_analyse(REST_v,REST,[Gsn,Nsn],SN,MODIF), 
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VII.4.2.2. Ouelques resultats du programme 
Files Edit Run Compile Options Setup 
; DialOg ===================^^ 
Faites entrez votre phrase en frangais : 
>> un homme mange une pomme dans la rue 
P: 
SN: 
sn_3 (d("un"), [] ,n__com("homme"),[],[]) 
SV: 
sv_4(v("nange") ,sn_3(d("une"), [] ,n__com("pomme"), [], [sp(p("dans") ,sn_3(d("la 
"),[],n_com("rue").[],[]))])) 
STR sn: 
[["sn_3","mas","sin",_,"un homme"],[]] 
STR__sv: 
[ ["sv 4", "mas" , "sin" , "mange"], ["sn__3" , "fem" , "sin", " une pomme"] , ["sp", "fe 
m","sin"" dans la rue"]] 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile Alt-X-Exit 
Fil es Edit Run Compile Options Setup 
Dialog • 
Faites entrez votre phrase en frangais : 
>> jean est un homme intel1igent 
P: 
SN: 
sn_l(n jprp("jean"),[]) 
SV: 
sv_4(v("est"),sn_3(d("un"), [] ,n_com("homme"), [a("intelligent")], [])) 
STR _sn: 
[ ["sn_l","mas","sin","jean"],[]] 
STR sv: 
1 ["sv_4","mas","sin","est"],["sn_3","mas","sin"" un homme intel1igent"] 
[ ] ]  
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile 
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Files Edit Run Compile Options Setup 
- Dialog -,1 - -" ! : • 
Faites entrez votre phrase en frangais : 
>> ia belle femme intelligente est nadia 
P: 
SN: 
sn_3(d("la"),[a("bel le")],n_com("femme"),[a("intelligente")],[]) 
SV: 
sv_4(v("est"),sn_l(n_prp("nadia"),[])) 
STR.sn: 
[["sn_3","fem","sin""la belle femme intel1igente"],[]] 
STR sv: 
[["sv_4","fem","sin","est"],["sn_l","fem","sin","nadia"],[]] 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile Alt-X-Exit 
Files Edit Run Compile Options Setup 
Dialog ==================== 
Faites entrez votre phrase en frangais : 
>> un enfant dans la rue avec un chien mange une pomme 
P: 
SN: 
sn_3(d("un"), [] ,n_com("enfant"), [], [sp(p("dans") ,sn_3(d("la"), [] ,n_com("rue 
"), [],[sp(p("avec"),sn_3(d("un"),[],n_com("chien"),[],[]))]))]) 
SV: 
sv_4(v("mange").sn_3(d("une"),[],n_com("pomme"),[],[])) 
STR_sn: 
[["sn_3","mas","sin""un enfant"],["sp","fem","sin"" dans la rue avec 
un chien"]] 
STR_sv: 
[["sv_4","mas","sin","mange"],["sn_3","fem","sin"" une pomme"],[]] 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile Alt-X-Exit 
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VII.4.3. Lc transfert structural: 
Structure profonde de la phrasefr 
[STRsn], [ STRsv] 
1 r 
TRANSFERT STRUCTURAL 
/stru^re_s_O^N 
( structure_v_() structure_de_transfert( L, STRsn, STRsv) 
NSjmctureoO/ 
' 
Liste de structures en arabe L= [S,V,0] 
Fig, VII.4.3 ; Le transfert structural du franpais vers 1'arabe . 
VII.4.3.1 Principales rfegles du transfert structurai: 
La regle d'analyse syntaxique p analyse permet de transmettre deux arguments : STR sn et 
STR sv , necessaires a la regle structure de transfert . Ces arguments ont la structure de 
liste et comprennent les informations suivantes : 
STRUCTURE ::= STR_sn | STR sv . 
STR_sn ::= [ 
[ Nom_regle_sn, Flexion_Genre, Flexion Nbr, (Flexion_Perso),CHAINE_sn ], 
MODIFICATEUR 
] -
MODIFICATEUR ::= [ Nom modif, Flexion Genre, Flexion Nombr, (Flexion Personne), 
CHAINE modif ] 
| [ ] -
STR sv: := [ 
[ Nom_regle_sv, Flexion Genre, Flexion Nbr, (Flexion_Perso),CHAINE_sv ], 
MODIFICATEUR 
] •  
Nom regle sn G { sn_l, sn_2, sn_3 }. 
Nom regle sv e { sv_l, sv_2, sv_3,sv_4 }. 
Nom modif e { sp, f4, w }. 
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Transfert de donnees par la regle p analyse a la regle structure de transfert: 
p_analyse( PHRASE fr, ARBRE_p, STR sn, STR sv) - (i,_,o,o) 
ou : i (input), _ (variable libre) et o (output). 
La regle structure de transfert permet de transformer chacune des structures frangaises 
contenues dans STR sn et STR sv en structures syntaxiques arabes et de controler la 
coherence entre les structures engendrees (les flexions en genre et en nombre ...). 
La regle de transfert structural frangais-arabe: 
structure_de_transfert( [SUJET_ar,VERBE_ar,OBJET_ar],STR_sn,STR_sv ) :-
structure_s_( [S,GEN_sn,NBR_sn,SUJET_ar] ,STR_sn), 
structure_v_( [V,GEN_sn,NBR_sn, VERBE ar] ,STR_sv), 
structure_o_( [0,GEN_sp,NBR_sp,0BJET_ar] ,STR_sv). 
Identification de la structure « structure_s_ » ; 
Le cas SUJET: := Nom-propre : 
structure_s_( ["snl",GEN,NBR, Npropre ar],[Type,G,N,P,SN_phrase,MODIF] ) 
fronttoken(SN_phrase_fr,NPropre_fr,R£ST_fr), 
structure_mot_( NPropre_fr,[ Npropre_ar,"fl ",GEN,NBR] ), 
structure_o_( [" sp ",GEN_sp,NBR_sp,PERS_sp, SPstr] ,MODIF). 
Le cas SUJET: := DET+[a]+N+[a]+[SP]: 
structure_s_( ["sn3",GEN,NBR, SN_phrase_ar],[Type,G,N,P,SN_phrase,MODIF]):-
fronttoken(SN_phrase,DET_fr,R£ST_d), 
structure_mot_( DET fr, [ DET_ar,"d",GEN_d,NBR_d] ), 
option_adj( ["f4",GEN_a,NBR_a, ADJ_ar 1 ],REST_d,REST_a), 
fronttoken(REST_a,NOM_com,REST_n), 
structure_mot_( NOM com, [ NOM_ar,"f3",GEN,NBR]), 
concat(DET_ar,NOM_ar, SNl_dn), 
option_adj( [nf4",GEN_a2,NBR_a2,ADJ_ar2],REST_n,REST_a2), 
concat(SNl_dn,"", SN2_dn), 
concat(ADJ_ar 1, ADJ_ar2, ADJar), 
concat(SN2_dn,ADJ ar, SN_dn), 
structure_o_( [Msp",GEN_sp,NBR_sp,Prep_ar] ,MODIF), 
concat(SN_dn,"", SNl_ar), 
concat(SNl_ar,Prep_ar, SN_phrase_ar), !. 
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Identification de la structure « structure_v_ » : 
VERBE ::= verbe: 
structure_v_( [Hv",GEN,NBR,VERBE], [Type,G,N,P,SV_phrase,[]]) 
structure_mot_( SVjphrase, [ VERBE,"v",GEN,NBR] ). 
Identification de la structure « structure_o_ » : 
Le cas OBJET::= SP(prep+SN) : 
structure_o_( [Msp",GEN,NBR,SP_phrase_ar],,[Type,G,N,P,SP_phrase,MODIF]) 
fronttoken(SP_phrase_fr,PREP_fr,REST_p), 
structure_mot_( PREP fr, [ Prep_ar,"p",GEN_p,NBR_p] ), 
structure_s_( [ SN ,GEN,NBR, SN_phrase_ar] ,MODIF), 
concat(Prep_ar," ",SPl_ar), 
concat(SPl_ar, SN_phrase_ar, SP_phrase_ar), 
Identification de la structure « structure_mot_ » : 
^ structure_mot_( Mot fr, [Mot_ar,Cat,Gen,Nbr] ): 
acces_lexiq_ar(Mot_fr, [Mot_ar,Cat,Gen,Nbr,PERS]). 
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VII.4.3.1 Ouelques resultats du programme : 
Files Edit Run Compile Options Setup 
Dialog , -
Rappe1 de votre phrase en frangais : 
>> un homme raange une pomme 
Structure VSO: 
Structure de transfert: 
S = RaJuL 
V = Ya'KuLu(+Bi) 
0 = TuFFaAHa& 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile Alt-X-Exit 
Files Edit Run Compi le Options Setup 
==================== Dialog =========================== 
Rappel de votre phrase en frangais : 
>> un enfant dans la rue mange une pomme 
Structure VSO: 
Structure de transfert: 
S = TiFL FiY 'aL-TaRiYQ 
V = Ya'KuLu(+Bi) 
0 = TuFFaAHaft 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile Alt-X-Exit 
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Files Edit Run Compile Options Setup 
Dialog 1 : 
Rappei de votre phrase en frangais : 
>> une belle femme marche dans la rue avec un homme 
Structure VSO: 
Structure de transfert: 
S = AMRa'a& JaMiYLa& 
V = TaMSiY 
0 = FiY 'aL-TaRiYQ Maca RaJuL 
Press the SPACE bar 
F2-Save F3-Load F6-Swi tch F9-Compile Alt-X-Exit 
Files Edit Run Compile Options Setup 
- Dialog 
Rappel de votre phrase en frangais : 
>> nadia aime les enfants 
Structure VSO: 
Structure de transfert: 
S = NaADiYaS 
V = TuHiBBu 
0 = 1aL-'aTFaAL 
Press the SPACE bar 
F2-Save F3-Load F6-Switch F9-Compile Alt-X-Exit 
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VII.4.4. La gen6ration: 
Mot_fr 
LEXIQUE 
mainw(LISTE_mots,MOT) 
Utilisateur 
Boite de Dialogue 
selection 
GENERATION 
Liste de Mot ar : 
Motar 
Mot ar2 
Mot ar 
Mot ar' 
Fig. VII.4.4 ; Processus de TAO - selection du vocabulaire pour la generation -. 
VII.4.4.1. Principales rtgles de la g£n6ration : 
La generation de la phrase arabe s'effectue apres le traitement de la regle 
structure de transfert. Celle-ci donne ,en sortie , une structure de liste composee par trois 
elements: SUJET, VERBE et OBJET. Ces elements constituent des structures syntaxiques 
pour la phrase en arabe (le groupe sujet, le verbe principal et le groupe complement). Ceux-ci 
par arrangement permettent de generer la phrase nominale ou verbale en arabe ( JuMLa& 
7iSMiYYa& ?aWFf'LiYYa& ) selon le choix de 1'utilisateur . 
Gineration de la phrase en arabe: 
PHRASE ::= phrase verbale ar 
cr* generation_VSO_ar([SUJET, VERBE, OBJET], PHRASE ar) :-
write("\nStructure VSO:\n"), 
structure_de_transfert([SUJET, VERBE,OB JET], STRsn, STRsv), 
concat(VERBE," ",P1), 
concat(P 1, SUJET,P2), 
concat(P2," ",P3), 
concat(P3 ,OB JET,PHRASE_ar) 
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PHRASE ::= phrase verbale ar 
cr* generation SV0_ar([SUJET, VERBE, OBJET], PHRASE ar) 
write("\nStructure SVOAn"), 
structure_de_transfert( [SUJET, VERB E, OBJET], S TRsn, STRsv), 
concat(SUJET," ",P1), 
concat(Pl,VERBE,P2), 
concat(P2," ",P3), 
concat(P3 ,OBJET,PHRASE_ar). 
Le choix du lexique de traduction s'effectue en fonction de la regle mainw qui ouvre une boite 
de dialogue, affiche a 1'utilisateur la liste des traductions en arabe du mot frangais traite et 
attend la validation d'une ligne (= mot). La selection d'un mot dans la liste permet sa prise en 
compte pour le reste du traitement et le passage au mot suivant a traiter . 
Selection dans le lexique arabe: 
mainw (LISTE X, MOT user) 
menu ( 
5,27,7,7, 
LISTEX, 
" MENU-Liste des mots arabes-", 
1, 
MOTuser 
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VII.4.4.2. Ouelques rcsultats du programmc : 
PRINCIPAL MENU 
Faites entrez votre MOT en frangais : 
>> vous 
—CHOICE MENU— 
?aNTa 
?aNTi 
?aNTuM 
?aNTuNNa 
?aNTuMaA 
< V >  
G*^K€RAT\ QH Morpholoq>t|ufc < t  >  < i  >  < i >  < 4 >  
-PRINCIPAL MENII-
Faites entrez votre MOT en frangais 
>> vous 
—CHOICE MENU-
?aNTa 
?aNTi 
?aNTuM 
?aNTuNNa 
?aNTuMaA 
-MENU RESULTAT-
Mot selectionne :?aNTi 
Press the SPACE bar 
< 2 >  
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——PRINCIPAL MENU-
Faites entrez votre MOT en frangais : 
>> homme 
—CHOICE MENU— 
RaJuL 
?iNSa?N 
-MENU RESULTAT-
Mot selectionne :RaJuL 
Press the SPACE bar 
< 3 >  
PRINCIPAL MENU-
Faites entrez votre MOT en frangais : 
>> intel1igente 
—CHOICE MENU— 
DaKiYa& 
FaTiNa& 
-MENU RESULTAT-
Mot selectionn6 :FaTiNa& 
Press the SPACE bar 
<4> 
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-GENERATION MENU-
Votre phrase ert frangais : 
>> un homme mange une pomme 
—CHOICE MENU-
STRCURE SVO 
STRUCTURE VSO 
GgMc RfrTiOH ; f fthrflse nom^<il€ ( SNO )  
1 pUfet i t  Vlifbqle. j 
-GENERATION MENU-
Vntre phrase en franqais : 
>> un homme mange une pomme 
Structure VSO: 
PHRASE.VSO : Ya?KuLu(+Bi) RaJuL TuFFaAHafi 
Structure SVO: 
PHRASE SVO : RaJuL Ya?KuLu(+Bi) TuFFaAHa& 
Press the SPACE bar 
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GENERATION_MENU-
Votre phrase en frangais : 
>> un homme mange une pomme 
Structure VSO: 
PHRASE VSO : Ya?KuLu(+Bi) RaJuL TuFFaAHaA 
Press the SPACE bar 
GENERATION_MENU 
Votre phrase en frangais : 
> >  l a  b e l l e  f e m m e  m a n g e  u n  f r u i t  
Structure VSO: 
PHRASE VSO : Ta?KuLu 'aL-AMRa'a& 'aL-JaMiYLa& FaAKiHa& 
Press the SPACE bar 
Partie 2 : Conception et realisation d'une application 
Remarques sur notre prototvpe : 
1- Un systeme de TAO et particulierement le prototype realise necessite une grande 
quantite d'informations . Ces informations sont essentiellement composees : 
- de donnees linguistiques : des grammaires et des dictionnaires automatiques. 
- de programmes. 
2- La realisation de tels systemes informatiques necessite des competences en divers 
domaines : linguistique, lexicographique, informatique et logico-mathematiques. II est 
difficile sinon impossible d'exiger de quiconque une competence dans tous ces 
domaines . Des methodes et des outils logiciels sont indispensables pour une 
organisation modulaire ou chacun contribue par ses connaissances propres a la 
realisation de ce systeme. 
3- L'objectif de notre realisation informatique est de developper une maquette 
pedagogique (prototype) permettant 1'evolution vers un systeme de TAO 
operationnel. 
4- L'outil logiciel (langage de programmation) est de grande importance pour 
l'implementation des concepts theoriques du langage naturel et pour 1 adaptation du 
modele theorique au systeme realise . 
Le langage PROLOG est un outil adequat au traitement du langage naturel et 
particulierement a la TAO . Turbo PROLOG 2.0 (INC. Borland) qui a servi comme 
outil logiciel a notre realisation informatique est un outil pedagogique dont il est 
necessaire d'acquerir une nouvelle version adaptee au developpement logiciel des 
applications du langage naturel et la TAO . 
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CONCLUSION 
Le domaine de la TA ou la TAO est un domaine difficile, Felaboration de tel systeme 
met systematiquement en jeu les difficultes liees au TALN, 
Le travail que nous avons presente s'inscrit dans le cadre de recherche sur 
l'informatisation de la langue arabe, l'un des axes de recherches au CERSI (Centre d'Etudes et 
de Recherches en Sciences de l'Information) a VENSSIB en accord avec le Centre de 
recherche en Terminologie et Traduction (CRTT) a Lyon 2 et la collaboration de 1'Institut de 
Recherche en Science Informatique et des telecommunications (IRSIT) en Tunisie. 
c'est dans ce contexte que nous avons effectue le present travail pour la representation 
des langages: 
o conception d'un modele pour un dictionnaire electronique bilingue, 
O choix d'un formalisme grammatical pour 1'analyse de la langue source (frangais), 
O elaborations des structures de transfert vers la langue cible (arabe), 
O possibilite d'integration d'outils developpes sur la base de donnees lexicales en 
arabe, 
<=> modelisation de 1'architecture de notre prototype de TAO , 
relisation informatique d'un prototype de TAO du franq;ais vers 1'arabe . 
Les systemes de traitement informatique des langues naturelles fonctionnent grace a un 
certain nombre d'informations linguistiques mises a leur disposition. Parmi ces informations, 
certaines sont attachees a un mot et decrivent la fagon dont il intervient dans les phenomenes 
linguistiques: ce sont les donnees lexicales. 
Notre premier soucis dans ce travail etait la conception d'une base de donnees lexicales 
bilingue frangais-arabe pour notre prototype de TAO. Notre conception peut etre consideree 
comme un dictionnaire electronique restreint et la demarche peut etre confier a un operateur 
humain, specialise en terminologie pour mettre au point une veritable base de donnees lexicale. 
II ne fait pas de doute que 1'analyse syntaxique est necessaire a 1'interpretation des 
enonces, et 1'interet des formalismes syntaxiques pour le TALN. 
Les representations syntaxiques necessaires a 1'interpretation n'ont pas forcement besoin 
d'etre tres sophistiquees: le decoupage peut se limiter a 1'identification des principaux 
syntagmes susceptibles de recevoir un role semantique [ABEILLE 95] (les groupes nominaux 
qui correspondent a des arguments, les phrases ou les subordonnees et certains groupes 
prepositionnels). 
Le formalisme DCG nous a permis des analyses linguistiques originales dans notre travail avec 
les facilites dlmplementation de la grammaire et la reecriture des regles de transfert 
syntaxiques du frangais vers 1'arabe. 
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Nous avons montre, a travers un modele comparatif celui de ML-TASC (Systeme de 
conversion de formalismes vers la traduction multilingue [BOUALEM 93]) dans le cadre du 
projet Malin a 1'INRIA (Sophia Antipolis - Nice), des criteres d'amelioration des regles de 
transfert syntaxique du frangais vers Parabe , 
Aussi, Pintegration des outils developpes, sur la base de donnees lexicales (relatives aux 
bases nominales et verbales) en arabe et le conjugueur des verbes arabes, permettent 
Pevolution de notre modele prototype de TAO vers un systeme de TAO frangais-arabe 
applique a un domaine particulier (contexte scientifique ou technique). 
Le domaine du TALN de maniere generale et le domaine de la TAO en particulier sont 
complexcs, cela n'est qu'une consequence de la complexite meme du LN. 
Notre modele pour la conception du prototype de TAO du frangais vers Parabe, applique 
a un corpus restreint, presente les caracteristiques souhaitees des modeles de formalisation et 
de conversion des langages naturels. 
II nous a permis d'etudier les differentes structures syntaxiques du frangais en adaptant 
les aspects du modele linguistique developpe par le groupe SYDO pour Pidentification des 
syntagmes nominaux et Pintroduction de nouvelles regles pour Panalvse de notre corpus. 
Nous pensons que les traitements mettant en jeu le L N  ou des sous-ensembles de celui-
ci, doivcnt etre d'abord positionnes dans leur contexte d'application. 
L'histoire de la TA / TAO et les resultats de certains systemes dans ce domaine ont montre 
que, des qu'il s'agit de couvrir des domaines d'application bien definis, restreints et controles 
les traitements deviennent satisfaisants aux attentes des professionnels de la traduction . 
Une etroite collaboration dans ce genre de projet, entre linguistes, informaticiens et 
experts du domaine permet Pecriture d'algorithmes de traitements plus performants en matiere 
de connaissances linguistiques et les particularites du domaine, rendant ainsi possible 
Pautomatisation du LN dans le processus de la traduction (TA ou TAO) 
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