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In vielen Bereichen der Wissenschaft nimmt die Größe und Komplexität von
gemessenen und simulierten Daten zu. Die technische Entwicklung erlaubt das
Erfassen immer kleinerer Strukturen und komplexerer Sachverhalte. Um solche
Daten dem Menschen zugänglich zu machen, benötigt man effiziente und spe-
zialisierte Visualisierungswerkzeuge. Nur die Anpassung der Visualisierung auf
ein Anwendungsgebiet und dessen Anforderungen erlaubt maximale Effizienz
und Nutzen für den Anwender.
Teil I Im ersten Teil meiner Arbeit befasse ich mich mit der Visualisierung
im Bereich der Neurowissenschaften. Ihr Ziel ist es, das menschliche Gehirn
zu begreifen; von seinen kleinsten Teilen bis hin zu seiner Gesamtstruktur.
Um dieses ehrgeizige Ziel zu erreichen nutzt die Neurowissenschaft vor allem
kombinierte, dreidimensionale Daten aus vielzähligen Quellen, wie MRT, CT
oder funktionalem MRT. Um mit dieser Vielfalt umgehen zu können, benötigt
man in der Neurowissenschaft vor allem spezialisierte und evaluierte Visuali-
sierungsmethoden.
Zunächst stelle ich ein umfangreiches Softwareprojekt namens ≫OpenWal-
nut≪ vor. Es bildet die gemeinsame Basis für die Entwicklung und Nutzung
von Visualisierungstechniken mit unseren neurowissenschaftlichen Kollabora-
tionspartnern. Auf dieser Basis sind klassische und neu entwickelte Visualisie-
rungen auch für Neurowissenschaftler zugänglich. Anschließend stelle ich ein
spezialisiertes Visualisierungsverfahren vor, welches es ermöglicht, den kausa-
len Zusammenhang zwischen Gehirnarealen zu illustrieren. Das war vorher nur
durch abstrakte Graphenmodelle möglich. Den ersten Teil der Arbeit schließe
ich mit einer Evaluation verschiedener Standardmethoden unter dem Blickwin-
kel simulierter elektrischer Felder im Gehirn ab. Das Ziel dieser Evaluation war
es, der neurowissenschaftlichen Gemeinde die Vor- und Nachteile bestimmter
Techniken zu verdeutlichen und anhand klinisch relevanter Fälle zu erläutern.
viii Zusammenfassung
Teil II Neben der eigentlichen Datenvorverarbeitung, welche in der Visuali-
sierung eine enorme Rolle spielt, ist die grafische Darstellung essenziell für
das Verständnis der Strukturen und Bestandteile in den Daten. Die grafische
Repräsentation von Daten bildet die Schnittstelle zum Gehirn des Menschen.
Der zweite Teile meiner Arbeit befasst sich mit der Verbesserung der struk-
turellen und räumlichen Wahrnehmung in Visualisierungsverfahren – mit der
Verbesserung der Schnittstelle.
Leider werden viele visuelle Verbesserungen durch Computergrafikmetho-
den der Spieleindustrie mit Argwohn beäugt. Im zweiten Teil meiner Arbeit
werde ich zeigen, dass solche Methoden in der Visualisierung angewendet wer-
den können um den räumlichen Eindruck zu verbessern und Strukturen in den
Daten hervorzuheben. Dazu nutze ich ein in der Computergrafik bekanntes Pa-
radigma: das ≫Screen Space Rendering≪. Dieses Paradigma hat den Vorteil,
dass es auf nahezu jede existierende Visualiserungsmethode als Nachbearbei-
tunsgschritt angewendet werden kann.
Zunächst führe ich zwei Methoden ein, die die Wahrnehmung von gitter-
artigen Strukturen auf beliebigen Oberflächen verbessern. Diese Gitter re-
präsentieren die Struktur von Tensoren zweiter Ordnung und wurden durch
eine Methode namens ≫TensorMesh≪ erzeugt. Anschließend zeige ich eine neu-
artige Technik für die optimale Schattierung von Linien und Punktdaten. Mit
dieser Technik ist es erstmals möglich sowohl lokale Details als auch globale
räumliche Zusammenhänge in dichten Linien- und Punktdaten zu erfassen.
ix
Summary
The complexity and size of measured and simulated data in many fields of
science is increasing constantly. The technical evolution allows for capturing
smaller features and more complex structures in the data. To make this data
accessible by the scientists, efficient and specialized visualization techniques
are required. Maximum efficiency and value for the user can only be achieved
by adapting visualization to the specific application area and the specific re-
quirements of the scientific field.
Part I In the first part of my work, I address the visualization in the neuro-
sciences. The neuroscience tries to understand the human brain; beginning at
its smallest parts, up to its global infrastructure. To achieve this ambitious
goal, the neuroscience uses a combination of three-dimensional data from a
myriad of sources, like MRI, CT, or functional MRI. To handle this diversity
of different data types and sources, the neuroscience need specialized and well
evaluated visualization techniques.
As a start, I will introduce an extensive software called “OpenWalnut”. It
forms the common base for developing and using visualization techniques with
our neuroscientific collaborators. Using OpenWalnut, standard and novel vi-
sualization approaches are available to the neuroscientific researchers too. Af-
terwards, I am introducing a very specialized method to illustrate the causal
relation of brain areas, which was, prior to that, only representable via abstract
graph models. I will finalize the first part of my work with an evaluation of
several standard visualization techniques in the context of simulated electrical
fields in the brain. The goal of this evaluation was clarify the advantages and
disadvantages of the used visualization techniques to the neuroscientific com-
munity. We exemplified these, using clinically relevant scenarios.
x Summary
Part II Besides the data preprocessing, which plays a tremendous role in vi-
sualization, the final graphical representation of the data is essential to un-
derstand structure and features in the data. The graphical representation of
data can be seen as the interface between the data and the human mind. The
second part of my work is focused on the improvement of structural and spatial
perception of visualization – the improvement of the interface.
Unfortunately, visual improvements using computer graphics methods of
the computer game industry is often seen sceptically. In the second part, I will
show that such methods can be applied to existing visualization techniques
to improve spatiality and to emphasize structural details in the data. I will
use a computer graphics paradigm called “screen space rendering”. Its advan-
tage, amongst others, is its seamless applicability to nearly every visualization
technique.
I will start with two methods that improve the perception of mesh-like
structures on arbitrary surfaces. Those mesh structures represent second-order
tensors and are generated by a method named “TensorMesh”. Afterwards I
show a novel approach to optimally shade line and point data renderings. With
this technique it is possible for the first time to emphasize local details and
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The complexity and size of data in many fields of science is increasing con-
stantly. The technological evolution allows for capturing smaller features and
more complex structures. To make this data accessible to the scientists, spe-
cialized visualization techniques are required, as efficiency and value for the
user can only be achieved by adapting visualization to the specific application
area and the specific requirements of the scientific field.
Part I In the first part of my work, I address the visualization in the neu-
rosciences. Neuroscience is an incredibly complex interdisciplinary science,
reaching from chemistry, over medicine to computer science and engineering.
The shared goal of all involved disciplines is the final understanding of the
brain’s function, beginning at its smallest parts, the neurons up to its global
infrastructure. To achieve this ambitious goal, the neuroscience uses a combi-
nation of data from a myriad of sources, like MRI, CT, functional MRI, EEG,
and microscopy to mention only some examples. To handle and analyze the
diversity of different data types and sources, the neuroscience needs special-
ized and well evaluated visualization techniques. The importance of proper
evaluation of visualization methods cannot be ranked high enough.
During my research work, me and my colleagues intensively collaborated
with neuroscientists, who were working in the areas of neuroimaging, cogni-
2 Chapter 1. Overview
tive neuroscience, and computational neuroscience. Unfortunately, modern
visualization is not actively used. Instead, colormaps on slices and statisti-
cal assessment are the de-facto standard for analysing complex simulations
and measured data, even though there is a huge interest in visualization. We
identified three major reasons for the restraint to use advanced visualization
techniques:
1. Most visualization methods are not evaluated and leave too much ques-
tions unanswered: Do they show the information needed? Are they
reproducible? How does the technique influence the data prior to dis-
playing it? How comparable are the results? Can it be embedded into
anatomical context?
2. A lot of visualization techniques are too complex and parameter-dependent.
3. Most published visualization methods are not accessible directly, in terms
of software and applicability to a given kind of data.
In this work, I will introduce our contributions to alleviate this set of prob-
lems. As a start, I will introduce an extensive software called “OpenWalnut”.
It forms the common base for developing and using visualization techniques
with our neuroscientific collaborators. Using OpenWalnut, standard and novel
visualization approaches are available to the neuroscientific researchers too.
Afterwards, I am introducing a very specialized method to illustrate the causal
relation of brain areas, which was, prior to that, only representable via abstract
graph models. I will finalize the first part of my work with an evaluation of
several standard visualization techniques in the context of simulated electrical
fields in the brain. The goal of this evaluation was to clarify the advantages
and disadvantages of the used visualization techniques to the neuroscientific
community. We exemplified these, using clinically relevant scenarios.
In part one, the necessary background information is given at the beginning
of each chapter, due to their dissimilarity.
Part II The visualization pipeline is usually depicted by three major steps: fil-
tering, mapping, and rendering. Besides the data processing steps, which play
a tremendous role in visualization, the final graphical representation (render-
ing) of the data is essential for understanding structures and features in the
data. The graphical representation of data can be seen as the interface be-
tween the data and the human mind. The second part of my work is focused
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on the improvement of structural and spatial perception of visualization – the
improvement of the interface.
Unfortunately, visual improvements using computer graphics methods, orig-
inally invented of and for the computer game industry, is often seen sceptically.
In the second part, I will show that such methods can be applied to existing
visualization techniques with ease to improve spatiality and to emphasize struc-
tural details in the data. So, advanced computer graphics in visualization is
not only about beautiful pictures, but provides a tremendous benefit, when it
comes to understanding the shown data and structures.
The second part will start with an introduction to the modern graphics
pipeline and the screen space rendering paradigm, as this is the basis for the
shown methods. Its advantage, amongst others, is its seamless applicability
to nearly every visualization technique. The background chapter is directly
followed by the first two methods that improve the perception of mesh-like
structures on arbitrary surfaces. Those mesh structures represent second-order
tensors and are generated by a method named “TensorMesh”. Afterwards, I
show a novel approach to optimally shade line and point data renderings. With
this technique it is possible for the first time to emphasize local details and
global, spatial relations in dense line and point data.
Each method chapter will begin with an overview on the used input data,
how it is usually visualized, and why this can be improved. The chapters close
with a critical examination of the method’s weaknesses and how they can be
solved.
Note Chapters 3 to 5 and 7 to 9 are based on publications I made during my
doctoral research. Each publication, talk, and supplemental material is avail-
able online at http://www.sebastian-eichelbaum.de/publications.




This chapter summarizes the contributions I achieved during my doctoral re-
search. It lists the novel techniques, improvements and achievements in order
of appearance.
Chapter 3 – OpenWalnut As conceptual program designer and programmer,
I contributed major parts of the OpenWalnut core library and graphical user
interface. I designed abstract, module-centric interfaces, making OpenWalnut
a flexible, adaptable, and useful visualization framework. Originally designed
as common base for neuroscientific visualization and research, it is now used
by many groups in different fields of science and applications (not only neuro-
science). Its open nature allows results to be reproduced and validated, which
is tremendously important in science.
Chapter 4 – Effective Connectivity Visualization I have introduced a novel
visualization for effective connectivity models. The method illustrates these
models and embeds them into the anatomical context, which was not possible
before. I have shown that the transfer of abstract DCM models to a meaning-
ful, anatomy-based visualization is feasible and that it helps to perceive these
abstract models from the anatomical perspective.
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Chapter 5 – Evaluation of Standard Methods The major contribution in
Part I of my dissertation. I evaluated standard visualization techniques (iso-
surfaces, DVR, streamlines, LIC) in the context of simulated electrical fields
for their usability, advantages, and limitations. I implemented and applied
these methods on neuroscientific datasets, I got from one of my colleagues.
I have pointed out the possibilities of visualization and the very specific fea-
tures in his data. With the help of these visualizations, he was able to draw
interesting neuroscientific conclusions. Such an evaluation was done the first
time in the neuroscience community and we got a lot of feedback regarding
visualization and OpenWalnut.
Part I – Visualization for the Neurosciences With OpenWalnut and the vi-
sualization evaluation, I helped to make visualization more accessible to the
neuroscientists. I have shown that there are more possibilities than colormaps
and statistics to analyse data. I have demonstrated several standard tech-
niques in practice and made them available in a tool, the neuroscientists can
adapt easily to match the specific needs of a certain analysis task.
Chapter 7 – Improved Perception of Structure I have extended previous
work for improved perception of information on surfaces, represented as mesh-
like structure. The methods shown are relatively easy and can be adopted
in other visualization techniques that display information on surfaces easily.
I used the knowledge of this chapter in the evaluation (Chapter 5) and got
further positive feedback on the improvement of several surface-based LIC
renderings. This underlined the advantages of advanced computer graphics in
visualization.
Chapters 8 and 9 – Ambient Occlusion for Lines and Points These chapters
show my major contribution to the area of applied computer graphics in visu-
alization. I have developed a novel technique to enhance local structures and
global spatial relations in dense line and point data. Especially for line data,
this was not possible before and I showed that screen space postprocessing is a
valuable tool to improve existing rendering techniques. The proposed method
completely works in real-time and is not dependent on any precalculations. It
can be applied to arbitrary line and point based visualization techniques.
Visualization in the
Neurosciences
Visualization plays a central role in many areas of science, as it helps to grasp
the nature of measured and simulated data. Also neuroscience is very inter-
ested in visualization. It allows for an effective conveyance of complex data
and enables quick qualitative and quantitative assessments. Visualization
can unveil structures and properties inside the data that statistical measures
cannot.
However, not every visualization technique is equally adequate for different
analysis tasks and types of data. Additionally, the vast amount of avail-
able techniques makes it hard to decide for an optimal visualization ap-
proach. Rapidly evolving, new measurement techniques and simulation mod-
els demand for more and more specialized, application-specific visualizations.
Practicability studies on exiting visualization techniques are rare, causing a
huge uncertainty among neuroscientific researchers about the expressiveness
and validity of available methods; not to mention their availability in software
tools, if at all.
This part will present our work and contribution to the neurosciences. It
will introduce our open and free software framework, where we and other
visualization researchers implement methods to make them easily available
to neuroscientific users. We present a specific visualization technique to a
trending area of neuroscience, helping to understand the information flow in
the brain. Finally, we evaluate the usability of several standard visualization








Visualization for Medical and
Neuroscientific Data
This chapter is based on the following publications:
[P1] – S. EICHELBAUM, M. GOLDAU, S. PHILIPS, A.
REICHENBACH, R. SCHURADE, and A. WIEBEL. Open-
Walnut: A New Tool for Multi-modal Visualization of
the Human Brain. EG VCBM 2010 Posters. 2010
Online: http://sebastian-eichelbaum.de/pub10d
[P2] – S. EICHELBAUM, M. HLAWITSCHKA, A. WIEBEL,
and G. SCHEUERMANN. OpenWalnut - An Open-
Source Visualization System. Proceedings of the 6th High-
End Visualization Workshop. Ed. by W. Benger, A. Gerndt, S.
Su, W. Schoor, M. Koppitz, W. Kapferer, et al. 2010, 67–78
Online: http://sebastian-eichelbaum.de/pub10e
[P3] – S. EICHELBAUM, M. HLAWITSCHKA, and G.
SCHEUERMANN. OpenWalnut: An Open-Source Tool
for Visualization of Medical and Bio-Signal Data.
Biomedical Engineering / Biomedizinische Technik. Ed. by
O. Dössel. 2013
Online: http://sebastian-eichelbaum.de/pub13c
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3.1 Overview
In the course of ongoing research into neurological diseases and the func-
tion and anatomy of the brain, a large variety of examination techniques has
evolved. The different techniques aim at findings for different research ques-
tions or different viewpoints of a single task. The following are only a few of
the very common measurement modalities and parts of their application area:
• Computed Tomography (CT) – anatomical information, using X-ray mea-
surements;
• Magnetic Resonance Imaging (MRI) – anatomical information, using
magnetic resonance especially for soft tissues;
• Diffusion Weighted MRI (dwMRI) – directed anatomical information for
extraction of fiber approximations;
• Functional MRI (fMRI) – activity of brain areas indicated by the blood-
oxygen-level dependence (BOLD) effect; and
• Electroencephalography (EEG) – activation of certain brain areas, indi-
cated by electric fields.
Considering the different applications, it is evident that, for many research
areas, only a combination of these techniques can help answering the posed
questions. To be able to analyze data measured by the different techniques, a
tool that can efficiently visualize different modalities simultaneously is needed.
It has to provide algorithms to analyze their relations and differences.
As we started an intensive collaboration with neuroscientists at the Max
Planck institute for human cognitive and brain sciences, we required a common
basis for developing algorithms and implementing ideas. Our colleagues at the
Max Planck Institute already had a tool called “FiberNavigator” [54], which
turned out to be not flexible enough at this point. So we started developing
a new visualization framework, initially tailored towards the common require-
ments of visualization researchers and neuroscientists, using our visualization
tools.
The reasons why we did not use one of the many existing systems will
be the topic of the next section. The remaining chapter reveals some of the
architectural details and shows how we fulfil the posed requirements.
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3.2 Focus and Reasoning
As mentioned above, it is very crucial to handle a multitude of different kinds
of images and signals. Besides this, there are several other criteria for visual-
ization software, especially in a scientific environment.
There are many visualization tools available, which have their specific
strengths and weaknesses, but none of them was able to completely fulfill our
criteria. In this section, we point out these criteria, building the fundamentals
of OpenWalnut’s software design and implementation.
At the same time, we use these criteria as a filter on a list of well known
and excellent visualization tools. In alphabetical order, these are: Amira [5],
MayaVi [122], MedINRIA [125], MeVisLab [129], ParaView [1], and the prob-
lem solving environment SCIRun [181].
Open-Source: In a scientific environment, it is very important to be able
to reproduce results of other researchers and to comprehend their algorithms
and methods. With the help of open-source software, this can be achieved. It
provides a possibility to share algorithms and calculation pipelines with oth-
ers in a common framework, without hiding necessary implementation details.
One could argue that it is sufficient to have the source code of the algorith-
m/method itself and that the underlying framework is not important. This is
only true, if the method is completely self-contained, which is not the case usu-
ally. Most published methods today reuse existing algorithms and calculation
methods, or even extend them.
Besides this, an open-source framework allows for easy extension and adap-
tion of existing methods to new problems or different data modalities.
Not fulfilling: Amira [5] and MeVisLab [129]. Both systems are closed
source software. MeVisLab offers open-source modules, but the framework
itself is closed.
General Purpose: Very focused software is not able to handle the above men-
tioned multitude of signal and image modalities. Additionally, in a research
environment, it is very often required to find new ways of solving a certain
medical or neurological problem. To achieve this, the used software must not
limit the researcher in terms of applicability of algorithms and in terms of easy
programmatic extensibility.
12 Chapter 3. OpenWalnut
Not fulfilling: MedINRIA [125]. It is a tool, focused on exploring and pro-
cessing medical images. It is tailored towards an image processing workflow,
and heavily relies on slice based image exploration.
Extensible: As we aimed at a software, which can be used for common re-
search in visualization and neurosciences, a fixed function tool suite has no
use for us. We required a software, which allows to add new algorithms and
whole processing pipelines with ease. Additionally, it is was required to reuse
existing tools. Re-inventing the wheel is a waste of time and our neuroscientific
collaborators already had complex processing pipelines written in Python and
MatLab, hence the coupling of external libraries and tools is a critical point.
As our list of tools contains only open-source tools at this point, they all
can be seen as being extensible. However, making the source code available
is insufficient. To use an existing framework and extending it with long-term
usability in mind, it is required to have plenty of documentation and an active
developer community. Further development of badly documented software,
with no support by the original developers, is cumbersome and not feasible in
practice.
A note on ParaView [1]: Although ParaView itself is extremely well doc-
umented and very extensible, the reliance on VTK [209] posed an obstacle
to us, as we planned to harness the processing power of the GPU. Especially
the modification of the rendering pipeline (i.e. for multi-pass rendering) and
the use of OpenCL was not explicitly included in the design of VTK in 2009.
VTK 5.6, released in September 2010, started to include multi-pass rendering
functionality with vtkRenderPassCollection; too late for us. However, fil-
tering ParaView because of this limitation does not come up to its extensibility.
Not fulfilling: MayaVi [122]. In 2009, MayaVi was practically dead. The
development of MayaVi 2, the Python and VTK based successor, was not
sufficiently advanced.
Usability – Graphical User Interface (GUI): Most software aims either at the
visualization researcher or the neuroscientist, with accordingly designed GUIs.
As we aimed at both groups – the neuroscientists, who needs a usable tool
to handle and visualize their data and the visualization researchers, who need
a powerful, programmable tool with a flexible user interface. Especially the
usability of the GUI was an important criterion, excluding a lot of pre-existing
tools.
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Not fulfilling: ParaView [1] and SCIRun [181]. Both GUIs are very complex
and the learning curve is steep. Additionally, in ParaView, the processing
pipeline is pretty much kept behind the scenes. This is a disadvantage for
the visualization scientist. SCIRun’s strength certainly is its powerful data
processing capability. It provides visualization tools though, but they are not
that sophisticated.
Availability and Accessibility: The hurdle of using software which is not avail-
able on the user’s operating system, or which needs to be compiled tediously
for a system is very high. We required a portable software, which works on
different platforms and is available as binary package. Nowadays, this criterion
is fulfilled by most software tools and libraries.
Amongst the pure source and binary distribution, we also consider docu-
mentation, support, and clean code to belong to accessible software. Thereby,
we not only refer to documentation and support for users, but also for devel-
opers. Unfortunately, a lot of open-source visualization tools fall short at this
particular point. Not seldom, open-source releases contain mostly prototypic,
badly designed code and lag basic developer and user documentation.
Summary: Surely, there are a lot of visualization tools available we not men-
tioned explicitly. And surely, a lot of them fulfill the above requirements and
would have been a perfect tool for our purpose. Unfortunately, we were not
aware of them – or they simply did not comply with our requirements in code
quality and documentation.
This was the reason for starting the OpenWalnut project in 2009. We set
the above criteria as our objective and started promoting OpenWalnut in the
neuroscience community – the positive and negative feedback we got and still
get, is the basis to develop a solid and community-driven visualization tool.
3.3 Realization
In the previous section, we defined the objectives for the development of Open-
Walnut. During the realization of OpenWalnut, I designed and implemented
the OpenWalnut core library and the abstract concepts in it. These concepts
are the topic of this section. Additionally, I took the role of the “Benevolent
dictator for life (BDFL)” [86], a very well known concept in the open-source
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community. I am responsible for the positive advance of the project and I
retain the final word in case of irresolvable discussions.
This section provides an overview on the architecture of OpenWalnut and
how it complies to the above criteria.
3.3.1 Architecture Overview
OpenWalnut’s design was mainly steered by the above criteria, but the need
to build a software, used by researchers of two different fields of science, with
different requirements, and different expectations, influenced development in
two additional ways:
1. OpenWalnut has to be a powerful and easily expandable framework for
visualization researchers, allowing them to implement algorithm proto-
types and ideas quickly and easily while,
2. providing an intuitive graphical user interface for neuroscientist researchers,
who include OpenWalnut in their daily research tasks.
Whereas the first point asks for a flexible and extendible framework, the second
introduced the need for a high level of interactivity and responsiveness of the
application.
To achieve these ambitious goals, it is important to split functionality and
interface. Known and famous in the context of object-oriented programming,
this principle (refer to the excellent work of Gamma et al. [60]) allows a pow-
erful and complex framework under the hood of a simple interface, the GUI in
our case.
Core Library OpenWalnut is completely centered around the module-principle.
Everything in OpenWalnut is a separate module: each algorithm, each dataset,
each visualization method. So, instead of implementing a fixed amount of al-
gorithms into a library, we decided to implement the common utility code,
required to write algorithms, visualizations, and datasets. We call this the
“OpenWalnut Core Library (OCL)”. The OCL contains math functionality,
general data handling, a graphics engine, and the module interface. The
graphics engine is as an extension to the OpenSceneGraph library [144], imple-
menting several simplifications and wrappers on top of it. Worth mentioning
is our sophisticated multi-pass rendering code, allowing for easy and efficient
implementation of custom GPU rendering pipelines.
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Modules Instead of mentioning all the details about utility codes in the OCL,
we go on with the module concept in OpenWalnut. The OCL provides the so-
called “module container”. It implements the concept of the data flow graph.
This is a very common concept in visualization and other data processing tools.
For details on different visualization pipeline approaches, we refer to the work
of Moreland [133]. In the context of visualization, the data flow concept defines
data sources (sources), algorithms (filters), and visualizations (sinks) as nodes
in a graph. Edges between the nodes represent the transport of data between
them. We use a similar notion to the ones used in [133], and, according to this
survey, we use distributed execution control with pipeline parallelism.
In OpenWalnut, the nodes are called “modules” and the module container
accommodates them and their connections (edges). The module container pro-
vides a programming interface to add modules, remove modules, list modules,
list connections, and connect outputs with inputs. The user interface (UI) can
utilize this to depict the state of the module graph and to modify it, according
to the user and script input. In OpenWalnut, the UI can be a graphical user
interface (GUI), a command-line interface, or a script interface.
Additionally, an important characteristic of modules in OpenWalnut is that
modules have a local view only and run in their own thread. They do not
know anything about the module graph, other modules, or to whom they are
connected. This avoids side-effects in the visualization pipeline. The fact that
modules run in their own thread yields a high level of parallel execution in
complex networks. The survey [133] calls this “pipeline parallelism”.
Modules: Connectors A module has exactly one possibility to interact with
other modules residing in the container. Modules can define so called connec-
tors. These connectors represent the input and output channels of a module
and define the exact type of data this connector supports. This ensures that
modules always get the right kind of data at the correct input. A change in
an input causes the module to be notified. When a module changes its own
outputs, the changes automatically propagate along the graph and wake up
directly depending modules, allowing them to process the new data. There is
no central execution control. When an update on an input occurs, the module
wakes up and handles it. In [133], this is called distributed execution control.
The whole architecture is designed to use the push mechanism to propagate
data, states, and other information. The OCL makes heavy use of this and
provides callback and signaling mechanisms for nearly all possible operations.
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This ensures that the module container and OCL does not need to be polled
somehow by the UI or by the modules.
Modules: Properties The remaining task is the communication of module
parameters and other settings to the user/script.
During the design process, we always avoided that modules have to know
the UI or need to specify their UI representation directly. Therefore, modules
are equipped with a mechanism called properties.
These properties enable the module developer to simply define parameters
or settings without any knowledge of their representation. A module can, for
example, define a property of type double with a name and a description as-
sociated with it. In addition, the developer can define constraints, for example
that it only accepts positive values. The interesting part here is, that it is
up to the specific UI to decide about the (graphical) representation of those
parameters. To stick with the double-property example, the UI can decide
whether a slider or a text box is more appropriate for a property. It mainly
uses the constraints defined on a property to find a proper representation.
Whenever the user modifies a property in the UI or script, the property
automatically checks, whether the new value is valid, by using the before-
mentioned property constraints. If the value is invalid, the property rejects
it and the UI can somehow show it to the user. If the value is valid, it is
set for the property and the automatic change-propagation ensures that all
observers, especially the module owning the property, are notified about the
value change. A module can then wake up from its sleep state to handle the
new value. As the properties implement the observable pattern [60], they can
be used in a variety of ways in OpenWalnut.
Modules: Containers are Modules With an increasing amount of fine-grained
algorithm implementations in modules, the complexity of the needed UI inter-
action increases tremendously. This is especially true, if results of algorithms
need to be reused as input for other modules quite often.
To circumvent the problem, OpenWalnut allows using module containers as
modules. As mentioned above, these containers accommodate multiple mod-
ules and their connections. A container can then forward outputs and inputs
from modules inside to the outside world. This allows a module container
to look and behave like a normal module. The module programmer can re-
combine modules in a certain way to map a work-flow or visualization use
case, without revealing the underlying complexity. This, on the one hand,
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hides complexity from the user and makes the software more intuitive. On the
other hand, it allows programmers to reuse existing modules and algorithm
networks with ease in their own modules.
UI and GUI The UI represents the front-end to the core library and its data
flow graph. The abstract definition of modules, their inputs and outputs, as
well as their abstract property description allows the UI to create a clean
and structured interface automatically. This way, the UI looks the same for
all modules and directly reflects the flow graph and the OCL concept. This
being said, one can see Figure 3.1 as a schematic view on the OpenWalnut
core: a container populated with modules, the settings of the modules, and
the graphics engine output.
Before we used the flow graph to represent the processing pipeline, we have
used a linear list of data and applied modules on them. This style of pipeline
representation is fairly standard in many medical image processing tools, hence
our neuroscientist colleagues requested this scheme too, as they were used to it
already. Initially designed to hide the complexity of the flow graph, it turned
out to be more confusing than simplifying. So, we changed this to a direct
flow graph representation, which is far more intuitive. It directly represents
the flow of data along a processing pipeline.
Architecture Summary To summarize the above paragraphs, one can say that
the core of OpenWalnut is the OCL – a library, providing an interface to a data
flow graph. The modules and their connectors are used to populate the module
container in the OCL, building the data flow graph. Parameters and settings
of modules are defined using the abstract properties interface, allowing the
module developer to describe the required value, without providing a specific
implementation. The pipeline parallelism and the intensive use of callback
mechanism ensures responsiveness of the UI/GUI at all times and the abstract
module interfaces allow for a straight-lined and structured user interface.
Using the OCL, we implemented a graphical user interface and a Python
script interface as UI. We also deliver a lot of modules to provide the user
and other developers with a set of sophisticated visualization and processing
techniques. The OCL, the two UIs, and the extensive set of modules builds
up the package, we call OpenWalnut.




















































































































































































































































































Now, that the notions and the basic concepts in OpenWalnut are known, we
focus on how OpenWalnut blends into the before-mentioned criteria and what
we have achieved so far.
Open-Source, Availability and Accessibility OpenWalnut is licenced under
the terms of the lesser GNU general public license 3, LGPLv3 for short. The
source is distributed at our website. This makes OpenWalnut open-source.
The complete source is written in portable C++, using only portable ex-
ternal libraries, like Qt4 for the GUI and OpenSceneGraph for the graphics
output. The advantage is that all required libraries are available on Linux,
Windows and Mac OS, making OpenWalnut available on all major platforms.
We deliver a binary distribution in the NeuroDebian repository [69], providing
even easier access to the neuroscience community.
Last but not least, we provide extensive documentation and support for
developers and users. We deliver online documentation, extensive program-
ming tutorials, proper code documentation, a beginners tutorial, open issue
tracking, and mail support. This way, we are lowering the first hurdle for
users and developers tremendously. Our undergraduate students work and de-
velop with OpenWalnut in less than a week, without help, just by using the
provided documentation. The high quality of our code, ensured by strict code
guidelines, and the high quality documentation guarantee the accessibility to
OpenWalnut and visualization.
The documentation, the sources and binary distributions are available on-
line at http://www.openwalnut.org.
General Purpose and Extensible OpenWalnut uses the data flow principle.
It is extremely flexible and does not fix the user to a certain image processing
pipeline. It provides a maximum of flexibility for neuroscientists, by allowing
them to combine data and algorithms in nearly any way.
Moreover, the easy-to-use programming interface allows developers to pro-
vide new modules without any hassle. It is easy to utilize the strengths of
external libraries, or to completely develop new methods from scratch. Open-
Walnut does not entail any unnecessary limitations to modules.
Usability – Graphical User Interface (GUI) OpenWalnut focuses on a clean
and straight interface, which is centered around the data-flow network, as
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shown in Figure 3.1. The GUI does not clutter the interface with additional
setting-windows, several tool-bars, or awkwardly placed buttons and GUI ele-
ments. As the GUI is created automatically, we can ensure a consistent look
and feel at all times. This lowers the entry curve tremendously and ensures
that an user can get used to the software very fast.
Besides this, OpenWalnut tries to avoid global tool-bars and menus. All
operations are placed at the sub-window to which they relate. For example,
the “Load”-button to load a flow graph from a project file is not placed at a
global tool-bar. It is placed at the top area of the flow graph window, because it
modifies the flow graph. The “Screenshot”-button is at the top of the rendering
window, because it saves the contents of the rendering window to disk. This
is consistently done for all operations.
We avoid complex and complicated GUI dialogs for algorithms, provide
useful default values for all parameters, direct visual feedback for parameter
changes, and allow to combine complex data pipelines into containers, to hide
their complexity. This and the structured GUI ensures a high level of usability
for visualization researchers and the scientific user of OpenWalnut.
Besides the GUI, we provide a Python script UI. We are working with
developers from SCIRun to integrate OpenWalnut with SCIRun via Python.
This allows for a more direct coupling of visualization with a data processing
pipeline.
3.4.1 Limitations
OpenWalnut is not perfect. It falls short for all the cases where one needs a
criterion fulfilled, which contradicts one of the above. For example, if a very
specific GUI is needed, our GUI implementation is of no use. Fortunately, the
OpenWalnut core library makes it easy to develop new user interfaces from
scratch.
Focus on Regular Grid Data Also noteworthy is the fact that OpenWalnut
completely focuses on data, organized in regular grids. Other types of grids and
completely new dataset types can be added easily in a collection of modules,
since the OCL does not limit the developer in what he transfers through module
connectors. This means, the OpenWalnut code does not need to be touched
to implement new types of data or grids.
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Synchronization As the data flow graph uses a decentralized execution con-
trol (cf. Moreland [133]), it can get problematic to synchronize parallel and
repeated execution of algorithms. Consider the following scenario: there is a
scalar field generator. It outputs the field to a spatial derivation module and
to a module showing an isosurface. The spatial derivation module outputs a
gradient vector field to the isosurface module, but takes some time to com-
pute. The isosurface module uses the gradients as normals for lighting. So, the
isosurface module depends on two inputs, whose data might arrive at different
points in time. This is a synchronization problem in the data flow graph, which
is not yet solved in OpenWalnut. I already started thinking about barriers in
the data flow graph for synchronization. The barrier-concept is widely used in
parallel programming and might solve our synchronization problem too.
Mac OS X Support Another, yet pressing issue is our Mac OS X support.
Although OpenWalnut compiles and works on this operating system, it can be
cumbersome sometimes. We rely on a lot of external libraries (Boost, Qt, and
OpenSceneGraph). If, due to a change made by Apple, one of these libraries
does not work anymore, OpenWalnut does not work or compile anymore. This
happens to be the case for the OpenSceneGraph library quite a lot recently.
Especially the combination of OpenSceneGraph with the GUI programming
system Qt is problematic on Mac OS X.
3.5 Future Work and Conclusion
3.5.1 Future Work
OpenWalnut is far from being done. We know the weaknesses and we are
working on them. We permanently refine the system to reach even more users
and researchers. The user documentation will be extended to contain video
tutorials. The module-specific help has to be written for a lot of modules, and
we tackle the limitations mentioned in the Section 3.4.1. In other words, there
are a lot of things to do and we are facing this challenge.
3.5.2 Conclusion
In the last sections, I introduced OpenWalnut, how it works in principle, and
how it complies to our posed criteria. Of course, it is hard to scientifically
substantiate the above arguments. This is why we explicitly point out that
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there are many tools available for handling and visualizing medical images and
bio-signal data. Each tool has its advantages and disadvantages. We do not
try to re-invent the wheel, nor do we claim our project is superior to the others.
We created a tool, which complies to a certain set of criteria and tries to reuse
as many as possible of existing tools and frameworks. The extensive doc-
umentation, the flexible, but easy-to-use programming interfaces,
as well as our long term planning makes OpenWalnut attractive to many
researchers and developers in the medical and neuroscientific fields. We
provide them with an open and powerful tool to explore their data – or to
create new ways of visualizing them. It is the tool we use at our department
to develop high quality visualizations and to share our ideas with our
collaborators and the scientific community.
The increasing number of users from different groups all around the
world and the positive feedback we get, fortifies the claim that OpenWalnut is a
solid visualization tool with a mentionable benefit for the scientific community,
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4.1 Overview
The Data: Connectivity Models Diffusion-weighted magnetic resonance imag-
ing (DW-MRI) has become a window to the anatomical structures of the hu-
man brain and allows in-vivo reconstruction of fiber tracts that form neural
networks. Although the size of single nerve fibers is far below the resolution
capabilities of today’s imaging devices, neuroscientists use tracked fiber clus-
ters intensively to understand the human brain’s structure, in particular its
connectome, i.e., the wiring scheme of the brain — the structure.
On the other hand, electroencephalography (EEG), magnetoencephalogra-
phy (MEG) and functional MRI (fMRI) allow scientists to measure functional
coherences between the activation in different brain areas in response to ex-
ternal stimuli — the function.
A major goal in neuroscience is the understanding of structure-function re-
lationships. To combine both, the anatomical knowledge and the experimental
results in models, representing the influences of structural connections in an
experimental context, many approaches have been developed. One of these
models is Dynamic Causal Modeling (DCM). DCM was introduced by Friston
et al. [58] and can be seen as a generalization of structural equation modelling
(SEM) by McIntosh and Gonzalez-Lima [124]. For more details on DCM and
its relation to SEM, please refer to Penny et al. [150]. The basic idea is to find
a reasonable model that represents interacting cortical regions. DCM aims at
making estimations about the causal architecture of coupled brain regions and,
even more interesting, how this coupling is influenced by experimentally in-
duced stimuli. In 2009, Stephan et al. [195] introduced an approach to include
tractography-based, anatomical knowledge into DCM and have provided the
first formal evidence that anatomical knowledge can improve DCM.
To summarize, DCM allows to describe effective connectivity as the combi-
nation of anatomical structure and functional causality, including intensity of
information transfer between cortical regions. As a result, effective connectiv-
ity can be calculated between two cortical regions and is a measure for their
causal relation. For each pair of anatomically connected regions, two effec-
tive connectivity values exist, one in each direction along the same anatomical
path. This means that effective connectivity is a directed value, describing the
information transfer from A to B and from B to A on the same anatomical
path connecting A and B.
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Visualization of Connectivity Visualization of medical data is a wide-spread
field and many approaches have been developed to visualize almost all imaging
and measurement modalities separately or in conjunction with each other. In
the context of our work, methods regarding several kinds of connectivity are
of special interest. Fiber tractography has been introduced to provide a global
view on locally acquired data [9]. To interactively explore the white matter
pathways, it has proven advantageous to precalculate a large number of fiber
tracts in advance and selectively filter them, by using regularly shaped regions
of interest, as done by Akers et al. [2] and Blaas et al. [17]. Another approach is
to create large-scale structural brain networks, describing anatomical connec-
tion between several cortical regions of the brain [68]. These networks can be
visualized by graphs and even by embedding them into the three-dimensional
context of the brain, where they can be explored interactively. One well known
exploration tool is the ConnectomeViewer [61]. For further details with regard
to visualization and a comprehensive overview on this topic, please refer to
chapter 15 of Visual Computing for Medicine, Second Edition: Theory, Algo-
rithms, and Applications by Preim and Botha [153].
Functional connectivity is another challenge. The literature on useful visu-
alizations for this kind of connectivity is relatively sparse. The vast amount of
data requires statistical methods to find significant relations, which can be un-
derstood best, by providing an underlying anatomical context and interactive
tools to selectively view the information provided. An example for exploring
functional relationships is the BrainMiner tool as shown by Mueller et al. [135]
and Welsh et al. [219].
Visualization of effective connectivity has not yet been investigated in de-
tail. Usually, effective connectivity is shown as an abstract graph, without any
anatomical meaning. Each node in the graph represents a certain area of the
brain and is connected to other nodes with directed, weighted edges, denoting
the effective connectivity.
The Problem Two-dimensional graph layouts do not allow the inclusion of
anatomically guided geometric relationships and are, therefore, not able to
show the structure-function relationship properly. Additionally, the visualiza-
tion of two values in opposing directions on the same anatomical connection
is a serious problem for common visualization methods. Prior to our method,
there was no way to reconstruct the anatomical embedding of a DCM model
and to visualize it.
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(a) Abstract model (b) Our anatomical visualization
Figure 4.1: Our goal is to convert the abstract graph model in (a) to the anatom-
ically meaningful visualization in (b). (b) provides insight into the underlying
anatomical structures, helping to understand the formerly abstract model.
Our Solution We present a method to circumvent the above problems. We
combine anatomical and effective connectivity to embed the DCM model into
its underlying anatomical context. The anatomical pathways, transporting the
information between each pair of connected regions, are extracted and used to
project the effective connectivity. We are using an animation technique for
relative visualization of effective connectivity on anatomical structures.
We transfer the previously abstract model to an anatomically fortified vi-
sualization, as shown in Figure 4.1.
4.2 Background
As mentioned above, DCM aims at making estimations about the causal cor-
relation of coupled brain regions and, even more interesting, how this coupling
is influenced by experimentally induced stimuli.
DCM uses ordinary differential equations, whose parameters correspond
to directed effective connectivity. This allows the construction of reasonable
models of cortical regions, interacting with each other. These models are
supplemented with a forward model, which describes how the neuronal activity
of each node maps to the fMRI-measured responses. This way, the best-fitting
model and its parameters (the effective connectivity) can be identified.
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To further understand how DCM models the change of neural states, as-
sume that each region in the brain is a state variable in the neuronal state







(j)x + Cu. (4.1)
Here, the variable u models the exogenous inputs, i.e., inputs from outside the
system. The matrix A represents the coupling of nodes without any input.
Basically, A is a connection matrix of nodes. The matrices B(j) describe the
change induced by the j-th input uj to the fixed coupling in matrix A (e.g.,
learning, attention, etc.). The matrix C describes the influence of direct input
due to, e.g., stimuli.
This model of neural dynamics is used, in combination with a biophysically
motivated model (the hemodynamic model), as a forward model to actually
estimate the resulting Blood Oxygen Level Dependency (BOLD) signal. The
estimated BOLD signal can be compared with fMRI measurements and the
best fitting model is selected for each time step. The change of the state vector
x over time describes the effective connectivity. Friston et al. [58] describes
how the connectivity parameters in the matrices A, B, C can be calculated
using an entirely Bayesian approach.
As the details and mathematics in the background would go beyond the
scope of this thesis, we refer the reader to the excellent work of Friston et al.
[57] and Stephan et al. [196].
To summarize the whole process for clarification, one can say that the
causal influences of several cortex regions are modeled by using the neural
state equation (4.1). It describes changes of the neural state vector according
to external stimuli. These neural states are translated to an estimated BOLD
signal and compared with measured fMRI BOLD signals. The change over
time describes the effective connectivity. These models can be expressed as
graphs, as Figure 4.2 illustrates. It shows the fusiform gyrus (FG) and lingual
gyrus (LG) on the left and right hemispheres. The blue lines represent the
anatomical connectivity and the black arrows denote the effective connection.
The grayed-out parts depict the external stimuli that have been applied to this
particular model. The actual effective connectivity values were taken from the
original work of Stephan et al. [194].
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Figure 4.2: Example effective connectivity graph. Shown are the involved regions,
fusiform gyrus (FG) left and right (FGl and FGr) as well as lingual gyrus (LG) left
and right (LGl and LGr). The regions are connected anatomically (blue) and, as
modelled in the DCM model, by effective connections (black arrows). The connection
modulation (gray dotted lines) has been modeled by task and stimulus properties.
Several stimuli have been applied as individual events to the lingual gyrus in the left
visual field (LVF), right visual field (RVF) and both visual fields (BVF). For more
details, see [194].
Anatomy in DCM In 2009, Stephan et al. [195] extended this approach to in-
clude tractography-based anatomical knowledge into DCM. They showed that
anatomical knowledge can improve DCM tremendously. Without diving too
much into the details, the modification is a Gaussian-shrinkage prior, defined
as a monotonic function and depending on anatomical connectivity. As a re-
sult, the models best matching the real fMRI BOLD signal were those models
that caused an increase in effective connectivity with increasing anatomical
connection.
With this in mind, the need for a combined visualization providing both,
the effective connectivity as well as the anatomical connectivity foundation is
obvious.
4.3 Method
Now, as the basic concepts of effective and anatomical connectivity have been
described, we will continue with how we visualize this kind of data in an
anatomical context. We start by extracting the anatomy behind the input
DCM model. This is done by selecting the fibers between all connected regions
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of the model. We go on, building a volumetric representation of the fibers.
Finally, we use the volume to render a surface and animate the flow of “data-
packages” along it.
Notations In the following sections, the effective connectivity graph is han-
dled as a weighted directed graph: (V, A, e). Each node r ∈ V is anatomically
represented by a region of the brain and each arc c ∈ A correlates with a clus-
ter of fiber tracts, corresponding to the anatomical connection. The weight-
ing function e(i, j) provides the directed effective connectivity value for each
connected pair of regions ri and rj. Another convention, we will use in the
following sections, is to treat each fiber tract as an ordered sequence of points:
f = {x|x ∈ R3} in the set of all fiber tracts f ∈ F . In a real-world dataset,
this ordering is defined by the set of line segments f segments = {(a, b)|a, b ∈ f}.
This set also defines two designated elements:
fx0 ∈ f with ¬∃w ∈ f : (w, fx0) ∈ f
segments and (4.2)
fx|f |−1 ∈ f with ¬∃y ∈ f : (fx|f |−1 , y) ∈ f
segments, (4.3)
denoting the first and the last vertex of the fiber tract, if the order in f is
assumed to be the order of appearance of each vertex along the tract. Prac-
tically spoken, this is the usual way of storing line data as an ordered list of
coordinates.
4.3.1 Fiber Tract Selection
As the graph in Figure 4.2 implies, the anatomical connection is always de-
fined between two distinct areas of the brain. These regions need to be known
beforehand and can be extracted in several ways. In our example, the fusiform
gyrus (FG) and lingual gyrus (LG) have been segmented manually. An alter-
native to manually segmenting the required regions is the use of atlas-based
methods (i.e. Rohlfing et al. [160]).
With the help of the segmented regions, the selection of all fiber tracts,
belonging to the anatomical connections in A, can be done by checking whether
a fiber f ∈ F connects the regions ri and rj with ri, rj ∈ V and, therefore,
by classifying them to belong to a cluster C(ri,rj). To actually perform this
selection, Blaas et al. [17] presented a fast selection method for regular masks,
boxes in their case. As our classification needs to be done with irregular masks
30 Chapter 4. Effective Connectivity
and needs to be computed only once, such optimization strategies are not worth
the additional computational effort.
We classify each fiber tract, by simply testing each fiber tract’s vertices
x ∈ f ∈ F against both target regions ri and rj, while loading the preintegrated
fiber tract dataset from file. To avoid testing all vertices against all voxels of
all regions, we apply a bounding box test for each vertex against the region
bounding boxes to early discard vertices. The remaining vertices get tested
against the exact voxel representation of the regions. This yields the list of
vertices belonging to one of the regions ri or rj. Using the ordering of all
vertices of a fiber in f and the classification of vertices to regions, we can easily
reconstruct the fibers going from a region ri to a region rj. When starting at
the first vertex in the region ri and stopping at the last vertex of region rj,
we effectively cut the fibers to the right length. In practice, this is done by
iterating along each fiber. As this fiber selection is straight forward, we omit
further details here. The only thing to keep in mind is the sampling theorem.
It is important to ensure that the distance between two vertices is more than
two times lower than the size of a voxel in the region mask data.
Figure 4.3(a) shows a part of the forceps occipitalis selected by the left and
right lingual gyrus, supplemented with the corresponding masks.
4.3.2 Fiber Tract Volumetric Representation
Depending on the location of the selection regions r ∈ V in the brain, the
amount and density of the fibers may vary. This becomes problematic for
surface-based animation. The animation might not even be perceptible if the
fiber tract cluster is too thin or too sparse. To avoid this problem, we create
a volume representing the cluster of fibers. The volume can then be postpro-
cessed to close holes or for thickening the cluster’s volumetric representation.
An alternative is the approach by Enders et al. [49], which calculates a wrap-
ping surface around the fiber tracts. However, it may create surfaces not
wrapping the whole cluster, especially if it contains strongly diverging fiber
tracts.
Voxelization of three-dimensional lines and line segments is covered in many
publications. We are using a three-dimensional variant of the Bresenham al-
gorithm [22] for line rasterization with anti-aliasing. This is similar to the idea
in Wu’s line algorithm [227]. As both algorithms are sufficiently well known,
we do not go into details here.
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(a) Selected fibers (b) Volume representation
(c) Smoothed volume (d) Parameterization of the volume
Figure 4.3: The selected part of the forceps occipitalis between the left and right
lingual gyrus (LG). (a) The fibers are filtered by the regions. (b) The volume repre-
sentation of the selected fibers. (c) Applying the Gaussian filter once yields a smooth
surface, maintaining the anatomical structure. (d) A parameterization along a des-
ignated parameterization fiber is used to characterize the main direction of the fiber
tract cluster at each point in the volume.
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(a) Centerline as in Enders et al. [49] (b) Longest fiber tract
Figure 4.4: The fiber tracts between the right fusiform gyrus (FG) and the right
lingual gyrus (LG). (a) The centerline is too short to properly parameterize the
volume along the main direction of the bundle. (b) The longest line solves the problem
but it is not necessarily in the center of the bundle.
Volumizing all fiber tracts f ∈ C(ri,rj) for all (ri, rj) ∈ A yields several three-
dimensional, discrete fields. They describe the anatomical path of information
transfer for each pair of connected regions ri and rj:
v(ri,rj)(x, y, z) ∈ [0, 1]. (4.4)
The resolution is defined by the length of the smallest segment in the fiber
tract data.
Figure 4.3(b) shows the resulting volume as an isosurface. The surface is
very rough and, therefore, does not look natural. Applying a single, discrete
Gaussian filter iteration to the volumized fiber tracts v(ri,rj) smooths the sur-
face, while keeping the anatomical structure of the fiber tract cluster. The
isovalue used in both examples is 0.3, as both datasets are in the interval of
[0, 1].
Until now, there is no information about the direction, nor the tangential
information of the underlying fiber tract cluster available during rendering. A
second volume containing a parameterization of the fiber tract cluster itself is
needed. We first tried using the centerline approach by Enders et al. [49], which
averages equidistantly sampled tracts to build the centerline. Correspondingly,
a relatively large amount of short tracts cause the centerline to also degenerate
to a short line. It does not cover the whole cluster in length, thus making it
suboptimal for parameterization. The fiber tracts between the right fusiform
gyrus and the right lingual gyrus are an example for this, as Figure 4.4(a)
shows. The longest fiber tract in the cluster, called fparam, is selected for
parameterization instead. Even though the longest line might not be in the
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center of the cluster, nor represents it the main direction of the cluster, it is
very well suited for parameterization.
To finally parameterize the volumized fiber tract cluster, an additional
parameterizefparam(x, y, z) function is used, which calculates the parameter
for a given point in relation to the parameterization fiber tract fparam. The
parameterization field p is then, similar to v(ri,rj)(x, y, z), defined voxelwise:
p(ri,rj)(x, y, z) = parameterizefparam(v(ri,rj)(x, y, z)). (4.5)
The parameterize function is defined the following:





length of fparam if cut at xnearest
. (4.6)
The fiber tract vertex xnearest ∈ f
param is the nearest vertex of the param-
eterization fiber tract to the voxel (x, y, z). So, the distance traveled along
the parameterization fiber tract up to the voxel’s nearest vertex xnearest pa-
rameterizes the cluster – a longitudinal parameter. The parameterization field
needs to be scaled from the interval [0, |fparam|] to the interval [0, 1]. This nor-
malization allows uncomplicated upload to the GPU via textures. We denote
the normalized field as pscaled(ri,rj). Figure 4.3(d) shows the parameterization of the
masked part of the forceps occipitalis using color coding.
As the volumized fiber tract field v(ri,rj)(x, y, z) was smoothed earlier, the
parameterization field p(ri,rj)(x, y, z) needs to be calculated only for those vox-
els, with a non-zero value and can be done during the Gaussian filter itera-
tion. This ensures a continuous parameterization for all voxels involved in the
anatomical path.
4.3.3 Effective Connectivity Animation
At this point, we already have the anatomical representation of the input
model. This section now describes, how we represent the effective connectivity
value as moving beams on the volumized tracts. As effective connectivity
is a directed information, we use two beams on a tract volume to represent
both “information-packages”. These packages are moving from one region to
the other in a real-time animation to support the metaphor of information-
package transfer along a physical wire. Their length represents the effective
connectivity value; the amount of data in the information-package.
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(a) With overlapping (b) No overlapping
Figure 4.5: The final rendering of the fiber tract cluster from left to right lingual
gyrus. The effective connectivities along the shown connection are represented by
bars. We call them beams. These beams get animated to move along the anatomical
connection. This corresponds to the metaphor of moving information packages along
a wire. (a) This image was made at a time step, where the beams of LG left→LG
right and LG left←LG right do overlap to show how we combine both beams. (b)
This image shows the beams without overlapping at another time step.
After the fiber tracts have been selected and volumized, a smooth surface
can be rendered. Typically, the marching cubes algorithm [113] is used for
triangulation of volume data. Although our animation approach works on tri-
angulated surfaces too, we are using a GPU-based ray tracing [50, 94, 95, 211]
for isosurface extraction and rendering. With this approach, we circumvent
any possible triangulation-related problems and achieve a topological correct
surface, which renders even the thinnest fiber tract branches correctly. As this
kind of volume rendering is well known, we omit the details here. Figure 4.3(b)
shows the GPU ray-traced isosurface with gradient based per pixel lighting.
Another, rather important note here is that we will use the term fragment in
this section. This represents the pixel on screen, for a point on the surface. As
we use ray-casting in object space, we always have a three-dimensional, object
space coordinate associated with it. This allows easy access to the parameter-
ization field pscaled(ri,rj)(x, y, z). For further information on the GPU notations and
coordinate spaces, we refer the reader to Chapter 6.
As the parameterization field was uploaded to the GPU too, we apply
effective connectivity animation on the GPU for every fragment on the surface,
by classifying each surface pixel to belong to either the highlighted pixels,
highlight-border pixels, or to the non-highlighted part of the surface. Those
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highlighted beams, representing the “information-packages”, move from ri to
rj and vice versa. The different sizes represent the effective connectivity value.
To ease the following descriptions, we will describe only one moving package
in the direction ri to rj, along the corresponding anatomical connection in
v(ri,rj)(x, y, z). In the next paragraphs, we call those “packages” only “beams”,
as they look similar to moving beams on the surface. Due to the graphics
hardware architecture, a fragment has its local view only. Neighboring pixels
are not accessible for write or for read. This is, why we need to calculate
the current midpoint m of the “information-package” for each fragment in
dependency of time t:







The Equation (4.7) is very simple and uses two parameters. The current time t
with an offset o in milliseconds and the velocity v. It is the well known physical
relationship between distance, time, and velocity. The offset parameter is used
to avoid that the beam ri → rj starts at the same moment as the beam ri ← rj.
This creates a better impression, as it does not look as artificial as if they would
have been started at the same time, both meeting exactly in the middle of the
cluster volume. The modulo operation ensures that there is a periodic beam-
movement from ri to rj, along the current voxel’s gradient in parameterization
space in k units along the fiber tract cluster. In our implementation we are
using k = 100, which creates a smooth movement. To ensure that the beam
does not abruptly end when the middle of the beam reaches the end of the
cluster and to ensure that the beam does not pop up on the other side with
the beam’s middle at the beginning of the cluster, the interval is stretched. In
other words, this means that m also covers the invisible part of the parameter
space, large enough to contain half of a beam’s maximum size, in this case k
6
on each end of the parameter space. For more details on the size of the beams,
see Section 4.3.3.
The value of m represents the current position of the beam. On the surface
of the tract cluster, this can be seen as a iso-line in the parameterization field on
this surface. It is perpendicular to the main direction (the current gradient)
on the surface. This line moves, depending on time and speed, along the
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surface. It is used for classifying the current fragments value in p(ri,rj)(x, y, z)
(cf. Equation (4.8)), whether it belongs to the current beam:
b(ri,rj)(x, y, z) = |m− k · s(ri,rj)p
scaled
(ri,rj)




The Equation (4.8) describes an environment of size l(ri,rj) (the length of the
beam from ri to rj), around the current beam-center m. The parameter s is
used to ensure equal speeds and the correct size-relation between the beams
for all beams on all fiber tract clusters and is the relation between the fiber
used for parameterization of the cluster (ri, rj) and one of the parameterization




, (ri, rj) ∈ A, ref ∈ A. (4.9)
The reference fiber tract is arbitrary.
Finally, b can be used as a predicate for each fragment at the current
coordinate, whether it is
• inside the beam: b < −ǫ,
• on the border of the beam: b ∈ [−ǫ, 0], or
• outside of it: b > ǫ.
The variable ǫ denotes the border width. Ignoring s, this simply tests, whether
the actual fragment along the main direction of the fiber tract cluster is near
the current position m.
The final pixel color can now be determined using an arbitrary colormap.
In our implementation, we use the following mapping, where c(ri,rj) is the color






c(ri,rj) if b(ri,rj) < −ǫ
c(rj ,ri) if b(rj ,ri) < −ǫ
c(ri,rj) if b(ri,rj) < −ǫ∧
b(rj ,ri) < −ǫ∧
l(ri,rj) ≤ l(rj ,ri)
c(rj ,ri) if b(ri,rj) < −ǫ∧
b(rj ,ri) < −ǫ∧
l(ri,rj) > l(rj ,ri)




The surface itself has an user defined color csurface, which is set, if the fragment
does not belong to either one of the beams. Equation (4.10) also covers the
case, where the beams overlap. If this is the case, the color of the smaller
beam is used. Blending both colors would irritate the user too much. The
white border around each beam ensures that the beam is visible even if the
contrast between the beam’s color c(ri,rj) or c(rj ,ri) and the surface color is very
low. Figure 4.5 shows two time steps of the animation, one with overlapping
beams.
Determining the length of the beams
The effective connectivity, represented by the specific beam, is used to de-
fine its length. To have the length and, especially, their relation between
each other consistent, we map the interval [0, 1], representing the smallest and
largest beam to the interval of the involved effective connectivities. We use the
connectivity graph’s weighting function e and find its minimum and maximum:
[min{e(i, j)|(ri, rj) ∈ A}, max{e(i, j)|(ri, rj) ∈ A}] (4.11)
The mapping function l(rj ,ri) has to map between [0, 1] and the interval of
the smallest to the largest connectivity value. This mapping can be adapted
to the possible cases. In our examples, the effective connectivities did not
differ too much. We used a linear mapping. If the effective connectivities vary
very strongly, a logarithmic scale can help to avoid many very small beams
of not distinguishable size and very few large beams. It is worth mentioning
that the beam length interval [0, 1] itself needs to be mapped to the actual
beam sizes. This mapping is strongly dependent to the parameter k of the





], which creates beams not too small and avoids extremely large beams
covering the whole surface. In the end, this defines our l(rj ,ri) to be the mapping









Due to the scaling and the movement of the beams on the surface, it is diffi-
cult to read the actual effective connectivity value. Only relationships can be
seen. Therefore, our approach is supplemented with some labeling features,
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allowing the user to see the real effective connectivity value and the names of
the involved regions. Figures 4.6 and 4.7 show the example fiber cluster with
the corresponding labels.
To avoid that the labels overlap the actual surface and animation, we have
implemented a boundary labeling approach. We place the labels, containing
the region names, at the left and right side of the scene. The horizontal leader
lines point to the beginning of each fiber tract cluster, defined by the first
vertex of the longest line. This labeling approach is very simplistic, but works
well for a few labels, as in our case. There are much more sophisticated tech-
niques available. Oeltze-Jafra and Preim [142] present a survey on labeling
approaches, focusing on medical visualization applications. In a more com-
plex effective connectivity scenario with a lot of involved regions, we strongly
recommend to use more advanced technique to avoid unnecessary overlap of
labels.
4.3.5 Summary
In the last sections, we introduced the three major steps needed to visualize
effective connectivity models anatomically. We have searched the fiber tracts
belonging to the arcs in the model’s graph, by using anatomical region masks
for each node r in the graph. This created an anatomical representation of
the model. We voxelized, parameterized, and rendered the previously selected
tracts. During rendering, we use the programmable GPU pipeline to classify
each pixel on the surface, whether it belongs to a beam or not. Using an
animation scheme, we were able to animate the information-transfer between
brain regions on the basis of their anatomical connection.
4.4 Results
In this section, we demonstrate our method for two different types of datasets:
a real dataset (cf. Figures 4.6 and 4.7) obtained by DCM with tractography-
based priors and an artificial dataset (cf. Figure 4.8). The artificial data is
also derived from real anatomy, but the shown connections and connectivities
are made up for increased complexity.
4.4. Results 39
Figure 4.6: The final rendering of the T1 context and the effective connectivity
graph from Figure 4.2. The involved regions are labeled and the fiber tract clusters
are colored differently. To properly understand the image, the animation is required.
The animation provides the direction and, therefore, the source and target of an
“information-package”.
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(a) Focusing LG left - LG right
(b) Focusing LG left - FG right
Figure 4.7: The user can selectively explore the effective connectivity graph, by
highlighting the needed parts of the graph. Transparency also helps to explore occluded




The data was taken from Stephan et al. [194] and [195]. It examined the
connection of a region in one hemisphere and the connectivity to their rela-
tively close counterpart in the other hemisphere (see Figure 4.2). The fiber
tractography was acquired using a DTI measurement with 60 directions ac-
quired with a three Tesla scanner at the Max Planck Institute for Human
Cognitive and Brain Sciences. The DTI image is given as second-order tensor
data; 93 × 116 × 93 voxels with a resolution of 1.72mm. The tracts we use,
were computed using the method of Weinstein et al. [217]. The complete set of
tracts consists of 74,313 tracts, represented by 5,472,306 vertices. The fusiform
gyrus (FG) and the lingual gyrus (LG), left and right, were segmented in a
MRI T1 image, measured using the same three Tesla scanner as used for the
DTI data. The image, warped into standard space, has a resolution of 1mm
for 160× 200× 160 voxels.
The selection of the fiber tracts connecting the regions yielded only three of
the links shown in Figure 4.2. The link between FG left and FG right is missing.
This results from the low probability of this connection, together with the
parameter setting of our deterministic tracking. Neuroscientists, who perform
studies about effective connectivity, however, are able to fit their probabilistic
tracking to a deterministic fiber tract dataset properly. Thus, the missing link
is not a fault of our method.
Figure 4.7 shows the effective connectivity data in anatomical context. We
provide labels for each region and color different tract volumes differently. Our
implementation in OpenWalnut (cf. Chapter 3) allows blending out each part
of the rendering separately. Working with transparency and de-saturation
allows clutter reduction and context preservation at the same time. Figure 4.6
shows this with examples.
Artificial Data
For the artificial example, we took the same tract and T1 anatomy data as
above, but selected arbitrary regions. The connectivity for the tract connection
between these regions was chosen randomly. This approach allowed us to
produce complex, yet expressive connections that help to illustrate our method.
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(a) (b)
Figure 4.8: Artificial test data for illustration: (a) shows the LG left – LG right
fiber tract and the tract resulting from using the LG right – FG right regions without
cropping the fibers. (b) shows the tracts from (a) and a part of the corticospinal
tract, as well as the forceps minor in front of the brain.
Fiber tract cluster FPS
Whole connectivity graph (Figure 4.6) 12
Whole connectivity graph, no context (Figure 4.7) 22
Artificial data with context (Figure 4.8(a)) 18
Artificial data with context (Figure 4.8(b)) 14
Table 4.1: Performance of the rendering in frames per second (FPS).
Figure 4.8 shows two examples of artificial data. Even though, these exam-
ples are not necessarily realistic, they prove that our method is not only appli-
cable to some special physical connections and effective connectivity graphs.
4.4.2 Performance
The computational effort of the method can be divided into two separate parts:
preprocessing (fiber selection and volumization) and rendering. The prepro-
cessing step runs in the order of seconds for all the datasets presented in this
paper and will not be much larger for any data of reasonable size. Thus, the
effort is in the same range as loading the data and is consequently negligible.
The rendering step is entirely performed on the graphics hardware. This
leads to very efficient computation, yielding interactive frame rates. Table 4.1
lists some frame rate measurements and the corresponding figure. For mea-
suring these frame rates, we have used a computer with two AMD Quad-Core
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Opteron processors, 32 GB of RAM and NVidia GeForce 8800 GTX graph-
ics hardware. The GPU can be seen as low-end consumer graphics hardware
nowadays (2014). As shown in Table 4.1, we provide a visualization with high
frame rates, so the neuroscientists can interactively explore their data.
4.4.3 Limitations
The presented method was a first experiment, whether it is possible to trans-
fer effective connectivity models to an anatomically-based visualization with
reasonable effort. As such, there are a lot of options to improve the method.
Here, we mention two of them.
Regions Our approach strongly relies on segmented data for each of the re-
gions involved into the effective connectivity graph. These segmented regions
significantly influence the results of the fiber tract selection process. To cope
with this issue, a reasonable next step is to analyse the use of probabilistic
tractography and atlas based region masks. Especially probabilistic tractog-
raphy creates volumetric representations already, allowing our method to skip
the fiber tract selection and volume representation steps.
Animation The metaphor of moving information-packages is not well suited
for transporting quantitative information on the actual effective connectiv-
ity values. It only represents relative quantities and directional information.
However, our method to extract the anatomical representation of the effective
connectivity data can still be used as a basis for other, quantitative visualiza-
tions to depict the actual values.
4.5 Future Work and Conclusion
4.5.1 Future Work
As mentioned above, there are several limitations in our proposed method.
Next steps include the exploration of probabilistic tractography for creating
the fiber tract volumes and the use of standard information visualization tech-
niques to depict effective connectivity values in the anatomical visualization.
Possible would be the use of arrows, whose size or density changes with the
effective connectivity value; colormaps; hatching; changing the diameter of the
fiber tract volume according to the connectivity – and much more. Holten and
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Wijk [82] provides a user study on possible ways to visualize directed edges of
graphs.
Even more important than proposing a lot of alternative visualizations is to
evaluate them. How do they perform in the daily routine of the neuroscientists
and how well do they transport the desired information?
Another important improvement is the application of ambient occlusion
techniques for improved spatial perception. Especially Figure 4.6 shows the
need for more spatial relations being visible in the rendering. Part II of my
work will focus on this kind of computer graphics to improve the visualization
results tremendously.
4.5.2 Conclusion
We presented an interactive, animated visualization for illustrating effective
connectivity in the human brain. The method is not mature. There is a lot
of potential to optimize the method on a technical level, as well as on the
visualization level.
Nevertheless, it provides an intuitive and understandable visualiza-
tion of the involved anatomical structures and the corresponding effective con-
nectivities, using the metaphor of “information-packages”. This helps
neuroscientists to see and understand the information transfer between the
involved regions in the context of their underlying anatomical context.
In complex DCM graphs and networks, the animation can get confusing
as many anatomical paths show information-transfer and, therefore, create
visual clutter. We lessen the effect of visual clutter by allowing the user to
selectively view parts of the graph and fading out animation on others,
thus retaining the other anatomical structures. The incorporation of focus
and context principles and interactive selection of parts of the data makes it
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5.1 Overview and Background
In this chapter, we show the value of several, common visualization methods
using three well chosen and neuroscientifically relevant examples where electri-
cal fields play a significant role. We are convinced that visualization can help
to gain deeper insights into volume conduction phenomena. Those phenomena
are often only statistically describable, and, at best, investigated by standard
visualization techniques. We want to contribute to approach an answer to the
question: “What aspects of visualization are helpful regarding electrical fields
in neuroscientific research?”.
Structure This chapter is structured in sections as following.
1. We introduce noninvasive neuroscientific techniques (electroencephalo-
graphy (EEG) and transcranial direct current stimulation (tDCS)) that
are relevant in this work and discuss visualization in this context. In
the current work, tDCS was chosen exemplarily as a representative of a
family of electric brain stimulation techniques, like transcranial alternat-
ing current stimulation (tACS), transcranial random noise stimulation
(tRNS), transcranial electrical stimulation (TES) [147, 163] that employ
scalp surface electrodes to inject electric currents.
2. We identify three generic criteria to evaluate visualization techniques
in neuroscience, introduce common visualization techniques and explain
their basic working principles.
3. We describe three clinically relevant examples to evaluate visualization
methods.
4. We present visualization results and discuss the findings for each clinical
example. We especially evaluate the mentioned three criteria for each
visualization method.
5. We conclude our work and summarize general advantages and disadvan-
tages of standard visualization techniques.
5.1.1 Electroencephalography (EEG)
Noninvasive mapping of neuronal activity is important for a better understand-
ing of human brain function. In clinical practice, for example, the mapping is
essential for the diagnosis of neurodegenerative diseases and the identification
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of epileptogenic brain tissue [166]. Electroencephalography (EEG) is a nonin-
vasive technique that is directly sensitive to the electrical activity of neuronal
populations and, therefore, well suited to observe normal and pathological
brain function in humans. Recording electrodes are placed on the head sur-
face and pick up potential differences caused by Ohmic return currents, which
are driven by electromotive forces in and around active neuronal areas. Elec-
tric flow fields mediate between those neural sources and the measured EEG.
These fields are embedded in a very complicated volume conductor, the human
head, which features many different structures of varying electrical properties
(conductivities). Both, the prediction of measurements from known sources
(forward problem) and the estimation of the source locations from measure-
ments (source reconstruction) involve modeling these fields. The accuracy and
precision of these estimations depend on the accuracy of the head modeling,
which, in the most general case, requires a voxelwise description of inhomo-
geneous and anisotropic conductivity values as well as a reasonable sampling
of the tissue boundaries. For more information concerning head modeling and
source reconstruction, refer to the literature [220].
In order to gain insights into the complicated relationship between neu-
ral activity and measured EEG, visualization of electrical fields is of great
value. It allows assessing, at one glance, which features of the head cause
a large influence and, therefore, need to be modeled in greater detail. Vi-
sualization can also help to assess the effect of certain modeling errors and
simplifications. Moreover, it can show, in a very demonstrative fashion, how
pathological anomalies, such as holes in the skull, influence the way EEG re-
flects brain activity. One important prerequisite for field visualization is that
the electrical field is explicitly computed within the three-dimensional head
volume, using, for example, the finite element or the finite difference method.
We refer the reader to the literature in this complex topic [16, 23, 35, 59, 70,
120, 166, 172, 225].
5.1.2 Transcranial direct current stimulation (tDCS)
Transcranial direct current stimulation (tDCS) is a noninvasive technique to
modulate neural brain activity (e.g., [114, 126, 137, 207]) by injecting low
amplitude direct currents through surface electrodes. tDCS has been known
for over a century, but has recently been rediscovered as a promising tool
to support a wide range of clinical applications [20, 26, 56, 100, 138, 175].
Moreover, it has been successfully applied in basic and cognitive neuroscience
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research (e.g., [91, 224]). In this technique, frequently, large rectangular patch
electrodes are used (normally 25 − 35 cm2, e.g., Nitsche et al. [140]) in ex-
perimental settings and placed according to accepted EEG standards (e.g.,
10 − 20). In some rare cases also smaller electrodes are employed in exper-
iments [29, 47]. To study the impact of modeling tDCS for experimental
settings, electrical current density is one of the main parameters to determine
physiological effects for brain and other head tissues. Visualization of tDCS
simulations, like current density plots by Wagner et al. [210], can be helpful for
assessing those effects as well as for understanding the way particular brain ar-
eas are stimulated depending on electrode montage and design, head geometry
(e.g., skull thickness), and other factors.
5.1.3 Visualization of electrical fields
In general, when considering head modeling in EEG/MEG/tDCS analysis, the
significance of certain modeling issues or particular features in the biological
tissues (e.g., holes in the skull) are mostly assessed by visualizing and quanti-
fying their final consequences, such as changes in surface potentials or mislo-
calization of dipolar sources (e.g., Dannhauer et al. [35]). These consequences
are, however, mediated by the electric flow field in the head. Hence, visualizing
the direct effects of above mentioned features in models or real head anatomy
in terms of current flows and electrical potentials throughout the head might
provide more direct insight into the nature of that relationship.
Generally, the literature on volume current visualization regarding EEG
and tDCS [14, 141, 184] is relatively scarce. Often, visualization of electrical
current is based on simple voxelwise current density visualizations represented
graphically as cones, arrows [171, 182, 210], or as current density magnitudes
using colormaps [182, 210]. Visualizations with more advanced techniques,
such as streamlines, are rare in the EEG- (e.g., Wolters et al. [226]) or tDCS-
related literature [85, 146, 170]. Characterization of visualization methods for
local or global examples to evaluate visualization methods and applicability
for certain tasks and domains has not yet been analyzed sufficiently. Wolters
et al. [226] (for EEG) as well as Bangera et al. [8] (for tDCS) demonstrated
the impact of white matter anisotropy and highly conducting cerebrospinal
fluid (CSF) onto volume currents by computing streamlines using line integral
convolution (LIC, Cabral and Leedom [28] and Stalling and Hege [193]). Very
closely related to this paper is the work by Tricoche et al. [203], where several
advanced vector field methods are shown in the context of bioelectric fields
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for EEG. In most existing publications, volume current visualization is not
the main focus, and visualization procedures are not used systematically to
investigate the effect of features in real biological tissue (e.g., skull holes), as-
sumptions in volume conductor models (e.g., modeling the CSF or not, taking
into account anisotropy), or experimental settings (e.g., electrode montages).
Such studies might help to better understand effects that otherwise can be
assessed only by their final results, i.e., simulated sensor readings or source
localization results [34, 35, 102].
Visualization of electrical flow fields in three dimensions can be based on
either the scalar electrical potential or on the vector-valued current flow. In
both cases, several principal techniques are available (see Section 5.2). The
aim of this work is to demonstrate not only the advantages of certain methods,
but also their drawbacks, as the applicability of these methods differ for each
case, domain, and desired analysis. To achieve this goal, we will define a set
of concise criteria for the usefulness of visualization techniques in the context
of neuroscience and apply these to the evaluation of the presented algorithms.
5.2 Visualization Algorithms
In the last decade, visualization made a big step towards interactive and visu-
ally appealing methods, fuelled by the rapid development of affordable graphics
hardware and computing devices. These developments made advanced visu-
alization available also to neuroscience. It is important to stress that the sci-
entific benefit of using visualization techniques is not just a matter of “pretty
images”, but lies in the extent to which these methods actually improve the
perception, exploration, and interpretation of scientific results. Here, we iden-
tify three criteria that convey whether and to what extent a visualization
technique is useful to a neuroscientist.
I) Comparability - The images produced by one method need to be com-
parable in a quantitative way over a series of subjects or time series.
Colormaps play an important role in this context.
II) Anatomical Context - Anatomy plays an important role for explor-
ing and navigating through the data. Without this structural context,
visualized functional data loses its anatomical embedding.
III) Interactivity - Interactivity represents the interaction of the user with
the data and its visualization. Interactivity depends on the latency be-
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tween user action and visual feedback. Due to the large amount of data
and the required detail of visualization, hardware and software limits can
be quickly exceeded.
In this section, we briefly present the standard visualization techniques
we use for evaluation and describe our particular implementations, which are
available in OpenWalnut (cf. Chapter 3). We keep the introductions on each
method short on purpose, as they are standard approaches, widely used, and
sufficiently well known in the visualization community.
5.2.1 Slice View
The simplest, yet essential way of visualizing volume data is based on mostly
orthogonally oriented slices cutting the data domain, often in axial, coronal,
and sagittal directions. These slices in three-dimensional space are used to
merge multiple colormaps, representing anatomy as well as functional data.
This way, comparability in a multi-subject or time-dependent context is en-
sured and navigation through complicated scenarios is greatly facilitated. It is
important to note in this context that an essential prerequisite of comparability
is proper image registration (e.g., [112, 188]).
5.2.2 Isosurfaces
In the context of bioelectric fields and their exploration, isosurfaces can help
to gain insight into the propagation of the field through head tissues in con-
junction with anatomical structures. Isosurfaces can be computed from scalar
potential fields, such as electrical potentials. They describe a surface in the
field, where the values are equal to an user-defined, so-called isovalue. This
concept allows visualization of value distributions inside the three-dimensional
data field. Isosurfaces derived from electrical fields are normally used to un-
derstand the propagation of the field in a volume.
Many methods are currently available to create isosurface renderings. Most
commonly known is the marching cubes algorithm by Lorensen and Cline [113]
and its improvement by Nielson and Hamann [136]. The marching cubes al-
gorithm works on the cell grid, which can be seen as the dual grid of the
original voxel grid. Each cell is defined by eight neighboring voxels, forming
the cell’s corners. The algorithm classifies each corner of each cube according
to whether the value is smaller or larger than the desired isovalue. This way,
the algorithm can check whether a part of the isosurface cuts the cube. If this
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is the case, marching cubes draw this surface part, depending on the inside-
outside-configuration of each corner of the current cube. However, the native
marching cubes algorithm might be too slow to fulfill the interactivity crite-
rion. Therefore, many optimizations have been developed. These optimized
methods make use of additional data structures to speed up mesh creation in
marching cubes. Well known examples are octrees [223], interval trees [31], and
a technique called span-space optimization [111]. By now, many approaches
for isosurface rendering are available that exploit the calculation power of mod-
ern graphics processing units (GPU) and create isosurface renderings directly
by ray-casting on the GPU [94, 95, 211].
Here, we use a ray-casting-based approach in order to ensure interactive
frame rates and thereby allow direct modification of the isovalue with surface
adaptation in real-time. The underlying principle is to render the bounding
box geometry (the so-called proxy geometry) representing the data volume.
On this proxy geometry, ray-casting is performed for each rendered pixel on
the three-dimensional data domain, which is stored as a three-dimensional
memory block. In other words, a ray is shot into the data volume for each
pixel. If the ray hits the surface with the desired isovalue, the algorithm stops
for the particular pixel and further lighting and coloring can be applied.
5.2.3 Direct Volume Rendering
Another important visualization technique is direct volume rendering (DVR),
which is able to reveal features in a three-dimensional context and makes them
spatially more perceivable. To achieve the volume rendering, the algorithm
first needs a transfer function, which assigns a color and a transparency to
each voxel of the dataset. Given this, one of the most common DVR render
strategies sends a virtual ray for each pixel on screen into the data volume.
Along each ray, the colors of each intersected voxel are composited using the
transparencies, provided by the transfer function. This process finally defines
the pixel’s color on screen. This way, the physical light transport model, the
theoretical background of DVR, can be evaluated in a fast and efficient way.
An extensive description of this technique and its possible optimizations can
be found in the literature, like Real-time Volume Graphics by Engel et al. [50].
Additionally, Preim and Botha [153] cover different aspects of DVR in the
medical context.
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Due to its ability to show whole volumes of interest, the DVR technique is
widely used for visualizing three-dimensional imaging data, such as MR and
CT images.
One of the greatest challenges of DVR is the transfer function design pro-
cess, which can be complicated, even for experienced users. Therefore, many
automatic and semi-automatic transfer function techniques have been devel-
oped (e.g., [116, 164, 236]). In this paper, however, we use manually selected
transfer functions.
5.2.4 Streamlines and Explorative Tools
In flow visualization, streamlines play an important role in visualizing direc-
tional information. Basically, the streamline describes the trajectory of a par-
ticle within a vector field and can be calculated by specifying seed points.
From each of those seed points, the vector field values are used to move one
step towards the vector direction. This is done in an iterative fashion for each
new point until a certain stop-criterion is reached. Usually, advanced step and
error estimation techniques are used to achieve numerically accurate stream-
lines. For a more comprehensive overview, see Fluid Mechanics by Granger
[63].
In the current work, we calculate streamlines using a fifth-order Runge-
Kutta approach (as in shown by Dormand and Prince [46]) with 100,000 ran-
dom seed points in the entire volume. For validation, we compare results from
different runs with randomly initialized seed points. Other seeding schemes,
such as spherical seeding around the source, yield similar results in our case
because of the properties of the electric flow field, where all paths of the field
start and end at field singularities.
For the streamline rendering, we used a combination of quad-strip-based
tubes [128] and illuminated lines [117] with proper ambient shading for im-
proved perception of structure. The idea is to render camera-oriented quad-
strips instead of line-strips to emulate tubular streamlines. The illusion of
a continuous tube can be achieved by adding a quadratic intensity gradient
perpendicular to the tangential direction. This approach creates the effect
of having cylindrical tubes at each line segment that also reduces computa-
tional complexity while having a realistic visual appearance. We combined
this approach with per-pixel illumination, which creates an additional cue of
line orientation in space. Furthermore, we used directional standard coloring,
where the absolute components of tangent vectors are interpreted as red-green-
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blue (RGB) color triples (red: left-right, green: back-front; blue: bottom-top).
This coloring is common in medical visualization and helps users to grasp the
local orientation of the line in space. By adding an additional ambient occlu-
sion shading, we were able to ensure proper spatial and structural perception.
We introduced this novel ambient line shading in [P10] and will present this
in Chapter 8.
Streamline Selection and Clipping
Dense streamlines generate an unwanted occlusion problem. Selective ren-
dering of streamlines is a common way to overcome this problem. Basically,
there are two options: selection and clipping. Selection is a tool that allows
removing whole streamlines, which match a certain criterion. This criterion
can be defined either automatically or manually. A commonly known selection
mechanism involves dynamic queries using multiple regions of interest (ROI)
as introduced by Akers et al. [2], which were originally developed for the ex-
ploration of white matter pathways in the human brain, where it is possible to
logically combine several cuboid regions in order to select white matter path-
ways. The query describes spatial features, such as “x is in region of interest”
and “x is not in region of interest”. This way, a very fine-grained selection of
streamlines can, in principle, be accomplished. However, in many cases a com-
plex combination of several ROIs would be needed to get the desired result.
Unlike automatic selection methods, ROI-based approaches can potentially be
combined with general or patient-specific knowledge about anatomical struc-
tures and abnormalities. Thereby, the user can directly explore electric fields
for particular anatomical features.
In contrast to selection, clipping removes all occluding parts of a rendered
scene to allow direct sight onto otherwise occluded parts of the data. This
process is usually accomplished with clipping planes, which can be placed and
oriented arbitrarily and cut the space into two half-spaces, one visible and one
invisible. Alternatively, it is possible to use anatomical structures as clipping
surfaces, such as the cortical or inner bone surface. Clipping surfaces are
typically used whenever no useful selection criterion can be defined or too
many streamlines occlude the interesting, inner, part of the ROI.
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Local Opacity and Coloring
As pointed out above, visualization of all streamlines makes it impossible to
understand the complete structure of the electrical field due to occlusion. By
using transparency, the occluded parts of the streamlines can also help to attain
a more volumetric impression. This technique allows rendering of all stream-
lines at the same time, which clarifies the three-dimensional structure of the
field. Similar to direct volume rendering, a transfer function is needed to map
each point on a streamline to its color and transparency values. Again, the de-
sign of these transfer functions can be time consuming and application specific.
Basically, we found two transfer functions very beneficial for our applications.
Firstly, the curvature of the field can be mapped to transparency in a suitable
way. Curvature models the angle between two consecutive tangents on the
streamline [200]. Using these coloring schemes produces a volumetric impres-
sion of the streamlines and emphasizes areas with many local changes (high
curvature). Secondly, interesting results can be obtained by using transfer
functions, which incorporate anatomical information. In particular, portions
of streamlines are highlighted by coloring if they are located within certain
anatomical structures of interest, such as the skull or a target region for tDCS.
5.2.5 Line Integral Convolution
Line integral convolution (LIC, Cabral and Leedom [28] and Stalling and Hege
[193]) is one of the most widely used techniques in flow visualization. LIC uses
a three-dimensional vector field of a flow to create Schlieren-like (i.e., having
a streaky, directional texture) patterns on a given surface. The direction that
is depicted by the Schlieren-like patterns will always be orthogonal to the
direction of isolines, making LIC represent the directions of the largest change
in the field.
To generate a LIC rendering, one has to define a two-dimensional domain
(i.e., a surface) within the vector field. On this surface, the LIC algorithm
initializes random points, yielding a white noise texture. The term “texture”
hereby refers to the two- or three-dimensional memory block on a graphics
card, which can be used for mapping surface structure to the currently ren-
dered geometry. The LIC algorithm then starts a streamline at each texel
(texture pixel) until each texel is either the seed point of a streamline or is
intersected by another streamline. With a streamline given on each texel, the
LIC renderer smears the original white-noise texture along each streamline
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using a rectangular smoothing filter. For a more detailed description, please
refer to the literature [28, 193].
Unfortunately, the originally proposed LIC approach can be computation-
ally expensive, which is undesirable for most interactive applications. For high-
est performance in terms of interactivity, we implemented the LIC approach
on the GPU. The technique we employed is similar to other screen space LIC
techniques [62, 104, 105] and provides the interactive performance needed for
exploring the data, which is not possible with standard implementations. An-
other advantage of this approach is the ability to map LIC textures to arbitrary
surfaces without losing performance. We applied postprocessing to the surface
LIC, as described in Chapter 7. In order to compute the Schlieren-effect on
the GPU, the vector field is projected to screen space, and so is the initial
noise texture on a surface. In the following step, the projected surface and
vector field are smeared directly, by using several steps of Euler integration for
each pixel. In other words, the GPU-based LIC algorithm does not compute
whole streamlines, but uses only fragments of the streamlines. This imple-
mentation creates a similar effect as the classical LIC, but is computationally
less expensive. A main drawback of LIC is its intrinsic two-dimensionality. In
three-dimensional space, LIC-like methods exists [53] but have to deal with
occlusion, which might be possible to solve to a certain degree using trans-
parency.
5.3 Application Cases
In the following section we will describe three neuroscientifically relevant ap-
plications for electrical field visualization in the human head. The first two
examples deal with the electrical modeling of the human skull in terms of
volume conduction. The skull, with its very low conductivity, is the major ob-
stacle for Ohmic currents on their way between sources and EEG electrodes.
Hence, the correct modeling of the skull is of major importance for EEG-based
source reconstruction [35] and also for tDCS forward modeling [37, 199, 210].
Visualizing the influence that different aspects of skull modeling have on the
electric flow field can provide important insights into the relationship between
neural activity and EEG readings, as well as elucidate the impact of errors
and simplifications on modeling accuracy [210]. Here, we will first visualize
the effect of a hole in the skull, for example due to injury or surgery. For
this purpose, we use a finite element model of a human head, introduced by
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Lanfer et al. [102]. In the second case, we investigate how the intact skull can
be modeled with various levels of detail [35]. Skull modeling has also been of
general interest in recent tDCS literature [37, 156]. For all simulated volume
currents, in the first to examples (EEG), the Saint Venant source model (linear
basis functions, transfer matrix approach, [35, 166]) was used, which is imple-
mented in SimBio/NeuroFEM toolbox [40]. The third application evaluates
the visualization of electrical current based on an electrode placement common
in tDCS settings. The forward solution for tDCS was computed using software
implemented in the SCIRun package by Dannhauer et al. [33].
5.3.1 Modeling a Hole in the Skull
In clinical practice, EEG is a widely used tool to investigate and monitor brain
function. It can be utilized, for example, in the treatment of epileptic patients
in order to investigate and localize epileptic seizures [166]. The treatment of
those patients often involves surgery, where epileptogenic and tumorous brain
tissue is removed. In many cases, several surgeries have to be performed to
finally remove all epileptogenic tissues, leading to significant differences in vol-
ume conduction due to the removed tissue and remaining skull holes. It is
still not entirely clear how the EEG, generated by differently oriented and po-
sitioned electrical current sources, is affected by skull holes in their vicinity.
Therefore, we use all the previously described visualization techniques (previ-
ous section) to investigate local and global changes of volume conduction in
the presence of a skull hole (denoted Skull-Hole-Model). The impact of the
skull hole is evaluated with regard to the direction to which a source near the
hole is pointing (Direction 1: perpendicular to skull surface; Direction 2 and
Direction 3: tangential). Instead of placing the current source directly under-
neath the hole, we chose the slightly more interesting case in which the dipole
is placed near the hole. One of the two tangential directions (Direction 3)
has a larger component pointing towards the hole than the other one. It is
well known that the direction of a current source has a major impact on scalp
potential distributions - in fact, it is more important than the location of the
source. If source directions are known (cortical surface constraint, [110]) from
anatomy, e.g., derived from MRI, the solution space can be reduced to improve
source localization. Visualization can make a contribution to better constraint
dipole locations in source localization problems.
The Skull-Hole-Model introduced by Lanfer et al. [102] comprises 10 tissue
types with different isotropic conductivities: scalp, muscle, fat, soft tissue
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(a) Superior (b) Posterior
Figure 5.1: Visualization of skull bone plates from MRI. Human skull bone tissues,
2 mm below the skull surface, based on a T1-weighted magnetic resonance image is
shown here. The coronal, sagittal, and lambdoidal sutures appear darker (zig-zag-
pattern). The sutures join skull bone plates together. The figure highlights soft bone
tissues (brighter areas in figure) within skull plates that are separated by sutures. A
white outline is added to clearly show the object boundaries.
(e.g., eyes), soft bone, hard bone, air, cerebrospinal fluid, gray matter, and
white matter. All generated field differences are computed by subtracting the
electrical field of the Skull-Hole-Model from the electrical field of the reference
model (without hole).
5.3.2 Modeling the Layered Structure of the Skull
In general, head modeling involves certain simplifications. These simplifica-
tions are motivated by the need to keep calculations tractable and by the
limited availability of information, for example, on tissue conductivities. The
skull comprises three layers of different conductivities: two outer layers of
hard bone and, sandwiched between them, a layer of soft bone [169] (not al-
ways present, see Figure 5.1). This fact can be accounted for by different
models. For more details, please refer to the work of Dannhauer et al. [35].
Here we explore the following possibilities: (i) modeling three layers of bone,
using measured conductivity values from the literature [3]; (ii) assuming a
single homogeneous isotropic conductivity, using a standard value from the
literature (σhard/soft bone = 0.0042 S/m); (iii) assuming a single homogeneous
isotropic conductivity, determined by fitting an optimal isotropic conductiv-
ity estimate to the three-layer model (σhard/soft bone = 0.01245 S/m) using a
bisection method within the range of hard (σhard bone = 0.0064 S/m) and soft
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bone (σsoft bone = 0.0268 S/m) conductivity (more details in [35] and review
subject 3, IH model). The terms soft and hard skull bone are also known
in the literature as spongy and compact bone [35]. The skull modeling using
an isotropic conductivity of σhard/soft bone = 0.0042 S/m has been common
practice for decades. Dannhauer et al. [35], in accordance with earlier work
by Oostendorp et al. [143], could show that a value of 0.01 S/m is more ap-
propriate. Since 0.0042 S/m still appears sporadically in default settings in
EEG [109] and older software packages for source localization, we compared
its effect in a qualitative manner. The rest of the head, both inside and outside
the skull, was modeled as homogeneous compartments (skin: 0.43 S/m, brain:
0.33 S/m). For this model (referred to as the 3-Layer-Model), we demonstrate
the use of the LIC and streamline approaches.
5.3.3 Stimulating of Brain Tissue using tDCS
Up to this point it has not been well understood how experimentally applied
tDCS affects tissues of the human head. In consequence, the exact impact
of electrode montages, parameterization of electrical stimulation, and volume
conductor properties in tDCS is still subject to research (for more details see
below). In clinical environments stimulation parameters are often based on
examples taken from the literature and might not be always ideal for individual
subjects Datta et al. [38] and Minhas et al. [130]. Furthermore, information
from literature is limited to certain stimulation setups and, therefore, new
experimental protocols are difficult to establish without having knowledge of
their impact on head tissues. Visualization of simulation results can make a
real contribution to help to understand general effects of tDCS to the human
head and especially to brain tissues.
In order to evaluate the implemented visualization algorithms we performed
tDCS simulations using a realistic head model. The model is composed of 8
tissues (skin, skull, cerebrospinal fluid (CSF), gray matter, white matter, eyes,
internal air, electrode material), which were derived from a multimodal integra-
tion approach. Skin, skull, and internal air were derived from a computed to-
mography (CT) dataset (GE CT Scanner, General Electrics, Fairfield, United
States; 1 mm isotropic voxel resolution). Gray and white matter as well as
eyeballs were derived from a MRI dataset (1 mm isotropic voxel resolution) ac-
quired with a 1.5 T Magnetom Symphony (Siemens Healthcare). We used the
tool BrainK [108] to combine the data acquired from different imaging modali-
ties in order to integrate them into the tissue segmentation. An automated pro-
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cedure implemented in BrainK was used to extract and, if necessary, manually
correct, the different tissue segmentations. Furthermore, the tissues, such as
eyeball, etc., could be extracted based on the available MRI contrast and mod-
eled as homogeneous segmentation masks. Two patch electrodes (surface area:
50× 50 mm, 5 mm height) were placed on the head using a C3-Fp3 (10− 20
system) electrode montage to target the primary and secondary motor cortex.
Based on the tissue segmentation, a tetrahedral mesh (43.7 million elements,
7.7 million element nodes) of the head and electrodes was generated using a
novel meshing package (cleaver V1.5.4, [24]) that preserves conformal mesh
boundaries and guarantees a certain mesh quality (dihedral angles 4.7-159.1).
Isotropic conductivity tensors Dannhauer et al. [33] were assigned to each
of the tetrahedral elements depending on tissue type: skin (0.43 S/m, [35]),
skull (0.01 S/m, [35]), cerebrospinal fluid (CSF, 1.79 S/m, [11]), gray mat-
ter (0.33 S/m, [35]), white matter (0.142 S/m, [72]), eyes (0.4 S/m, [36]),
internal air (1e − 15 S/m, [36]), electrode material (1.4 S/m, [36]). A stiff-
ness matrix was computed for the resulting FEM model using the SCIRun
environment [33]. For the two current injecting patch electrodes, the electri-
cal boundary conditions were considered using the complete electrode model
by Polydorides and Lionheart [152] and Somersalo et al. [190], considering an
electrode-skin impedance of 5 kΩ.
To study the effects of volume conductor modeling for EEG and tDCS
stimulation, we performed careful simulations. Our modeling efforts naturally
contain modeling simplifications (e.g., no white matter anisotropic conductiv-
ity modeling) with respect to realistic conditions. However, we believe that
our head models capture important features of volume conduction and, there-
fore, results as well as the drawn conclusions are helpful to understand better
specific effects in EEG and tDCS. Experimental validation in clinical settings
is still an indispensable issue. Only a few studies in the literature have focused
primarily on experimental validation of current injection. In an early animal
study, Hayes [73] investigated current injection in vivo using anaesthetised spi-
der monkeys, injected 58mA through surface electrodes and measured voltages
at intracerebral probe sites. The author was able to estimate different tissue
resistivities (scalp, skull, brain) to investigate their effects on the current flow
through the monkey’s head. To obtain results for human physiology, Rush
and Driscoll [167] used data from an electrolytic tank that contained a half-
skull structure with attached surface point electrodes. Currents were injected
throughout the surface electrodes at different locations and electrical potentials
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were measured, its attenuation was depicted with respect to the skull center
and resistivities were estimated. For a human volume conductor model, and
finite tDCS electrodes, Datta et al. [39] validated their simulations with ex-
perimental electrode readings (errors for potentials between 5-20%) conducted
using a whole head electrode array and low amplitude current injection (1mA).
Besides empirical evidence supporting the effects of tDCS-like technologies in
a broad range of medical applications (see above for more details) in human,
there are numerous studies investigating cortical excitability and activity al-
terations induced via tDCS (for more details see e.g. [25, 26, 126, 137, 139,
148, 192]). For example, Caparelli-Daquer et al. [29] as well as Edwards et al.
[47] used event-related potentials (EEG) to prove the ability of focal stimula-
tion of the motor cortex using tDCS. The used volume conductor models in
the current work, 3-Layer-Model and Skull-Hole-Model [35, 102], are based on
segmentations from structural MRI contrasts similar to many studies in the
literature [33, 34, 36, 37, 38, 39, 70, 85, 107, 130, 166, 170, 210, 226]. How-
ever, the head model used for tDCS in this work represent a more novel type
that incorporates multimodal imaging data (MRI, CT, cf. Section 5.3.3) for
more realistic modeling of scalp, skull, and internal air cavities [132]. It also
features a more advanced current injection formulation (complete electrode
model, [190]) that is frequently used in electrical impedance tomography [152].
For all three applications cases, the volume conductor models were parameter-
ized with respect to tissue conductivities (see above for more details) widely
applied in recent literature.
5.4 Results and Discussion
We have applied the methods from Section 5.2 to all three application cases. In
this section, we evaluate and review the usefulness of the visualization methods
for the chosen applications with respect to the three criteria described above:
comparability, anatomical context, and interactivity (see Section 5.2).
5.4.1 Surfaces and Direct Volume Rendering
Isosurfaces
We applied the interactive isosurface ray-tracer to the Skull-Hole-Model data
and visualized the scalar electrical potential as the difference between modeling
approaches. Figure 5.2 shows isosurfaces (red for +0.2 µV ; blue for −0.2 µV )
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(a) Direction 1 (radial) (b) Direction 2 (first tangen-
tial)
(c) Direction 3 (second tan-
gential)
Figure 5.2: Isosurface renderings for the Skull-Hole-Model. These isosurfaces
show, for each source direction, the potential differences (red for +0.2 µV ; blue
for −0.2 µV ) between the Skull-Hole-Model and the reference model. For the po-
sitions and orientations of the dipoles, see Figure 5.12. These surfaces denote the
border between the volume with an absolute difference of more than 0.2 µV on the
inside and less than 0.2 µV on the outside. Directly comparing the colormaps of the
reference field and the skull-hole fields does not allow a quantitative rating of differ-
ences between the two fields. Using the difference field instead unveils the structural
difference caused by the skull-hole very explicitly. The images demonstrate that the
influence of the skull hole is different (more wide-spread) for the second tangen-
tial source orientation (Direction 3). It is clearly shown that the skull-hole only
influences the area around the hole and that the difference of reference model and
Skull-Hole-Model on the remaining field is rather low.
generated from a source located near the skull hole, in difference to the refer-
ence model without hole. The rendered isosurfaces represent the boundary of
a spatial domain, where the absolute potential difference between the models
exceeds a value of 0.2 µV . These rendering clearly show that the skull-hole
influences the electrical field only near the hole itself. Note that, while the
visualization of an isosurface of the potential difference is useful, as it renders
a volume within which significant differences occur, isosurfaces of the poten-
tials in either condition are far less useful, as the potential value depends on a
reference (so, one would render a volume, where the potential is close to the
one at the reference electrode).
Comparability - In general, isosurfaces allow a high degree of compara-
bility, and proper lighting can support a direct comparison of local shape and
structure. Additionally, colormaps are useful in order to give cues about the
surface potential or current density magnitude, which in turn increases com-
parability. Note that comparability is ensured only if the range of the values
in all datasets is the same. Thus, normalization might be needed.
Anatomical Context - The isosurface approach has some significant ad-
vantages with respect to its anatomical embedding. Firstly, isosurfaces can be
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rendered in combination with other objects, such as slices or surfaces. Sec-
ondly, isosurfaces can be combined with anatomical information, e.g., from
magnetic resonance imaging (MRI). Naturally, anatomical context can help to
increase comparability. However, combining anatomy and colors could also cre-
ate confusing renderings, if too much information is combined into one color.
A possible solution to overcome this problem is to use orthogonal slices for
anatomy, as shown in Figure 5.2.
Interactivity - Since the isosurface renderer is implemented on the GPU,
the interaction with surface renderings and surface modifications can be done
without a significant loss of performance. For example, the modification of
isovalues allows for a direct real-time exploration of the potential field and its
propagation inside the head, just by pulling a slider.
Skull-Hole-Model Isosurfaces used to render electrical fields and differences
between electrical fields can help to interactively explore these fields. In Fig-
ure 5.2, the electrical field difference between the Skull-Hole-Model and its
reference model (same, but without hole) for all three source orientations is
rendered. It can be seen that all three source orientations lead to similar dif-
ference renderings. With closer inspection, the radial direction (Direction 1)
and the first tangential source orientation (Direction 2) have a more similar
appearance than the second tangential direction (Direction 3). It appears that
the second tangential direction (Direction 3) is more influenced by the pres-
ence of the skull hole. This is expected, as this direction is pointing towards
the center of the hole. With the help of LIC, this can be shown more clearly,
as done in section 5.4.3.
3-Layer-Model For the 3-Layer-Model, isosurfaces are not very useful since
model differences are diverse and inhomogeneously distributed in the skull.
Hence, it was difficult to define meaningful surfaces based on isovalues for this
particular application.
tDCS In Figure 5.3, the current density magnitude is depicted (without iso-
surface truncation) on orthogonal slices cutting through all materials modeled
in the volume conductor for the tDCS example. It can be seen that the highest
current density magnitudes seem to be located on the electrode sponge-scalp
interface [191]. Further, the impact of high conducting CSF can be clearly
seen with higher current density magnitudes values close to the injecting elec-
trodes. The current density magnitude is almost zero in the air-filled cavities
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Figure 5.3: Current density magnitude plot for tDCS example on cutting plane.
A coronal, sagittal, and axial view of the volume conductor, where current density
magnitudes (white-to-red colormap) are mapped. High current density concentrations
are present at the electrode sponge-scalp boundaries as well as in CSF. Although the
current density around the electrode sponge-scalp boundaries was maximally up to
4.2 A/m2, we have chosen a windowing interval of [0, 2] A/m2. This way, we are
able to show the rapidly decreasing current density in vicinity of the sponge-scalp
boundaries, which, otherwise, would not be seen as their value would be mapped to
a nearly white color.
and small in the skull tissue. Furthermore, in Figure 5.4, the current density
magnitude is mapped onto material surfaces: scalp, skull, and brain. The
visualization clearly shows the impact of the different conductive materials
on the current density. As also implied in Figure 5.3, the increased current
densities are concentrated around the edges of the electrode sponge, with the
highest values near the corners. The current density on the skull surface is
only slightly smeared out since the skin is just 2-3 mm thick and skin resis-
tance is not very high compared to other materials (skull, air). However, the
current density on the brain surface is very broadly distributed due to the
low conductivity of skull tissue and the high conductivity of CSF. Another
important point to mention here is the window-function used to map a certain
current density magnitude interval to a color intensity interval. In Figure 5.4,
the values on each tissue are mapped to the full white-red interval using a
different window for each tissue. This windowing is motivated by the rapidly
decreasing maximum magnitude when moving from the head surface towards
the brain. Without the windowing, the colormapping on the brain would be
nearly white.
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Figure 5.4: Current density magnitude (white-to-red colormap) computed for a
standard tDCS electrode setting displayed on tissue boundaries: scalp ([0, 2] A/m2),
skull ([0, 1.5] A/m2), and brain surface ([0, 0.5] A/m2). We have used different
windowing intervals for each tissue boundary to cope with the rapidly decreasing
current density. This way, we avoid that the maxima on the skin influence the
coloring on inner tissues. It can be seen that the conductivity profile of the modeled
materials has different effects on the current density distribution.
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(a) Direction 1 (radial) (b) Direction 2 (first tangential)
(c) Direction 3 (second tangential) (d) Direction 3 (second tangential)
Figure 5.5: Direct Volume Rendering (DVR) for the Skull-Hole-Model. DVR for
the potential difference fields for each source orientation in the Skull-Hole-Model.
As Figure 5.2 indicated, the skull hole has the strongest influence on the field sim-
ulated from the second tangential direction. The used transfer function shows the
spreading potential difference between the Skull-Hole-Model data and the correspond-
ing reference field. The transfer function maps negative potential differences to blue
and positive differences up to 0.5 µV to a color pattern switching from red to yellow
every 0.033 µV . This way, the spreading structure can be visualized in an intuitive
way using direct volume rendering and is conceptually similar to isolines but has
the advantage of also showing the spatial extend of intervals. For the positions and
orientations of the dipoles, see Figure 5.12.
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Direct Volume Rendering
Similar to isosurface renderings, we applied a red-blue colormap to denote
positive and negative potential differences for the Skull-Hole-Model. Figure 5.5
depicts a volume rendering, with a specific transfer function. This transfer
function was designed to specifically emphasize the gradient of the potential
difference outside the skull hole, rather than its absolute values. For this
purpose, we stippled the positive part of the transfer function to map the
positive potential difference to alternating colors (red and yellow in this case).
The negative part is a fading blue, to show the negative potential difference
inside the skull. This is conceptually similar to isolines, but has the advantage
of also providing information on the spatial extent of a certain value interval
within the data.
Comparability - Like isosurfaces, DVR can provide a high comparability,
if transfer function and data range stay the same over all datasets. Transfer
functions, which were designed to unveil certain features or value distributions
in the data, can provide a particularly high degree of comparability (e.g., Fig-
ure 5.5). Admittedly, this is not true in general and depends on the transfer
function and the data. Focus and context techniques, like the magic volume
lens [212], can help to selectively compare certain areas of the volume. How-
ever, unlike isosurfaces, DVR suffers from a lack of clear and crisp surfaces.
Local illumination can additionally help to create surface-like effects, which
influence the colormap. Overlap and high transparency in the transfer func-
tion further complicate comparisons over multiple renderings as they falsify
the coloring of certain features or structures.
Anatomical Context - The combination of DVR and anatomical struc-
tures is a difficult problem. The additional use of orthogonal slices with
anatomical colormaps is a difficult task as well. Figure 5.5 shows a feature-
enhancing transfer function, where the shape of the head happens to be re-
flected quite well by the shape of the potential field.
Interactivity - Modern GPU implementations of DVR are able to perform
high-quality volume renderings in real-time with interactive transfer function
design. The interactive modification of transfer functions with an easy-to-use
interface is important to allow neuroscientists to explore datasets with different
parameters quickly and intuitively.
Skull-Hole-Model In Figure 5.5, a DVR of electrical field differences is shown
for all three source orientations. To emphasize specific changes of positive
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potential differences, the transfer function includes an alternating red-yellow
colormap (see Figure 5.5). For the negative potential differences, the transfer
function uses a blue-transparency fading. It can be seen that positive potential
differences are present in outer parts of the head (mainly in skin tissue). The
negative range of the potential differences is primarily present inside the skull
(in the brain tissues), whereas the biggest differences are close to the skull
hole. In comparison to isosurfaces, we obtain similar results. DVR results for
Directions 1 and 2 appear similar in contrast to Direction 3. Even though Di-
rection 1 and Direction 2 look similar, there are potential differences, mainly in
the brain tissue. It is also apparent that the potential gradients point radially
towards the center of the hole, but their strengths are modified by the head
shape and clearly differ for Direction 3 as compared to the other two directions.
Another interesting finding is visualized by the different spatial frequencies of
the circular structure. This pattern is different for Direction 1 and Direction 2
as compared to Direction 3, which has a much higher spatial frequency. This
frequency indicates that the potential differences in Direction 3 increase much
faster around the skull hole. The higher spatial frequency also proves that for
this particular source orientation, the skull hole has the biggest effect. This
information could not be conveyed by just one isosurface. DVR provides a
simple way to represent multiple value ranges, which spatially overlap.
3-Layer-Model Similar to using isosurfaces, it is difficult to gain any benefits
and new insights into volume conduction from using DVR for the 3-Layer-
Model due to the very local effect, confined to the skull compartment. It is
hard to model a proper transfer function, which would be able to provide the
needed resolution for seeing local details without the inherent occlusion.
tDCS Also for the chosen tDCS example, it appeared difficult to design a
proper transfer function to highlight the mostly local effects. The situation is
further complicated by the fact that similar ranges of current density magni-
tude values are present in skin and CSF tissue, which would lead to significant
occlusion effects.
5.4.2 Streamlines and Explorative Tools
In this section, we explore streamlines and streamline rendering methods in
all three application cases. We calculated streamlines for all model variants.
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(a) Direction 1 (radial) (b) Direction 2 (first tangential)
(c) Direction 3 (second tangential) (d) Direction 3 (second tangential)
Figure 5.6: Streamlines depict the electrical flow field in the Skull-Hole-Model.
The skull mask, including the hole, has been added to provide anatomical context.
As already seen in Figures 5.2 and 5.5, the influence of the skull hole seems to
be nearly identical for source orientations Direction 1 and Direction 2. With the
second tangentially oriented source (Direction 3), the field leaves the skull through
the hole and enters it again through the eyes and foramen magnum due to the higher
conductivity there. The streamlines use tangential coloring. This coloring can make
the local orientation of each point of the streamline in three dimensions more visible,
without the need to rotate the scene. For the positions and orientations of the dipoles,
see Figure 5.12.
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Figure 5.7: Streamlines depict differences of the electrical flow fields. Direct com-
parison of the directinally (global) colored streamlines computed for each source ori-
entation and both models: reference model (without hole) on the right and Skull-
Hole-Model on the left. Shown are those streamlines, which are running through
the skull hole (also for the reference case without the hole). Unlike Figure 5.6, this
figure shows that the field of the radial source is also influenced by the skull hole.
However, Direction 3 is most strongly influenced, which can also be seen in direct
volume rendering results (Figure 5.5). In comparison to the previously described
methods, this technique offers a detailed view. For the positions and orientations of
the dipoles, see Figure 5.12. The skull mask is a binary mask that has been processed
in an automatic pipeline. It is of suboptimal quality and contains several processing
artifacts. Mesh refinemend and smoothing does not help to get rid of the artifacts.
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(a) (b)
Figure 5.8: Clipping planes used for streamlines with anatomical context in the
Skull-Hole-Model. The plane is placed in the radially oriented source. With such a
clipping plane (or a combination of planes), it is possible to select a certain fraction
of the streamlines. Part (a) shows a top view of the applied clipping plane. As
the isosurface prohibits the direct view onto the dipole, it is often more useful to
combine interactive selection tools with orthogonal anatomy slices for orientation.
In (b), such an axial slice helps to improve orientation and allows an unhindered
view to the dipole. For the positions and orientations of the dipoles, see Figure 5.12.
If not stated otherwise, the streamlines are colored according to their local
tangent direction.
Comparability - A quantitative comparison between several streamlines
is not reasonably possible. In Figures 5.6 and 5.7, global differences in stream-
lines generated from different models can be judged subjectively by the user.
The user can directly compare density, orientation, and number of streamlines
among several images. For a comparison, it is important to provide the same
coloring and value ranges for colormaps throughout the models.
Anatomical Context - Embedding of anatomical context with stream-
lines can be a problem. In very dense areas near the source (or in deeper
brain regions), occlusion becomes a serious problem and can prohibit the di-
rect sight to anatomy. This problem can be solved to a certain degree by
utilizing clipping surfaces or transparency, such as in Figures 5.8 and 5.9.
Interactivity - The streamline calculation process itself cannot be per-
formed in real-time. However, rendering large numbers of precomputed stream-
lines is possible in real-time. The selection and coloring using transfer functions
can also be done interactively, which is required for efficient exploration of the
data, with the possibility to display details on demand.
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(a) Curvature only
(b) With anatomy in 3D
Figure 5.9: Perception of streamlines in 3D. Electrical flow field of the Skull-Hole-
Model in combination with transparency and a curvature-based transfer function.
The transparency, which is defined by the line curvature at each point, highlights the
shape of the electric field deeper inside the brain. Curvature is a common measure
to describe how much a streamline deviates from being straight. In (a), no anatomy
is provided, rendering spatial relations difficult to see. Due to the missing depth
cue, these types of renderings are useful only if the viewer interacts with the scene,
allowing perception of spatial relations and structure of the field inside the head. The
image shown in (b) uses stereoscopic (anaglyph three dimensional) rendering to add
a spatial cue and, thus, allows perceiving the spatial relation of the field structures
towards a given anatomical cue. For the positions and orientations of the dipoles,
see Figure 5.12.
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Figure 5.10: Streamlines through volume conductor. Streamlines show results of a
tDCS simulation with respect to the brain surface while using a colormap to encode
current density magnitude (white-to-red colormap, [0, 1] A/m2).
Skull-Hole-Model In Figure 5.6, the streamline tracking results are shown for
all three source orientations. Further, all streamlines outside the skull (mainly
in skin tissue) are running more or less tangentially to the skin surface. For
different source orientations, the impact of the skull hole is very different.
For Direction 3, the impact of the skull hole is most apparent since a huge
number of streamlines are passing through it. This result is quite interesting,
because Direction 3 is a tangentially-oriented source, which, however, has a
relatively large component pointing towards the center of the hole. The source
is located slightly superior and anterior to the skull hole (see radially oriented
Direction 1 for reference). Furthermore, besides the impact of the skull hole,
some other effects are visible. Firstly, the high tissue conductivity of the
eyes evidently diverts some of the streamlines (i.e., electrical current) and
makes them pass through the natural skull openings (e.g., for optical nerves)
at these locations. Secondly, a similar behavior is apparent at the foramen
magnum. This behavior is generally expected at locations where the skull is
not closed or a conductivity bridge (through low-conductance skull tissue) can
be established, for example at surgery holes, sutures, etc.
tDCS Figure 5.10 displays streamline tracking results in relation to the brain
surface. The depicted streamlines indicate that electrical current enters the
skull tissue radially close to the injecting electrodes. As in the Skull-Hole-
Model, the streamlines are strongly bent when flowing through a natural skull
opening (foramen magnum).
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Streamline Selection and Clipping
Skull-Hole-Model In Figure 5.7, the particular effect of the skull hole was
investigated by visualizing streamlines running through the hole (or the site
of the hole for the reference model). A ROI box was used that approximately
covers the hole (shown in cyan), thus selecting only streamlines that actually
pass through the hole. For comparison, the streamlines for the reference model
regarding the same source orientation are depicted. It can be seen that, for
all three source directions (Direction 1, Direction 2, and Direction 3), there
appears to be a clear difference in volume conduction. With respect to the ab-
sence of the skull hole, the number of the outgoing streamlines in the reference
model is much smaller. Again, the biggest difference between the models can
be seen for Direction 3. In Figure 5.8, another selection tool, the clipping plane
approach, is shown. With such a clipping plane or a combination of planes,
it is possible to select a certain fraction of the streamlines. In combination
with anatomical slices, interesting areas, e.g., the source singularity, can be
investigated more precisely.
tDCS In tDCS, the streamline algorithm always creates streamlines starting
and ending at the injecting electrodes, independently from where the seed
points were placed. This means that a ROI box covering the motor area un-
derneath the anodal electrode (C3) selects the majority of streamlines running
through the target brain tissue (motor cortex) as shown in in Figure 5.10. The
advantage of using the selection tool is to exclude those streamlines, which run
through the skin and, thus, would otherwise occlude the view onto the much
more interesting streamlines through the target region. All in all, the tDCS
and the Skull-Hole-Model share the same advantages and disadvantages for the
respective methods. In both examples, streamlines are adequate for showing
the global structure of the electrical field, but are limited when it comes to
local details.
Local Opacity and Coloring
Skull-Hole-Model In Figure 5.9, a curvature-based transfer function in combi-
nation with the streamline approach is shown. The curvature-based rendering
accentuates areas with high streamline curvature, which correspond to tissue
conductivity jumps or gradients based on large differences in potentials of ad-
jacent nodes. This rendering makes it possible to see interesting details (such
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(a) (b)
Figure 5.11: Streamlines through the 3-Layer-Model data. Coronal view of the
3-Layer-Model, where a source is placed near the thalamus. The streamlines were
made opaque inside the skull and slightly transparent elsewhere. The color of each
streamline inside the skull reflects its local direction (tangential coloring). Due to the
coloring inside the skull, the field lines clearly undergo different degrees of diversion,
depending on the angle at which they enter the skull: (a) volumetric rendering of all
streamlines, (b) rendering of streamlines within a slab (thickness 10 mm) around a
coronal slice passing through the thalamus, which removes the occlusion problem and
unveils the streamline structure inside the slab.
as the mainly affected streamlines) inside the model without the need of ex-
plicitly selecting them. It is important to note that the full benefit of this
technique is only achieved in combination with modern display techniques,
such as interactivity (the user can turn around the object in real-time) and 3D
display using modern display devices (see Figure 5.9(b)).
3-Layer-Model Figure 5.11 shows a streamline rendering of a source located
in the human thalamus. Since all areas inside the skull are modeled isotrop-
ically (with a brain conductivity of σbrain = 0.33 S/m ), the streamlines are
smooth (due to the absence of conductivity jumps). However, the skull is
modeled inhomogeneously as done by Dannhauer et al. [35] with much lower
conductivities for soft and hard bone, as compared to isotropic skin and brain
conductivity. Therefore, the streamlines, being representations of the electrical
current, are bent at boundaries between tissues.
tDCS In Figure 5.10, generated streamlines are colored with current density
magnitudes using a white to red colormap. Clearly, the corners of the elec-
trode sponges touching the skin surface have the highest current densities.
The current densities inside the skull are significantly smaller compared to the
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(a) Direction 1 (radial) (b) Direction 2 (first tangen-
tial)
(c) Direction 3 (second tan-
gential)
Figure 5.12: Line Integral Convolution (LIC) images on a coronal slice through the
hole combined with the electric fields for all three source orientations in the Skull-
Hole-Model. Small differences in current flow between the source orientations can be
seen. However, a direct quantitative comparison is not reasonably possible with LIC.
The green bar in each image indicates the source orientation and position. The soft
bone tissue is colored in red, the hard bone tissue in blue, and the remaining head
tissues in gray.
skin. However, current densities magnitudes appear to be higher in CSF even
though they are more distant from current injecting sites most likely, because
of the high conductivity (σCSF = 1.79 S/m) of CSF compared to surround-
ing materials. Similar to the Skull-Hole example, a curvature-based coloring
of the streamlines would be possible. This coloring could help to find con-
ductivity bridges indicating problems that have been overlooked during tissue
segmentation.
5.4.3 Line Integral Convolution
We applied LIC to all three application cases (see Figures 5.12, 5.13 and 5.14)
on orthogonally oriented slices. A skull mask was used as a colormap for the
Skull-Hole-Model (see Figure 5.12). Furthermore, we combined tissue masks
(from tissue segmentation) as an additional colormap for the different bone
layer models (see Figure 5.13) and tDCS-Model (see Figure 5.14). Additionally,
we applied LIC on the surface of the skull and the brain in the tDCS example
to demonstrate the possibilities and problems of surface LIC (Figures 5.15
and 5.16).
Comparability - LIC provides a global overview of the electrical field as
well as specific local details. Both aspects can be compared between mod-
els and to other visualization techniques. Unlike colormapping, quantitative
comparisons with LIC are not reasonably possible - only the local direction
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(a) Tissue Mask (b) 1-Layer-Model:
σsoft/hard bone = 0.0042 S/m
(c) 1-Layer-Model:
σsoft/hard bone = 0.01245 S/m
(d) 3-Layer-Model:
σsoft bone = 0.0287 S/m and
σhard bone = 0.0064 S/m
Figure 5.13: Line Integral Convolution (LIC) for the 1- and 3-Layer-Model. In
(a), the different tissue types are visualized (skin in beige, CSF in green, gray matter
in gray, white matter in light-gray, hard bone in blue, and soft bone tissue red).
CSF, gray and white matter are modeled electrically using an isotropic conductivity
of 0.33 S/m. The zoomed images use LIC to show the influence of the occipital
fontanel regarding the electric flow field, for different values and bone conductivity
models. The source is located in the thalamus for the 3-Layer-Model. (c) shows
the best matching isotropic model, which seems to be a good approximation of the
3-Layer-Model (d).
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(a) Sagittal Slice
(b) Zoomed In
Figure 5.14: Line Integral Convolution (LIC) images mapped on a sagittal slice
(right panel: zoomed) through volume conductor shows results of a tDCS simulation
in combination with a colored background based on tissue labels. The different tissue
types are visualized using a colormap similar to the one in Figure 5.13: skin in
beige, CSF in green, gray matter in gray, white matter in light-gray, skull in blue,
the eyeball in yellow, and the tDCS electrode sponge in purple.
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(a) tDCS field on the skin.
(b) tDCS field on the brain.
Figure 5.15: Line Integral Convolution (LIC) and colormapping of the potential
field on the skin and brain masks. Both images show the possibilities of LIC in
surfaces. Especially interesting are anatomical surfaces, whose conductivity profiles
modify the behaviour of the field. The top image (a) shows that the field enters the
skin nearly perpendicular below the tDCS sponge. It flows around the brain (in the
cerebrospinal fluid), as depicted in (b).
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(a) Projection of nearly perpendicular vectors.
(b) Cutoff angle of 45 degree.
Figure 5.16: Line Integral Convolution (LIC) and colormapping of the potential
field on the skull mask with two different cutoffs for the vector projection. In (a),
even nearly perpendicular vectors are projected to the surface. In (b), vectors with
an angle towards the surface of more than 45 degree were removed. The difference
between both images is obvious and demonstrates the influence of visualization pa-
rameters on the interpretation and expressiveness. (a) shows electrical flow, which
is not there at all, as seen in (b).
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of the current flow can be inspected qualitatively. In combination with col-
ormaps, comparability can be enhanced, since colormaps allow the combination
of the flow direction with other details (such as the strength of local potential
changes). In terms of visibility, the contrast between colormaps and LIC may
be a limiting factor. Moreover, LIC textures modify color intensities, which
can lead to misinterpretation of the colormap. Again, similar to the other
methods, it is important to make sure that the same algorithm parameters are
used throughout the whole series for comparison.
Anatomical Context - As mentioned above, a combination of colormaps
with LIC is possible (although not without limitations). Another option is
to use geometric information derived from anatomical data (isosurfaces) for
LIC. The LIC effect can be applied to the surface, serving as an anatomical
cue and can easily be combined with orthogonal slices showing the anatomy.
Figures 5.15 and 5.16 show this for the tDCS electrical field data on the skin,
skull, and brain. Figure 5.16 also shows a downside of surface-based LIC.
The projection of the electrical flow vectors to the surface needs to be cutoff
for a certain vector-to-surface angle. When choosing a too steep angle, the
projection of the vector yields questionable results. This is, again, caused by
the inability to represent the length of the vector as quantitative information
in the Schlieren-pattern.
Interactivity - Usually, the standard LIC implementation is too slow for
interactive modification and exploration. In contrast, our GPU-based ap-
proach does allow rendering at interactive frame rates.
Skull-Hole-Model In Figure 5.12, LIC textures are shown on a coronal slice,
for a source near the skull hole (see mask), for the three current directions
(Direction 1, Direction 2, Direction 3). It can be seen in all three LIC images
that some currents flow through the skull hole. However, as mentioned above,
this effect cannot be quantified. The seemingly “noisy” parts of the texture
indicate flow directions perpendicular to the depicted slice.
3-Layer-Model Figure 5.13 shows LIC results for the different ways of skull
modeling. The figure shows the area around the occipital suture, whereas the
only difference between Figures 5.13(b)-5.13(d) is the applied conductivity pro-
file of the skull. In Figure 5.13(b), the skull is modeled with the traditionally
used isotropic conductivity (σhard/soft bone = 0.0042 S/m). Previous work [35]
showed that the isotropic conductivity must be much higher in a realistic set-
ting (Figure 5.13(c)). For that model, the isotropic conductivity was fitted
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(see section 5.3.2) for more details) to the 3-Layer-Model, yielding an isotropic
value of σhard/soft bone = 0.01245 S/m. In Figure 5.13(d), the LIC result for
the reference model is shown. The reference model uses experimentally mea-
sured conductivities for soft (red) and hard bone (blue). Soft and hard bone
distribution was estimated by skull segmentation based on a T1-weighted MR
image. The LIC approach allows detailed insight into flow features and struc-
tures inside the differently modeled bones and emphasizes their difference. It
can be seen that Figures 5.13(c) and 5.13(d) are much more similar than Fig-
ures 5.13(b) and 5.13(d). Furthermore, LIC streamlines that are, due to the
presence of soft bone, diverted tangentially with respect to the skull surface,
can be clearly identified (Figure 5.13(d) compared to Figure 5.13(c)). For
more details about the approximation of the three-layered skull structure using
a global isotropic conductivity model please refer to Dannhauer et al. [35].
tDCS Figure 5.14 depicts LIC streamlines of a sagittal slice passing through
the frontal electrode (Fp2) combined with a colormap helping to perceive ma-
terial boundaries. Similar to Figure 5.13 and more detailed as in Figure 5.10
the dominance of a radially-oriented electrical current is strikingly apparent.
Wagner et al. [210] investigated the impact of homogeneous and inhomoge-
neous skull modeling for tDCS in which they varied conductivity ratios of soft
and hard bone within ranges that were experimentally determined as described
by Akhtari et al. [3]. They depicted the results as cones having normalized
length. Based on their visualizations they concluded that currents mainly
flow radially through isotropically modeled skull tissue. Their investigations
contained inhomogeneous skull models in which they stepwise increased the
hard-to-soft bone conductivity ratio (nominally soft bone conductivity) from
averaged [3] to ratios that led to mainly tangential current flow within soft bone
structures. They claimed that for higher hard-to-soft bone conductivity ratios
their chosen target regions were significantly affected by those changes, depend-
ing on their location. Additionally, they used similar cone plots to investigate
changes in current flow direction in the case of including CSF, differentiating
between brain tissues (gray and white matter) in the volume conductor model
and using color maps to point out the impact of white matter conductivity
anisotropy. Our results confirm the results reported by Wagner et al. [210]
for tDCS but also for EEG as shown in Figure 5.13 and 5.14, respectively.
Figure 5.15 further substantiates this. The field enters the skin nearly perpen-
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dicularly below the tDCS sponge, while Figure 5.15(b) shows the tangential
flow around the brain surface.
5.5 Future Work and Conclusion
In the previous sections, we have highlighted advantages and disadvan-
tages of several standard visualization techniques exemplarily for three
interesting models regarding the influence of the human skull and tDCS stimu-
lation on bioelectric field simulations. We used visualization methods to create
an intuitive understanding of volume conduction effects, which otherwise can
be described only in a rather counter-intuitive way by numerical measures [35].
Most importantly, we assessed all algorithms in all examples with respect
to clearly defined criteria: (1) the quantitative comparability between datasets,
(2) the possibility to provide anatomical context, and (3) the feasibility of in-
teractive use. In particular, the latter point is often underestimated in the
written literature with its unavoidably static images. The possibility to in-
teractively change parameters or to rotate the image in three dimensions can
often provide more insight than very sophisticated renderings trying to pack
as much information as possible into static images. In our work, we did not go
into much detail for this point, since we ensured that each used method works
interactively, by utilizing the vast computational power of today’s graphics
hardware. But of course, this is not necessarily possible in general.
Isosurfaces and Direct Volume Renderings provide a quick overview of the
data and the influence of anatomical structures on the field propagation. These
methods were especially fruitful for the visualization of global features of the
field in the Skull-Hole-Model. The local features of the 3-Layer-Model could
not be sufficiently captured. In the chosen tDCS example, isosurfaces were
especially helpful to visualize the current density magnitude on anatomical
structures. Unfortunately, DVR suffers from the problem of complicated and
time-consuming designs of useful transfer functions and hence is the subject
of further research.
The visualization using streamlines provides more detail on the structure
of the actual electrical field, especially the influence of the skull hole and
current flow properties in tDCS stimulation, which can be seen very clearly
together with filter and selection tools. The selection mechanisms allow for
simple exploration and comparison of the field in conjunction with anatomy
and model-specific regions. As with DVR and Isosurfaces, the prime benefit
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of this method is the exploration of features within a global scope. For the
3-Layer-Model, local effects are hard to interpret with streamlines as the inter-
esting areas are small and cluttered inside the skull tissue. The same is true
for the tDCS example, where dense streamlines occlude the more interesting,
local stream features in certain tissue types. Selection mechanisms can help
to filter out uninteresting streamlines to avoid intense visual clutter.
Finally, LIC proved ideal for exploring the interesting local details in the
3-Layer-Model and tDCS. It provides a qualitative explanation for local ef-
fects of different skull models and their statistically measured similarities and
dissimilarities. Unfortunately, quantification is difficult with LIC. Especially
for the Skull-Hole-Model and tDCS, the combination of LIC with colormaps
is difficult, as LIC directly influences the brightness of the underlying col-
ormap, which can lead to misinterpretation. LIC is an interesting option, as
it provides local details otherwise invisible with streamlines. Its limitation to
surfaces and slices prohibits the fast volumetric perception of the field. Volu-
metric LIC (3D-LIC, [53]) methods could help if a proper importance-function
could be defined, which might be difficult and very application-dependent. We
have shown the influence of parameter selection on the resulting images using
a surface LIC. A parameter is used as criterion for deciding whether the vector
still contains valuable information on the surface or not. Generally, parameter
tuning is a necessary evil in a lot of visualization techniques. Parameters allow
flexibility, but at a cost.
Altogether, visualization provides a tremendous insight into vol-
ume conduction and helps to understand the underlying models and
the influence of their parameters. Visualization allows to qualitatively explain
features in bioelectric fields, even if they are only indirectly detectable using
quantitative error measures. A myriad of visualization techniques is available,
all with their own benefits and drawbacks. The selection of the proper method
mainly depends on the specific application and the kind of features that
need to be explored. In addition, neuroscience and other life sciences have
very specific visualization requirements. Besides the three main requirements
postulated in this work (comparability, context, and interactivity), acceptance
of a method mainly depends upon its ability to reveal information and to al-
low its intuitive interpretation. We found that an interactive, intuitive, and
adapted tool is often more important than nice-looking images, created with
methods that require multiple parameters. The latter often lead to error-prone
methods, requiring a great deal of manual fine-tuning. Even if they provide
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subjectively impressive images, they do not necessarily transport the needed
information. Table 5.1 gives an overview on the general advantages and dis-
advantages of the methods used in this chapter. The actual value of a method
heavily depends on the domain and the features to investigate.
5.5.1 Future Work
Future directions of this type of application-specific visualization research
should involve experimental and clinical validation. In this context, other neu-
roscientific techniques and aspects of volume conduction might be interesting
to explore such as induced neuronal activity by transcranial magnetic stim-
ulation (TMS), reconstruction of current flow measured by intracranial EEG
(iEEG), and modeling the specific volume conductor properties, e.g., skull
modeling in children [107]. In general, we aim at more application-specific
techniques, including automated transfer function design and estimation of
parameters from the data. In our experience, a lot of parameters of the used
visualization techniques can be estimated automatically, rather than asking
the user for their exact value. This would provide the scientists with useful
defaults, but still allows fine-tuning the visualization.
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Pros Cons
Isosurfaces
• Insights into spatial distribu-
tion of scalar fields.
• Easy embedding of anatomical
context.
• Only shows a part of volumetric
structure (choose isovalue prop-
erly; consider meaning of “vol-
ume” and “distance” in render-
ings).
• Prone to noise and sampling ar-
tifacts.
Most useful in the context of selectively showing global features and behav-
ior.
Direct Volume Rendering (DVR)
• Insights into spatial structure
and distribution of scalar fields
in the entire volume.
• Avoids occlusion problems.
• Transfer function (TF) design
is very domain- and case-
specific.
• Anatomical context is hard to
embed.
Most useful in the context of catching multiple, global features in the entire
volume.
Streamlines
• Insights into directional struc-
tures at globally in 3D
• Occlusion problem (partially
solvable by transfer functions
and line filters).
Most useful in the context of grasping major directional structures in 3D.
Line Integral Convolution (LIC)
• Insight into directional struc-
tures locally (focus on details).
• Good qualitative comparison
among multiple images.
• Only depicts directional infor-
mation; quantification difficult.
• Combination with colormaps
can lead to misinterpretation.
Most useful in the context of analyzing local and small-scale directional
structures.





In the last decade, a multitude of computer graphics methods were devel-
oped to improve plasticity and realism of computer generated images. These
methods aim at a physically accurate replication of the real world. Espe-
cially the computer game industry pushes the development of techniques
that achieve this ambitious goal phenomenologically.
Unfortunately, these developments attract only limited attention in visual-
ization. This might be due to the common notion of “A visualization is not
a computer game. There is no need for pretty looking images.” or simply
because most of these computer game methods cannot be applied to a typ-
ical visualization scene directly. Most of these methods rely on high-quality
triangle meshes, precalculated normal maps or simply handle transforma-
tional effect-coherency in a rather sloppy way; things that are different in
visualization. However, improved structural perception, improved spatiality,
and better visual detection of relations in the data are only some of the
advantages one gets when reasonably utilizing modern computer graphics in
visualization.
To achieve this, one has to adapt and re-invent computer graphics methods
towards the specific needs of visualization and the specific characteristics of a
given rendering/visualization method. In this part, three methods are shown,
which contribute to this rather sparsely investigated area of visualization and
provide tremendous perceptional improvements to existing and commonly
used visualization techniques. These improvements help domain scientists
to grasp local details as well as global structures and relations in their data,








Visualization is a very complex process. It involves substantial processing to
extract information and features from a raw column of numbers, which is in-
comprehensible by the human brain. Regardless of the specific visualization
technique, it always begins with input data and it always ends with a graphical
representation – two cornerstones of visualization. The graphical representa-
tion serves as a transfer-medium between the data and the mental image of
the data in a viewer’s brain – and computer graphics is the driver. Hence, the
importance of computer graphics (CG) in visualization cannot be ranked high
enough.
In recent years, CG methods evolved that aim at a maximum of realism
and plasticity in computer generated images. This development was mainly
driven by the computer game industry, but found only limited attention in
visualization. Thereby, modern computer graphics methods can tremendously
improve the perception of space and structure in still images; something that
is a major demand in visualization.
In this part, I will introduce our work on computer graphics methods to
improve the visual quality, structural, and spatial perception in visualization.
To understand these techniques, it is crucial to have a basic understanding of
the modern graphics pipeline and the screen space rendering approach.
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Figure 6.1: The OpenGL 4 rendering pipeline. The blue boxes denote the freely
programmable stages of the pipeline. The gray boxes are defined by the GPU. Con-
ceptionally, the pipeline can be split into two parts. The upper row shows the vertex
processing stages and the lower row the fragment processing stages. For the sake
of simplicity, the geometry shading stage and the tessellation unit were simplified
into “Mesh Refinement”. The final fragment is written to the output buffer, which
usually is associated with the screen.
6.1 The Modern Graphics Processor
The architecture and capabilities of graphics processors (GPU – graphics pro-
cessing unit) has changed tremendously over the last ten to fifteen years. The
fixed function pipeline has been loosened up in favor of more and more pro-
grammable stages in the rendering pipeline. In this thesis, I completely rely on
OpenGL. Hence, the following descriptions are centered about OpenGL and
its structure, but can be applied to other graphics interfaces as well.
6.1.1 The Graphics Pipeline
The OpenGL 4 pipeline is shown in Figure 6.1. The rendering software starts
with defining the different programs for the programmable stages. These pro-
grams are usually called “shaders”. The rendering software finally issues a
“draw call”, as OpenGL calls them. The geometry to render is associated with
the draw call. It consists of a list of vertices and a list of primitives, mapping
the vertices to the primitives. Additional attributes can be defined too. These
attributes are usually texture coordinates or normals, but can be of any type
and meaning.
Vertex Shader The first step on the GPU is to issue the vertex shader. As
the name implies, it processes each vertex of the input geometry. A core
concept behind the vertex shader is its strict locality and scope to the vertex
level. At this level, the shader has access to the data making up the vertex
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it currently processes. It sees its current vertex only, it is not allowed to
access neighbouring vertices, and the vertex shader does not even know what
kind of primitive the vertex belongs to. Vertex shaders are used to apply
arbitrary transformations to the data and usually to finally project the vertex
to screen space. They also define the final texture coordinates of the vertex.
Texture coordinates are usually not transformed and are given by the rendering
software as additional attribute per vertex. They define which part of the
bound textures should be mapped to the surface of the primitive. Additionally,
these shaders are allowed to do calculations for the vertex and save the results
in variables that are, again, associated with the vertex.
Optional Mesh Refinement After the vertices were processed by the vertex
shader, the GPU allows to use the tessellation unit and the geometry shader.
Although both are different stages, they both allow to increase the amount of
vertices and primitives on the GPU with certain limitations. As these stages
are not needed in the following chapters, I skip them for the sake of simplicity.
For further details, please refer to the “OpenGL Red Book” [185].
Primitive Assembly After the vertex shader or the optional refinement stages
have finished and created the projected vertices, the GPU automatically re-
constructs the primitive from the stream of vertices and checks their visibility
against the camera setup (clipping). The GPU applies the perspective division
and transforms the primitives to the viewport coordinates.
Rasterization As all (partially) visible primitives now reside in the coordinate
system defined by the output buffer (usually the screen), the rasterizer can do
the scan conversion into fragments. These fragments relate to a pixel on the
output buffer, but are not yet known to be visible. They might be overwritten
by a primitive in front of the current one. This is the reason why they are
called fragments instead of pixels. The rasterizer also interpolates all variables
associated with the vertices on the rasterized surface. These variables can be
set by the vertex shader. This is the usual way to forward-communicate from
the vertex shader to the fragment shader.
At this point, the pipeline has left the vertex processing part of the pipeline.
The next steps are centered around the processing of the fragments created by
the rasterizer.
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Fragment Shader The fragment shader is finally called for each generated
fragment. Similar to the vertex shader, it has to obey to the locality and
scope rules of the GPU. This means, the fragment shader has no read-access
to any of the vertices or mesh data. It cannot read information of neighbour-
ing fragments and is only allowed to write to its own location in the output
buffer. However, the fragment shader has global read-access to the textures
bound to the currently processed draw call. After the rasterizer created the
fragments, the GPU loads the bound textures into local memory of the frag-
ment shader. The GPU knows the exact part of the textures to load, since
the rasterizer interpolated the texture coordinates for the fragment already.
Fragment programs are usually used to define color and depth of a fragment.
Fragment Testing and Blending As the fragment shader has written the color
and other optional information, the GPU runs several tests on the fragment.
These tests define whether it is visible or not. Typically, this includes the
depth test. The depth of a fragment is compared to a depth buffer. If the
fragment is in front of the previous fragment, if any, it is written to the output
buffer and mixed with the previous color in the output buffer, if blending is
active. The depth of the new fragment is written to the depth buffer for later
comparison with other fragments at this specific pixel position.
Pipeline Summary Of course, the graphics pipeline is much more complex,
but the description given here is detailed enough to understand the following
chapters and the concepts of the modern graphics pipeline. I intentionally left
out several details, like compute shaders or the possibility to loosen up the
locality constraint, using OpenGL extensions to read/write locations other
than the shader’s own. These details are not needed here and would bloat up
the descriptions tremendously. The “OpenGL Red Book” [185] provides more
and detailed information if needed.
It is important to understand that the GPU allows to program different
stages of the rendering pipeline and that these programs work locally and
strictly scoped. A vertex shader is called for a specific vertex and only knows
about this vertex and the data associated with it. Similarly, the fragment
shader has no access to neighbouring fragments, nor is it allowed to write to
a different pixel location in the output buffer. The vertex shader can output
variables for a vertex, which are automatically interpolated between the ver-
tices making up the rasterized surface. The interpolated values are available
to the fragment shader.
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Figure 6.2: The OpenGL coordinate spaces. The white boxes represent the coordi-
nate spaces and the blue and gray boxes represent the transformation steps. The blue
boxes show the programmable part of the transformation pipeline, as they are done by
the vertex shader or the geometry shader of the mesh refinement stage. Perspective
division and viewport transformation are a fixed function of the GPU. The term ND
space abbreviates the “normalized device coordinate space”.
6.1.2 Coordinate Spaces in OpenGL
To understand the screen space principle it is important to first understand
the different coordinate systems the OpenGL rendering pipeline operates in.
When using the Figure 6.1 as reference, all the transformations to the different
coordinate spaces happen in the upper row; the vertex processing part of the
pipeline. At this point, it is important to note that all vertex coordinates are
given as homogeneous vectors and contain a homogeneous coordinate w = 1.
All transformations up to the perspective division work with homogeneous
coordinates.
Object Space This is the initial coordinate system, where the vertex coor-






















Eye Space When having a look at Figure 6.1 again, it is clear that the first
step after geometry upload is the vertex shader and the mesh refinement stage.
As mentioned above, we skip the mesh refinement here and focus on the vertex
shader. Its task is to output the clip coordinates of an object space input
vertex. This task involves transforming the object space vertex to eye space
first. In OpenGL, this is done by multiplying the vector with the ModelView
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matrix, yielding the eye space coordinates. The ModelView matrix is given
by the rendering software and contains the transformations of the object to
render and the camera position, rotation and scaling (zoom). The eye space
































































OpenGL typically does not differentiate between model transformation and
view transformation. Other systems first transform the object space vector to
world space using MModel and from world space to eye space using the view
transform MV iew. Often, the terms “world space” and “eye space” are used
interchangeably.
Clip Space After the shader program has calculated the eye space coordi-
nates, it calculates the clip space coordinates and passes the result to the
GPU. The used matrix is the projection matrix. The rendering software de-
fines the orthographic or perspective viewing frustum and passes the matrix











































Each component of this vector is in the range [−wclip, wclip] if it is inside the
view frustum. That is the reason for calling them “clip coordinates”. OpenGL
uses them to decide whether a primitive can be removed from the processing
stream or not.
Normalized Device Space – ND Space After projecting the eye space vec-
tor, the vertex shader passes control over the vertex back to the GPU. The
GPU now performs perspective division. This transforms the homogeneous
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coordinate back to Cartesian coordinates. This is called de-homogenization
































The resulting vector defines a point in the normalized rendering area, thus all
components of the vector are in the interval [−1, 1]. The normalized rendering
area simply is the window where OpenGL renders to, but not yet scaled to pixel
coordinates. For example, xND = −1/xND = 1 refers to the left/right border,
yND = −1/yND = −1 to the bottom/top border, and zND = −1/zND = 1 to
the near and far clipping planes.
Window Space Finally, the normalized coordinates can be transformed to
pixel coordinates with respect to the current rendering area. OpenGL calls
the rendering area “viewport”. It is defined by the origin in pixels (vx, vy), a
width vwidth and a height vheight. The zND-component represents the depth of
a pixel and can be stored in the depth buffer. The range of the buffer is [0, 1],
where 0 is the nearest depth and 1 represents the furthest point. Accordingly,
the z-component needs to be translated to this range too. OpenGL allows to
define the range as f for the far value and n for the nearest. The final pixel











































So basically, this is a scaling to the size of the viewport and offsetting it by
the origin. This is also true for the depth buffer value zwindow.
The GPU now rasterizes the primitive by using the window coordinates
and the resulting fragments can be processed by the fragment shader. After
processing, the GPU can use zwindow to test whether the fragment is in front
or behind a previously rendered pixel at this window coordinate.
Coordinate System Summary Knowing the OpenGL spaces and the general
rendering pipeline, one has a solid understanding of how OpenGL renders ge-
ometry to the output buffer and how the modern pipeline allows to customize
the rendering process on the GPU. The coordinate space in OpenGL can be
96 Chapter 6. Background
transformed in both directions using the provided matrices or their inverses re-
spectively. The whole transformation pipeline up to clip space is programmable
by the vertex shader and uses homogeneous coordinates. De-homogenization
and scaling to the actual pixels on screen is done by the GPU.
6.2 Screen Space Rendering
Using the above knowledge, this section finally describes the scheme of a whole
class of rendering approaches: the screen space techniques. Often, this class
of technique is called “image space technique”. Both terms are equivalent.
In general, screen space methods stand out as they postprocess three-
dimensional scenes in two dimensions. They can be understood as advanced
image filters, applied after the original rendering has been done. This is the
reason why this class of approaches is usually referred to as “image space” or
“screen space”.
6.2.1 Concept
Original Render Pass Each screen space approach works as a multi-pass ap-
proach. Multi-pass means that the method needs multiple rendering cycles
(cf. Section 6.1) to create the final image. Screen space methods usually begin
by rendering some arbitrary geometry. A typical example would be an isosur-
face rendering or a glyph ray-tracer [76]. It does not matter how the method
works, but instead of rendering the scene to the screen, it is rendered to an
invisible buffer for later use. Typically, this is a texture with the same size as
the screen. This first rendering pass yields the color output and the depth of
each pixel on screen.
Screen Space Render Pass The rendering software now sends another draw
call to the GPU (cf. Section 6.1). Instead of rendering the geometry again, it
• renders a quad at the size of the screen,
• attaches the original output texture to the quad,
• spans the texture to the whole quad, and
• sets a fragment shader.
When reviewing the rendering pipeline and the coordinate spaces again, it gets
clear that this way, each texture-pixel (often called “texel”) is mapped to its
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original pixel on screen. Even more important is the fact that the rasterizer
generates fragments that exactly match the mapped texture pixels. These
texels are the pixels of the original rendering. This means that the generated
fragments exactly match the original pixels on screen, if the rendering would
have been done to screen in the first place.
This procedure yields several major advantages:
1. Avoiding fragment locality: The fragment shader has access to the whole
original result texture. This way, a fragment shader can read neighbour-
ing information, which was not possible during the original rendering
pass.
2. Processing visible pixels only: Complexity of screen space approaches is
decoupled from data complexity. It only depends on screen resolution
and pixel coverage.
3. Cascading render passes: the screen space render passes can output their
results to a screen-size texture again. This means, it is possible to cas-
cade multiple offscreen render passes that create different output textures
that, in turn, can be used by other screen space passes again.
4. No changes to the original rendering method: The rerouting of outputs
can be done using the rendering system only. The original method can be
left untouched. This makes it easy to add further processing to arbitrary,
already existing methods. No matter how they work, even if they are
screen space or multi-pass approaches for themselves.
The last screen space render pass can now render to screen again, instead of a
texture. It also writes the original depth values to the depth buffer and thus
seamlessly merges with the complete scene.
Data Transfer As indicated above, the transfer of information between the
different render passes is done using screen-size textures. The original render
pass provides the standard color output as texture and its depth buffer. But
usually this is not enough. One requires more information. Maybe the normals
on the original surface, tangents or visualized data on the surface, like vectors,
tensors, or scalar field information. Unfortunately, this requires a change in the
fragment shader of the original rendering method, but is usually not critical
or overwhelmingly complex.
As a fragment shader is not limited to writing to one output buffer only,
it is possible to attach more output textures at once. This is called “multiple
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render targets” in the jargon of OpenGL. It is possible to use single-precision,
floating point textures as render target too. This provides a lot of flexibility to
transfer additional data to consecutive steps, especially in scientific computing.
The fragment shader can write at its specific position to the output textures.
This limitation still holds due to its scope and locality limitation.
An important point when transferring vectorial data is to transform it to
the right coordinate space before writing it to the output texture. Normals, for
example, reside in object space. To use them in the screen space approach, it
has to be transformed to screen space too. The question is, which coordinate
space is meant here. For vectorial data whose length is not of importance
(like normals), this is the clip space – the coordinate space after applying the
projection matrix. When perspective scaling is needed, then the Cartesian ND
space is used.
In homogeneous projective geometry, vectors can be seen as points on the
infinitively far away plane. This means, their homogeneous coordinate is 0.
This can be interpreted in another way: vectors are invariant on translation.
In GPU programming, this is often used to differentiate points (like vertices)
from vectors (like normals). The transformation of vectors to clip or ND space
was already introduces in Section 6.1.2.
Pixels and the Texture Space This basically is a matter of terminology. As
described, the texture has the same size and resolution as the screen. The tex-
ture space is required for resolution-independent access to textures in a shader
program. For a two-dimensional texture, the lower-left corner of the texture
is at (0, 0) in texture space. The upper-right is at (1, 1). To access a certain
pixel P with coordinates (Px, Py) in texture space, one has to scale P by the





with v being defined by the viewport as shown in Equation (6.5).
In the remaining work, we always refer to pixels. We do the scaling to
texture space when reading the texture. This is not stated explicitly all the
time.
Implementation In OpenGL and other rendering systems, multi-pass ap-
proaches like these are usually done by using so-called “framebuffer objects”,
or FBO for short. Their purpose is to redirect the rendering output of a draw
call to texture on the GPU. Once activated, everything written by the frag-
ment shader of a draw call is written to a texture, which can be reused by
another draw call.
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Everything else is trivial on the practical side and works exactly as de-
scribed above. The only limitation to consider is the amount of texture memory
and whether single-precision floating point output is required or 8-bit output
is sufficient.
Concept Summary Screen space approaches render the original scene to a
texture instead of the screen buffer. The texture is used by another render
pass to do further processing via a fragment shader. The fragment shader in
screen space has read-access to neighbouring pixels in the provided textures.
Each render cycle can output multiple textures and can be cascaded. Textures
in general are used to transfer data, but one has to take care of the coordinate
space in which transferred vectorial data resides in.
6.2.2 Things to Consider and Potential Pitfalls
There are several limitations and potential pitfalls to be aware of when using
screen space rendering. This section provides a short overview on them.
Sub- and Super-Sampling Depending on the scaling of the scene and the
point of view, data provided in object space might be sub-sampled or super-
sampled during rendering. Figuratively speaking, this is caused when per-
vertex data needs to be interpolated. This is the case whenever the rasterized
primitive is larger than the pixels representing the vertices. Or, the other
way around, when data is lost due to several vertices being mapped to one
pixel. This has an influence on the maximum frequency in the data that can
be displayed and might pose a challenge to the used interpolation of multi-
variate data like tensors. Depending on the specific screen space approach and
displayed data, this needs to be considered.
Storage and Calculation Precision The calculations done in shader pro-
grams are carried out in half-precision mode. It is possible to activate single-
or double-precision mode in shaders, but this usually yields a performance
penalty. A similar problem exists for data transfer via textures. Usually, a
color channel of a texture is eight bit wide. Modern GPU support half- and
single-precision floating point textures at the cost of texture memory and au-
tomatic interpolation being disabled for these kind of textures. So one has to
trade-off numerical precision versus memory and speed.
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Locality and Memory Access The GPU works as SIMD machine. This
means, it processes Multiple Data using a Single Instruction synchronized
over multiple processing units (PU). Additionally, these groups of PU have
their own local memory and can access the global, shared memory. The local
memory is small but fast. Accessing it is possible with a very low latency. In
contrast, the global memory, accessible by all groups, imposes a high latency
on access, due to the type of memory and the shared bus.
The local memory is sufficient to hold the geometry and texture data that
is probably needed by the current group of shaders. This holds true as long as
the shader reads only local data. In terms of textures, local data refers to the
texel assigned to a fragment via texture mapping.
As already mentioned, a fragment shader has read access to the whole
textures bound to the current draw call. When a fragment shader reads a
texel, which is not cached in the local memory, it causes a cache miss. The
GPU then reads from global memory. This will take some time, since the
memory is shared and connected via a shared bus. So, the memory fetch
instruction of a single PU can cause long wait cycles in a whole group, simply
because their instruction flow is synchronized (SIMD idea). In later chapters,
we will show that this is an issue for the methods we introduce. In general,
this is one of the typical reasons for sudden frame rate drops.
For more details on the GPU architecture, please refer to “Programming
Massively Parallel Processors: A Hands-on Approach” by Kirk and Hwu [93].
Branching As mentioned above, the GPU works according to the SIMD prin-
ciple. This means multiple process units (PU) in a group synchronously process
a single instruction after the other on multiple fragments (multiple data). If a
shader program now contains an if-statement and branches the flow according
to it, all PUs whose if-condition failed, have to wait until the other PUs have
processed their if-block. This causes tremendous amounts of idle PUs, yielding
a severe performance penalty. This is especially true, if the if-block tend to be
long or runtime intensive.
Although modern GPU get faster and even implement branch-prediction
techniques known in CPU architectures, branching is still a point to keep in
mind. Especially in screen space approaches with data dependent branching,
it sometimes is better to do a calculation for all fragments and discarding the
result later on to avoid idling PUs.
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6.3 Summary and Outlook
This chapter provided an overview on the modern GPU and rendering pipeline.
It introduced the different coordinate spaces that will play a role in the next
chapters and described the general screen space scheme at a glance.
The next three chapters will use these principles in three concrete screen
space methods. They improve the structural and spatial perception in different
kinds of visualization and contribute to the field of applied computer graphics
in visualization.
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Improved Structure Perception in
a Fabric-like Visualization of
Tensor Fields
This chapter is based on the following publications:
[P7] – S. EICHELBAUM, M. HLAWITSCHKA, B.
HAMANN, and G. SCHEUERMANN. Fabric-like Visual-
ization of Tensor Field Data on Arbitrary Surfaces in
Image Space. New Developments in the Visualization and
Processing of Tensor Fields. Ed. by D. H. Laidlaw and A.
Vilanova. Mathematics and Visualization. 2012, 71–92
Online: http://sebastian-eichelbaum.de/pub10a
[P8] – S. EICHELBAUM, M. HLAWITSCHKA, B.
HAMANN, and G. SCHEUERMANN. Image-space Ten-
sor Field Visualization Using a LIC-like Method. Visu-
alization in Medicine and Life Sciences 2. Ed. by L. Linsen,
B. Hamann, H. Hagen, and H.-C. Hege. Mathematics and
Visualization. 2012, 193–210
Online: http://sebastian-eichelbaum.de/pub10b
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7.1 Overview
The Data: Symmetric Second-Order Tensors Tensors are of great interest
to many applications in engineering, mechanics, optics, electromagnetism, and
medical imaging. They describe the behaviour of several physical effects like
material stress, field strength or diffusion in organic tissues.
As this chapter is about computer graphics and the improvement of an ex-
isting visualization method for second-order tensor fields, the following para-
graphs will provide a rather short background on tensors and second-order
tensors in particular. A profound introduction of this mathematical construct
and its calculus can be found in Tensor Analysis and Nonlinear Tensor Func-
tions [44]. Alternatively, the work by Hagen and Garth [67] provides the
necessary fundamentals.
For our purposes, it is sufficient to understand a tensor as a basis-independent
geometric object. One of the common definitions of a tensor is using multilin-
ear maps. Multilinear maps can be seen as a function that depends on multiple
variables and that is linear with respect to each variable separately.
Definition 7.1 (Tensor as Multilinear Map) Given a vector space
V and its dual space V ∗, a (r, s) tensor can be written as a multilinear
map
T : V × · · · × V
︸ ︷︷ ︸
r times




The order of a tensor is defined as r + s, and its dimension is defined
by the used vector space.
The dual vector space V ∗ has the same dimension as V and can be seen as
the set of all linear forms on V , whereas linear forms are linear maps (functions
that obey to additivity and degree 1 homogenity) from V to R.
Definition 7.2 (Secod Order Tensor) Using the notion of the order
of a tensor, one can now define second-order tensors as tensors, where
2 = r + s; namely (2, 0), (0, 2), and (1, 1) tensors.
As we work in a Cartesian coordinate system, we can re-formulate the
above definitions, because the difference between V and V ∗ vanishes.
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Definition 7.3 (Second-Order Tensor as Matrix) In Cartesian
space of dimension n, a second-order tensor can be written as a n × n
matrix Tij.
Definition 7.4 (Symmetric Second-Order Tensor as Matrix) A
second-order tensor Tij is called symmetric if and only if T = T
T .
This allows us to understand the second-order tensor as a linear transfor-
mation from a Cartesian space to itself. With the above definitions, we are
now able to define the second-order tensor field. It represents the association
of a linear transformation for each point in the field.
Definition 7.5 (Second-Order Tensor Field) Let S ⊆ Rn be a sub-
set in Cartesian space of dimension n and T 2 the set of all second-order
tensors with the same dimension in Cartesian space. Then, the mapping
f : S → T 2
is called second-order tensor field of dimension n.
According to the above definitions, we can apply all rules and properties
of quadratic matrices to second-order tensors too. This being said, the n− th
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where λ1 . . . λn are called eigenvalues. As convention the eigenvalues are sorted:
λ1 ≥ λ2 ≥ . . . ≥ λn. As we work in a Cartesian system, the rotation matrix R
is column-wise defined by the n eigenvectors. For a more detailed introduction
and theoretical background on tensors, we refer the reader to the literature [44,
67].
For our purpose, it is important to understand the meaning of the eigen-
vectors and eigenvalues of the given tensorial data. In many application areas,
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the eigenvectors and eigenvalues describe a physical property, which is aimed
to be visualized. For diffusion MRI, the eigenvectors and values describe wa-
ter diffusion direction and intensity; for mechanical application they describe
a physical deformation direction and intensity at each point; in electromag-
netism, it can describe the electrical field. The tensor is a very flexible and
widely used concept in many scientific fields and its visualization is crucial to
understand the underlying data.
From a visualization point of view, second-order tensor fields are usually
seen as a lattice in space with associated tensors at each vertex of the lattice.
The multivariate nature of tensors make them especially challenging to visual-
ize. The next paragraphs show an excerpt of possible tensor field visualization
methods.
Visualization of Symmetric Second-Order Tensor Data Since the introduc-
tion of tensor lines and hyper streamlines [41], there have been many research
efforts directed at the continuous representation of tensor fields, including re-
search on tensor field topology [74, 202, 204]. Zheng and Pang introduced
HyperLIC [235], which makes it possible to display a single eigendirection of a
tensor field in a continuous manner by smoothing a noise texture along integral
lines, while neglecting secondary directions. Recent approaches by Hlawatsch
et al. [75] and Hlawitschka et al. [77] to visualize Lagrangian structures on
tensor fields provide information on one chosen tensor direction and are es-
pecially useful for diffusion tensor data, where the main tensor direction can
be correlated to neural fibers or muscular structures, whereas the secondary
direction only plays a minor role. In 2009, an interactive approach to visualize
a volumetric tensor field for implant planning was introduced by Dick et al.
[43]. In 2009, Zhang et al. [233] showed the use of evenly spaced tensor lines
on surfaces to represent the eigenvector structure.
Hotz et al. [83] introduced Physically Based Methods (PBM) for tensor
field visualization in 2004 as a means to visualize stress and strain tensors
arising in geomechanics. A positive-definite metric that has the same topo-
logical structure as the tensor field is defined and visualized using a texture-
based approach resembling LIC [28]. Besides other information, eigenvalues
of the metric can be encoded by free parameters of the texture definition,
such as the remaining color space. Whereas the method’s implementation for
parameterizable surfaces that are topologically equivalent to discs or spheres
is straightforward, implementations for arbitrary surfaces remains computa-
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tionally challenging. In 2009, Hotz et al. [84] enhanced their approach to
isosurfaces in three-dimensional tensor fields. A three-dimensional noise tex-
ture is computed in the dataset and a convolution is performed along integral
lines tangential to the eigenvector field. LIC has been used in vector field
visualization methods to imitate Schlieren patterns on surfaces that are gener-
ated in experiments, where a thin film of oil is applied to surfaces, which show
patterns caused by the air flow. In vector field visualization, screen space
LIC is a method to compute Schlieren-like textures in screen space [62, 104,
221, 222], intended for large and non-parameterized geometries. Besides the
non-trivial application of screen space LIC to tensor data, screen space LIC
has certain other drawbacks. Mainly because the noise pattern is defined in
screen space, it does not follow the movement of the surface and, therefore,
during user interaction, the three-dimensional impression is lost. A simple
method proposed to circumvent this problem is animating the texture pattern
by applying randomized trigonometric functions to the input noise. Weiskopf
and Ertl [218] solved this problem for vector field visualization by generating
a three-dimensional texture that is scaled appropriately in physical space.
In contrast to other real-time tensor field visualizations like [232], we devel-
oped and implemented an algorithm similar to the original PBM but for arbi-
trary non-intersecting surfaces in screen space. We call this method “Tensor-
Mesh” and it was first published in my diploma thesis [48] (Online: http:
//www.sebastian-eichelbaum.de/pub09). It is explicitly not a part of this
thesis. Instead, this chapter focuses on the extensions of the original approach
and its visual improvement by postprocessing the resulting images. Tensor-
Mesh was able to create a mesh-like structure on arbitrary surfaces that rep-
resents the underlying tensor structure. The algorithm was able to perform at
interactive frame rates for large datasets. We have overcome the drawbacks
present in several screen space LIC implementations by defining a fixed param-
eterization on the surface. Thus, we did not require a three-dimensional noise
texture representation defined at sub-voxel resolution for the dataset. Our
approach was capable of maintaining local coherence of the texture pattern
between frames when (1) transforming, rotating, or scaling the visualization,
(2) changing the surface by, e.g., changing isovalues or sweeping the surface
through space, and (3) changing the level of detail. In addition, we imple-
mented special application-dependent modes to ensure our method integrates
well with existing techniques.
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(a) Original TensorMesh
(b) Improved TensorMesh
Figure 7.1: Comparison of the original TensorMesh with our improved version.
(b) shows the same rendering as above, with a more crisp mesh and a higher mesh
resolution. Using our computer graphics methods, we were able to improve the visual
quality and the structural perception of the original method tremendously.
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The Problem As the TensorMesh technique visualizes the tensorial data as
mesh structure on surfaces, the structural perception of these meshes is crucial
to understand the tensor data. Unfortunately, the resulting images were rather
blurry and were not optimized towards structural perception.
Our Solution: Shape from Shading The importance of proper shading on
the perception of shape and structure has been shown in the past by Ra-
machandran [155], Langer and Bülthoff [103], and Wanger et al. [215]. In
this chapter we use the principle “Shape from Shading” [155] and show that
computer graphics allows to improve the perception of data in visualization
tremendously.
To improve the structural perception in the TensorMesh approach, we pro-
vide two different screen space postprocessings. One that uses an adapted
version of the well known bump mapping approach and a streamtube recon-
struction that creates a tubular effect for each strand on the surface. Both
postprocessings work in real-time and improve the contrast of the mesh to
create crisp and clean mesh structures. This way, we are able to provide a
hugely improved structural perception of the underlying tensor mesh.
The next section, will introduce the working principle of the original Tensor-
Mesh approach. We will then go on extending this method, by adding a post-
processing step. We explain our modified bump mapping approach and how
we achieve tube-like rendering of the TensorMesh. The chapter closes with
several visualizations of second-order tensor data and a detailed discussion.
7.2 Background
In this chapter, we enhance a technique we call TensorMesh. I introduced it
in my diploma thesis [48] and as such, it is not part of this thesis. I introduce
the basic working principles here and would like to refer the reader to the
publications [P7, P8] for further details.
The TensorMesh technique itself is a screen space method and this section
explains its basic working principle, which is also depicted in Figure 7.2. There
is only one preliminary step needed on the CPU before running TensorMesh
on GPU: the initial noise texture.
Noise Texture Generation Before third requirement of the projection step is a
two-dimensional noise texture. In contrast to standard LIC approaches, high-
frequency noise textures, such as white noise, are not suitable for the composit-
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Figure 7.2: Flowchart indicating the four major steps (blue boxes) of the algorithm:
Projection, which transforms the dataset into a screen space representation and
maps the noise texture onto the surface of the rendered geometry; Silhouette De-
tection uses the depth buffer to reconstruct the visible object borders; Advection,
now uses the two projected major eigenvectors to advect the projected noise along the
eigenvector fields until it reaches a geometry edge; finally, the Compositing step
combines both advected noise textures, adds original coloring, and outputs the result
to the screen.
ing of multiple, advected textures. Their high-frequency details would not cre-
ate the mesh-like result as intended with TensorMesh. Therefore, we compute
the initial noise texture using the reaction diffusion scheme first introduced
by Turing [205]. It simulates the mixture of two reacting chemicals, which
leads to larger, but smooth “spots” that are randomly and almost uniquely
distributed (cf. Figure 7.3, right). This can be precomputed on the CPU
once. The created texture can then be used for all consecutive frames. For the
discrete case, we define three discrete, two-dimensional images ai,j, bi,j, and
βi,j. Each pixel can be accessed by the indexing parameters i and j. The field
β gets initialized with white noise, whereas a and b are initialized with 0.5 for
each i, j. This can be seen as the initial concentration of the two chemicals.
The iterative change of each value in a and b for a single iteration is defined
as
∆ai,j = F (i, j) + Da · (ai+1,j + ai−1,j + ai,j+1 + ai,j−1 − 4 · ai,j),
∆bi,j = G(i, j) + Db · (bi+1,j + bi−1,j + bi,j+1 + bi,j−1 − 4 · bi,j), where
F (i, j) = s(16− ai,j · bi,j) and G(i, j) = s(ai,j · bi,j − bi,j − βi,j).
(7.2)
Here, we assume continuous boundary conditions to obtain a seamless texture
in both directions. The scalar s allows one to control the size of the spots,
where a smaller value of s leads to larger spots. The constants Da and Db are
the diffusion constants of each chemical. We use Da = 0.125 and Db = 0.031
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to create the input textures. We gained both constants empirically. They
directly influence the shape and density of the created spots.
Both images a and b converge, depending on the used parameters, relatively
fast. TensorMesh then takes image a and uses it as input for the projection
step. Figure 7.3(a) shows such a generated and tiled input texture.
7.2.1 Step 1: Projection to Screen Space
As with every screen space method, the TensorMesh method starts by render-
ing the arbitrary geometry. The geometry additionally contains the second-
order tensor associated with each vertex of the geometry. In practice, this can
be done by storing the six needed components of the symmetric 3× 3-matrix
as two three-dimensional texture coordinates, as generic vertex attributes, or
as three-dimensional textures (cf. Section 6.1). When rendering the scene, the
method uses a vertex/fragment shader pair for processing the geometry and
each possible pixel (fragment). The results get written to four output textures:
• Light and Color: the standard geometry color and lighting, as if the
geometry would be rendered to screen without any further processing.
This is provided by the GPU automatically.
• Eigen-map: the two major eigenvectors, projected to the geometry sur-
face.
• Noise-map: the noise used during advection along the eigenvectors. This
noise was projected to the surface of the geometry too.
• Depth buffer: finally, the standard depth buffer of the scene. This is
provided by the GPU automatically.
The next paragraphs summarize the creation of the eigen-map and the noise-
map.
The Eigen-map At this point, the vertex shader has access to the tensor and
the geometry normal of the currently processed vertex. Using this, it can
project the tensor to the surface of the geometry as
T ′ = P · T · P T , (7.3)
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The surface-projected tensor T ′ is now stored in a per-vertex variable. Per-
vertex variables are interpolated by the GPU during rasterization. The in-
terpolated value will be available during each run of the fragment shader.
The component-wise interpolated tensor is then decomposed into the eigenvec-
tor/eigenvalue representation using a method derived from the one presented
by Hasan et al. [71], only using iteration-free math functions. This causes a
tremendous acceleration on the GPU. With this method, we calculate the three
real-valued, orthogonal eigenvectors vλ1−3 and the corresponding eigenvalues
λ1 ≥ λ2 ≥ λ3. In our method, we are only using the first two eigenvectors,
showing the two main directions. The eigenvectors, still defined in object space,
are projected into screen space using the same projection matrices MModelV iew
and MP rojection used for projecting the geometry to screen space (cf. Sec-
tion 6.1.2). These usually are the standard modelview and projection matrices
OpenGL offers:
v′λi = MP rojection ×MModelV iew × vλi , with i ∈ {1, 2}. (7.5)
After the projection, the two major eigenvectors can be stored in the corre-
sponding pixel of the eigen-map.
The Noise-map Mapping the initial texture to the geometry can be a difficult
task. Even though there exist methods to parameterize a surface, they em-
ploy restrictions to the surface (such as being isomorphic to discs or spheres),
require additional storage for texture atlases (cf. [87, 154]) and, in general,
require additional and often time-consuming preprocessing. Another solution,
proposed by Turk [206], calculates the reaction diffusion texture directly on
the surface. A major disadvantage of this method is the computational com-
plexity. Even though these approaches provide almost distortion-free texture
representations, isosurfaces, for example, may consist of a large amount of
unstructured primitives, which increases the preprocessing time tremendously.
For our purpose, a simple, yet fast and flexible mapping strategy is used.
Informally spoken, we classify each surface point P of the geometry to belong
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(a) Turing noise (b) Mapped to geometry
Figure 7.3: Illustration of the reaction diffusion texture used (left) and the noise
texture mapped to geometry (right). For a higher resolution in the projection step,
we tiled the noise texture multiple times. The appearing repetition artifacts do not
play any role after projection.
to one certain voxel of a virtually defined 3D grid. This can be interpreted as
discretization of the surface with the help of the implicit voxels. The normal
at P on the surface is then used to find the most similar side of the voxel asso-
ciated with P . Once the side-plane is found, the point’s P texture coordinates
can be determined by:
Side-normal Texture coordinates
(1, 0, 0) or (−1, 0, 0) (py, pz)
(0, 1, 0) or (0,−1, 0) (px, pz)
(0, 0, 1) or (0, 0,−1) (px, py)
Please note that we assume the texture coordinates to be defined in a wrapped
and continuously defined coordinate system, which is common in OpenGL.
This allows the seamless tiling of the input noise texture on each voxel surface,
which then is mapped to the surface. This can be interpreted as an ortho-
graphic projection of the voxel side plane onto the surface along the plane’s
normal vector. By changing the size of voxels during the calculation, different
frequencies of patterns can easily be produced and projected onto the geom-
etry. This capability allows one to change the resolution of the texture as
required for automatic texture refinement when zooming. In practice, this can
be done in the fragment shader easily. It automatically is called for every visi-
ble surface point P and can now use the object space normal of P to calculate
the texture coordinate:
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Listing 7.1: Map the input vertex coordinate to a texture coordinate in the 2D
noise texture.
1 float noise( vec3 P, // surface point in object space
2 vec3 normal // P’s normal in object space
3 ) // return the noise value for P
4 {
5 // Allow scaling the virtual voxel space. The variable
6 // bbSize contains the maximum dimension of the
7 // geometry bounding box. This normalizes P to a
8 // texture space interval of of [0 ,1]. This represents
9 // one virtual voxel per bounding box. nbVoxels then
10 // allows to increase this.
11 pScaled = ( P * nbVoxels ) / bbSize ;
12
13 // The default case if the normal points exactly
14 // towards the voxel corners .
15 vec2 noiseTexCoords = vec2( pScaled .x, pScaled .y );
16
17 // Find the side of the virtual voxel to which
18 // the object space normal of P points to.
19 if( abs( normal .x ) >= max( abs( normal .y ),
20 abs( normal .z ) )
21 )
22 {
23 noiseTexCoords = vec2( pScaled .y, pScaled .z );
24 }
25 else if( abs( normal .y ) >= max( abs( normal .x ),
26 abs( normal .z ) )
27 )
28 {
29 noiseTexCoords = vec2( pScaled .x, pScaled .z );
30 }
31 else if( abs( normal .z ) >= max( abs( normal .x ),
32 abs( normal .y ) )
33 )
34 {
35 noiseTexCoords = vec2( pScaled .x, pScaled .y );
36 }
37
38 // Get the value from the input noise texture ,
39 // represented by noiseTexture .
40 return texture2D ( noiseTexture , noiseTexCoords ).r;
41 }
Regardless of its simplicity, this method supports a fast and flexible param-
eterization of the surface space that only introduces irrelevant distortions (cf.
Figure 7.3), which vanish during the advection step. Additionally it creates a
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consistent visual impression of the noise on the surface when interacting with
the scene. Figure 7.3(b) shows the noise mapped on an arbitrary geometry.
7.2.2 Step 2: Silhouette Detection
With the eigen- and noise-map, the advection step could now follow the stream-
lines on the eigen-map images. To avoid advecting over geometry borders, we
require the geometry edges first. These edges are calculated in the silhouette
detection step. We use the depth buffer of the geometry and apply a Laplace
filter on it. As this second step already works in screen space, this is done for
each pixel of the input depth buffer in a single fragment shader. The result is
written to an output texture for later use.
Although the Laplace filter could be applied on demand during the next
step, we precalculate these edges. This is useful as the same pixel might
be visited multiple times during the advection step, causing the edge to be
calculated multiple times. A counter-argument to precalculation would be
to assume that a large fraction of the pixels do not belong to the rendered
surface, hence making edge detection on these pixels superfluous. In this case,
the precalculation might be skipped. However, the definition of large fraction
is difficult and a gain in performance also depends on the actual vector fields
and the length of integration in the next step.
7.2.3 Step 3: Advection
We have discussed how to project the geometry and the corresponding tensor
field to screen space. With the prepared screen space eigenvectors and the
input noise texture on the geometry, the advection can be done for both of the
eigenvector fields.
The advection step is conceptually very similar to the line integral convolu-
tion (LIC) approach, but in our case, we do not calculate streamlines at each
position of both vector fields. As a fragment shader has no write-access to
other pixels, it is not able to convolute the noise along the streamlines. That
is the reason why we use Euler integration to follow the vector field from the
current pixel in both directions and combine the noise value from each vector
field sample using a weighted sum. This way, we write only to the originating
pixel and achieve a visually similar result. The length of the vector, used for
each step during integration, is one pixel to ensure that no detail is missed.
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Listing 7.2: Advection of the noise texture acording to the given input eigen-
vector field. This GLSL-like pseudo code demonstrates the advection at a given
pixel P in a fragment shader.
1 float advect ( vec2 P, // the pixel
2 int fieldIndex , // vector field to use
3 int numIterations // number of iterations
4 ) // return advected noise
5 {
6 // Iterate along the field , in both directions .
7 vec2 lastPos1 = P; vec2 lastPos2 = P;
8 // Keep track if an edge was crossed
9 bool isOutside1 = false ; bool isOutside2 = false ;
10 // How much iterations have contributed ?
11 int numContributions = 0;
12
13 // Iterate
14 float sum = 0.0;
15 for( int i = 0; i < numIterations ; ++i )
16 {
17 // Calculate new positions , in forward and backward
18 // directions . In the case of Euler integration and
19 // a step size of 1, those functions can be written
20 // as lastPos1 + getVector ( fieldIndex , lastPos );
21 vec2 newPos1 = getNextPos ( fieldIndex , lastPos1 );
22 vec2 newPos2 = getPrevPos ( fieldIndex , lastPos2 );
23
24 // Get the edge information from step 2. 1 if the
25 // pixel is an edge or outside , 0 otherwise .
26 isOutside1 = isOutside1 || isEdge ( newPos1 );
27 isOutside2 = isOutside2 || isEdge ( newPos2 );
28
29 // Let the sample ’s noise contribute . We found that
30 // an unweighted contribution yields the best
31 // results . It is also possible to scale using a
32 // geometric progression , distance dependent , ...
33 // Note: only contribute if the positions did not
34 // cross an edge.
35 sum += float (! isOutside1 ) * getNoise ( newPos1 );
36 sum += float (! isOutside2 ) * getNoise ( newPos2 );
37
38 // Keep track
39 lastPos1 = newPos1 ;
40 lastPos2 = newPos2 ;
41 numContributions += int (! isOutside2 ) +
42 int (! isOutside1 );
43 }
44
45 // The sum needs to be scaled to [0 ,1] again.
46 return = sum / numContributions ;
47 }
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(a) Advection along v′λ1 (b) Advection along v
′
λ2
Figure 7.4: Advection texture after ten integration steps. Left: red channel con-
taining advected noise along the eigenvectors v′λ1; Right: green channel containing
the advected noise along the second eigenvectors v′λ2.
Integration is stopped in two cases:
1. when reaching a given maximum integration length,
2. or when an edge is reached (cf. Edges-texture in Figure 7.2).
We also considered using other, higher order streamline integration schemes,
but the view-dependent super- and sub-sampling during projection to screen
space voids the advantages over the Euler method. The GLSL-like pseudo
code in Listing 7.2 shows the basic idea, as done for each pixel P in this step’s
fragment shader.
In our originally published articles [P7, P8], we used the so-called ping-
pong approach for advection. There, we advected the incoming noise texture
only along one step of the vector fields. The resulting texture was then used
as input for another advection render pass, which renders another single-step
advection to a different output texture. This new texture is then used as input
for the next advection step, whereas the old input is used as the output, hence
the name “ping pong”. This was faster on older GPU architectures, but is
obsolete today due to the increased local shader unit memory and shader unit
processing power.
The result of the advection step with ten integration steps is shown in
Figure 7.4. For later reference, we call the advected images Aλ1 and Aλ2 .
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7.2.4 Step 4: Compositing
In a subsequent rendering pass, a fabric-like texture is composed. The com-














Equation (7.6) is a weighting function between the two advected images for
both eigenvectors. The scalar factor r is used to blend between the two tensor
directions. If both directions are equally important, a value of 0.5 ensures an
equal blending of both directions. To explain the above compositing scheme,
we are using the red component as an example. The red color should represent
the main tensor direction. We therefore reduce the intensity of the second
eigenvector image Aλ2 using the over-emphasized first eigenvector image Aλ1 .
To furthermore emphasize the influence of a high intensity in the advected
image for the first eigenvector, the denominator is squared. This way, pixels
with a high intensity in the first eigenvector direction get a high red intensity.
This is done vice versa for the green channel. The compositing implicitly
utilizes the clamping to [0, 1] which is done for colors on the GPU. Additionally,
it is possible to blend in the edges or the original coloring and lighting of the
geometry, as shown in Figure 7.5. The final image is then shown on screen
again.
Using this offscreen pipeline, we were able to reproduce the mesh-like struc-
ture of a second-order tensor field on arbitrary geometry, independent of the
algorithm creating the geometry or the source of the tensorial data. But as
Figure 7.5 showed, the results are rather blurry and do not represent a clean
mesh structure perfectly.
7.3 Method
In the previous section, we introduced the original TensorMesh method. Right
after publishing my diploma thesis [48], we thought about how to improve the
visual quality of the method and published the results [P7]. These improve-




Figure 7.5: The composited image produced by the compositing shader. (a): the
whole geometry. (b): a zoomed part of the geometry to show the still blurry fabric
structure on the surface. The chosen geometry has no further meaning. We have
chosen an arbitrary, rather unshaped surface inside a brain’s DTI image to show
how well TensorMesh works on these kind of surfaces. Especially (b) shows that our
method properly detects and handles the borders of the geometry.
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Figure 7.6: Flowchart indicating the additional postprocessing step in the context
of the original TensorMesh method. Instead of rendering the formerly final image
to screen, it is now stored in a texture. The postprocessing step can then utilize
the image and improve its visual quality. Additionally, the original projection step
now also outputs the surface normals in screen space to a texture. Besides this, the
other outputs of the projection and silhouette detection steps are reused. They have
been calculated by the original method, and we bind them as input textures to the
postprocessor to achieve the effects described in this chapter.
As the original TensorMesh method completely works in screen space, it
was easy to extend it with another, fifth offscreen processing step: the post-
processing. Figure 7.6 shows the updated method schematically. We modified
TensorMesh to output the image to another texture, which then can be pro-
cessed by the postprocessor.
7.3.1 Postprocessing
Figure 7.5 shows the result of Equation (7.6) combined with Blinn-Phong shad-
ing. Even though Blinn-Phong shading [18] provides the required depth cues,
additional emphasis of the third dimension using depth-enhancing color coding
has proven to provide a better overall understanding of the data [30]. These
techniques can be incorporated in our compositing scheme easily, but provide
a perception improvement for the shape of the geometry only. The results still
look blurry and justify the need for additional postprocessing to improve the
structural detail on the surface. We have implemented two postprocessings
which reduce blur and create crisp and appealing images, which improve the
perception of the represented structures tremendously.
At this point, please keep in mind that the following calculations work
in screen space and need to be done for each visible pixel P . For the sake
of simplicity, we left out the explicit reference to P in each of the following
formulae, although they are dependent on the current P .
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Bump Mapping
In computer graphics, triangles are usually used to represent complex geomet-
ric objects. The surface of these objects can be lit in many different ways,
for example with Blinn-Phong shading [18] or Cook-Torrance shading [32] to
mention only two. Whatever method is chosen, they have one thing in com-
mon: the surface normal. It defines the surface’s orientation and significantly
influences the shading of it – and the shading defines the local structure and
how the human vision percepts the surface and its shape. For details on the
perception of shape, structure and spatiality, we refer the reader to the work
of Ramachandran [155], Langer and Bülthoff [103], and Wanger et al. [215].
The surface normal is usually defined per triangle or vertex and is linearly
interpolated in between. To increase the surface detail, one has to tremen-
dously increase the triangle mesh complexity. This is not feasible as the graph-
ics processor will reach its limits sooner or later. To circumvent this issue,
bump mapping was introduced by Blinn [19] to simulate three-dimensionality
via shading in otherwise planar surfaces. The idea is to define a normal-map
on a planar surface, like a triangle. This additional map allows assigning dif-
ferent normals to each rasterized point of the surface. This way, the amount
of normals on a single triangle can be increased tremendously. Accordingly,
the shading can reproduce more structural detail on it. The bump mapping
technique is quite widely used in computer games to simulate high detailed
surface structures on a few triangles only. A typical example would be the
rough stone texture on a coarsely modelled rock. We wanted to achieve a sim-
ilar effect for the TensorMesh rendering. This is why we use the basic idea of
bump mapping to improve the structural perception of the fabric mesh on the
rendered surface.
The original bump mapping method relies on a given normal-map and
precalculated surface tangents. The normal-map is usually created by a model
designer to match the requirements of the specific object. With the normal
and a tangent at each point, bump mapping is able to define the so-called
tangent space. With the help of this, all lighting calculations, independent
of the actual light model used, can be done in tangent space. We do not
use this method, since we do not have the tangent space available in screen
space anymore. Instead we rely on the conceptual idea of bump mapping,
namely using a specific normal for lighting at each rasterized point. For specific
implementation details on the original bump mapping method, we would like
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to refer the reader to the book Mathematics for 3D Game Programming and
Computer Graphics, Section 7.8 on bump mapping by Lengyel [106].
To achieve a similar effect in screen space, we modify the original approach
and extend it to use normals implied by the mesh structure on the surface. To
calculate a normal at a pixel P , we first calculate the two-dimensional gradient
of the intensities of the original TensorMesh result texture. We call this
g = ||∇(R + G)||. (7.7)
Using R + G, we denote the intensity of a pixel. According to Equation (7.6),
we only use the red and green channel. The blue channel can be ignored as
the original TensorMesh only produces output in the red and green channel.
In practice, gradient calculation on the GPU can be done fast by calculating
the difference quotient in x and y directions, with a step size of one pixel.
Additionally, we modified the projection step of the original method to pro-
vide screen space surface normals in a texture. Figure 7.6 shows the normal-
map as an additional outcome of the TensorMesh algorithm. The projec-
tion step calculates this normal-map by projecting the eye space normal to
screen space. This is done by using the projection matrix of the rendering
system, as explained in Section 6.1.2. Please note that the normal still is
three-dimensional.
With the gradient vector, we are now able to deviate the screen space
normal n in direction of g. The new normal
n′ = n + (gx, gy, 0)
T (7.8)
can then be used in the Blinn-Phong equations to calculate the overall light
intensity. In our case, we only use the diffuse and specular parts. Ambient
light is not used, as it is not depending on the normal and, hence, does not
contribute to the bump-mapping effect. This yields the amount of reflected
light of a single light source i as
Bi =I
in
i kdiffuse < Li, n
′ > +
I ini kspecular < ||Li + V ||, n
′ >s
(7.9)






The vectors Li and V are the normalized screen space vectors pointing from
P to the light source (L) and the camera point (V ) respectively. The material
properties kdiffuse, kspecualr, and s are usually defined by the rendering system,
but in our case, we set kdiffuse = 1, kspecular = 1, and s = 200. They represent
the material’s diffuse and specular reflectance as well as its shininess. We
have chosen these values as we are interested in the reflection factors only.
We cannot tell anything about the material properties, nor do we want to
implement a physically accurate lighting model. Our focus is on a light-based
shading of the mesh structure for improved structural perception. This is
also the reason for setting the incoming light intensity I ini = 1. The high
shininess value s ensures subtle specular highlights on the mesh structure. We
additionally do not calculate the reflection factor B separately for each color
channel. This is because we do not want to stain the color of the rendering due
to non-white light sources. This way, we keep the original red-green coloring
of the TensorMesh.
B can now be combined with the original colors and the edges e at P that
have been calculated by the original method. The pixel’s RGB triple is then
defined as
Rbump = B ·R + e,
Gbump = B ·G + e,
Bbump = e.
(7.11)
This yields the rendering Figure 7.7(a). When adding a contrast enhancement
to the red and green channels as
Rbump = B · (R ·G + R
2) + e,




we are able to improve the crispness of the rendered image as shown in Fig-
ure 7.7(b), compared to Figure 7.7(a). Keep in mind that we are using the
automatic clamping of each color channel to the interval [0, 1]. This way, the
silhouette of the geometry is always white and we do not need to take care
that the contrast-enhanced colors are larger than one. The Equations (7.11)
and (7.12) also allow combining the enhanced TensorMesh with other effects
and colorings, calculated earlier. For example, we combined a colormap of the
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original data with the mesh, as shown in Figure 7.10. This information can be
transferred using the “Color & Light” texture from Figure 7.6.
Streamtube Effect
With the help of bump mapping, we achieve a better spatial impression of
the fabric-like pattern. A different visual improvement can be achieved by
interpreting the structure on the surface as streamtubes along the surface.
The idea of representing trajectories and streamlines using tubes is not new.
Zhang et al. [234] used streamtubes to visualize DTI data of the human brain.
The approaches of Merhof et al. [128] and Schirski et al. [174] enabled the use
of large amounts of tubes without performance penalty due to the increased
amount of geometry, when compared to simple lines. We also create the visual
effect of streamtubes on the geometry’s surface, without actually creating tubes
to replicate the mesh effect.
The first test to do before doing any further calculations is to check whether
the pixel P currently belongs to one tube of the original TensorMesh. This
can be done by checking the value of the red and green channel of the input
TensorMesh texture at P . If the red or green channel is larger than a given
threashold, 0.2 in our case, then it belongs to a tube. If not, the pixel can be
skipped and rendered in black.
Next, we need to have a tangential coordinate system, similar to the one
needed for the original bump mapping. The screen space eigenvectors v′λ1 and
v′λ2 from Equation (7.5), transferred using the Eigen-map texture, are inter-
preted as the tube tangents for the first and second eigenvector field. These
tangents denote the direction of the tube along the surface and, together with
the trivial surface normal of (0, 0, 1)T , define the bi-normal vectors for each
eigenvector field. When thinking of each tube as cylinder that runs parallel to
the screen plane, and its direction is defined by the eigenvector on the screen
plane, we can define the bi-normals as radial vector b for each eigenvector field
to be
bλ1 = ||(0, 0, 1)
T × v′λ1|| and bλ2 = ||(0, 0, 1)
T × v′λ2||. (7.13)
To simplify the further descriptions, we describe the next steps for rendering
the tubes of v′λ1 . These steps need to be done for the second eigenvector too.
The bi-normal bλ1 is now used to find the correct normal on the tube-surface
at the current pixel for lighting. As we already know that a pixel is on a tube,
we search the boundaries of the tube in radial direction. Therefore, we sample
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(a) Bump mapping only
(b) Bump mapping with enhanced contrast
Figure 7.7: The final image produced by the postprocessing shader in combination
with bump mapping and combined edges. Top: standard bump mapping. Bottom: the
same zoomed part of the original geometry to show the effect of additional contrast
enhancement of Equation (7.12). This approach creates a more fabric-like impres-
sion and looks like rotating ribbons similar to stream ribbons.
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in direction of the bi-normal, to find the pixel whose red color value is smaller
than 0.2. The step size is one pixel and the value 0.2 is the threshold we used
earlier to check whether a pixel belongs to a tube or not. In other words, we
search for the smallest, positive scaling factors apλ1 and a
n
λ1
, which scale the
bi-normal bλ1 and −bλ1 to point to the nearest pixel with value < 0.2 in the
red channel. The width of the tube passing the current pixel is then defined












∈ [−1, 1] (7.14)
defines the relative position of the current pixel on this tube regarding the
(normalized) bi-normal, where 0 is the middle of the tube. Also note that apλ1
and anλ1 are both positive.
This information is enough to define a diffuse shaded surface. However, we
want proper per-pixel Blinn-Phong shading and therefore need to use this to
calculate the tube normal at the current pixel:
ntubeλ1 = (1− p
2
λ1
)(0, 0, 1)T + p2λ1bλ1 . (7.15)
The value of p is additionally squared to achieve the effect of a round surface.
The normal ntubeλ1 is then used to calculate the Blinn-Phong shading on the
surface similar to Equation (7.9) and yields Bλ1 .
When doing the above steps for both eigenvector directions, one gets the
shading factors Bλ1 and Bλ2 . In combination with the silhouette e, they allow
the definition of the final RGB triple of the pixel P under consideration of the
[0, 1] interval-clamp of the GPU as
Rtube = Bλ1 + e,
Gtube = Bλ2 + e,
Btube = e.
(7.16)
This produces the tube-like effect with proper structural impression on the
surface as shown in Figure 7.8.
7.3.2 Implementation
The implementation of the pipeline shown in Figure 7.2 is straight forward
and can be done as indicated in Section 6.2. The figure clearly shows the
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Figure 7.8: Interpreting the final image from Figure 7.5 as streamtubes along the
geometry’s surface. When lighting them accordingly, the results are tremendously
less blurry and create a crisp and clean impression of a mesh-like structure on it.
input and output textures of each step and their execution order. The whole
pipeline is implemented using OpenGL and framebuffer objects (FBO), which
allow the efficient offscreen rendering and screen space based processing we
need. Each step is implemented using a vertex/fragment shader pair and
simply evaluates the above mentioned formulae for each pixel. The projection
step is the beginning of the pipeline and the only step which is not in screen
space. For the consecutive steps, we render a quad, filling the whole viewport
of the FBO. The outputs and inputs are then bound as textures to the FBO
and the quad respectively. The used textures are 8 bit per channel textures and
of the same size as the viewport to avoid any interpolation when reading the
textures as input. The increased numerical precision in floating point textures
is not needed for TensorMesh and the postprocessing step.
Types of Surfaces Our implementation is not limited to a special kind of
geometry. It is able to handle every second-order tensor field defined on a
surface. It is, for example, possible to calculate an isosurface on a derived scalar
metric, like fractional anisotropy, or on a second dataset to generate a surface
in a three-dimensional data domain. Other methods include hyper-stream
surfaces [41], wrapped streamlines [49], or domain-dependent methods like
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dissection-like surfaces, as presented by Anwander et al. [6]. Direct rendering
approaches, like isosurface ray-tracing by Knoll et al. [94] and other similar
approaches are possible too. The only requirement for the surface is that
it is non-self-intersecting and that smooth normals are provided as they are
required for the projection step and for proper lighting.
Tensor Upload and Processing As the tensors are symmetric, it is sufficient
to transfer six floating-point values per vertex to the GPU. In our case, two
three-dimensional texture coordinates are used per vertex to upload the tensor
information along with the geometry. Assuming the tensor T is available
on the GPU, it is possible to map the two main directions to the surface
described by the normal n at the current vertex using Equation (7.3). This
projection is implemented in a per-vertex manner in the vertex shader. In
contrast, eigenvalue decomposition, eigenvector calculation, and screen space
projection need to be done in the fragment shader. Since the eigenvectors are
without orientation, it is possible to have sign flips between adjacent vertices.
If the interpolation on the surface in between the vertices takes place after
the eigenvector decomposition, these sign changes can render the interpolation
useless.
The projected eigenvectors v′λ1 and v
′
λ2
need to be scaled since textures are
used for transportation, where each value must be in the interval [0, 1]. To sim-
plify further data handling and storage on the GPU, we scale the eigenvectors
as follows:




with i ∈ {1, 2}, and ‖v′λi‖∞ 6= 0 (7.18)
The maximum norm (L∞-norm) ensures that one component of the eigenvector
is 1 or−1 and, therefore, one avoids numerical instabilities arising when limited
storage precision is available, and can use memory-efficient eight-bit textures.
The special case ‖v′λi‖∞ = 0 only appears, if the surface normal and the
eigenvector both point into the same direction. This case needs to be handled
in the shader. The scaling can be avoided when using floating point textures.
However, we found that the increased storage precision provides no further
advantage visually and qualitatively.
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7.4 Results
In the last section, we introduced our extension of TensorMesh to improve
visual quality and increase structural perception of the represented tensor data.
It is a fast screen space approach, similar to the one introduced by Hotz et al.
[83] and used ideas from [104] to transform the algorithm into screen space.
Our implementation, using this method, was able to reach frame rates high
enough for real-time user interaction. The only bottleneck is the hardware’s
ability to render large and triangle-rich geometry. All further steps can be
done in constant time. This section shows several datasets, rendered with our
improved TensorMesh method. We compare it to the original method and
show the computational overhead we introduced.
Artificial Test Data We calculated a spherical test dataset as scalar volume.
We used an isosurface generated using the marching cubes algorithm [113].
The Laplacian of the spherical scalar field is used as second-order tensor on
the surface. The result is displayed in Figure 7.9 and compares the original
TensorMesh with the improved version we introduced here. Figure 7.9(b)
provides a hugely improved structural perception of the mesh structure.
Medical Data Even though many higher-order methods have been proposed,
due to scanner, time, and cost limitations, second-order tensor data is still dom-
inant in clinical application. Medical second-order diffusion tensor datasets
differ from engineering datasets because they indicate one major direction,
whereas the secondary and ternary directions only provide information in ar-
eas where the major direction is not well defined, i.e., the fractional anisotropy
– a measure for the tensor shape – is low. Almost spherical tensors, which
indicate isotropic diffusion, occur in areas where multiple fiber bundles tra-
verse a single voxel of the measurement or when no directional structures are
present. Therefore, we modulate the color coding using additional informa-
tion: In areas, where one fiber direction dominates, we only display this major
direction using the standard color coding for medical datasets, where x, y, and
z alignment are displayed in red, green, and blue, respectively. This coloring
is often called local directional coloring [145] in medical applications. In areas,
where a secondary direction in the plane exists, we display this in gray-scale.
Figure 7.10 demonstrates this and, again, compares the original TensorMesh
method with our streamtube improvement. When comparing both renderings,
the streamtube improvements create a more crisp and less blurry result.
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(a) Original TensorMesh
(b) Bump mapping on TensorMesh
Figure 7.9: TensorMesh applied to a spherical test dataset. We applied our method
to an isosurface and the scalar field’s Laplacian to demonstrate the visual difference





Figure 7.10: An axial slice through a human brain: Corpus callosum (CC) (red),
pyramidal tract (blue), and parts of the cinguli (green in front and behind the CC)
are visible. The main direction in three-dimensional space is indicated by the RGB
colormap, where red indicates lateral (left–right), green anterior–posterior, and blue
superior–inferior direction. The left–right structure of the CC can clearly be seen in
its center, whereas color and pattern indicate uncertainty towards the outer parts.
The same is true for the cinguli’s anterior–posterior structure. As seen from the blue
color, the pyramidal tract is almost perpendicular to the chosen plane and, therefore,
secondary and ternary eigenvectors dominate the visualization. Alternatively, we
could easily fade out those out-of-plane structures in cases, where they distract the
user. Please note that we have applied a contrast enhancement filter on both images
to improve the print quality.
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(a) Original TensorMesh
(b) Bump mapping on TensorMesh
Figure 7.11: A slice in the well known single point load data set, showing the
symmetric strain tensor at the surface of the slice.
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In Figures 5.15 and 5.16 of Chapter 5, we also applied the bump mapping
scheme to a screen space based LIC of an electrical field on the skull. The
figure shows two different projection angles causing a noisy and a very LIC-
like result. Due to bump mapping, the structure of the LIC noise is very clear
and the contrast between ridges and valleys is high. It is possible to defer the
shading of the surface itself to the shading of the structure on the surface. This
way, the surface’s shading does not influence the contrast of the LIC result on
it. This already shows that screen space postprocessing is not only useful for
TensorMesh, but also for other surface-based visualizations.
Mechanical Datasets Our approach is not only applicable to medical datasets,
but it can also be applied to many other kinds of tensor data. Figure 7.11
shows a slice in an analytical strain tensor field. The analytical dataset is
the well known single point load dataset, where a single, infinitesimally small
point source pushes on an infinite surface. The forces and distortions inside
the object are represented by stress and strain tensors, which are symmetric,
second-order tensors. Similar to the above examples, we compare the original
method with the bump mapping improvement. The visual quality and the
perception of the mesh structure is tremendously improved.
7.4.1 Performance
As the major part of the TensorMesh method works in screen space, it is
mostly independent of the input data complexity. As indicated before, the only
“bottleneck” in the visualization pipeline is the strongly geometry-dependent
projection step. But in practice, this is not that critical, since the rendering
time of geometry is determined by the GPU itself. More interesting is the
overhead the TensorMesh method adds on top.
Theoretical View and Expectations When analyzing Figures 7.2 and 7.6, as
well as the working principles of each of the steps, it gets obvious that the ad-
vection step might be the most GPU intensive part. From the GPU’s point of
view, the silhouette detection and compositing steps do nothing else than ac-
cessing the bound input texture locally and blending RGBA quadruples/RGB
triples — the hardware implemented core functions of a GPU. These steps
do not need branching nor do they access textures non-locally. This avoids
waiting shaders in a group and cache misses in the shader local memory. In
contrast, the advection step uses branching (if-condition) to check whether a
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Table 7.1: Frames per second (FPS) with different postprocessings for the strain
tensor data in Figure 7.11. It is obvious that the method works in real-time and that
the postprocessings add only a minor overhead.
silhouette is reached. Additionally, depending on the number of iterations, it
might leave the local texture memory. The effect can be tested easily when in-
creasing the number of iterations per frame. Per default, we use ten iterations.
The same is true for the postprocessing step; especially the streamtube effect,
as it samples the surroundings of the current pixel. However, the number of
samples needed to find the tube boundaries is low, as the tubes are usually
only several pixels in diameter. Additionally, the postprocessing and advec-
tion steps discard pixels early. This leads to performance gain in advection
and postprocessing.
Measuring Performance As screen space approaches depend on the amount
of pixels covered, we use the rendering in Figure 7.11 as an example. They
cover the screen completely. The measurements were done on an Intel Core
i7 CPU at 3.33GHz and 24GB RAM with a NVidia GeForce GTX Titan. As
usual, the CPU does not play an important role for screen space methods. The
images were rendered in a resolution of 1080× 1080.
Table 7.1 shows the measured FPS values for different postprocessings.
The frame rates for the other result images we have shown are similar, since
they cover a similar amount of screen space and their geometric complexity is
also very low. Hence, their exact values are not relevant here. In my original
diploma thesis, it was shown that the TensorMesh method works in real-time
with a NVidia GeForce 8800 GTS. Today, this can be seen as low end GPU.
Table 7.2 validates the above theoretical assumption that an increasing
iteration count for the advection step will cause a tremendous drop in per-
formance. Similarly, when zooming into a streamtube rendering, as done in
Figure 7.12, the amount of samples to find the tube borders increases. This
causes a frame rate drop comparable to the iteration count. As the advection
step and the streamtube postprocessor use a step size of one pixel, a tube ra-
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Table 7.2: Frames per second (FPS) with different iteration counts in the advection
step for the strain tensor data in Figure 7.11. The frame rates drop fast, when
increasing the iteration count.
dius of 100 pixel will cause a frame rate drop to 20% of the original streamtube
rate (cf. Table 7.2).
However, in practice, these high iteration counts play no important role.
For the above images, we used an iteration count of ten, yielding interactive
results. Additionally, zooming into a TensorMesh rendering should increase
the resolution of the noise on the surface, showing more details and ensures
thin tubes.
7.5 Discussion
7.5.1 Limitations and Problems
Projection to a Surface
Whether the surface itself is the domain of the data, a surface defined on the
tensor information (e.g., hyper streamsurfaces), or a surface defined by other
unrelated quantities (e.g., given by material boundaries in engineering data
or anatomical structures in medical data) is independent from our approach.
Nevertheless, the surface has to be chosen appropriately, because only in-plane
information is visualized. In Figure 5.16, the effect of different maximum
projection angles for LIC is shown. Projecting nearly perpendicular vectors to
the surface yields questionable results.
To overcome this limitation, information perpendicular to the plane could
be incorporated in the color coding, but due to a proper selection of the plane
that is aligned with our features of interest, this has not been necessary for
our purposes.
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Artifacts
As screen space methods work with a super- or sub-sampled version of the orig-
inal data, they might suffer artifacts introduced by interpolation or skipped
data points. Figure 7.9 already indicates this. The green mesh on the sphere’s
surface does not look that circular. This is due to the resolution of the mapped
noise and sub-sampling near the visible center, spreading out the available
data. Respectively, the data at the visible border of the sphere is very com-
pressed due to the projection. This kind of limitation was also present in the
original TensorMesh and cannot be solved easily.
Another type of artifact is introduced by the streamtube postprocessor.
The artifacts can be seen in Figure 7.8, where we show a zoomed part of the
original rendering. As we do not integrate along the whole eigenvector field,
there may be discontinuities along a tube in the produced image. There are
also artifacts caused by a blurry input field, where borders cannot be found
clearly. But, since the frequency of the fabric structure is normally much
higher, and the tubes are not that large, these artifacts vanish and play no
important role, as shown in Figure 7.12(b).
Resolution
A general problem TensorMesh has in common with many other methods is
the resolution limitation caused by the structural density of the visualization.
This means, the maximally visible frequency of the mesh structure limits the
resolution of the visualized data. The problem gets especially evident when
considering it in the context of projection, as mentioned above. The resolution
of the data mapped to a certain area on screen changes when changing the
view on the scene. Important details of the data might get projected to an
area on screen, whose resolution is smaller than the structural TensorMesh
resolution.
Approaches to preliminarily find interesting areas and highlighting them,
are no solution to this problem, as the interesting areas still might be too
small with respect to their projected area on screen. Instead, possible solutions
would include focus and context techniques, where the level of detail is adapted
according to zooming or by using virtual lenses.
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(a) Tube effect
(b) Artifacts when zoomed in
Figure 7.12: These renderings show a zoomed part (bottom) of the streamtube
postprocessor effect from Section 7.3.1. Although the artifacts in the tubes are not
visible in the top image, they get visible when zooming in. These artifacts are caused
by discontinuities during advection and the partially blurry input images, calculated
by the original TensorMesh method.
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7.5.2 Future Work
Especially in medical visualization, higher-order tensor information is becom-
ing increasingly important and different methods exist to visualize these ten-
sors, including local color coding, glyphs, and integral lines. Nevertheless, an
extension of our approach is one of our major aims. In brain imaging, experts
agree that the maximum number of possible fiber directions is limited. Typi-
cally, a maximum of three or four directions in a single voxel are assumed (cf.
Schultz and Seidel [179]). Whereas the number of output textures can easily
be adapted in our setup, the major remaining problem is a lack of suitable
decomposition algorithms on the GPU. Screen space techniques, by their very
nature, resample the data and, therefore, require one to use proper interpola-
tion schemes. In addition, maintaining orientations and assigning same fibers
in higher-order data to the same texture globally is not possible today and,
therefore, is a potential topic for further investigation.
An important future step is to evaluate the shown methods with scientists
of several fields to measure the improvements and to find possible issues critical
to a field’s scientist.
7.6 Conclusion
The original TensorMesh method is a fast, GPU-based second-order tensor vi-
sualization, inspired by the PBM technique of Hotz et al. [83]. It is very well
suited to visualize tensorial data in mechanical and medical data by utilizing
the structural perception capabilities of the human vision apparatus. Unfor-
tunately, the results of the original TensorMesh approach where rather blurry,
hence the perception of structure was often suboptimal.
We have presented a useful and reasonable extension to the original Tensor-
Mesh method. We have shown the improvement of structural perception of
this mesh-like tensor visualization and made the results crisp and clear. With
this, the tensor field structure can be grasped even better.
We have shown that computer game methods and other postprocessing ef-
fects can help to improve visualization techniques. They do not only create
visually appealing images, which often is frown upon in science, but also im-
prove perception. Of course they are not able to negate issues inherent to a
certain method, like the sampling and projection issue mentioned above.
During my PhD, the experiments done with TensorMesh were the “ignit-
ing spark” to engage myself in computer graphics and screen space methods
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to improve the spatial and structural perception of existing visualization tech-
niques.
In this chapter, we have shown how to improve structural perception of
data represented on surfaces, while the next chapters focus on spatiality and
structural perception at different scales for line and point data.
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8.1 Overview
The Data: Lines In many areas of visualization, line rendering techniques
play an important role. In flow visualization, three-dimensional vector fields
are visualized using streamlines, streaklines, or pathlines. They have a direct
physical meaning and are used to understand simulated and measured data in
many parts of engineering. Lines are used to represent electric and magnetic
fields as well as velocity fields in a very intuitive way. Even in tensor fields,
where a line tangent is not given explicitly, tensor lines and hyperstream-
lines [42, 157] are used to display important structures of the field.
But vector and tensor fields do not only play a crucial role in flow visu-
alization. In medical visualization, a large variety of measuring and imaging
methods, such as electroencephalograhy (EEG) or magnetic resonance tomog-
raphy (MRT), are available. From EEG, it is possible to derive the describing
electric field in the head and represent it using field lines. Additionally, field
line representations for simulations of different head and tissue models allow
a better understanding of the underlying models and parameter influences, as
shown in Chapter 5.
Using diffusion tensor imaging (DTI) or high angular-resolution diffusion
imaging (HARDI), it is possible to coarsely reconstruct the neuronal connec-
tions inside the brain and to obtain a better understanding of its structure.
These techniques are called fiber tracking or tractography [9, 15, 78, 134, 179]
and are often based on enhanced streamline techniques.
In general, lines are very well suited for visualizing directional information
on a global scope. The above mentioned techniques and imaging approaches
are only examples of the myriad of use cases, where line data plays an impor-
tant role. Accordingly, visualization of line data is crucial to understand the
intrinsic properties of a huge variety of real-world phenomena and simulated
scenarios.
Visualization of Line Data Each kind of line data, each visualization tech-
nique, and each scientific use case has its own specific properties and con-
straints. Mostly, large and dense line data is given and the structural relation
of bundles of lines as well as local shape information is crucial for understand-
ing the represented structures. For exploring this kind of data, filtering and
rendering of line data in real-time is an important requirement for modern
visualization techniques. Besides this, consistency of rendered images under
8.1. Overview 143
modification and interaction with the data is important to retain the mental
image of its structure.
Current line data rendering approaches usually employ local illumination
models for lines to emphasize the shape of lines and line bundles [117, 238].
These techniques apply a simplified Blinn-Phong [18] shading, which provides
diffuse reflection and specular highlights and allows depiction of local shape
features. A hurdle to overcome with local illumination is the definition of a
proper normal for lines. As there are endlessly much perpendicular vectors
at each point of a line, Mallo et al. [117] uses the vector whose angle to the
camera vector is the smallest. Section 8.3.2 explains this in more detail.
An alternative approach is to create the look of real cylindrical tubes by
rendering line data using quad strips [173, 198] or triangle strips [128]. These
approaches allow correct lighting (according to Phong’s lighting model) and
keep the density of the rendered lines while zooming, which often is a require-
ment.
Besides these shading techniques, there are approaches which utilize depth
cueing and haloing to provide further structural information. In [52], depth-
dependent halos are rendered around lines to emphasize tight bundles of lines.
The additional depth cueing further increases depth perception in this method.
Unfortunately, due to the heavy overlapping of halos, this type of depth cueing
loses its effect if the line data is very dense.
Another approach is to interpret dense line data as volumetric data. Schuss-
man and Ma propose a method for sampling extremely dense line data and
rendering them with direct volume rendering [180]. Unfortunately, this method
does not focus on spatial perception in the final volume rendering.
Hair rendering is another shading technique for dense line data, which
relies on simplifications implied by their underlying model: All hair rendering
techniques are optimized to mimic the effects of light scattering in a multitude
of thin, translucent hair without caring about the exact shading of each single
strand of hair. Therefore, most of the geometric simplifications that make
hair rendering efficient cannot be used in visualization since, in scientific data,
each single line’s shading is important. For a comprehensive overview and
up-to-date hair rendering techniques, we refer to [151, 216, 229, 230, 231].
The Problem Although most current approaches are able to depict local shape
of line data, they are not able to properly represent global, spatial relations
and the local structure in bundles of dense line data at the same time.
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Figure 8.1: Fiber tractography rendered using illuminated lines [117] (left) versus
LineAO (right) and LineAO colored according to the local tangent direction [145]
below. The improved perception of spatial relations between and in bundles of lines
can be seen especially well in the brain stem (center bottom part of the image), where
the Pons and Medulla Oblongata pass into the Spinal Cord. The layering of these
bundles as well as the fissure structure in the Frontal Lobe can be observed very
distinctly. This was not possible before and the fact that LineAO works in real-time,
without any precomputations, makes it a perfect addition to nearly every line-based
visualization approach.
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Our Solution: LineAO With LineAO, we contribute a novel approach, which
overcomes these problems and provides a greatly improved structural and
spatial perception for the rendered line data in a very intuitive and natu-
ral way, as demonstrated in Figure 8.1. It uses ideas from ambient occlusion
and global illumination to allow a simultaneous depiction of local and
global line structures. It is known that global lighting effects are very im-
portant for determining an object’s position and spatial relations [103, 155,
214, 215]. Since real-time ability and dynamic scenes are a major demand
in many fields, our method renders in real-time, without precomputa-
tion and is, therefore, capable of being used in explorative tools, where the
researcher interactively modifies the line data. We combine global ambient
lighting with the scattered light contributions from surrounding lines and ad-
here to the intrinsic fixed line width on screen, ensuring consistency under
modification and interaction. LineAO is a computer graphics method.
As such, it can be applied to any kind of line-based visualization,
independent of the underlying type of imaging modality, simulation type, or
measurement method.
The next section, will introduce the principles of ambient occlusion (AO),
the underlying theoretical model for LineAO. It explains different practical
approaches to implement the AO model and why they are not applicable to
line data. Section 8.3 then introduces the LineAO scheme and its transition
to screen space on a theoretical basis, followed by practically relevant imple-




The term ambient occlusion, or AO for short, refers to a group of algorithms
that can be seen as a crude approximation of global illumination. In general,
the term global illumination refers to computer graphics algorithms, which
include global effects on the illumination of an object in the scene. These effects
might be shadows, reflections, refraction, absorption in volumetric objects,
ambient light, and others.
Roughly spoken, AO represents the diffuse lighting effect on a day with
overcast sky. This ambient light is a very complex and globally defined prob-
lem, since the whole scene defines the distribution of ambient light. For this
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Figure 8.2: Illustration of Equation (8.1). Each geometry in the scene can occlude
a part (red and blue) of the unit hemisphere around P . This fraction weighted by the
relative direction to the surface normal describes the ambient occlusion of the small
surface element represented by the normal n at point P .
reason, real-time computer graphics was using only direct illumination for a
long time, where the ambient light is assumed to be constant at every point
in the scene. AO estimates the ambient light distribution in a complex scene
to imitate radiance of light on non-reflective surfaces. This increases the re-
alism of computer generated images and improves the perception of relations
between objects [103, 155, 214, 215].
Model of Ambient Occlusion
The AO factor describes the amount of ambient background light not reaching
the surface. In other words, it determines, how much of a surface is concealed
by other surfaces, prohibiting ambient light to reach the surface. To describe
this mathematically, we locally define a surface using its tangential plane at
point P with surface normal n. To measure the amount of occlusion for the
point P , it is required to measure the surface area of an unit hemisphere oc-
cluded by surrounding objects as demonstrated in Figure 8.2. Mathematically,
this surface area is defined by the integral over the unit hemisphere. The ac-
tual check whether a point on the hemisphere is occluded or not is done by a
binary visibility function V (ω, P ), being 1 if the surface point is visible, and
0 if it is occluded. The unit vector ω hereby samples the unit hemisphere by
pointing from P to the surface point of the hemisphere Ω.
The amount of light energy reaching a point on the surface is defined by
the angle between the light direction and the surface’s normal. Using this,
AO defines the amount of skylight energy not reaching P due to the occlusion.
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(1− V (ω, P ))〈ω, n〉dω, (8.1)
for point P on a surface and its normal n. Due to the influence of the scene in
the visibility function, it is obvious that there is no easy analytical solution to
the integral. Therefore, it is usually approximated and, for reasonable setups












and truncated to a series of s samples





(1− V (ωi, P ))〈ωi, n〉, (8.3)
which approximates Equation (8.1) for a sufficiently high sample count s and
a well chosen distribution of ωi ∈ Ω on the unit hemisphere.
When replacing the binary visibility function 1 − V (ω, P ) with a magni-
tude function ρ(ωi, P ), which gives the amount of light reflected from the first
occluder in direction ωi from P , Equation (8.1) would be called obscurance
of P . This can be seen as an extension of AO in a way that it also includes
refracted ambient light from other objects in the scene. This is usually used
to create color bleeding effects.
Current Ambient Occlusion Techniques
To solve the above equation for complex scenes, many approximative algo-
rithms have evolved. Their main goal is to efficiently evaluate the visibility
function V for complex and large scenes. Thereby, these methods can be clas-
sified in ray-tracing approaches, which try to approximate the AO effect on
a physical basis and real-time approaches which try to achieve the AO effect
phenomenologically. In this section, we give an overview on these methods
and their drawbacks regarding line rendering.
Ray-tracing approaches often use proxy geometry to reflect the rather com-
plex scene with simpler primitives. This way, occluders can be described and
tested faster by the visibility function V . These proxy primitives are often an-
alytic objects such as spheres or discs [7, 10, 27, 81, 159, 237] or more complex
primitives that better match the given geometry [21, 213]. These approaches
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often include heavy precomputation steps and produce an over-estimation of
the AO effect due to the approximative scene description. Due to the precal-
culation step, these methods are mostly limited to static scenes and only allow
limited interaction and interactivity, which is why we do not further consider
them.
Unlike physically correct techniques, the class of phenomenological ap-
proaches is able to run in real-time. The cornerstone of most of these tech-
niques is the image enhancement using unsharp masking of the depth buffer,
which has been presented by Luft et al. [115]. In their method, the depth
buffer of the rendered scene is interpreted as height field and compared with a
low-pass filtered copy. This is utilized to provide information about spatially
important areas, which then allows a modification of several image proper-
ties such as local contrast. Although this is no real ambient occlusion effect,
it provides a remarkable improvement in spatial perception and spawned a
whole set of methods grouped under the term screen space ambient occlu-
sion (SSAO). A widely known SSAO technique is CryTec SSAO [90, 131]. It
adapts unsharp masking and uses sparse sampling of the depth buffer to derive
visibility information in the neighborhood of a point in the scene, based on
information available in screen space. It uses the depth information in the
neighborhood of a pixel to estimate the amount of ambient light that reaches
the corresponding point on the surface. Due to the limited resolution in screen
space, this approach samples the ambient occlusion factor at a low angular
resolution, leading to inaccurate, results especially for small or distant objects.
It can be extended by using better sampling schemes [12, 55] or by adding
better filtering and distant occluders [183]. Two of the main disadvantages of
these methods are the low spatial resolution and the noise induced due to the
stochastic sampling scheme. Hoang and Low [79] introduced a multi-resolution
approach to combine the AO effects of distant objects with detailed local AO.
To circumvent the spatial resolution problem, hybrid approaches have been
developed that combine ray-tracing a simplified scene with SSAO [51, 158].
Other methods precompute additional fields or acceleration structures ab-
stracting the occlusion caused by objects [96, 101, 118] or precalculate the
transfer of incident light from an environment map into the incident radiance
on the surfaces [88, 186, 187]. Unfortunately, these methods suffer in being
constrained to static scenes or require precomputation steps.
Each of the above-mentioned techniques has its limitations towards some of
the render properties we mentioned in Section 8.1. Physically based approaches
8.2. Background 149
fail to provide real-time rendering or rely on heavy precomputation steps. As
these techniques aim at physically correct shading, they cannot emphasize
structure in line data using a physically incorrect but detail-emphasizing, il-
lustrative shading.
Phenomenological approaches work well in compact scenes with objects
with a certain minimal volume, due to the fixed sampling radii and low spatial
resolution. The low spatial resolution of these approaches prohibit the proper
shading of small and thin structures in line data due to aliasing. Although
the multi-resolution SSAO approach [79] can solve the problem of low spatial
resolution by sampling at multiple scales, it reaches its limits when applied to
thin structures as stated by Hoang and Low [80]. It does not modify the AO
approach itself and thus, does not incorporate any special obscurance weight
that allows for emphasizing global structures while retaining the local detail
in these line bundles. Additionally, phenomenological approaches often are
not able to create coherent renderings when zooming, as line bundles get less
dense when zooming. This is due to the intrinsic fixed line width on the screen,
which stays constant during zoom.
8.2.2 Ambient Occlusion in Visualization
Global illumination techniques and ambient occlusion have found their way
into more and more scientific visualization techniques recently. When consider-
ing that the well known direct volume rendering (DVR) technique is about the
practical implementation of optical models for light absorption and emission
in volumes, it gets obvious that it was naturally predestined for incorporating
ideas from global illumination into its underlying light models. For a com-
prehensive introduction to DVR and its underlying theoretical background,
please refer to Engel et al. [50]. In 1995, Max [121] published a survey on
different optical models in DVR and also handled a topic called obscurance.
Obscurance describes the influence of the vicinity of a point in space onto the
points lighting properties [237]. This was first used in DVR by Stewart [197],
and called vicinity shading, where the illumination of a sample point in DVR
was also influenced by the attenuation of light caused by surrounding voxels.
Later, a huge amount of techniques focusing on real-time global illumi-
nation of direct volume rendering (DVR) were introduced. This was mainly
driven by the increasing computational power of modern graphics hardware
and the established understanding, that global illumination and occlusion-
based shading can help to provide the required cues to keep track of the spatial
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relations in the rendered images. Ruiz et al. [165] used the idea of obscurance
to provide realistic volume renderings and in 2009, Schott et al. introduced
a fast approach, which is able to handle transparent structures in a volume.
This was done by tracking the amount of light reaching each slice in the vol-
ume, using a directed, cone-shaped phase function. Other methods do not
only focus on light attenuation in a volume, but also incorporate dynamic illu-
mination effects [98, 189]. For further details on direct volume rendering and
other depth enhancement techniques, please refer to the literature, especially
Preim and Botha [153] as well as Engel et al. [50].
Not only DVR profited from the increasing acceptance of several global
illumination techniques. In 2006, Melek et al. [127] and Wyman et al. [228]
introduced global shading approaches for solid, triangle-based geometry. They
show the advantages of proper, global shading for isosurfaces [228] and thread-
like microscopy images. Later, methods were introduced to combine surface-
based global shading with volumetric shading [176].
Especially in medical applications, these techniques help to understand
structure and relations in three-dimensional anatomical data. Besides the med-
ical use case, chemical and bio-chemical visualization also profits from more
realistic rendering and, e.g., [201], [99], and [65] added ambient occlusion for a
better structural perception of very complex molecule structures. Gribble and
Parker [64] applied ambient occlusion to particle rendering and investigated
its effect in a formal user study.
8.3 Method
In the previous sections, we have summarized the state of the art in line ren-
dering, introduced the mathematical fundamentals behind AO, and given an
overview on available approaches for ambient occlusion rendering.
In this section, we introduce LineAO and show how LineAO uses the in-
trinsic fixed line width on screen for visibility evaluation while ensuring consis-
tency under zoom and interaction. We introduce a sampling scheme to solve
the problem of low spatial resolution in screen space and provide an obscu-
rance weight tailored towards line rendering to furthermore emphasize local
detail in bundles while retaining global structural shading. It prohibits heavy
darkening of local structures due to large, global structures. We finally provide
a pragmatic implementation guideline and show how we combine LineAO with
illuminated lines and tube-based rendering.
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8.3.1 LineAO Sampling Scheme
As we aim at a solution in screen space, we need to handle the problem of
low spatial resolution, common to nearly all SSAO approaches. To achieve
this, sampling on a single hemisphere is not sufficient. Occluders inside the
hemisphere will be missed, as well as occluders far away from the hemisphere.
We need to sample near and distant lines and classify them into levels of
distance. We, therefore, begin to extend the sampling scheme, weighting, and
view evaluation in Equation (8.3) to increase spatial resolution, while tailoring
it towards correct handling of local and distant occluders. First, we replace
the orientation-based weighting, with a custom obscurance weight g, which






[(1− V (ωi, P ))g(ωi, P )] . (8.4)
To additionally allow evaluation of AO on multiple hemispheres, we include
a parameter r, defining the radius of the hemisphere used to sample the sur-






[(1− V (rωi, P ))g(rωi, P )] (8.5)
the local AO for a hemisphere with the radius r. Although the weighting
function g and the hemisphere radius r now allow the combination of AO for
multiple hemispheres, the radius is not sufficient for classifying distance levels
and, therefore, the different effects of local and global occluders to the current
point P . To accommodate this classification issue, we modify the visibility and
weighting function to depend on a parameter l, defining the level of distance.
The smaller l, the more local detail is emphasized. The larger, the more global
structures are important. It allows us to handle local and distant occluders
properly using V and g. This defines an ambient occlusion term for a given







[(1− Vl(rωi, P ))gl(rωi, P )] . (8.6)
This yields the final evaluation of the AO fraction of one hemisphere with the
radius r for a point P with sh samples and distance level l. In contrast to
other approaches, we are able to handle distant occluders and local structure
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directly with our specialized obscurance weighting function g, without the use
of proxy geometry as, e.g., in [183].
With Equation (8.6), we are now able to classify each occluder into distance






,j(P, r0z · (j
2 + j)). (8.7)
LineAO evaluates Equation (8.6) sr times for increasing sampling hemisphere
radii and distance level l. The first iteration j = 0 represents the smallest
hemisphere, which is responsible for the local details, and uses sh samples on
the hemisphere. For the following iterations, the term sh
j+1
, ensures that the
number of samples per hemisphere is reduced. As LineAO sums up the occlu-
sion effects of near and distant occluders and ignores the possibly overlapping
occlusions on different hemispheres, it generates the intended effect of heav-
ier occlusion in very dense areas. The term r0z · (j
2 + j) hereby defines the
increasing hemisphere radius for increasing distance levels. The zoom level
z, represents the relation between the supposed line volume in eye space and
the intrinsic fixed line width on screen and, therefore, creates a coherent AO
effect when zooming. The next section provides a definition for z in screen
space. Since j is zero for the first level, r0z defines the smallest hemisphere
for sampling in the direct vicinity of a line. Finally, LineAO is clamped to the
interval [0, 1].
In this section, we have presented our sampling scheme, which handles
the problem of low spatial resolution. With this, we are able to combine the
advantages of local detail with perception of global structure in line data,
due to an adaptive spatial resolution, depending on the distance level. To
achieve the goals mentioned in Section 8.1, namely emphasizing local detail
and global structure of line data simultaneously, we need to define a weighting
function g tailored towards this. In the upcoming sections, we show how
LineAO is efficiently evaluated by providing the definition of the zoom and
visibility function in screen space as well as a proper weighting function g to
ensure correct handling of thin structures locally and globally.
8.3.2 LineAO Evaluation in Screen Space
Until now, the LineAO sampling scheme was described in a general form.
Admittedly, an evaluation in eye space is not feasible, if real-time rendering is
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required. To solve this problem, we transfer the LineAO algorithm to screen
space. We therefore evaluate Equation (8.7) as a function of each pixel P in
the rendered line dataset. We, therefore, replace the notation of point with
pixel and provide a visibility function V and a special weighting function g for
emphasizing high-frequency detail in narrow line structures and low-frequency
features in a global context.
As these functions work in screen space, they allow simplifications in vis-
ibility testing and weighting, which are not feasible in eye space. For an in-
troduction to the modern graphics pipeline and screen space rendering, please
refer to Section 6.2.
For illustrating the different effects of certain parameters and functions, we
use an artificial spiral line dataset. It combines dense line bundles as well as
global overlapping of bundles at different distances.
Conceptual Overview
In LineAO, we follow the widely used concept of interpreting the depth buffer
as a height map around a pixel P . This map contains hills and valleys, which
represent the objects in the original scene. The sampling around the point P
on the hemisphere Ω is then defined by sampling the depth buffer around the
pixel P , in the area defined by the projected hemisphere. In screen space, this
is a circle. The pixel P is then assumed to be occluded to a certain degree
by hills above P , due to the fact that large hills cast shadows into a valley.
Figure 8.3 demonstrates this for a single hemisphere.
The LineAO sampling scheme now copes with the fact that a single sam-
pling hemisphere only captures nearby hills. To capture more distant hills
while retaining high local detail, one would need to increase the radius of the
sampling area, which requires an impractical amount of samples. Instead,
LineAO uses multiple sampling radii with decreasing amounts of samples.
LineAO densely samples the depth buffer around P to capture the local struc-
tural details and uses less samples on larger sampling areas to capture huge
hills, caused by distant line bundles.
How this works in detail and how LineAO weights the different samples to
achieve the desired effect, is described in the next section.
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(a) Concept of AO (b) Interpretation in screen space
Figure 8.3: Illustration of Equation (8.1) as shown in Figure 8.2 and its inter-
pretation in screen space. In (b), the scene was rendered and the depth buffer of
the original scene around P is shown in green. To measure the amount of occluded
surface area of Ω, one can sample the depth buffer around P and check whether the
sample P + ωi is higher. This follows the interpretation of the depth buffer as a
rocky landscape, where hills cast shadows into the valley of P and occlude a certain
amount of ambient sky light.
The Per-Pixel Data
This is a list of additional information needed by LineAO in screen space and
where it can be gathered. Again, remember that each piece of information is
available on a per-pixel basis; thus, we describe them as functions of a pixel
P .
Projected Normal nl(P ) LineAO requires a normal at each point on the line.
This was introduced in [117], where a line is interpreted as infinitesimally thin
cylinder for normal calculation. We calculate the normal of a line during the
rendering pass using its tangent T . With the vector C (pointing from the line
point towards the camera), the normal in eye space is defined as T ×C
|T ×C|
× T ,
which represents a vector pointing towards the camera that is perpendicular
to the tangent. This normal is now projected using the projection matrix of
the rendering pipeline. As we normalize the resulting vector, we omit the
scaling by 1
w
for de-homogenization as it is not needed. This yields a normal
map n0(P ) for the rendered lines. In addition, LineAO needs several l-times
low-pass filtered versions of this normal map. Therefore, we create a Gaussian
pyramid nl(P ) and call l the Gauss level.
Depth dl(P ) : During rendering, we store the depth value of each pixel in
a depth map d0(P ). Similar to the normal map, the depth map needs to be
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available in several low-pass filtered versions. Thus, dl(P ) denotes the l-times
low-pass filtered depth map for each pixel P . Again, l is called the Gauss level.
Zoom Level z: If we assume a sampling sphere with a radius of one in eye
space, the sampling sphere will have the radius r′ after projection, without
perspective scaling. It represents the zooming factor applied by the projection.
Mathematically spoken, this factor can be defined as the length of an unit
vector after projection from eye space to screen space. If we define a place-
holder matrix MCP , which represents the specific rendering systems camera
(view) and projection setup, we can calculate z as
z = |MCP (1, 0, 0, 0)
T |. (8.8)
Keep in mind that it is common in computer graphics to use an additional
homogeneous coordinate w. In our case, it is 0 to avoid any perspective scal-
ing that might be done by the projection matrix. The length of the projected
vector can then be interpreted as the scaling ratio of the current camera and
projection setup. Using this zoom level z in Equation (8.7) causes the hemi-
sphere radii to adapt to the zoom level, thus ensuring a coherent LineAO effect
when zooming.
With these fundamentals, we are now able to solve the LineAO equation
in screen space.
Evaluating the Visibility Function
The visibility function V detects, whether a certain part on the hemisphere
around a pixel P is occluded or not. Compared to other screen space ap-
proaches such as [90, 131], we do not do a back projection to clip space for
visibility checks. The idea is to interpret the depth map as a height field. A
point in a valley is darkened due to the shadow a hill in its direct vicinity casts.
With this metaphor in mind, we evaluate the occlusion term 1−Vl(rωi, P ) from
Equation (8.6) by checking whether the pixel P + rωi on the sampling hemi-
sphere is higher than P and, therefore, occluding P . Visibility is then defined
by the discontinuous step function




1 if dl(P )− dl(P + ω) < 0
0 else,
(8.9)
where a smaller depth value dl indicates that the object is closer to the viewer.
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By using the distance level as the Gauss level, dense line structures like bun-
dles merge to solid geometry at higher distances and coarse or single lines dis-
appear. In the next section, we introduce a very specialized weighting function
which attenuates the visibility due to certain criteria, like distance, distance
level l, and its surface properties to provide differentiated occlusion weighting
for local detail and global structures.
Evaluating the Obscurance Weight
So far, we determined occlusion on a binary basis only. Either a pixel was
occluded from one direction or not. The AO description from literature in
Equation (8.3) weights the binary occlusion by the diffuse reflection surface
property. This models the real-world phenomenon of ambient sky light very
well for solid geometry. For dense lines and other thin structures, we need a
more sophisticated weighting scheme, which handles local structures, global
structures, and their interaction at once. This is not yet available in other
SSAO approaches. Additionally, we include a weight to diminish the AO ef-
fect by the surface’s lighting properties using the material’s bidirectional re-
flectance distribution function (BRDF). This allows light sources to properly
illuminate areas even if they are nearly invisible in terms of ambient occlusion,
which cannot be compensated by applying lighting afterwards. This increases
visibility of occluded structures if they are lit directly, which is very important
in visualization.
To achieve this, we split the weighting into two parts: a depth-based at-
tenuation of visibility and an attenuation of occlusion by the surface’s lighting
properties:
gl(ω, P ) = g
depth
l (ω, P ) · g
light
l (ω, P ). (8.10)
Depth-based Attenuation For the depth-based attenuation, we use the same
depth difference that was used for the visibility function:
∆dl(ω, P ) = dl(P )− dl(P + ω) ∈ [−1, 1] . (8.11)
For near occluders, ∆dl(ω, P ) is the intensity of occlusion inside dense line
bundles. For distant occluders, this describes the intensity of drop shadows
and the inverse influence of empty space between several bundles. We need to
define a falloff function δ(l) that attenuates the depth difference according to
what kind of structure is currently sampled. Without a falloff, far occluders
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(a) Constant δ(l) = 1
(b) Our δ(l)
Figure 8.4: The influence of a proper falloff function for near and far occluders. In
(a), a constant falloff is used. This creates high occlusion in line bundles but over-
estimates the occlusion of far away lines. In (b), our quadratic falloff is used. It
creates high ambient occlusion in the spiral bundle, while handling the more distant
bundles properly. In contrast to (a), this ensures a see-through effect to the back of
the spiral, as marked by the white square.
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with a large depth difference would occlude each other too much, as shown in
Figure 8.4. Remembering that the parameter l ∈ [0, sr − 1] in Equations (8.6)








∈ (0, 1]. (8.12)
For near occluders, it is 1, generating a high occlusion for lines in proximity
to others and converges towards 0 for far occluders. To additionally define the
minimal depth difference needed to apply depth-based attenuation for occluder
on P , we introduce the threshold δ0 = 0.0001. This now yields the depth-based
attenuation as




0, if ∆dl(ω, P ) > δ(l)





The value of gdepthl is 1 for near occluders, whose depth difference to the current
pixel is below δ0, thus maximally emphasizing local structure in direct vicinity
of the line. It is 0 and suppresses occlusion, if the depth difference exceeds the
maximum defined by δ(l). For l > 0 (more distant occluders), this helps to
avoid overly occluded distant line bundles as seen in Figure 8.4. In between δ0
and δ(l), we use the Hermite polynomial
h(x) = 3x2 − 2x3,∀x ∈ [0, 1] : h(x) ∈ [0, 1] (8.14)
on the depth difference scaled by the falloff function. For near occluders,
gdepthl emphasizes lines in direct vicinity of the line at P , thus emphasizing
local structure in dense line bundles. For occluders near in the image plane
but with a high depth difference, the occlusion effect is weakened to avoid
heavy influence on the shading of the local structures. In Figure 8.4(b), this
can be observed in the line bundles at the back side of the spiral. They still
show the proper local structure without being darkened too much by the front
side bundles as in Figure 8.4(a).
Illumination-based Attenuation By separating the calculation of LineAO and
local illumination [117], dense and heavily occluded areas will be very dark even
if these areas are directly lit by a source in their direct vicinity. To avoid this
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unwanted effect, we incorporate all the light sources of a scene into the LineAO
calculation to attenuate the AO effect in these directly lit areas.
We define BRDF(Ls, Is, n, v) to be the illumination intensity of a light
source s for a given light vector Ls, light intensity Is, view vector v, and
normal vector n. We calculate the reflected light Ll at the current point P in
direction of ω using
Ll(ω, P ) =
∑
s∈Lights
BRDF(Ls, Is, nl(P ), ω). (8.15)
The lighting-based occlusion weight can then be defined as
glightl (ω, P ) = 1−min(Ll(ω, P ), 1). (8.16)
With this weight, we can attenuate the occlusion in brightly lit areas, with
respect to the current sampling direction ω. As we did not normalize Ll(ω, P ),
we combine the influence of multiple lights on the local occlusion.
With the combination of depth- and light-based attenuation, the weight-
ing function is able to emphasize local detail and their spatial relation as well
as global structures without overemphasizing their shadowing effect (cf. Fig-
ure 8.4). The depth-based attenuation seamlessly scales between local and
global structures and, therefore, allows LineAO to create an AO-like effect
for dense line renderings on multiple scales. The inclusion of light intensities
ensures high visibility of local detail in otherwise occluded areas if they are
directly lit.
LineAO Parameter Summary
In Equation (8.7), we introduced three parameters. In this section we have
a closer look on these parameters, specific meaning, and their recommended
values to achieve optimal results. Please note, that we have used these values
for all images in this paper.
• sr = 3 – the number of radii to evaluate. This defines how many hemi-
spheres are sampled around each pixel. The higher this value, the more
detail influence the global AO effect. Evaluation at three radii ensures
that detail in line bundles are rendered properly as well as smooth shad-
ows of distant occluders. Higher values increase the total influence of
smaller structures on the global AO effect. Lower values reduce visual
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quality, since many mid-range structures cannot be detected. Due to
Equation (8.12), sr needs to be larger than one.
• sh = 32 – the maximum number of samples on the hemisphere for each
of the sr iterations in LineAO. As we decrease the number of samples for
increasing hemisphere radii as a harmonic series, the value of sh defines
the overall quality of the rendering with a trade-off regarding render
speed. In Section 8.4.1, we show several values of sh in comparison.
We found that 32 is the best trade-off between quality and speed, since
higher values effect quality only marginally. According to Equation (8.7),
s = 32 and sr = 3 yields in 59 samples being taken at each pixel.
• r0 = 1.5 times the line width – the minimum radius. This radius defines
the smallest hemisphere for sampling near occluders. This value defines
how much local detail is incorporated into the global AO effect. To
handle all local detail properly, this value needs to be close to the line
width, defined by the rendering system. We chose 1.5 times the line
width here, which ensures all local detail are preserved.
8.3.3 Combining LineAO with other Methods
The LineAO approach can be easily combined with other approaches. When
used with illuminated lines (introduced by Mallo et al. [117]), an additional
shape cue is added: the specular highlight. This can be seen in Figure 8.5(b).
As LineAO already represents the diffuse and ambient reflection, it is enough to
additively combine the specular term of the illuminated lines approach with the
LineAO intensity. When combining local illumination multiplicatively instead,
an overly strong suppression of diffuse light will occur and local details might
get invisible.
Besides illuminated lines, tube rendering is another interesting and com-
monly used alternative. In contrast to line renderings, tubes have a thickness
in camera space and in screen space. Thus, we need to incorporate this in
the parameter r0 and the radius scaling term in Equation (8.7). We can now
define the local neighbourhood using a radius larger than the tube width to
ensure that the current tube is not occluding itself. We, therefore, define a
new initial radius to replace r0 in Equation (8.7) of Section 8.3.1 as
rtubes0 (P ) = 1.5 · ts. (8.17)
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(a) LineAO on Tubes
(b) LineAO using Illuminated Lines
Figure 8.5: LineAO in combination with tube rendering (a) and illuminated lines
(b). This yields additional cues for the shape of the line data and provides additional
local structure detail. A downside of combining LineAO with local illumination can be
the suppression of local details due to the partially small diffuse reflection on curved
surfaces. A possible solution is to use the specular portion of the local illumination
model only, especially since LineAO already includes diffuse reflection in its light-
based obscurance weight (cf. Equation (8.16)). The result can be seen in Figure 8.7.
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Figure 8.6: The rendering pipeline. This figure shows the flow of information
through the different rendering passes (blue boxes). The Line and Tangent data is
provided by the application and uploaded to the GPU, where it is rendered to the
ND-map, colormap and zoom-map. The ND-map additionally gets processed by the
GPU to create the needed sr Gauss levels using mipmapping. The final rendering
pass then applies the LineAO algorithm on a per-pixel basis and renders it to the
screen.
Additionally, we keep the radius scaling scheme for tubes. This might
sound a bit counter-intuitive, but yields smoother shadows for global bundles.
This is caused by the fact that tubes are not overly thick and the rendered
scene has the same density properties as a scene rendered using line primitives.
Figure 8.5(a) shows the combination of LineAO with tube rendering [128].
LineAO is very flexible and allows combination with other lighting and
shading schemes. Therefore, LineAO can be combined with any other line
rendering methods easily.
8.3.4 Implementation
In the previous sections, we introduced our LineAO approach theoretically. In
Sections 6.2 and 8.3.2, we gave an overview on how screen space approaches
work in general and which specific information LineAO needs beforehand.
In this section, we provide an implementation guideline using OpenGL and
GLSL. The implementation in OpenGL is straight forward. We need frame
buffer objects to render the scene to several output textures instead of the
screen. These output textures contain the scene itself and the required LineAO
inputs, like a normal at each pixel for the represented line. The LineAO pass
then renders a screen-filling quad and uses the LineAO fragment shader to
evaluate Equation (8.7) for each pixel visible on screen. Figure 8.6 shows our
specific LineAO rendering pipeline, the two needed render passes, and the flow
of data between the them.
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Pass 1: Render To Texture
We start by transferring the line data, including the tangent vector at each
vertex, to the GPU using the standard OpenGL pipeline. In fact, this means
rendering the scene. Although the tangent vector can also be described by the
start and end vertex of each line segment, we have to transfer it separately
as the vertex shader of the first pass has no access to the other vertices of
a primitive. An alternative to uploading the tangents is to use a geometry
shader, which has access to the vertices of each line segment.
The Colormap The first pass now renders and colors the lines as usual. As
we use frame buffer objects (FBO), the first pass is able to render these lines to
a texture instead of the visible framebuffer. This creates a texture containing
the plain rendered lines, including their coloring. For further reference, we call
it colormap.
ND-map As LineAO requires normals for all visible lines, we utilize the frag-
ment shader of the first pass to calculate these normals. The fragment shader
can utilize the tangent that has been interpolated for the current fragment au-
tomatically by the GPU. The tangent T and the camera vector C then define
a normal for the current fragment P as n0(P ) =
T ×C
|T ×C|
× T . This calculation
has been explained in Section 8.3.2. The normal is stored in the RGB-triple
of the second output texture called ND-map.
Besides the normal, LineAO needs a linear depth value for each pixel it
processes. The GPU does this automatically, but scales it by the homogeniza-
tion factor 1
w
. As GLSL provides the projected coordinates of each fragment
P in gl FragCoord, it is trivial to get a linear depth d0(P ) = P.z · P.w and
storing it in the alpha channel of the ND-map.
Zoom-map Finally, the zoom level z can be calculated. We already intro-
duced this calculation in Equation (8.8), but used some kind of a place-holder
matrix MCP to represent the view and projection setup of the used rendering
setup. In OpenWalnut, we zoom the scene by scaling the OpenGL modelview
matrix MModelV iew. The orthographic projection matrix MP is left untouched
and contains only the scaling to the clip coordinate system and no perspec-
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tive scaling. As we use an unit vector whose w coordinate is 0, perspective
projection matrices work equally well. The zoom level is then defined as
z = |MP MModelV iew(1, 0, 0, 0)
T |. (8.18)
The zoom level is written to a floating point texture, called zoom-map.
Pass 2: LineAO
After the first rendering pass, only the unfiltered ND-map is available. From
Equation (8.7), one can see that we need sr − 1 filtered versions of this map.
To build this Gaussian pyramid automatically, we enable mipmapping for this
texture. In OpenGL, this can be achieved by setting the ND-map’s texture
min-filter to enable mimap generation via glTexParameteri(GL TEXTURE 2D,
GL TEXTURE MIN FILTER, GL LINEAR MIPMAP LINEAR ).
With this, the second render pass has given everything needed for LineAO.
Typically, the second render pass is done using a screen-filling quad with all
the above output textures bound to it. This way, OpenGL calls the LineAO
fragment shader for each pixel of the originally rendered scene of the first pass.
As we also disabled the FBO now, the results get rendered directly onto the
screen.
The LineAO fragment program is now applied to each pixel and evaluates
Equation (8.7). The implementation is straight forward and can be done by a
nested for-loop in GLSL. As the LineAO parameters sr, sh, and r0 are compile-
time constants, the GLSL compiler unrolls the loops and creates optimized
GPU code.
Sampling To avoid artifacts while sampling the hemisphere, we use a Monte
Carlo sampling method. To achieve this, we create a low resolution, ran-
dom vector map R(P ) on the CPU and tile it on the quad to avoid up-
sampling in the LineAO pass. We query two random vectors R1 = R(P )










), which is a point in the texture space, depending on current level and
sample, according to Equations (8.6) and (8.7). The sampling vector ωi is then
defined to be the random vector R1 reflected along R2. This avoids that the
sampling vector ωi is the same on different levels l of the LineAO equation and
thus, avoids sampling in the same direction multiple times.
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Boundary Cases An important point to mention here is the proper handling
of boundary cases, e.g., if P +rω (Equation (8.4)) is outside the texture space.
A simple approximation to handle this is by reflecting the vector ~ω on the
normal nl(P ). Unfortunately, this causes over-estimation if the area around
the border is salient compared to the invisible area and under-estimation in the
opposite case. An alternative solution is to render the scene slightly larger than
the viewport. But to provide the invisible but needed information for global
occluders, the invisible area needs to be impractically large. We decided to
ignore samples outside the texture space. This creates a coherent LineAO
effect at the borders without the risk of overestimation.
With this guideline, one is able to implement LineAO completely on the
GPU. LineAO perfectly fits into the standard graphics pipeline and runs on
consumer-level hardware. The source codes are available in OpenWalnut (see
Chapter 3 for details or online at www.openwalnut.org).
8.4 Results
In the previous section, we have introduced our approach for improved shad-
ing and illumination of dense line data. Our LineAO approach modifies and
extends standard AO and SSAO, making it comply to the requirements and
properties of line data. It phenomenologically creates the ambient occlusion
effect, generating a more realistic image in real-time with greatly increased
spatial perceptibility.
Figures 8.7 and 8.8 show the streamlines around the two main vortices of
a delta wing dataset obtained from a fluid dynamics simulation. Especially
Figure 8.7(a) does not provide any cues that allow derivation of streamline
structure and depth. Our method adds these missing cues and depicts the
folding around the main vortices much better.
Figure 8.9 shows a fiber tractography dataset of realistic size (74 313 lines
containing a total of 11 000 000 vertices). This particular image was published
in LeMonde “20012: la science en images” [P10] in 2012. Figure 8.10 com-
pares this LineAO rendered image with illuminated lines rendering, standard
SSAO from Crytec [131], and ray-tracing using the ray-tracer package POV-
Ray [208]. Although the plain illuminated line rendering does not provide
any spatial cues and only little shape hint due to local specular highlights,
it is still the standard way of exploring large medical data like this. Only
interaction can reveal further structural information. Figure 8.10(b) shows
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(a) Phong illuminated lines
(b) LineAO with Phong illumination
Figure 8.7: Streamlines around the main vortices of a delta wing dataset obtained
from a fluid dynamics simulation. (a) The specular highlights provide local shape
information but are not able to properly represent the folding around the vortices.
(b) LineAO enormously improves the perception of these folding structures.
8.4. Results 167
Figure 8.8: The streamlines around the main vortices of a delta wing as in Fig-
ure 8.7. LineAO works properly with solid geometry and can be combined easily
with other shading methods for surrounding and embedded objects. This image was
published in the gallery of fluid motion [P11] in 2012.
a standard SSAO algorithm applied to the same line data. Although it re-
veals some global structure with a halo effect, the technique generally is not
suited for line data. This can be seen in the under-estimated thin structures
on top of the image as well as on the over-estimated fissures of the Frontal
Lobe. Increasing the number of samples in SSAO does not solve this problem,
as it is still not able to distinguish local and distant occluders properly. For
comparison, we also rendered a ray-traced image, with POV-Ray’s radiosity
approach enabled. As it is not possible to ray-trace lines per se, we have used
thin, arithmetically described cylinders with spheres as joints to describe the
line strips. Besides the enormous calculation time of 14 hours, the POV-Ray
renderer suffers the problem of intense self-shadowing in dense areas, causing
overlapping and dense bundles to be undistinguishable. With LineAO, it is
possible to distinguish individual lines and bundles as well as their layering
even without interaction. It is possible to see the structure of the fissures in
the Frontal Lobe and the layering of bundles in the brain stem.
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Figure 8.9: Deterministic fiber tracking of the human brain, similar to Figure 8.10.
This image was published 2012 by LeMonde in the gallery “20012: la science en im-
ages” [P10]. A similar image is on the front cover of the UC San Diego’s Discoveries
Magazine 2014 [P12].
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(a) Illuminated Lines [117] (b) SSAO [131]
(c) Ray-traced using POV-Ray (d) LineAO with Phong illumination
Figure 8.10: Comparison of different line rendering approaches with a deterministic
fiber tracking of the human brain. The fibers are colored using the tangent-based
directional colormap [145], which is very common in the neurosciences. A prominent
example for comparing each technique is the layering of bundles at the brain stem,
where the Pons and Medulla Oblongata pass into the Spinal Cord. In comparison to
(a),(b), and (c), LineAO (d) is able to show the local structure of fibers in a bundle,
as well as their spatial relation in a global scope, without intense self-shadowing in
dense and overlapping areas. Besides ray-tracing, all methods perform in real-time.
(c) took 14h to compute.
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(a) Illuminated tubes
(b) LineAO with Phong illuminated tubes
Figure 8.11: This picture shows the combination of local illumination, tubes, and
LineAO in a part of the Corpus Callosum (red), Cingulum (green), and Corti-
cospinal tract (blue). The illuminated tubes already provide some structural infor-
mation for each line but make it hard to distinguish individual lines. Their spatial
relation is not completely visible. For example, the shape of the Corticospinal Tract
(blue) is not fully determined with illuminated tubes and seems to be a round bun-
dle. With LineAO, it is immediately clear that this tract has a flat shape. Besides
this, its distance to the Corpus Callosum (red) cannot be estimated with illuminated
tubes, whereas LineAO reveals their closeness.
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(a) s = 8 — 63FPS (b) s = 32 — 37FPS (c) s = 64 — 24FPS
Figure 8.12: Top view of the delta wing vortices, zoomed into the part framed in
Figure 8.7 to show quality difference between the different sample counts. (a) Con-
tains a lot of noise artifacts compared to (b), whereas the visual difference between
(b) and (c) is insignificant.
In Figure 8.11 a selected part of a brain fiber tractography dataset is shown.
The LineAO approach in combination with tube rendering shows spatial rela-
tions of these bundles in a very natural way. Even distinguishing a single fiber
in a bundle is possible. Without LineAO, estimation of vicinity between these
three selected bundles is difficult and bundle shape can only be recognized with
interaction. For example, the closeness of the Corpus Callosum (red) and the
Corticospinal Tract (blue) can be seen very clearly with LineAO, whereas Fig-
ure 8.11(a) provides no visual cue regarding this. Only anatomic knowledge
and interaction with the scene helps to grasp the relevant spatial information.
8.4.1 Performance and Accuracy
In Section 8.3.2, we listed the parameters and our default settings. We have
used these values for rendering all images throughout the paper. Thereby, the
sampling count s influences the overall rendering performance and a trade-
off between accuracy and performance has to be done. Figure 8.12 compares
a drastically zoomed part of the delta wing vortices dataset, rendered with
different sample counts. It clearly shows that sample counts lower than 32
introduce significant noise artifacts, whereas values above 32 only slightly im-
prove rendering quality while diminishing rendering performance drastically.
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8.5(b) 1 000 1 000 000 460 59 37
8.5(a) 1 000 1 000 000 140 42 17
8.7 1 000 3 600 000 260 55 20
8.10(d) 74 313 11 000 000 30 22 16
8.11 564 102 700 500 80 30
Table 8.1: Performance of LineAO for several datasets in comparison to plain
Phong illuminated lines and SSAO [131].
To measure LineAO performance, we used a machine with two Quad-Core
AMD Opteron 2352 processors, 32GB RAM, and a GeForce GTX480 graphics
card. However, the CPU and RAM do not play an important role here since
the computation is done on the GPU only. Table 8.1 compares the frames per
second (FPS) of LineAO with plain Phong illumination at a screen resolution
of 1280 × 1024 pixel and clearly shows that LineAO works in real-time on
todays lower to medium-level consumer graphics hardware (2014).
With this, it is evident that Phong illumination is data-bound, whereas
LineAO and SSAO mainly depend on the number of pixels covered by the
rendered lines. Phong is evaluated for each fragment instead of each pixel,
as LineAO does. This explains why larger dataset sizes do not have a drastic
impact on FPS for the additional LineAO pass, compared to Phong illuminated
lines.
8.5 Discussion
8.5.1 Limitations and Problems
This section is about four major issues associated with LineAO. Although the
first three issues are not imposed by LineAO, they affect it in a general way.
Hence, we explain these issues and show possible solutions to avoid or alleviate
them.
Density
The main limitation of LineAO is that it does not provide improved shading
for very coarse data. In our case, dense line structures provide a high occlusion
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inside the bundles and smooth shadows for salient structures. Very coarse lines
and thin structures naturally do not cause much occlusion. However, this is
what one would expect naturally. But it might be desired in some case to
have improved shading, even if the line data density is not high enough. In
those cases, line structures have to be thickened. A good option to achieve this
is to use a fast tube rendering techniques, like the one introduced by Merhof
et al. [128]. We have used their approach to overcome the density problem in
Figure 8.11(b).
Defining a Minimal Density
The above limitation rises the question whether a minimal density can be
defined. Lines have a certain width on screen in computer graphics. This width
is fixed and independent from any scaling of the scene or the line primitive.
This was the reason for introducing the zoom level z in the term r0z · (j
2 + j)
of Equation (8.7), Section 8.3.1. It copes with the problem of decreasing line
density on screen when zooming in, but also introduces the dependency on the
current camera/view/projection setup. This would allow to define a minimal
screen space line density in dependence on the current camera/view/projection.
Unfortunately, this is of no value for defining a density in eye space for
two reasons: (1) the projection from eye space to screen space is not uniquely
invertible and (2) the intrinsic fixed line width on screen is not related to
any size-measure in eye space. Figuratively speaking, dense line bundles in
eye space might be projected to a single pixel or spread on the whole screen
as thin lines with huge gaps in between. In other words, defining a minimal
density of lines per volume is not feasible.
Self-Occlusion
Another, but general problem is the self-occlusion problem. Although this
is no issue specifically related to LineAO, it affects it. LineAO might even
intensify the problem to a certain degree, as it shades areas that would be
visible otherwise.
Specifically for line data, there are several possible solutions. Akers et al.
[2] introduced a method to interactively filter large line datasets using regions
of interest. This way, occluding parts of the data can be removed manually. An
alternative approach is to automatically filter line data using known structures
as regions of interest. In Chapter 4, we have demonstrated this using known
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anatomical regions in the human brain. Other methods automatically remove
or blend out lines that do not contribute to the understanding of the data [66,
119].
When combining LineAO with one of these methods, it is possible to re-
duce visual clutter and self-occlusion, while retaining spatial and structural
perceptibility of the line data. This was also stated by Günther et al. [66].
Global GPU Memory Access
This is a rather technical issue of LineAO in the context of the current GPU
memory architecture. When reviewing the sampling radius term r0z ·(j
2 +j) of
Equation (8.7), Section 8.3.1 again, it gets obvious that it can grow drastically,
depending on the amount of hemispheres (increasing j) and zoom level. This
is intended and is for capturing global structures in the scene.
From a purely theoretical point of view, there is nothing to argue against
it. When implementing LineAO on modern GPU architecture, huge sampling
radii, which might cover large parts of the texture space, are indeed an issue to
keep in mind. The GPU consists of shader units, which then run the different
shaders. In our case, the LineAO fragment shader, which processes a specific
pixel of the input textures. Each unit has a small, local memory. The GPU
populates this with data of the currently bound textures for the specific area
the shader is processing. This way, each shader can access local data in the
textures very fast. On a higher level, these shaders are organized in groups.
These groups have their own group-shared memory, usually working as global
memory cache. In other words, the memory model of the GPU is designed for
very local operation.
In the context of LineAO, this means that the global sampling is somewhat
contradictory to the local data model of the GPU. The Monte-Carlo sampling
of large texture areas creates a lot cache misses in the shader-local and group
memory. This causes long wait cycles for the whole group to re-populate the
memory, as the global, shared memory access time is tremendously higher.
This is especially true, when considering the fact that a lot of groups will have
cache misses at the same time, causing a lot of synchronization waits. In turn,
this leads to the assumption that a major share of the LineAO calculation time
is caused by global memory access. This assumption is backed up in two ways:
1. We used a very small r0 to ensure that the sampling radius is small and
always stays inside the locally cached part of the input textures. While
increasing r0, we found that there are certain values for r0 where the
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frame rate suddenly changes. To be precise, we found three values for
r0 as we use three hemispheres. Every time a hemisphere gets larger
than the cached texture area, the frame rate suddenly drops, while it
was nearly constant for values in between. The exact values are of no
interest here, since they depend on
• the zoom level z;
• the GPU architecture and the caching strategies;
• and the GPU’s local memory sizes.
2. We used a modern graphics card: the NVIDIA GeForce GTX Titan. In
contrast to the originally used GTX 480, this card has 2688 processing
cores instead of 448. This is six times the computational power apart
from increased clock speeds, memory speeds, and memory bandwidths.
Interestingly, the frame rate of LineAO only doubled for the above ex-
amples. The doubling of the frame rate probably relates to the dou-
bled memory clock and the increased memory bandwidth of the GeForce
Titan, which compensates the increased number of cores waiting for data.
In general, proving or measuring this is hard. The hardware details, internal
structures, the core-assignment, and the caching strategies are not known to
the public. Although OpenGL profiling systems exists, they are not able to
provide useful information on excessive global memory access and related wait
times on a sufficient level of detail.
When considering Table 8.1, it gets clear that this is no critical performance
issue. But it should be considered an issue, when using a very high resolution
for rendering. This way, even the hemisphere used for local occluders tends to
get larger than the local shader memory.
8.5.2 Future Work
Other Methods: A major direction for further research is to combine LineAO
with other line rendering techniques. An example is the halo-based tech-
niques of Everts et al. [52], which is able to provide depth cues for coarse line
structures. To tackle the self-occlusion problem, another option is to combine
LineAO with opacity optimization algorithms [66].
Other Types: Another very interesting direction for further research is about
the application of LineAO with other types of data, i.e. points or complex
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triangle meshes. In 2013, we already explored the possibilities of LineAO for
point-based data. The next chapter will introduce this extension in detail.
Additionally, using LineAO with triangle meshes yielded promising results,
but required some further tweaking of the weighting functions. For example,
we used LineAO in Chapter 5 for Figure 5.3. The advantage of LineAO over
several standard SSAO approaches is the same as for lines: it emphasizes local
details and spatial relations at once.
Sampling Scheme: Another major goal is to adaptively sample the occlusion
integral, depending on density information. This could replace the Monte-
Carlo sampling scheme and might provide more accurate shading, especially
for global occluders. A possible way to achieve this is to estimate the density
of lines in screen space, by using an additional precomputation step. This
step could calculate a map of dense and less dense areas for a given view –
interestingly, this is what LineAO basically does. When combining this with a
map of already sampled pixels, LineAO would be able to achieve a very high
sampling resolution over multiple frames by re-using the previous samples and
focusing on high-density areas. This would furthermore increase smoothness
and accuracy of the shading.
8.6 Conclusion
With current line rendering methods, it is not sufficiently possible to distin-
guish associated bundles of lines and their spatial relation to others locally
and globally. Thus, we proposed a novel approach, tailored towards line ren-
dering. It allows to grasp the structure of bundles and the spatial rela-
tion between structures at local and global scope. The combination with
directed local illumination adds further perceptual cues for the local charac-
teristics of single lines and line bundles. Its simplicity and performance
distinguishes it from other approaches, which use complex, surface-based tech-
niques or expensive precalculations to provide insight into structures. Our
presented method does not require any precomputation and does not
introduce additional geometry for each line segment. The real-time ability,
its consistency under modification and interaction, and the possibility
of combining LineAO with other interactive methods allows it to be used as
add-on to existing approaches in interactive and explorative visualization
environments.
8.6. Conclusion 177
Our approach is a considerable step towards visual quality, spatial percep-
tion, and usefulness of line-based visualization techniques and perfectly fits
into the constraints of modern, interactive data exploration and visualization
environments.
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PointAO – Improved Ambient
Occlusion for Point-based
Visualization
This chapter is based on the following publication:
[P13] – S. EICHELBAUM, G. SCHEUERMANN, and M.
HLAWITSCHKA. PointAO – Improved Ambient Occlu-
sion for Point-based Visualization. EuroVis - Short Pa-
pers. Ed. by M. Hlawitschka and T. Weinkauf. 2013, 13–
17
Online: http://sebastian-eichelbaum.de/pub13b
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9.1 Overview
The Data: Points In many fields of science, the visualization of large amounts
of particles, glyphs and point-based data plays an important role. Typically,
these points and particles have a direct physical meaning and there is a huge
variety of applications, where point data is used.
Generally, the term “point-based data” can be understood in two ways.
1. as an unordered cloud of points, where the positional information is
of relevance. Typical examples include molecular simulations, protein
structures, and spatial laser scans. In these examples, the spatial ar-
rangement of single atoms, molecules, and laser samples is crucial to
understanding the data.
2. as data associated with a point, where the measured or simulated in-
formation is associated with points. These points are usually, but not
necessarily arranged in a lattice. Typical examples include magnet res-
onance imaging (MRI), diffusion tensor imaging (DTI), high angular-
resolution diffusion (HARDI), physical and mechanical simulations, and
much more. In general, one could say that this interpretation includes
nearly all measurement and sampling techniques.
Of cause, this list is not exhausting. It gives an overview on how important
point-based data is in many fields of science and application. The proper
perception of the global spatial relations and local structure are crucial to
understand this particular kind of data and the underlying models.
Visualization of Point-based Data In the context of PointAO, we focus on
discrete visualizations of point-based data. Instead of representing a contin-
uum, the points of the dataset can be visualized directly with glyphs. Glyphs
allow for direct visualization of positional information and associated informa-
tion and do not need any reconstruction step to re-create a continuous domain,
like [4] or [97]. They can capture both cases mentioned in the previous chapter.
Basic representations are spheres, but more-complex objects can describe more
properties of the associated data they represent. With the vanishing memory
restrictions and the increasing data throughput, unstructured point data be-
comes more and more popular and the possibility for direct visualization of
point data often leads to a good first impression of it.
Especially in the area of medical visualisation, a lot of different glyphs are
available, depending on the imaging modality used. Some commonly known
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examples for second-order tensors are super-quadric glyphs by Kindlmann [92]
or tensor splats by Benger and Hege [13]. For visualization of higher order
tensors and HARDI data, other types of glyphs [149, 178] were introduced.
This is only a small list of examples. As PointAO does not rely on a specific
type of glyph or a specific kind of imaging modality, simulation model or use
case, we refer the reader to a survey on glyph-based visualization by Ropinski
et al. [161] for further details.
Besides glyph-based rendering, other researchers use splats and screen-
space processing to create the visual effect of solid surfaces in the point data,
namely Rosenthal and Linsen [162] and Rusinkiewicz and Levoy [168]. Dobrev
et al. [45] have added shadows to their point cloud rendering to improve the
realism of the resulting images.
In the area of molecular visualization, proper shading for improved spatial
perception is known to be important. Several methods for visualizing molecular
structures were published recently that deal with ambient occlusion [65, 201]
and illustrative rendering [239].
The Problem It is known that global lighting effects are very important for de-
termining an object’s position and spatial relations [103, 155, 214, 215]. Hence,
global illumination became popular in recent years, especially in molecular data
visualization. Unfortunately, these methods often suffer several limitations like
immense precalculation costs, reduced accuracy due to needed simplifications,
or limitations towards the simultaneous shading of local and global detail.
For point-based visualization, ambient occlusion is not yet sufficiently re-
searched. Although the application of standard SSAO approaches like Crytek
SSAO [131] improves spatial perception in dense glyph renderings to a cer-
tain degree, they fail to emphasize the shape of the glyphs/splats/points. But
especially with higher-order glyphs, the shape of the glyph is of crucial interest.
Our Solution: PointAO In this chapter, we improve the LineAO method of
the last chapter. It was tailored to the specific problems in line rendering
and its global illumination and shading. We contribute an enhanced screen
space ambient occlusion approach for point and glyph visualization, which
overcomes the before-mentioned problems and provides a greatly improved
structural and spatial perception with simultaneous depiction of
local shape and global structures in real-time, without precompu-
tation. PointAO can be applied to any kind of glyph-based and point-based
visualization, independent of the specific source, modality, and physical mean-
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Figure 9.1: DTI super-quadric glyphs [92] rendered on three orthogonal slices
through the brain. The Phong shaded glyphs on the left do not provide any spa-
tial relation between them. With PointAO on the right, the spatial relations of the
glyphs on the three slices gets obvious. This was not possible before and the fact
that PointAO works in real-time, without any precomputations, makes it a perfect
addition to nearly every point- and glyph-based visualization approach.
ing of the data. In the remainder of this chapter, we refer to all the different
kinds of three-dimensional point data simply as point data.
In the next sections, we shortly recap the important ideas of LineAO and
introduce the necessary changes to improve the visualization of point data. The
chapter closes with several resulting images, showing PointAO in the context
of several application cases and types of point data.
9.2 Background
The very foundation of each ambient occlusion technique is the discrete de-
scription of ambient light that does not reach the point P on a surface with
normal n due to occlusion. When all objects are opaque, we only need to know
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the amount of light being occluded on a hemisphere around P in direction of






(1− V (ωi, P ))〈ωi, n〉, (9.1)
which approximates the ambient occlusion factor at a point of a surface by
sampling the surroundings of P hemispherically. ωi is one of the well chosen
s hemispherical direction samples taken into account. The computationally
most expensive part is the function V (ωi, P ), which describes whether the am-
bient light is reaching P from direction ωi. Most SSAO approaches, including
LineAO, render the scene, the normal information and depth information for
each pixel into a texture. Evaluation of V is then done by sampling around
a pixel P and checking whether the sampled pixel is to the front or to the
back of P , by comparing the previously saved depth buffer of the scene. If
it is in front, it occludes light. Depending on the number of samples s and
the distribution of the sampling directions ωi, this can lead to severe artifacts,
missed occluders, and makes the result dependent on the scaling of the scene
and the sampling distance.
The key element of LineAO is that it computes an average of the AO factors
for multiple hemisphere radii. It increases the radius in each distance-level j,
while reducing the number of samples on outer shells. Additionally, it modifies
the sampling radius depending on the current zoom of the scene to stay con-
sistent and weights the visibility function V by a factor g, which depends on
the depth-distance, distance-level, and light properties of the occluder. This












,j(P, r0z · (j
2 + j)). (9.3)
The only parameters sr, sh, and r0 were described in the LineAO parameter
summary at Section 8.3.2. They represent the number of hemispheres (sr), the
number of samples per hemisphere (sh), and the smallest sampling radius (r0).
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9.3 Method
To achieve the effects of LineAO for glyph rendering, we need to change three
parts of the original algorithm.
Sampling Scheme. As shown above, LineAO reduces the amount of samples
taken into account for each, increasing hemisphere. This can be done since the
algorithm uses a Gaussian pyramid for depth- and normal-maps. Thick, more
distant bundles merge to single objects in higher levels of the pyramid, thus,
reducing the probability to miss them during sampling. This is not the case
for glyphs and points. Even dense areas might contain a lot of holes, which do
not quickly vanish in higher Gauss-pyramid levels. Hence, there is a need for
more samples, even for distant occluders. To achieve this, we change the term
sh
j+1
in Equation (9.3), which defines the decreasing number of samples used in
Equation (9.2) to sh. In other words, PointAO does not decrease the number
of samples per hemisphere, but always uses sh samples. This ensures a better
sampling of distant occluders in point data.
Radius Scaling. The original algorithm as published in 2013 increased the
radius linearly using r0 +jz(P ), where r0 is a predefined minimal radius, j ≥ 0
the current hemisphere, and z(P ) a function denoting the zoom of the scene.
In Chapter 8 we already changed this to the improved version r0z · (j
2 + j), as
shown in Equation (8.7) and Equation (9.3) respectively.
In PointAO, we use 1
1−dj(P )
· z(P ) · (j2 + j · r0) as the radius parameter for
each hemisphere, where dj(P ) is the depth of the pixel P with d being 1 at
the far clipping plane and 0 at the front. The term 1
1−dj(P )
causes pixels to
the front to use a smaller radius, thus, containing more local detail, whereas
pixels further back are influenced more by distant occluders. This creates a
crisp shading at prominent glyphs in front and a smooth shadow on glyphs in
the back.
Weighting function. Finally, we modified the weighting function gl(ω, P )
from Equation (8.10), which weights the occluder influence on P for a given
sampling direction ω at a certain distance-level l. It was a combination of
depth-based weighting and light-based weighting. The light-based weighting
benefits from the fact that bundles of lines merge to surface-like objects with
useful normals on them for increasing distance-level. Due to their shape,
spherical glyphs scatter the light too much, causing it to be over-estimated
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in LineAO. Instead, we combine the depth-based weight with 〈ω, nl(P )〉, as in
Equation (9.1) to better retain the glyphs shape in the shading. This yields
gl(ω, P ) = g
depth
l (ω, P ) · 〈ω, nl(P )〉. (9.4)
as the weighting function for occluders in PointAO, where gdepthl (ω, P ) is the
same depth-based weight as in LineAO (cf. Equation (8.13)).
Implementation We have implemented PointAO the same way as LineAO.
This was described in Section 8.3.4. The above mentioned changes were incor-
porated in the LineAO fragment shader. Everything else was left untouched.
The source codes are available in OpenWalnut (see Chapter 3 for details or
online at www.openwalnut.org).
9.4 Results
To demonstrate our technique, we apply the PointAO rendering to four types
of data. We compare our method to the well known and widely-used Crytek
SSAO [131] approach and Blinn-Phong shaded [18] spherical glyphs. The
performance measures were taken on a GeForce GTX 480, a lower to medium-
level consumer graphics card (2014). We are using FullHD resolution and
naive rendering, without any optimization towards occlusion-culling or similar
geometry reduction techniques. Table 9.1 summarizes the shown examples and
their frame rates for the different rendering techniques.
DTI Super-Quadric Glyphs. Figure 9.1 shows a comparison of Phong shaded
super-quadric glyphs [92], rendered purely on the GPU [76]. The rendering
shows three orthogonal slices through a DTI second-order tensor dataset. Al-
though the glyphs are aligned in a regular grid and the glyphs do not contain
explicit spatial information, it is important to grasp the anatomical context
and structures contained in the data. PointAO’s improved rendering allows
to see the underlying anatomical details as well as the slices itself. The plain
Phong-rendered image did not unveil this information.
Argon Bubble. Figure 9.2 shows a cut through a cube of simulated argon
fluid, which contains an argon gas bubble. The simulation uses a truncated
Lennard-Jones pair [89] potential for the intermolecular repulsion and short-
range dispersive attraction. The standard Phong-shaded spherical glyphs allow
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only to guess that there is a cavity inside the block. Although SSAO clearly
shows the cavity, it provides no further local detail due to the very large radius
needed. Our PointAO approach keeps the global spatial information and shows
the cavity but also unveils the flowing argon gas atoms, which are not clearly
visible in the other approaches.
Flow Particle Data. Figure 9.3 shows traced particles in the leading edge
vortices of an inclined delta wing at four different time steps. Tracers are
seeded on an initial plane (gray) and shown after different time intervals. The
simple glyph rendering does not provide any cue on the spatial structure of the
particles inside the vortex, nor does it provide any cue for estimating depth
distance between the different particle planes and the vortices. The difference
between the SSAO and PointAO renderings are rather subtle at a first glance.
The SSAO rendering provides a structural cue inside the vortices and a subtle
global shading between the planes. This is caused by the very solid-geometry
alike structure, the well chosen SSAO parameters, and an overemphasized AO
factor. Generally, SSAO is much more dependent on well chosen algorithm
parameters, which vary from dataset to dataset. Choosing a smaller radius for
SSAO would emphasize the particles inside the vortex, whereas a larger radius
would emphasize the spatial relation between the planes and the vortices as a
whole. With PointAO, we are able to emphasize local and global structure in
equal measure.
LIDAR Scan. Figure 9.4 shows light detection and ranging (LIDAR) data of
the Golden Gate Bride area. It is an imaging technique that acquires millions
of points on visible surfaces leading to a point-based reconstruction of objects
scanned. Instead of preprocessing the data to obtain surface meshes [4] or
rendering the data after assigning surface normals [97], we directly display
the point data. Especially in the chosen dataset, surface-based techniques
fail to provide sufficient representations of the bridge or the trees in front of
the bridge. Due to the sharp edges of the glyphs, the simple glyph rendering
already shows the basic structure of the Golden Gate bride area. The SSAO
rendering adds additional, very local shading details due to the chosen, small
sampling radius. This can be seen especially in the trees area. Our PointAO
approach provides these local shading details as well, but adds more global
shadows to the scene, e.g., the shadows between the groups of trees and below
the bridge, which are not directly visible in the SSAO image.
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(a) Phong Shading – 30 FPS
(b) SSAO – 19 FPS
(c) PointAO – 12 FPS
Figure 9.2: Cut through an Argon fluid with enclosed Argon gas bubble (3 529 344
particles). The standard Phong shaded rendering (a) indicates the gas bubble inside
but provides no further spatial information. With SSAO (b), one can clearly see the
cavity inside the fluid, but local structures are nearly invisible and the gas particles
inside the cavity can only be depicted clearly in the PointAO (c) rendering.
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(a) Phong Shading – 73 FPS
(b) SSAO – 29 FPS
(c) PointAO – 20 FPS
Figure 9.3: 81 554 Particles flowing into the leading edge vortices of an inclined
delta wing. The differently colored slices describe different time steps in the data.
The SSAO rendering (b) already shows useful spatial information between the differ-
ent time slices, but to achieve this image, we had to put some effort into fine-tuning
the SSAO parameters. Still, the PointAO approach (c) yields much better distinc-













































































































































































































































9.1 Super-Quadric [92]: 82 203 64 22 18
9.2 Spherical: 3 529 344 30 19 12
9.3 Spherical: 81 554 73 29 20
9.4 Spherical: 14 614 901 9 7 5
Table 9.1: Performance of PointAO for several datasets in comparison to plain
Phong illuminated glyphs and SSAO [131].
Figure 9.5: Sampling artifacts on a glyph zoomed to screen size. Although the
artifacts are quite subtle, they are visible in the pattern of the shading. The effect
can be alleviated by increasing the amount of samples per hemisphere sh.
9.5 Discussion
9.5.1 Limitations and Problems
As PointAO is an extension to LineAO, it has the same limitations. A major
difference though, is that glyphs have a spatial extend and are affected by
zooming. They get larger when zooming in and their surfaces begin to show
the sampling pattern used. Figure 9.5 shows this effect. On small and thin
structures, this is not an issue. However, viewing single glyphs at these sizes
is a rather rare case and the visible sampling artifacts are not that strong.
9.5.2 Future Work
Similar to the previous section, PointAO shares its possible future research
directions with LineAO. Especially interesting for PointAO is, whether the
improved sampling scheme, indicated in Section 8.5.2, can make the specific
PointAO sampling scheme superfluous.
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9.6 Conclusion
We have presented an improved version of the LineAO algorithm, which is
optimized towards real-time rendering of point-based data. It is able to
handle arbitrary types of glyphs and does not need any precomputa-
tion, thus, making it ideal for interactive exploration and filtering of data. It
allows simultaneous depiction of local and global spatial relations and
structure in the data, while being consistent under modification and
interaction. The possibility of combining PointAO with other interactive
methods allows it to be used as add-on to existing approaches in interac-
tive and explorative visualization environments.
LineAO as well as PointAO are a considerable step towards the improve-
ment of visualization with regard to visual quality, structural, and spatial
perception.




The importance of visualization in many areas of science cannot be disclaimed.
It is a very powerful tool to grasp and understand the structure of data from
a myriad of different sources. It allows for an effective conveyance of complex
data and enables quick qualitative and quantitative assessments. Visualization
can unveil structures and properties inside the data that statistical measures
cannot. One can see visualization as the interface between the data and the
human mind.
During my research, I intensively collaborated with neuroscientists and
learned that visualization is a very application-dependent science. In fact,
other scientists see visualization as a tool to support them in analyzing their
data, which is true, but falls short on the science behind this “tool”. Especially
in neuroscience, the number of actively used visualization techniques is rather
small. In my experience, this is not necessarily caused by the techniques being
unknown – instead, these techniques are simply
• not proven to be useful in the specific application area,
• too parameter-dependent and complicated,
• and often not available/accessible.
194 Chapter 10. Thesis Conclusions
Tackling this was the major goal of the first part of my thesis. We de-
veloped OpenWalnut to implement different common and novel visualization
techniques to make them available and accessible by neuroscientists. We pre-
sented a tool that was designed to be the common platform for us and our
neuroscientific collaborators. Today, it has reached a stable state and is used
by several groups for research in different areas, not only neuroscience. We
developed a novel visualization approach for functional neuroscience and, al-
though it certainly is not a new de-facto standard visualization technique,
it once more shows the importance of application-specific visualizations. It
helped the scientists to visually understand the anatomical meaning of the
formerly abstract models. Finally, we have evaluated some of the most well
known visualization techniques in the context of three neuroscientifically rel-
evant scenarios. We published this in one of the most important journals of
the neuroscience community to reach the real target community – neurosci-
entists. We have shown the possibilities of visualization and also made clear
that every method, every visualization has its limitations and advantages for
a certain task. This was not done before in the neuroscience community and
triggered the interest of several external groups on our work, visualization and
OpenWalnut.
Visualization is the combination of smart data processing and computer
graphics. The processing methods behind modern visualization get smarter,
faster, and better day by day. However, in my opinion and expressed with some
exaggeration, the graphical representation is often still at the level of the mid
’80s, when Silicon Graphics introduced their IRIS graphics workstation series.
The crux of this statement gets obvious, once looking at the possibilities of
modern computer graphics in comparison to the graphical outcome of today’s
visualization techniques. I am not saying that the graphics in visualization are
bad, but as a matter of fact, they do not exploit the whole spectrum of today’s
possibilities.
This was the reason for working on improvements of existing visualization
paradigms and techniques. The focus lied on the improvement of structural
perception, spatiality, and better visual detection of relations in the data.
This was furthermore fortified by our neuroscientist collaborators, stating that
three-dimensional visualization techniques are often of limited use, since they
do not provide the structural coherency with anatomy and context; not to
mention the missing spatial relationships.
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We have shown that computer graphics techniques help to improve the
structural perceptibility on surfaces at the example of TensorMesh, represent-
ing a whole class of surface-based techniques. With LineAO and PointAO, we
continued to use the screen space paradigm to improve the spatial perception
in line and point data. We achieved to create a technique, able to represent
local and global structures in spatial relation to each other; in a very intuitive
and natural way. Especially for line data, this was not possible before.
Beside its scientific achievement, LineAO also attracted attention in the
press, simply because the rendered images are visually appealing. LineAO was
shown in LeMonde Science Online, 2012: la science en images [P10] and is on
the cover of the 2014 volume of the Discoveries Magazine, the UC San Diego
Health Sciences’ publication about their innovations in research, health care
and education [P12].
We showed that screen space postprocessing is a valuable tool to improve
existing rendering techniques. They do not only create “nice looking pictures”,
but also improve the value of visualization. Expressiveness of visualization is
not only defined by its smart data processing in the background, but also
by its graphical representation and how effective the graphical representation
transports information.
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