ABSTRACT: Regional analysis was used to improve estimates of the probabilities of extreme precipitation events in the Czech Republic. The delimitation of 4 homogeneous regions was based on statistical procedures (cluster analysis of site characteristics and subsequent tests for regional homogeneity). The regions also reflect climatological differences in precipitation regimes and synoptic patterns that cause heavy precipitation. The Generalized Extreme Value (GEV) distribution was identified as the most suitable distribution for modelling maximum annual 1 to 7 d precipitation amounts according to the L-moment ratio diagram and goodness-of-fit tests. Only in the northeast region (which is most prone to the occurrence of extremely high precipitation totals) was the Generalized Logistic (GLO) distribution preferred. The regional approach considerably lessened the between-site variation of estimates of the shape parameter of the GEV/GLO distribution compared to at-site procedures, and the estimates of high quantiles (e.g. 50 yr return values) were more reliable and climatologically consistent in individual regions. Different growth curve shapes are characteristic of the 4 regions, the betweenregion variability being larger for multi-day than 1 d events. Particularly noteworthy is the heavy tail of distributions of 5 and 7 d annual maxima in the northeast region, reflected also in the inapplicability of the general 4-parameter kappa distribution in regional homogeneity tests. A nonparametric statistical test on the value of the tail index supports a hypothesis that data in this flood-prone area may be drawn from a distribution with a very heavy tail for which L-moments do not exist.
INTRODUCTION
Extreme precipitation events in central Europe, in particular those that resulted in the massive summer floods of July 1997 (Odra basin) and August 2002 (Elbe basin), have recently been the subject of many studies (e.g. Brázdil 1998 , Květoň et al. 2002 , Brázdil et al. 2004 , Engel 2004 , Kundzewicz et al. 2005 ,Řezáčová et al. 2005 . One of the most serious limitations of previous statistical modelling of precipitation extremes in the Czech Republic and surrounding central European countries is that design values (i.e. precipitation amounts corresponding to fixed return periods) have generally been derived from analyses of separate datasets at individual sites.
A regional approach to frequency analysis consists in substituting space for time by using observations from different sites in a region to compensate for short timeseries records at individual sites. Taking into account measurements at neighbouring locations, or from particular regions is beneficial from the statistical point of view -frequency estimates of rare events become more reliable and less sensitive to random fluctuations. The method is climatologically sound only if one can assume that basic statistical characteristics of extremes do not differ among sites (regions that meet such conditions are termed 'homogeneous'). The approach is most advantageous for variables such as precipitation that exhibit high and largely random spatial variability.
Regional frequency analysis has become a widelyused tool in hydrological (e.g. Pilon & Adamowski 1992 , Adamowski 2000 , Gottschalk & Krasovskaia 2002 , Kjeldsen & Rosberg 2002 as well as climatological studies (e.g. Guttman et al. 1993 , Naghavi & Yu 1995 , Smithers & Schulze 2001 , Fowler & Kilsby 2003 . As hinted above, it employs observations from a suite of measuring sites in order to estimate probability distributions at any particular location. An example is the 'index storm' procedure; the basic assumption is that the frequency distributions at sites over a homogeneous region are identical except for a site-specific scaling factor, the index storm. The advantage of regional over single-site estimation is greater at the distribution tails, which are of interest in many practical applications, including planning for weatherrelated emergencies and design and operation of water reservoirs.
In this study, a regional frequency analysis based on L-moments (e.g. Hosking & Wallis 1997 ) was used to construct regional growth curves and improve estimates of the design values of extreme precipitation events in the Czech Republic. After a brief description of the data and precipitation characteristics of the area under study (Section 2) and the methods used (Section 3), the results of the 3 main steps of the regional algorithm are dealt with in Sections 4 to 6 -these are the formation of homogeneous regions, the choice of frequency distributions, and the estimation of the parameters and quantiles of the fitted distributions. Two statistical issues that point to very heavy tails of distributions of precipitation extremes and that have not yet been dealt with in the climatological literaturea failure of regional homogeneity tests with the kappa distribution under special conditions, and the results of a nonparametric test on the tail index-are discussed in Section 7. Benefits of the regional approach and concluding remarks are summarized in Section 8.
DATA AND STUDY AREA

Input datasets
Daily precipitation totals measured at 78 stations operated by the Czech Hydrometeorological Institute were used ( The data underwent standard quality checking for gross errors (Coufal et al. 1992) . Sites discordant with the group as a whole were identified using a discordancy measure based on L-moments , and examined for errors or sources of potential unreliability in measurements. However, all values of the discordancy measure larger than the critical value originated from observed outliers (mainly related to the heavy rainfall event resulting in the 1997 floods) and we did not find any physical grounds (based on precipitation patterns related to e.g. orography and atmospheric circulation) to exclude them from further analysis (cf. Fowler & Kilsby 2003) .
Precipitation patterns in the Czech Republic
Relatively large spatial and temporal variability is typical for precipitation in the Czech Republic. In the winter half-year (October to March), precipitation is linked to passages of cyclones and frontal systems, and usually falls from stratiform clouds. Although winter precipitation events are frequently long-lasting (compared to showers and storms in summer) and the number of rainy or snowy days is greater, monthly precipitation amounts are smaller in winter than in summer. Almost two thirds of the total annual precipitation falls in the summer half-year (April to September); produced largely by convective clouds that may or may not be related to atmospheric fronts. At most sites, January-February are the driest and June-July the wettest months (Tolasz 2007) .
Heavy precipitation events result from an inflow of moist maritime air from the North Atlantic (west to northwest advection) and, most importantly, an inflow of warm moist air from the Mediterranean Sea. The influence of the latter tends to be more pronounced in the eastern part of the Czech Republic, in Moravia and Silesia, and cyclones of Mediterranean origin are the frequent cause of multi-day precipitation maxima that may result in flood events (e.g. Š amaj et al. 1983, Š tekl et al. 2001) .
Spatial variability of precipitation is linked to atmospheric circulation as well as orographic features, with mountain ranges in the north and northeast parts of the Czech Republic receiving the largest totals (the mean annual amounts exceeding 1400 mm). The driest lowland areas receive only about 400 mm in mean annual precipitation. The huge spatial and temporal variability of precipitation in the Czech Republic is well illustrated by the fact that storms in the summer season (lasting not longer than several hours) may bring up to 50% of the mean annual precipitation, and that the record-breaking 3 d totals in mountainous areas exceed mean annual precipitation in lowland regions (e.g. Štekl et al. 2001 ).
METHODS
L-moments
Several steps of the regional analysis incorporate Lmoments, an alternative set of scale and shape statistics of a data sample or a probability distribution (e.g. Hosking 1990 , Ulrych et al. 2000 . Their derivation is based on order statistics obtained by sorting the sample {X 1 , X 2 , ..., X n } of n independent realisations of variable X in ascending order {X 1:n , X 2:n , ..., X n:n }; the subscript k:n denotes the kth smallest number in the sample of length n. L-moments λ k are defined as expectations of linear combinations of these order statistics, (1) where E denotes the expectation operator. L-moment ratios are the L-coefficient of variation (L-CV), the L-skewness (τ 3 ) and the L-kurtosis (τ 4 ); except for some special cases of small samples, they take values between -1 and +1.
The kth sample L-moment λ k (k ≤ n) can be estimated as (2) where 
Generalized Extreme Value (GEV) distribution
The cumulative distribution function of the GEV distribution with parameters ξ (location), α (scale) and k The distribution is bounded at from right (left) if k > 0 (k < 0). L-moments are defined for k > -1; the first 3 population L-moments are
where Γ denotes the gamma function. The method of L-moments fits the GEV distribution by choosing its parameters so that the first 3 L-moments λ 1 , λ 2 , λ 3 match the corresponding estimates l 1 , l 2 , l 3 . The resulting L-moment estimators of k, α and ξ are given by (5) where
Generalized Logistic (GLO) distribution
The cumulative distribution function of the GLO distribution with parameters ξ (location), α (scale) and k (shape) is (6) where The distribution is bounded at from right (left) if k > 0 (k < 0). L-moments are defined for -1 < k < 1; the first 3 population L-moments are (7) The L-moment estimators of k, α and ξ are given by (8)
Testing for regional homogeneity
The regional homogeneity tests applied to samples of annual maxima of 1 to 7 d precipitation amounts were those of Lu & Stedinger (1992) and ; refer to these studies for a mathematical description. (Note that in the index storm approach 'regional homogeneity' means that probability distributions at individual locations in a region are identical, apart from a site-specific scaling factor.) Generally, the tests are based on a quantity that measures a selected aspect of the frequency distribution (a 10 yr event in the Lu-Stedinger test, and L-moment ratios in the Hosking-Wallis tests), and compare the 'at-site' estimates with the regional estimate of this quantity. Simulations of homogeneous regions with sites having record lengths the same as the observed data are necessary to estimate the variance of 90% sample quantiles at individual sites (in the LuStedinger test), and the mean and variance of a dispersion measure (in the Hosking-Wallis tests). The number of realisations we performed was 500 in all Monte Carlo experiments; the GEV and kappa distributions (Hosking 1994) were used in the simulations. Three versions of the Hosking-Wallis tests were applied, based on L-CV, L-skewness and L-kurtosis and their combinations.
Goodness-of-fit test based on L-kurtosis
Goodness-of-fit of various candidate 3-parameter probability distributions was evaluated in terms of the difference between L-kurtosis τ 4 of the fitted distribution and the regional average L-kurtosis τ 4 R (Hosking & Wallis 1997) . A comparison with the sampling variability of τ 4 R is performed to assess the significance of this difference. The test statistic is (9) where B 4 denotes the bias and σ 4 the standard deviation of τ 4 R , both obtained by simulations of a homogeneous region with the kappa distribution. The number of replications was 500. The distribution was rejected at the 0.10 (0.05) level if |Z | > 1.64 (|Z | > 1.96).
Test on the tail index
Inference on values of the tail index of heavy-tailed distributions (including point estimates and testing of hypotheses) is a topical issue in statistical literature (e.g. Hill 1975 , Cheng & Peng 2001 , Hasofer & Wang 1992 . (Note that the tail index usually corresponds to shape parameter k of a 3-parameter distribution.) Since L-moments do not exist for some heavy tailed distributions (e.g. the GEV distribution with k ≤ -1), it may not always be possible to use procedures based on L-moments, and the application of an L-moment based algorithm may yield biased results. A nonparametric test on the tail index proposed by Jurečková & Picek (2001 , 2004 ) is employed to verify whether the right tail of an underlying distribution may be as heavy as the tail of the Pareto distribution with shape parameter k 0 or heavier. The test is based on the empirical distribution function of maxima of subsamples; for mathematical details see Appendix. The test is nonparametric and works under weaker conditions than usual point estimators of the tail index.
REGIONALIZATION
In climatologically homogeneous areas with a simple orography (e.g. Belgium; Gellens 2002) the issue of regionalization is easily handled, and all the available data may usually be considered to be drawn (after rescaling) from the same population. Since an area with spatially variable mechanisms leading to heavy precipitation amounts (Šamaj et al. 1983 (Šamaj et al. , Hanslian et al. 2000 (Šamaj et al. ,Štekl et al. 2001 and with a relatively complex orography ( Fig. 1 ) is under study, the basic step of the regional analysis consisted in the formation of regions that are homogeneous according to the statistical characteristics of precipitation extremes.
In accordance with common practice (e.g. Hosking & Wallis 1997 , Smithers & Schulze 2001 , a cluster analysis of 'site characteristics' (longitude, latitude, elevation, mean annual precipitation, mean ratio of summer half-year to winter half-year precipitation, and mean annual number of dry days) yielded a number of preliminary partitionings into groups of sites. The most promising originated from Ward's method of cluster analysis using 4 clusters; it produced relatively distinct clusters of a reasonable size, 2 of them forming large homogeneous areas comprising more than 80% of sites. (Unlike the average linkage algorithm, Ward's method does not suffer from the undesirable snowball effect that results in one big cluster to which smaller clusters are stuck, more and more dissimilar from the mean.) A number of adjustments and reallocations were tested to improve the homogeneity of regions and to make them geographically and climatologically coherent; altogether 35 different partitionings of stations into regions were examined in terms of the Hosking-Wallis and Lu-Stedinger regional homogeneity tests (Section 3.4); for details of the procedure see Kyselý et al. (2005) .
The final partitioning recognizes 4 homogeneous regions (Table 1 , Fig. 2 ) that reflect climatological differences in precipitation regimes and synoptic patterns associated with heavy precipitation. The 2 large regions distinguish between lowland (Region 1) and higher-elevated (Region 2) locations in most of the area of the Czech Republic; while the 2 smaller regions possess distinctly different precipitation regimes. Enhanced mean annual precipitation as well as heavy precipitation amounts due to orographic effects and the greater influence of Mediterranean cyclones is characteristic of Region 3 in the NE part of the Czech Republic. Enhanced mean annual precipitation, a small number of dry days and increased precipitation (including extremes) in winter due to the larger influence of cloud belts and atmospheric fronts associated with Atlantic cyclones, are particular features of Region 4 in the N part of the Czech Republic.
The fact that the regions do not depend on the duration of events (in accord with results of the statistical tests, they are identical for 1 to 7 d precipitation totals) is useful from the practical point of view (cf. Werick et al. 1993 , Smithers & Schulze 2001 . The most elevated and easternmost station, Lysá hora (in the Beskydy Mountains in the NE part of the Czech Republic), cannot be classified into any of the regions; its inclusion in Region 3 (to which it might be geographically allocated) distorts the regional homogeneity. It cannot be concluded without additional precipitation data from the complex terrain of the NE region whether this is only due to sampling variability or reflects real different features of the distribution of precipitation extremes.
Taking into account the area of the Czech Republic (78.9 × 10 3 km 2 ), the number of clusters is reasonable compared to, for example, the 9 regions entering the regional frequency analysis of precipitation extremes in the UK (244 × The stability of the results of the regional homogeneity tests on the final partitioning was examined by a Monte Carlo simulation that consisted of repeatedly removing a given portion of the data (stations) from each region, and performing the tests on the remaining part of the regional sample. These experiments fully supported the homogeneity of the regions formed; there were no occurrences of values of the test statis-247 tics of the Hosking-Wallis test based on L-CV ≥ 2 ('definite heterogeneity') throughout the perturbed samples for all variables (1 to 7 d amounts) and in all regions.
IDENTIFICATION OF REGIONAL DISTRIBUTIONS
L-moment ratio diagrams and goodness-of-fit tests were applied to various candidate extreme value distributions. They included GEV, GLO (described in Sections 3.2 and 3.3, respectively) and other frequently used 3-parameter models, lognormal (LN3) and Pearson Type III (PE3) distributions.
The L-moment ratio diagrams for maximum annual 1 and 5 d precipitation amounts are depicted in Fig. 3 ; the curves show theoretical relationships between Lkurtosis and L-skewness for the candidate distributions. Although the between-site variations in Lmoment ratios are large, it can be clearly observed that the shape of the GEV distribution curve is followed most tightly, while the other distributions are likely to be suitable models in particular regions only.
The applicability of individual distributions was evaluated in terms of Z-statistics based on a difference between the L-kurtosis of the fitted distribution and the regional average of the L-kurtosis (see Section 3.5). The GEV distribution is appropriate for most durations of extreme precipitation events and in most regions, and it is not rejected for any region-duration pair at the 0.10 significance level (Table 2 ). All the other distributions are rejected for at least 36% of region-duration pairs at the 0.10 level, and at least 21% of pairs at the 0.05 level. Comparison of the absolute values of the Zstatistics for individual distributions also supports the superiority of the GEV distribution, with an exception of Region 3 where the GLO distribution is preferred (obvious from Fig. 3 as well) . The tests with the kappa distribution were impracticable in Region 3 for 5 d and 7 d events (see Section 7.1); if the GEV or GLO distribution is employed instead of the kappa distribution in the tests, values of the Z-statistics support the superiority of the GLO distribution for this region. Note that the PE3 distribution is unsuitable for modelling extreme precipitation amounts in the Czech Republic, the only exception being Region 4 in the north (for multi-day 1982) , following a general recommendation of the World Meteorological Organization (WMO), the results published therein (and cited in several recent studies on extreme precipitation events) should be considered unreliable.
REGIONAL GROWTH CURVES AND ESTIMATES OF DESIGN VALUES
To estimate parameters of regional distributions we utilized a regional algorithm based on L-moments (Hosking & Wallis 1997) . Sample L-moment ratios calculated from the data at different sites were combined to give regional average L-moment ratios; analogously to the method of conventional (product) moments, the first 3 L-moments were used to estimate parameters of a given distribution. Two variants of the scaling factor (index storm) were tested, the mean and median of atsite distributions. The accuracy of estimates was determined using a Monte Carlo simulation (bootstrap resampling; e.g. Park et al. 2001) , taking into account the inter-site dependence in terms of correlation matrices (Hosking & Wallis 1997) . 10 000 realisations of all regions were made, and the GEV distribution was used to fit the generated data in Regions 1, 2 and 4 while the GLO distribution was employed in Region 3. The regional relative RMSE of the estimated growth curves are shown in Table 3 . The regional approach considerably reduces betweensite variability of the estimates of the shape parameter (k) of the GEV/GLO distribution. While the at-site analysis (estimation of parameters independently site-bysite) leads to estimates of the shape parameter of the GEV distribution for 1 d precipitation amounts in a broad range between -0.37 and + 0.16 (yielding different extreme value types with k < 0 / k > 0), the values of k in the 4 regions lie in a relatively narrow band between -0.21 and -0.11. The differences among estimates at individual sites become even larger for multiday extremes; again the regional algorithm efficiently lessens the variations although they become more pronounced due to real climatological differences among regions. Regional estimates of k are negative for all regions and durations, and except for multi-day events in Region 4 their 95% confidence intervals (CI) do not include zero (Table 4) . A particularly conspicuous deviation in Region 3 appears for distributions of multiday (3 to 7 d) precipitation amounts, the tails of which are much heavier (corresponding to pronounced negative values of k) compared to other parts of the Czech Republic. While in all other regions the upper tails of regional distributions are heavier for 1 d rather than multi-day events, the opposite pattern is observed in Region 3 (Table 4) .
Use of the median as the scaling factor yields underestimated design values (as expected from the generally heavy tails of the fitted distributions), and the mean is preferred as the index storm. The relationship between the index storm and mean annual precipitation is approximately linear in Regions 1, 2 and 3, the slope being largest (smallest) in Region 3 (Region 1). The existence of this relationship enables design values at ungauged sites to be estimated from mean annual precipitation. In Region 4, the dependence is not observed and values of the index storm are almost identical at all stations.
The main benefits of the regional, compared to the at-site, approach are reduced uncertainty in the design value estimates, and reduced between-site variability that stems from random fluctuations. This is true particularly for the large Regions 1 and 2 where differ-250 Table 3 . RMSE for estimated regional growth curves based on the GEV distribution (Regions 1, 2 and 4) and the GLO distribution (Region 3). F: cumulative probability; The superiority of the regional approach is conspicuous when probabilities of given precipitation depths are estimated (Table 5) . Estimates of return periods of, for example, 1 d amounts exceeding 80 mm based on the at-site analysis are in the order of thousands to millions of years at 10% of sites, although it is easy to reveal (even without any statistical analysis) that real probabilities of such events are much larger in central Europe (the observed 1 d maxima over the period 1961-2000 exceed 80 mm at 63% of examined sites; cf. Samaj et al. 1983; Štekl et al. 2001) . Such an underestimation reflects properties of the particular samples that do not support heavy tails of distributions. The regional procedure leads to estimates of return periods of 1 d totals exceeding 80 mm at all stations in a range of 5 to 137 yr (Table 5) . Similar results hold true for the probabilities of multi-day precipitation amounts where the percentage of sites with unrealistically large return periods (based on at-site data only) of 5 d totals exceeding 150 mm is even higher.
Regional growth curves (derived using the GEV distribution in Regions 1, 2 and 4, and GLO in Region 3) for 1 d and multi-day extremes are depicted in Fig. 4 ; error bounds for the curves are not plotted for the sake of clarity, but they are indicated in Table 3 . (In Region 3, the GEV distribution was applied for comparison, too.) 251 Note that the growth curves are dimensionless and station quantiles can be obtained by multiplication with the station's mean annual maximum of a given duration. The between-region differences in the shapes of the growth curves are very similar for 3 to 7 d amounts, and upper tails of the distributions are much heavier in Region 3 compared to other regions. In Region 4, multi-day extremes are almost Gumbel-distributed (corresponding to zero value of the shape parameter k, and a straight line of a growth curve); Region 4 is the only region where the Gumbel distribution is not rejected at the 0.05 level (cf. 95% CI of the estimates of k in Table 4 ). Deviations between the GLO and GEV distribution in Region 3 are -in the range of return periods useful in a practical implementation of the regional analysis; the 10, 20, 50, 100 and 200 yr return levels are shown by dashed vertical lines -much smaller than differences among regions.
Variations in the shapes of the regional growth curves are relatively minor for 1 d annual maxima (Fig. 4) . Particularly, the growth curves in Regions 1 and 4 are not distinct from each other if the accuracy of the estimates is measured by the RMSE, i.e. the curves overlap within RMSE bounds in a large range of return values. For multi-day precipitation amounts, the regional growth curves are distinct from each other at return levels between 20 and 100 yr (cf. Table 3 ). The regional similarity of growth curves for 1 d maxima was expected since processes leading to heavy 1 d amounts, mostly related to individual storms in summer season, are spatially less variable in the area under study compared to synoptic patterns causing extreme high multi-day totals (e.g. Š tekl et al. 2001).
DISCUSSION
Impracticability of tests with the kappa distribution under special conditions
An interesting statistical issue arose in Region 3: the Hosking-Wallis regional homogeneity tests (Section 3.4) as well as the goodness-of-fit test (Section 3.5) were impracticable for 5 and 7 d precipitation amounts because the L-moment ratios estimated from the data were incompatible with any set of parameters of the general 4-parameter kappa distribution (Hosking 1994) used in the simulations.
To enable the 4 parameters to be estimated from the L-moments ratios, the parameter space must be restricted, and certain conditions ensure the existence of the L-moments and the uniqueness of the parameters, given the first 4 L-moments. This restricted parameter space corresponds to the condition τ 4 < (1+ 5τ 3 2 )/6 that was not satisfied for 5 and 7 d events in Region 3. After a detailed examination of extreme precipitation data in Region 3 we found that the problem was introduced by the occurrence of one year (1997) with extraordinarily enhanced multi-day precipitation totals (related to a flood episode; record-breaking 5 d amounts in July 1997 led to massive floods, affecting the Odra river catchment in particular; e.g. Ř ezáčová et al. 2005) . When the largest observation at each site in the region was omitted, the Hosking-Wallis tests confirmed the regional homogeneity of the reduced data. The homogeneity of the region according to statistical qualities of precipitation extremes, with all data retained, was also supported by the results of the Lu-Stedinger test and by the sample L-moments ratios which were very similar at all stations in Region 3 (at each site they lie within 95% CI of L-moment ratios at all other sites; CI were constructed using a bootstrap method). Very heavy distribution tails of multi-day extremes may be responsible for the failure of the Hosking-Wallis tests; this point is discussed below.
Nonparametric test on tail index
As shown in Section 6, all the regional distributions possess heavy tails with k < 0. Particularly noteworthy is the heavy tail of multi-day extremes in the NE Region 3, reflected also in the inapplicability of the kappa distribution in the Hosking-Wallis regional homogeneity tests. A nonparametric test on the tail index of Jurečková & Picek (2001;  see Section 3.6 and Appendix) was applied to estimate the weight of the right tail of the underlying distribution. The results (Table 6) show that heavy 5 d and 7 d events in this area may be drawn from a distribution with the tail index corresponding to a very heavy tail of the distribution of maxima (tail index m ≤ -1.1). According to simulation experiments, the results of the test depend only moderately on the chosen values of the parameters n and δ (note that small δ leads to slower convergence to the asymptotic distribution but larger threshold a N,m ; see Appendix for the explanation of parameters) and all other tested reasonable combinations of n and δ yield the same findings in Region 3.
Since the tail index and shape parameter k are identical for the GEV and GLO distributions, the test indicates that shape parameter k may be less than -1 for multi-day events in Region 3. This points to the possibility that extreme precipitation amounts in Region 3 may follow a heavy-tailed distribution for which Lmoments do not exist, and the regional procedures must be modified. The test on the tail index has not yet been utilized in climatological literature, and may become a useful tool in inferences concerning statistical models of extreme values.
CONCLUSIONS
A regional methodology is shown to be beneficial compared to an at-site approach to the frequency analysis of extreme precipitation events. It leads to estimates of design values that are less uncertain, and spatial variability of which (related mostly to random fluctuations) is favourably reduced. The 4 homogeneous regions (in the Czech Republic) ensuing from statistical procedures (cluster analysis of site characteristics and subsequent tests for regional homogeneity) also reflect climatological differences in precipitation regimes and synoptic patterns that cause heavy precipitation, and their future applications may not be limited to the frequency analysis of rainfall extremes.
The Generalized Extreme Value (GEV) distribution was identified as the most suitable distribution for modelling maximum annual 1 to 7 d precipitation amounts, according to the L-moment ratio diagram and goodness-of-fit tests. This finding is similar to many other parts of the world where the GEV distribution was found useful in modelling precipitation extremes (e.g. Naghavi & Yu 1995 , Alila 1999 , Kharin & Zwiers 2000 , Brath et al. 2001 , Smithers & Schulze 2001 , Sveinsson et al. 2001 , Gellens 2002 , Fowler & Kilsby 2003 , Semmler & Jacob 2004 . Only in Region 3 in the NE (which is most prone to the occurrence of high precipitation totals) is the GLO distribution preferred. Negative regional estimates of shape parameters of both distributions reflect heavy tails of precipitation extremes. Note that the GEV and GLO distributions with a negative value of the shape parameter are distributions with the same weight of the (heavy) upper tail, and their probability density functions converge to zero more slowly than those of other candidate 3-parameter distributions examined (LN3 and PE3). The regional approach considerably lessens the between-site variation of estimates of the shape parameter of the GEV/GLO distribution compared to at-site procedures, and the estimates of design values are more reliable and climatologically consistent in the individual regions. Differences between distributions (in cases when more than one statistical model is appropriate) are generally smaller than differences between the regional and at-site approaches, which further supports the superiority of the regional algorithm. Considerable differences between the 4 regions in the shapes of the growth curves also indicate that the homogeneous regions are useful and reasonable for modelling probabilities of precipitation extremes. The between-region variability is almost identical for 3 to 7 d totals, and generally larger for multi-day than 1 d events. This is because the latter are related to mechanisms (mostly convective storms in the summer halfyear), the spatial variability of which is relatively minor (Štekl et al. 2001) . Unlike the 1 d extremes, heavy multi-day precipitation is usually associated with slowly moving cyclones over central Europe, an influence of which tends to be enhanced in the NE part of the Czech Republic.
It is likely that appropriate modifications of the regional algorithm can improve its performance and the reliability of design values (e.g. Sveinsson et al. 2001) . Future directions and challenges involve incorporation of peaks-over-threshold methodology and covariates (time-dependency) into regional extreme value models (e.g. Coles & Dixon 1999 , Katz et al. 2002 and the development of a region-of-influence approach (Holmes et al. 2002) . The issue of timedependency is particularly opportune since an increase in the frequency and severity of heavy precipitation is expected and/or observed over large parts of Europe (e.g. Booij 2002 , Frich et al. 2002 , Christensen & Christensen 2004 , Pal et al. 2004 , and the currently disastrous impacts of high precipitation amounts and floods on human society may become even more pronounced in a future climate. The present analysis constitutes bases for more sophisticated regional models of extremes in a non-stationary climate. 
