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ABSTRACT
The objective of this dissertation is to develop computational tools for studying the way
processes of information spreading in a complex system are related to the organization of
interactions among the constituents of the system. We are interested in understanding how
topology and sequencing of interactions affect information transmission on networks, and
how these properties of the network may be optimally designed to achieve desired outcomes
of information transmission.
In Part I, spreading and consensus dynamics on time-varying networks are studied to
explore how system parameters and network structures affect the process of information
transmission. To understand how a given network feature affects the dynamics of processes
occurring on the network, we compare measurements of such dynamics against the same
measurements on a randomized reference model that lacks the feature in question. Structure-
preserving randomization protocols are proposed and analyzed using spreading dynamics
to reveal the potential bias of a commonly used reference model. Consensus dynamics on
time-varying networks is systematically explored with the proposed randomization protocols.
Simulation results highlight the sensitive dependence of the speed of consensus formation on
the distribution of nodal lifetimes.
In Part II, we develop tools for constrained design optimization that are motivated by i) the
natural decomposition of some optimal control problems into weakly coupled sub-problems
and ii) an initialization-free solution strategy based on principles of parameter continuation.
The resultant computational platform, implemented in the coco package, generalizes to
arbitrary optimization problems with composite constraints. Using a predefined library of
adjoints of common integro-differential boundary-value problem operators, this platform
automates the construction of the necessary conditions for stationary points and extrema,
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also in the presence of inequality constraints. Examples from the theory of dynamical systems
and optimal control show the application of an existing method of successive continuation
to equality-constrained optimization problems, as well as an original generalization that also
accommodates finite-dimensional inequality constraints.
In Part III, we apply the platform developed in Part II to a class of optimal control prob-
lems for efficient information transmission on networks. We are particularly concerned with
the optimal control of synchronization of phase oscillators on static networks and spread-
ing dynamics on time-varying networks. Here, the control inputs are time-varying coupling
strengths and transmission probabilities, respectively, that apply uniformly across all inter-
actions. Motivated by the numerical results obtained using the computational platform, a
unified analytical framework is shown to generically reduce these optimal control problems
to a set of reference problems without differential constraints that may be solved analyti-
cally. The derivation shows that input homogeneity across the network results in universally
constant optimal control inputs. Analysis of these predictions suggests that heterogeneity
of both static and dynamic network structures can negatively affect the ability to achieve
optimal information spreading.
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Complex systems are characterized by the emergence of nontrivial dynamics that is not
present in the individual agents that constitute the system. Key ingredients in making such
emergence possible are the identity and sequencing of interactions among the agents, which
transmit information about the agents’ internal states through the system.
To understand the relationship between the structure of the interaction network and the
system’s function, this dissertation studies the way processes of information transmission
are related to the topological and time-dependent connectivity of interactions. On the one
hand, we associate the dynamics of epidemic spreading and opinion dynamics with the
underlying interaction networks. On the other hand, we explore the design and control of the
connectivity in order to achieve a certain level of information transmission and, ultimately,
optimal function of the complex system.
To accommodate the second goal, we develop a computational platform and implement
a solution paradigm suitable for optimization in the presence of differential equality and
integral inequality constraints that decompose naturally into weakly coupled sets of sub-
constraints. We apply this toolbox to a class of optimal control problems on static and time-
dependent networks with emphasis on the selection of control inputs to achieve synchrony
or widespread consensus given realistic constraints.
Each of the following five chapters reproduce material already published or under review
for publication in archival journals. In this chapter, we provide background information,
describe the general context of this study, and summarize the key contributions of this
dissertation.
1
1.1 Objectives of this work
As noted above, the notion of emergence is important for distinguishing a complex system
from one that is merely complicated. Emergence is a collective behavior of a complex system
that results from coordination among its constituents. An example of such emergence is the
self-organization of an insect colony to meet the needs of survival under varying environ-
mental conditions. Indeed, robustness to environmental changes is a common characteristic
of such emergent behavior.
Emergence may be explored in general in terms of two interwoven forms of dynamics: that
of the properties of individual agents and of their interactions, respectively. In a system that
is not complex, the dynamics of the properties of individual agents do not depend on the
interactions between agents, and these interactions also occur independently of the properties
of the agents. In contrast, when interactions matter, the properties of individual agents in
the system may exhibit behaviors that are not present in isolation. These behaviors may in
turn affect the dynamics of interactions in the system. An example is the transmission of
disease in a social network, where interactions result in infection and the infection changes
the occurrence of interactions. Studies that attempt to analyze such mutual coupling are
typically model-based [2, 3].
In this dissertation, we are primarily concerned with studying the implications of given
interactions to the dynamics of the properties of individual agents in complex systems.
This is referred to as the dynamics-on-network paradigm [4]. In this paradigm, the set of
interactions is represented by a network graph, whose nodes correspond to individual agents,
combined with a priori information about the activity along edges between pairs of nodes.
We refer to such a graph as an interaction network. In the examples in this dissertation,
interaction networks are obtained from empirical and synthetic data sets.
Given such interaction networks, a natural question to ask is how their structure affects
the systems’ function. This is a core question in the field of network science. Depending on
the type of structure and the type of system function, one may ask more specific questions.
For example, in the study of social insects, one may be interested in the relationship between
interaction patterns in a colony and the process of task differentiation among the individual
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insects [5]. Similarly, in studying synchronization phenomena among phase oscillators, one
may ask whether heterogeneity in coupling is beneficial [6]. In this dissertation, function is
conceptualized in terms of efficient information transmission, and the network structures of
interest involve both graph topology and temporal character of edge activity. We attempt
to answer the core question by
• studying the way processes of information transmission are related to the structure of
interaction networks; and
• solving optimal control problems that regulate network coupling to achieve a certain
level of information transmission.
1.2 Network structure
In practice, it is useful to take into account the relevant time scales on which the pattern of
interactions and the variations in the agents’ properties, respectively, evolve. These could
be either significantly different or comparable. In the case that they are of the same order,
it is necessary to consider both in any effort of analysis or modelling. In contrast, when one
time scale is significantly slower than the other, it may be fruitful to treat the corresponding
dynamics as effectively constant. For example, in a transportation network, the time scale
of the dynamics of interconnections (e.g., highways) between nodes is very slow relative to
the time scale describing the flow of traffic at such nodes. In this case, it typically suffices to
treat the transportation network as a constant given, upon which the flow of traffic evolves.
The simplest interaction networks considered in this dissertation are static networks with
persistent activity along all edges. To characterize the structure of such a network is to
describe its topology. For a large network, this typically means quantifying the distributions
of various measures of connectivity across the network [7]. One such measure is the degree
which describes the number of edges emanating from a node. Other commonly used nodal
measures include the betweenness, which counts the number of shortest network paths going
through a node, and the closeness, which equals the inverse of the average distance from all
other nodes.
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The degree distribution P (k) of a network is defined as the fraction of nodes in the network
having degree k, which can be equivalently interpreted as the probability that a node chosen
at random has degree k. This distribution presents the most basic topological characteriza-
tion of the network. A scale-free network is a network whose degree distribution follows a
power law P (k) ∼ k−γ. Such a heterogeneous and heavy-tailed degree distribution has been
widely observed in empirical data sets [8].
Similar measures can be defined for edges. If each edge in a network is assigned a weight
representing the interaction strength, one obtains a weighted static network. It follows
that the edge weights characterize the importance of individual edges in the same way as
the nodal degrees characterize the importance of individual nodes. Edge betweenness can
then be defined as the number of shortest paths between pairs of nodes that include a
given edge [7]. Heterogeneous edge weight distributions have also been widely observed in
empirical data sets [9].
In real-world networks, connections between nodes are not always persistent; e.g., the
pairwise connections in human face-to-face networks are not always active. In these cases,
it is important to associate each edge with information about the onset and termination
of individual interactions, yielding temporal or time-varying networks [10]. The addition of
the temporal dimension significantly complicates the characterization of the structure of a
network. Two simple measures of temporal structure are the frequency of interactions of
individual nodes or along individual edges.
The timings of interactions can be used to characterize more nuanced temporal patterns in
time-varying networks. Given a sequence of interactions involving a particular node or along
a particular edge, the time gaps between subsequent interactions are the node interevent
times (node IETs) and edge interevent times (edge IETs), respectively. A universal feature of
real-world communication networks is burstiness [11], which is characterized by the presence
of a heavy-tailed distribution of node/edge IETs. Further, the timings of the first and last
interactions involving a particular node or along a particular edge determine the lifetime of
the node/edge. Here, the first and last interactions represent the activation and deactivation,
respectively, of the node/edge. The difference between activation and deactivation timings
gives the lifespan of the node/edge.
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Given a temporal network represented by a sequence of interactions, a static network
may be constructed by aggregation. One form of aggregation is the construction of an
unweighted network such that every interaction in the temporal network is represented by
an edge in the static network, and vice versa, and the number of interactions is ignored.
Another form of aggregation is the weighted network, which associates a weight with each
edge that is proportional to the number of interactions between the corresponding nodes.
When it comes to associating structure and function in a temporal network, one may ask if
it suffices to analyze these static aggregations. In this dissertation, we will provide a partial
answer to this question by comparing the dynamics of information transmission on empirical
time-dependent network data sets and their static aggregations.
1.3 Dynamics of information transmission
In the first half of this dissertation, we seek to relate the dynamics of information trans-
mission with the underlying structure of interactions. We simulate agent-based dynamics
on several empirical network data sets, including publicly available human interaction and
proximity networks, as well as honeybee trophallaxis networks obtained by Tim Gernat and
his collaborators [12]. We compare simulation results on each network against those from
randomized networks to infer statistically the impact of connectivity patterns on the system
dynamics. We also simulate agent-based dynamics on synthetic networks with tunable tem-
poral structures to perform similar statistical inferences and validate the obtained results.
In this dissertation, we consider two complementary dynamical processes for the character-
ization of information transmission, namely, spreading dynamics and consensus dynamics.
1.3.1 Spreading dynamics
We first study spreading dynamics on time-varying networks using the deterministic SI
model [4]. In this model, an individual can be either susceptible (S) or infected (I). Here,
susceptible individuals become infected when they interact with other infected individuals,
while infected individuals remain permanently in that state. Infection serves as a stand-in for
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more general forms of information that may be transmitted through the network. Although
this model does not allow for more complicated dynamics such as infected individuals recov-
ering and possibly becoming immune to further infection, it provides a compact yet powerful
tool to characterize spreading dynamics.
There is a lively debate in the literature about whether networks with burstiness sup-
port faster or slower spreading dynamics than those without burstiness [4]. To answer this
question, one compares the spreading dynamics on an empirical network with a high degree
of burstiness with the same dynamics on randomized networks that are constructed from
the empirical network in a way that destroys burstiness. Both speed-up and slow-down
have been observed in such computational studies. To our knowledge, prior to [12], the
randomized networks used in these analysis were obtained using the permuted-time (PT)
randomization protocol. This protocol destroys burstiness but may also change several other
temporal structures. This could potentially invalidate any conclusions about the effects of
burstiness on spreading dynamics.
To eliminate the potential bias of PT and provide more insight to this debate, this disser-
tation analyzes two alternative structure-preserving randomization protocols; the permuted-
time-preserving-nodal-lifetimes protocol (PTN) [12] and the permuted-time-preserving-edge-
lifetimes protocol (PTE), original to this dissertation. While PTN generally changes edge
lifetimes, PTE automatically preserves node lifetimes. In [12], the development of PTN was
motivated by concern about the influence of the mortality of individual bees on the anal-
ysis of the interaction network in an experimental insect colony. In that study, simulated
spreading results on PT and PTN were qualitatively close.
In this dissertation, we apply PTN to four publicly available empirical network data
sets, including a proximity interaction network in an ant colony, a sexual contact network
estimated from interactions in a web forum, and two human face-to-face social network data
sets, all of which display burstiness. The first two network data sets exhibit significant node
turnover dynamics with nodes entering and leaving the networks dynamically. The two face-
to-face networks, in contrast, have significant node ongoing dynamics, where nodes are active
throughout the whole observation window. Simulation results indicate that the predicted
spreading speed can change considerably with the choice of randomization protocol. For
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example, PT can predict slower spreading dynamics than PTN, likely due to PT increasing
node lifespans and mean node IETs, which are preserved by PTN.
To highlight the influence of edge lifetimes on the association between burstiness and
spreading dynamics, synthetic networks are used in this dissertation since these allow in-
dependent tuning of edge lifetimes and edge burstiness. Using such networks, we find an
increasingly large difference between the predictions of the PT and PTE protocols when the
heterogeneity of edge lifespans increases. In addition, we find that spreading on synthetic
networks with significant burstiness is slower than on the PTE randomized networks. This
indicates the slow-down effect of bursty edge IETs.
The Monte Carlo method is used in this study when random variables or stochastic pro-
cesses are involved, e.g., in the selection of the initial locus of infection and the construction
of randomized reference networks. We generate sufficiently many samples or realizations
to observe convergence of the means of key measurements, and then use these means to
perform analysis. Mean-based analysis has been widely used in the field of time-varying
networks [13, 14, 15, 16, 17].
1.3.2 Consensus dynamics
As an alternative to spreading dynamics models, this dissertation also studies consensus
dynamics as a complementary tool for understanding information transmission in complex
systems. In the SI model, infection spreads in the outward direction from an initial locus of
infection, and once infected, an individual remains infected forever. In contrast, in a consen-
sus dynamics model, the state of an individual continues to vary in response to bidirectional
interactions with other individuals. As a result, information accumulates at individual nodes
and gets modified by repeated interactions. A state of consensus is achieved when all or a
subset of individuals share the same state. Examples of consensus dynamics models include
opinion dynamics [18], voter models [19], and phase oscillators [20].
Opinion dynamics on static networks has been well studied [18, 21, 22, 23]. To analyze
time-dependent networks, we propose four generalizations of existing opinion dynamics mod-
els for static networks. The first two simply apply the existing models to the unweighted and
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weighted static aggregations of the time-varying networks. In contrast, the second two gen-
eralizations apply models with asynchronous and synchronous updates, respectively, directly
to the time-varying networks.
We simulate opinion dynamics on empirical network data sets and synthetic networks.
The four empirical network data sets include three human face-to-face network data sets
from different settings, and a honeybee proximity interaction network. The three human
interaction networks are carefully selected for their different spatial and temporal charac-
teristics. The synthetic networks are constructed based on a modification of activity-driven
networks [24, 9]. In this modification, a fraction of turnover nodes is selected randomly,
and these nodes are excluded from the construction of synthetic networks in a fraction of
generative steps. The distribution of nodal lifetimes is then controlled by the values of the
two fractions.
As in the case of spreading dynamics, we compare means and standard deviations of the
average square opinion distance between two different nodes, computed on an ensemble of
realizations of the consensus dynamics for each network and a collection of corresponding
randomized reference networks. For the first three generalizations of the opinion dynamics
model to time-varying networks, such realizations include randomly selected initial condi-
tions and randomly selected asynchronous updates. In the fourth generalization, only the
initial conditions are randomly selected.
The findings of this study again demonstrate the importance of selecting appropriate ran-
domization protocols. If only PT is applied, one may conclude from the comparison of
simulation results that the speed of consensus formation is affected by the burstiness or the
order of interactions [25]. With the established randomization framework, however, we find
that the speed of consensus formation is significantly affected by nodal lifetimes instead of
burstiness. Moreover, we consistently observe that the speed of consensus formation on the
temporal networks is slower than the speed over their static aggregations. In addition, the
speed of consensus formation on the unweighted aggregation of each empirical network is
faster than the one on the weighted static aggregation of the network. These observations
suggest that restricting attention to static aggregations fails to capture the nature of in-
formation transmission in the time-varying networks. This failure is even worse when the
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unweighted static aggregations are considered.
1.4 Optimization of information transmission
In the second half of this dissertation, we are interested in the optimal design of connec-
tivity on interaction networks to achieve a desired level of information transmission. We
formulate optimal control problems for continuous-time models of both spreading dynamics
and consensus dynamics and ask how the network structures affect the selection of optimal
inputs.
As a continuous-time model of consensus dynamics, we study synchronization on (finite
and continuum-limit) static networks of coupled phase oscillators [26]. The convergence rate
to a state of synchronization is here determined by the topology of the network and the edge
weights, which represent the coupling strengths between oscillators. Previous work has used
convex optimization to study the optimal design of network topology and time-independent
weights for maximizing this convergence rate [27, 28, 29]. Here, we follow [30] by regarding
the coupling strengths as time-varying functions that can be chosen to achieve desired rates
of convergence. When the coupling strengths are allowed to be different, [30] shows that the
optimal selection involves nontrivial functions of time. In this dissertation, we ask whether
this remains true when coupling strength homogeneity is assumed.
As a continuous-time model of spreading dynamics, we study spreading dynamics on
continuum-limit activity-driven networks. These are synthetic time-dependent networks
constructed to model heterogeneous activity at different nodes. While there are many studies
on the optimization and control of epidemics on static networks [31, 32, 33, 34, 35, 36],
reported studies on the optimal control of spreading dynamics on time-varying networks are
limited. In this dissertation, we consider SI spreading dynamics on activity-driven networks
with homogeneous infection probability across all edges.
In both cases, we consider three optimal control problems, namely, maximum synchro-
nization/prevalence of infection, minimum effort, and minimum time. Interestingly, un-
der the assumption of homogeneity, numerical results indicate that the optimal coupling
strengths/infection probabilities are constant functions of time. We show that this is a con-
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sequence of input homogeneity by deriving a general theory for dynamical systems of the
form ẋ = u(t)f(x) for some scalar-valued function u(t). Through time-rescaling, we arrive at
an equivalent set of reference problems without differential constraints provided that certain
nondegeneracy conditions are satisfied. These reference problems may be solved analytically
to obtain the optimal u(t) = constant.
Predictions from this analytical framework show that more effort is needed to achieve a
desired level of synchronization in the network of phase oscillators for higher degree hetero-
geneity. Further, as the level of heterogeneity increases, more time is required to achieve a
certain level of synchronization with a given amount of effort. We make similar observations
in the case of spreading dynamics on activity-driven networks when the level of temporal
heterogeneity of activity increases.
1.5 Computational optimization and parameter continuation
The optimal control problems considered in the previous section are examples of constrained
design optimization problems with differential constraints. In Part II of this dissertation,
we develop a computational platform to construct such problems efficiently and solve them
using parameter continuation.
Parameter continuation is a well-established technique for a global study of constraint
manifolds. As first shown by Kernévez and Doedel [37], parameter continuation can be
used in a search strategy for optima of scalar objective functions along such manifolds.
In particular, this strategy satisfies the first-order necessary conditions for optima using
successive stages of continuation. Importantly, the first stage is initialized with vanishing
Lagrange multipliers, thereby eliminating the need for an initial guess for these variables
close to the final answer.
To illustrate the method, consider a set of under-determined nonlinear equations f(x) = 0
in terms of a smooth function f . The set of solutions on a neighborhood of a regular solution
point coincides with an embedded manifold. The purpose of parameter continuation is to
construct a description of such a solution manifold in terms of a representative collection of
discrete solutions. Starting from a known solution on the manifold, the algorithm determines
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the next solution in two steps. A predictor generates an initial guess and a nonlinear solver
corrects this guess through a sequence of iterations until the governing equations are satisfied
for a given tolerance. By iterating this paradigm, a sequence of solutions on the manifold
can be obtained.
In the search strategy proposed by Kernévez and Doedel [37], each stage of continuation
occurs along a one-dimensional submanifold of the constraint manifold. Such submanifolds
are obtained by imposing additional constraints. Consecutive manifolds are designed to
intersect, allowing the technique to proceed from the initial guess with vanishing Lagrange
multipliers to a local optimum. A unique feature of this method is the reliance on the
intersection of the initial solution manifold (with vanishing Lagrange multipliers) with a
secondary manifold (with nonvanishing Lagrange multipliers) at a singular point. This
branch point coincides with a stationary point of the objective function along the initial
manifold.
It is expected that Kernévez and Doedel’s strategy is particularly suitable for problems in
which the constraint manifold is of much lower dimension than the dimension of the variable
space. Here, each iteration of the search strategy results in a point on the constraint manifold.
More general techniques that also apply to problems with large manifold dimensions include
gradient descent and trust-region methods [38]. In these techniques, iterates do not necessary
lie on the constraint manifold. The parameter continuation method also provides a more
systematic search for all local optima within a given volume. The computational cost of either
of these techniques grows with the number of variables and depends on the sparsity of various
Jacobian matrices [39, 40]. The Kernévez and Doedel strategy is further challenged by the
combinatorial cost associated with the selection of consecutive one-dimensional manifolds.
Several software implementations of numerical parameter continuation have been devel-
oped for general purpose use. These include auto [41], matcont [42, 43] and coco [44].
Special purpose toolboxes support continuation along one-dimensional manifolds of equilib-
ria, periodic orbits, and solutions to general boundary-value problems through appropriate
discretization. Branch switching as required by the Kernévez and Doedel strategy is a com-
mon feature.
Among the available software, the matlab-based coco package relies on a unique embed-
11
dable construction philosophy where larger problems are assembled from smaller ones. coco
is suitable for problems in which the constraints can be decomposed into a set of weakly
coupled sub-constraints. For this purpose, coco includes basic problem constructors and
specialized toolboxes for constructing constraints associated with algebraic, differential and
integral operators. In this dissertation, we develop a complementary library of constructors
that generalize the coco paradigm to the staged construction of the necessary conditions
for local optima. We show how straightforward it is to apply the search strategy of Kernévez
and Doedel, and a generalization to inequality constraints using this new version of coco.
In addition to the material in Part II of this dissertation, the reader may refer to the tutorial
documentation included with the coco software release [44] and a textbook [45] for more
details about parameter continuation.
1.6 Dissertation outline
This dissertation is divided into three parts. In Part I (consisting of Chapters 2 and 3),
the dynamics-on-network paradigm is used to explore how system parameters and network
structures affect dynamical processes on temporal networks. In Part II (consisting of Chap-
ters 4 and 5), we develop a computational platform suitable to optimization with composite
constraints that can be decomposed into weakly coupled sub-constraints. In Part III, we ap-
ply the tools developed in Part II to solve a class of optimal control problems for information
transmission on complex systems. We are particularly interested in how network structures
affect the selection of optimal control inputs.
The content of Chapter 2 is reproduced from Li, Rao, Gernat, and Dankowicz, “Lifetime-
preserving reference models for characterizing spreading dynamics on temporal networks,”
Scientific Reports, 8(1), art. no. 709, 2018 [46], and included here with permission from the
publisher. Li made major contributions to the conceptualization of this study, development
of methods, analysis of data, and writing of the manuscript. This paper presents the analysis
of the PT, PTN, and PTE randomization protocols, and their use in analyzing epidemic
spreading dynamics on empirical and synthetic data sets. The results show the importance
of structure-preserving reference models and reveal the potential bias of the most popular
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randomized reference model. They further provided insight into the influence of burstiness
and other temporal structures on the spreading dynamics.
The content of Chapter 3 is reproduced from Li and Dankowicz, “Impact of temporal
network structures on the speed of consensus formation in opinion dynamics,” Physica A:
Statistical Mechanics and its Applications, 523, pp. 1355–1370, 2019 [9], and included here
with permission from the publisher. In this paper, we propose generalizations of opinion
dynamics models on static networks to temporal networks to explore the impact of temporal
structures on the speed of consensus formation. We follow a similar approach to the analysis
in previous chapter, by comparing simulations of consensus formation on empirical and
synthetic temporal networks and their randomized reference models. The results highlight
the sensitive dependence of information transmission on the distribution of nodal lifetimes.
The content of Chapter 4 is reproduced from Li and Dankowicz, “Staged construction
of adjoints for constrained optimization of integro-differential boundary-value problems,”
SIAM Journal on Applied Dynamical Systems, 17(2), pp. 1117–1151, 2018 [47], and included
here with permission from the publisher. In this paper, we establish an object-oriented
construction paradigm of adjoint contributions to the necessary conditions for local extrema
in constrained design optimization problems. This paradigm is implemented in the software
package coco and mirrors the object-oriented construction of composite constraints, for
example, multi-segment boundary-value problems. A predefined library of realizations for
common types of integral, differential and algebraic constraints is developed. As an example,
this is applied to the optimal design of a transfer trajectory between two periodic orbits in
the circular restricted three-body problem using a method of successive continuation.
The content of Chapter 5 is reproduced from Li and Dankowicz, “Optimization with
equality and inequality constraints using parameter continuation,” Applied Mathematics and
Computation, 375, art. no. 125058, 2020 [48], and included here with permission from the
publisher. In this paper, we generalize the successive continuation paradigm proposed by
Kernévez and Doedel [37] to the case of simultaneous equality and inequality constraints.
Complementarity functions are used to define relaxed complementary conditions such that
unilateral constraints, dual feasibility, and complementary slackness in KKT conditions are
converted into a set of nonlinear equations. Then an augmented continuation problem
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is constructed, and the KKT conditions are satisfied at the end of successive stages of
continuation. The technique is illustrated using coco in the context of an inverted pendulum
optimal control problem.
The content of Chapter 6 is documented in the manuscript Li and Dankowicz, “A uni-
fied analytical framework for a class of optimal control problems on networked systems,”
currently in review [49]. In this paper, we consider the optimal control of information trans-
mission in several complex systems. Motivated by an observation in Chapter 3 regarding
the dependence of consensus formation on convergence parameters, we investigate the opti-
mal control of coupled phase oscillators to enhance consensus. The computational platform
developed in Part II is used to solve the formulated optimal control problems assuming ho-
mogeneous control inputs. Computation suggests that the flexibility of time-dependence of
the control input is not beneficial to optimality. Based on this observation, we develop a
unified analytical framework to reduce several types of optimal control problems with homo-
geneous inputs to reference optimization problems without differential constraints that can
be solved analytically. Such a framework is further applied to synchronization of the coupled
phase oscillators in the continuum limit with embedded degree distribution and spreading








SPREADING DYNAMICS AS A MODEL OF
INFORMATION TRANSMISSION
To study1 how a certain network feature affects processes occurring on a temporal network,
one often compares properties of the original network against those of a randomized refer-
ence model that lacks the feature in question. The randomly permuted times (PT) reference
model is widely used to probe how temporal features affect spreading dynamics on temporal
networks. However, PT implicitly assumes that edges and nodes are continuously active
during the network sampling period – an assumption that does not always hold in real net-
works. We systematically analyze a recently-proposed restriction of PT that preserves node
lifetimes (PTN), and a similar restriction (PTE) that also preserves edge lifetimes. We use
PT, PTN, and PTE to characterize spreading dynamics on i) synthetic networks with het-
erogeneous edge lifespans and tunable burstiness, and ii) four real-world networks, including
two in which nodes enter and leave the network dynamically. We find that predictions of
spreading speed can change considerably with the choice of reference model. Moreover, the
degree of disparity in the predictions reflects the extent of node/edge turnover, highlighting
the importance of using lifetime-preserving reference models when nodes or edges are not
continuously present in the network.
2.1 Introduction
Networks provide a conceptual framework for the study of a wide range of complex systems,
from ecosystems and societies [50] to specific biological subsystems such as the brain [51].
1The content of this chapter is reproduced from Li, Rao, Gernat, and Dankowicz, “Lifetime-preserving
reference models for characterizing spreading dynamics on temporal networks,” Scientific Reports, 8(1),
art. no. 709, 2018 [46], and included here with permission from the publisher. This article is licensed under
CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).
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The constituent parts of the system under consideration are represented as nodes of the
network, and interactions are represented by edges (also known as links) between nodes.
The simplest version of a network is one with a static topology that captures the connec-
tivity among the different nodes, but ignores the temporal nature of any interactions. Such
a description can yield insights into how the network is formed or which nodes are central
to its functioning [52]. For instance, many networks, including the internet and protein-
protein interaction networks, exhibit scale-free topological properties, suggesting that they
are formed by processes of preferential attachment [53].
On the other hand, one is often interested not only in the structure of the network, but
also in the dynamics of processes occurring on the network. Because connections between
nodes are not always active in real networks, it becomes important to add an additional time
dimension so that the order of events is preserved in the network representation [11, 10].
In the resultant temporal networks, the times when edges are active are included as ex-
plicit elements in the network representation. Many real-world networks have been modeled
as temporal networks, including human and animal proximity networks [54, 55, 56, 57],
brain networks [58, 59], economic networks [60], telephone communication networks [61],
and transportation networks [62]. Analysis of such temporal representations have yielded
important insights (reviewed in ref. [10, 61]).
Conceptually, temporal networks can be viewed in two complementary ways. In the link
picture, one associates with each edge a sequence of contacts for that edge. The first and last
contacts in such a sequence represent the birth (or activation) and death (or deactivation)
of the associated edge, and together specify the edge lifetime. The duration between these
two contacts is the lifespan of the edge [15, 63], and the time gaps between subsequent edge
contacts are the edge interevent times (edge IETs). On the other hand, in the node picture,
one associates with each node a sequence of contacts for that node – each contact represents
an interaction of that node with some other node in the network. The node lifetime is
specified by both the first contact in this sequence (representing node activation) and the
last (representing deactivation). The duration between these two contacts is the lifespan of
the node, and the time gaps between subsequent node contacts are the node interevent times
(node IETs).
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Temporal structures in real networks can be characterized using the elementary concepts
described in the previous paragraph. An important example is burstiness, characterized by
the presence of a broad, heavy-tailed distribution of edge/node IETs. Burstiness appears
to be a universal feature of real-world communication interactions [11]. Another temporal
structure that has recently attracted attention is the distribution of edge lifespans. A broad
distribution of lifespans reflects the fact that edges are not continuously active [64, 65]. A
related feature is the heterogeneous distribution of edge birth times [64, 63]. Notably, nodes
can be continuously active [63] with constant activity rate [24] even as the associated edges
undergo birth-death processes.
Temporal structures such as burstiness and heterogeneous node or edge lifespans can have
strong effects on the dynamics of processes occurring on temporal networks. Spreading is
one such process that occurs in various guises in real-world networks, from disease propa-
gation in animal social networks to viral or rumour spreading in electronic communication
networks. Understanding the effects of different temporal structures on spreading dynamics
is an important first step in understanding and manipulating such dynamics, whether for
the purpose of containing the spread of an epidemic through face-to-face contacts or for
enhancing the spread of information through a communication network.
Over the past decade, many efforts have been made to understand the influence of bursti-
ness on spreading; in empirical settings [13, 14, 56], in synthetic networks [16] and in the-
oretical models [66, 67]. Observations on real-world networks suggest that burstiness co-
occurs with an apparent slow-down of spreading, the known exceptions being a network
of contacts between sex sellers and buyers [14] and recent observations on honey bee so-
cial networks [12]. A fully-developed theoretical understanding of the relationship between
burstiness and spreading is not yet available, although it is clear that burstiness is not the
only factor influencing spreading dynamics. For example, it has been shown that even in the
presence of burstiness, the speed of spreading can be modulated by the network topology or
the specific form of the IET distribution [67, 68, 69].
To date, efforts devoted to understanding how spreading is affected by the lifespan of edges
and nodes are limited [10]. Holme and Liljeros [15] have demonstrated that the birth and
death of links can modulate the occurrence of epidemic outbreaks in epidemiological models,
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although their work did not study the influence of node lifespan on spreading dynamics.
Using synthetic models, Rocha and Blondel [16] have also shown that higher node turnover
rates can increase the prevalence of infected nodes in epidemic spreading.
Randomization techniques are powerful tools for studying the effects of a temporal struc-
ture (such as burstiness) on spreading on an empirical network. To understand the effect of
a given structure, one seeks to compare measurements (such as simulated mean prevalence
at a fixed time) made on the network against the same measurements in randomized versions
of the network that modify the structure in question.
One popular reference model is the randomly permuted times (PT) model [11, 10]. Briefly,
PT reshuffles timestamps across all edges in a temporal network. It thus preserves the
topological structure of the network, as well as some temporal features (such as daily patterns
of activity), but modifies others, including the order of events, burstiness, the mean IET of
an edge, edge activation times, deactivation times, and lifespans of edges and nodes. While
the modification of the order of events is deliberate and enables one to study its effect
on spreading dynamics [11, 10], concomitant changes to other temporal features may be
unintentional but can still affect spreading properties of the reference network.
For instance, if the lifespan of a typical edge in a temporal network is much smaller than
the observation time T , then applying PT typically results in a reference network with a
higher mean lifespan across edges. This may then change the speed of spreading on the
reference network, making it difficult to disentangle the effect of the lifespan distribution
from that of other temporal features, such as burstiness. For networks with nodes entering
and leaving dynamically, PT can increase the mean lifespan of nodes [16], with similar
potential consequences to the analysis. For these reasons, it is especially important to be
careful when applying PT to temporal networks with broad distributions of node or edge
lifespans (due perhaps to short-lived nodes or edges).
In a recent paper, Gernat et al. [12] proposed a restricted version of PT (here denoted
by PTN), which preserves the lifetimes of nodes. This restriction was developed in order
to investigate spreading dynamics on temporal networks obtained from computer-assisted
observations of interactions in experimental honey bee colonies, in which nodes leave the
network dynamically due to mortality. In this study, we systematically study PTN in four
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empirical networks, and additionally propose and investigate a further restriction (denoted
by PTE) that also preserves edge lifetimes. Specifically, the PTE and PTN reference models
preserve the first and last timestamps of contacts on edges and nodes, respectively, while
permuting timestamps of contacts that occurred within their lifetime, with the timestamps
of other contacts that took place during the lifetime of the edge or node in question. By con-
struction, these reference models therefore preserve the activation times, deactivation times,
lifespans, and mean IETs of edges and nodes, respectively. This enables us to investigate
the effects of bursty edge IETs and node IETs on spreading without the presence of artefacts
due to altered edge or node lifetimes.
We use four publicly-available empirical networks, whose spreading properties have been
previously analyzed, to illustrate the importance of taking these considerations into account.
For each of these networks, we compare the dynamics of spreading on PTE and PTN ref-
erence networks with spreading on a PT reference network. In addition, we build artificial
networks in silico – using a protocol that allows us to tune certain temporal features, such as
the heterogeneity of edge lifespans – and study how spreading dynamics on these synthetic
networks varies relative to the corresponding PT, PTE, and PTN reference models.
2.2 Results
2.2.1 Overview
We begin with a brief introduction to the empirical data sets used in our study. We then
quantify various temporal structures in these data sets, including burstiness and edge and
node lifespans. In particular, we examine node and link turnover dynamics in four empirical
networks, and let our observations motivate the introduction of the two structure-preserving
reference models in the following subsection. Next, we turn to the analysis of spreading on
the empirical networks, and highlight the different predictions that result from these new
reference models. Finally, we study spreading dynamics on synthetic networks, in which
two specific temporal structures may be explicitly tuned, viz., the exponent of the edge IET
distribution and the heterogeneity of edge lifespans.
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2.2.2 Empirical networks
We analyze spreading dynamics on four publicly-available empirical data sets. The first data
set (Ant) consists of interactions between ants in a colony [56]. The second data set (Prostitu-
tion) is a sexual contact network between escorts and sex buyers, estimated from interactions
in a web forum [14]. We also analyze two human, face-to-face proximity data sets gathered
using radio-frequency identification sensors. One data set (Conference) describes social in-
teractions of participants at a scientific conference [54], and the other (Workplace) describes
contacts in an office building of the French Institute for Public Health Surveillance[55].
These four data sets were chosen to sample networks with different combinations of features
in terms of node turnover and the distribution of edge lifespans. As we will show in the
following subsection, the Ant network has both node turnover and a broad edge-lifespan
distribution, the Prostitution network has node turnover but low heterogeneity in edge lifes-
pans, and the two face-to-face data sets are well-described in the ongoing node picture and
have heterogeneous edge lifespans. Basic network statistics for each of these data sets are
listed in Table 2.1.
N M L T ∆t ρ fN fE
Ant 89 649 1834 (1911) 1438 s 1 s 2.82 0.08 0.57
Prostitution 14783 33875 43906 (44088) 1232 d 1 d 1.30 0.45 0.88
Conference 113 2196 9865 (20818) 212340 s 20 s 4.49 0.02 0.24
Workplace 92 755 4592 (9827) 987620 s 20 s 6.08 0.03 0.19
Table 2.1: Basic statistics of empirical data sets. N and M are the number of nodes and
edges, respectively, in the network aggregated over the entire sampling time. L is the number
of contacts. T and ∆t are the sampling time and time resolution of data sets. ρ is the
average number of contacts per edge (i.e. ρ = L/M). fN (fE) is the fraction of contacts
that correspond to either the activation or deactivation of nodes (edges). Preprocessing the
original data sets, as described in the Methods section, reduced the number of contacts per
network; the original numbers of contacts are included in parentheses.
2.2.3 Temporal contact patterns of edges and nodes
We characterize the burstiness of interactions by measuring the burstiness coefficient [70] for
the distribution of node IETs (BN in Table 2.2) and edge IETs (BE in Table 2.3). Nodes and
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edges in the Conference and Workplace data sets have higher burstiness than in the other
networks. Additionally, the burstiness for node IETs is in general higher than that for edge
IETs.
In order to check whether the burstiness coefficient BE for edge IETs is a meaningful
quantity, we calculate the average number ρ of contacts for edges and list the results in
Table 2.1. In the limiting case ρ = 1, where each edge has only one interaction, the node
IETs are fully determined by the edge activation dynamics of the network [64, 63]. We see
from the table that in the Prostitution network, ρ = 1.3, indicating that most edges have
only one interaction within the sampling time window. The applicability of BE therefore
seems limited here, as it only measures bursty edge IETs for the small fraction of edges with
multiple contacts.
BN 〈∆N〉
Empirical PT PTE PTN Empirical PT
Ant 0.42 0.25(0.01) 0.37(0.01) 0.25(0.03) 22.7 s 32.9(0.2) s
Prostitution 0.37 0.24(0.00) 0.37(0.00) 0.33(0.00) 39.8 d 86.4(0.4) d
Conference 0.71 0.62(0.00) 0.68(0.00) 0.65(0.00) 971 s 1175(1) s
Workplace 0.63 0.51(0.00) 0.57(0.00) 0.53(0.00) 8373 s 9703(19) s
Table 2.2: Burstiness coefficient BN and mean node IETs 〈∆N〉 of nodes in empirical net-
works and their reference models. We round the values of BN to 2 decimals. For BN and
〈∆N〉 of reference models, we generate four randomized networks for each case, and list the
mean µ and standard deviation σ of the burstiness in the form µ(σ) in the table. Note that
〈∆N〉 is preserved by the PTN and PTE transformations.
BE 〈∆E〉
Empirical PT PTE PTN Empirical PT PTN
Ant 0.28 0.05(0.01) 0.21(0.01) 0.05(0.01) 84.8 s 225.7(0.7) s 154.3(1.4) s
Prostitution 0.17 −0.02(0.00) 0.16(0.00) 0.12(0.01) 87.6 d 246.4(0.7) d 105.9(0.9) d
Conference 0.47 0.27(0.01) 0.42(0.00) 0.31(0.00) 10445 s 19427(78) s 16095(143) s
Workplace 0.48 0.28(0.00) 0.41(0.00) 0.31(0.00) 44765 s 76147(969) s 64657(751) s
Table 2.3: Burstiness coefficient BE and mean edge IETs 〈∆E〉 of edges in empirical networks
and their reference models. We obtain results of BE and 〈∆E〉 for reference models in the
same way as in Table 2.2. Note that 〈∆E〉 is preserved under PTE.
Next we present the edge lifespan distributions for the four empirical networks. As can
be seen in Fig. 2.1, the edge lifespans display a broad distribution that spans at least an
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order of magnitude on the abscissa. This has also been reported in the context of human
communication networks [64, 65], suggesting that the edge dynamics are better described by
the turnover picture than by the ongoing-link picture [15, 63]. We note that the Prostitution
data set is less heterogeneous in terms of edge lifespans due to the large number of edges



















Figure 2.1: Distribution of lifespans of edges for four temporal networks. LE is the lifespan
of an edge, calculated as the time difference between the timestamps of the last and the
first contact of the edge; 〈LE〉 is the mean of LE. Edges with a single contact are assigned
a lifespan equal to the sampling resolution. Bin widths are uniform in log space on the
interval [10−5, 10]. The Prostitution network has a large number of edges with a single
contact, resulting in a peak at the left end of the distribution.
To check whether the nodes also display turnover dynamics – i.e., whether nodes enter and
leave the networks dynamically – we study the distribution of activation/deactivation times
and node lifespans. Recall that T denotes the sampling time of a temporal network and let
ta and td be the activation and deactivation times (relative to the start of sampling). We
then consider the distributions of the following normalized quantities measuring the node











For networks in which nodes are continuously present and active, we can expect that
the density P (τa) will be much larger for small τa, while P (τ d) and P (τad) will carry the
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most weight as τ d, τad → 1. In Fig. 2.2, we plot the distributions of τa, τ d and τad for the
four empirical networks. From these plots, we see that whereas most nodes enter near the
beginning and leave near the end in the Conference and Workplace networks, in the Ant and
Prostitution networks, nodes enter and leave the network during the sampling interval. Thus
we conclude that the ongoing-node picture holds in the Conference and Workplace networks,
while nodes in the Ant and Prostitution networks exhibit node turnover dynamics.
Figure 2.2: Distributions of activation times, deactivation times, and lifespans of nodes for
four empirical networks. The columns present probability density distributions of normalized
activation times, deactivation times, and lifespans of nodes, respectively, while rows corre-
spond to results for the Ant, Prostitution, Conference and Workplace networks, respectively.
In all cases, bin sizes are set to 0.1.
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2.2.4 Structure-preserving reference models
The PTN reference model was proposed and implemented in Gernat et al. [12] to accurately
quantify spreading dynamics on honey bee social networks. In their experiments, bees died
while the networks were sampled, resulting in node turnover. Here, we analyze PTN in
detail and introduce a further modification of PTN that also preserves the lifetime of edges
(PTE). The basic idea of PTE (PTN) is to preserve the activation and deactivation times of
each edge (node) while performing pairwise permutation operations to randomize contacts
in a temporal network. A simple illustration of the method of construction is presented in
Fig. 2.3. We give a detailed description of the construction in the Methods section. Since the
activation and deactivation times – and thus the lifespans – of edges/nodes are preserved,
the mean edge IETs and the mean node IETs are also preserved. Table 2.4 lists the subset







N LE LN 〈∆E〉 〈∆N〉 D B
PT X
PTN X X X X X
PTE X X X X X X X X X
Table 2.4: Temporal structures retained in different reference models. taE: edge activation
time; tdE: edges deactivation time; taN : node activation time; tdN : node deactivation time; LE:
edge lifespan; LN : node lifespan ; 〈∆E〉: mean IET of edges; 〈∆N〉: mean IET of nodes; D:
daily patterns; B: bursty edge IETs and node IETs.
We illustrate the effects of and differences between PT, PTE, and PTN by calculating
the burstiness coefficients, the mean edge IET, and the mean node IET after applying these
reference models to the four empirical data sets. Table 2.2 shows that BN is reduced after
permutation. If we rank the models in ascending order of the extent of reduction, we obtain
the ordering: PTE, PTN, and PT. Importantly, PT increases the mean IET of nodes, 〈∆N〉,
which may lead to slower spreading in the resulting reference networks. PTE and PTN, on
the other hand, preserve 〈∆N〉. Using Table 2.3, we again rank the models by the extent to
which BE is reduced and obtain the same order as for BN . Note that the extent of reduction
of BN or BE under randomization is negatively dependent on the fraction of contacts that
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Figure 2.3: Construction of the PTE and PTN reference models. In (A), we illustrate
PTE by considering two edges (a, b) and (c, d) with 5 contacts each, labelled 1-5 and 6-10
respectively. Vertical lines represent the time when a contact is initiated. Red lines are
contact initiation times that “activate” or “deactivate” an edge. We only permute times that
do not activate or deactivate an edge. In this example, eligible permutations are (4,7) and
(4,8). By contrast, (2,7) is ineligible because the lifespan of (c, d) would be extended. In (B),
we illustrate PTN. Vertical lines represent contact initiation times between nodes (a, b, c, d).
Blue lines are node activation and deactivation times. Shaded areas depict the lifespans of
nodes. To permute contact pairs from edges (a, b) and (c, d), we first obtain the intersection
of the lifespans of nodes a, b, c and d, which is highlighted in green. The permutation of
contact times is allowed only if the two contacts to be permuted are both located within the
green interval. For instance, (4,8) is an eligible permutation while (2,9) is rejected because
it would extend the lifespans of nodes a and c.
addition, PT increases the mean IET of edges, 〈∆E〉, more than PTN. We note also that BN
is not significantly reduced under PTE in the Prostitution data set, likely a consequence of
the fact that most edges have only one interaction (ρ = 1.3) and most contacts are preserved
under PTE (fE = 0.88).
2.2.5 Spreading dynamics on empirical networks
To study the effects of temporal structures on spreading, we run simulations of the de-
terministic susceptible-infected (SI) model on the empirical temporal networks and on the
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corresponding reference networks. For each network, we run 500 simulations, each initial-
ized with a randomly-selected pair of “infected” individuals (see Methods section for details),
and obtain the mean prevalence curves shown in Fig. 2.4. As in ref. [13], we use the aver-
age time to reach 20% prevalence to characterize the speed-up or slow-down of spreading
on empirical networks compared with the different reference models. Specifically, suppose
that t0.2, tPT0.2 , tPTN0.2 and tPTE0.2 are the average times to reach 20% prevalence in an empirical
network and its PT, PTN and PTE reference models (each averaged over four reference











Thus S > 0 indicates that spreading is faster on an empirical network than on the corre-
sponding reference model. In general, we use the terms “speed-up” and “slow-down” to refer
to the speed of spreading on an empirical network relative to a reference model (correspond-
ing to S > 0 and S < 0, respectively).
We first compare the results for PT versus PTN. Table 2.5 shows that although using the
PT reference model on average predicts a speed-up in spreading (SPT0.2 = 0.210) in the Ant
data set, PTN instead on average predicts a slow-down (SPTN0.2 = −0.256). Table 2.5 also
shows that the large average speed-up reported in the Prostitution data set under the PT
reference model is dramatically reduced when we apply PTN. Thus, for the two networks
with node turnover dynamics, the PT reference model yields a large average speed-up in
spreading speed, which we attribute to an increase in 〈∆N〉 (cf. Table 2.2). In contrast,
for the other two networks (in which most nodes are continuously present throughout the
sampling time), Fig. 2.4 shows similar averaged spreading dynamics for small prevalences
on the PTN and PT reference models. For higher prevalences (e.g. 〈I(t)/N〉 > 0.7 in the
Conference data set), the dynamics diverge, with faster average spreading on the PT model
than on the PTN model. This acceleration may be the result of a high likelihood that a
few nodes will be activated early on in the PT model, even though they do not enter the
empirical network at the start of sampling (cf. Fig. 2.2). This would enhance spreading, with





































Figure 2.4: Mean prevalence evolution on empirical networks and the corresponding reference
models. Each panel shows the mean fraction of infected nodes, 〈I(t)/N〉, at each point
in time for the original contact sequence (black solid line) and the PT, PTN, and PTE
reference models (each averaged over four reference networks). (A) Ant, (B) Prostitution,
(C) Conference, and (D) Workplace. In panel (B), the prevalence curves for the empirical
network and the PTN and PTE models are so close as to be indistinguishable.
result from daily patterns in the empirical data, which are preserved by all three reference
models.
Next, we turn our focus to the prevalence curves for the PTE models. From Fig. 2.4 and
Table 2.5, we see that in all four empirical networks, spreading is slower than the average
rate on the corresponding PTE model, suggesting that the burstiness of edge interactions
(which are present in the empirical network but absent in all reference networks) might slow
down spreading. This slow-down is much smaller in magnitude in the two networks with







Ant 0.210± 0.054 −0.256± 0.014 −0.116± 0.034
Prostitution 0.291± 0.021 0.007± 0.014 −0.002± 0.011
Conference −0.330± 0.020 −0.354± 0.026 −0.353± 0.036
Workplace −0.465± 0.010 −0.488± 0.017 −0.399± 0.014
Table 2.5: Measured speed-up of spreading S0.2 for the four empirical networks relative to
different reference models. The uncertainty is calculated by propagating the standard error
in t0.2 over the four randomized networks generated for each reference model (see Eq. 2.2).
explained previously, due to the small average number of interactions per edge and the small
fraction of contacts that are available for permutation, the PTE transformation leaves many
edges unchanged in the Prostitution network, and so spreading on the PTE reference model
is similar to the empirical network.
It is instructive to compare the results of spreading on PTN and PTE models. On average,
spreading on the PTN reference models is faster than on the PTE reference models. We
associate this with the fact that the PTE transformation preserves more temporal structures
than PTN (see Table 2.4). In particular, PTN modifies the heterogeneous distribution of
edge lifespans and the distribution of edge activation times. Thus, faster spreading on the
PTN model compared with PTE appears to result from these particular temporal features.
2.2.6 Spreading dynamics on synthetic networks
To study the effect of a broad distribution of edge lifespans on spreading dynamics, we
constructed synthetic networks and studied spreading dynamics on these networks and on the
corresponding reference models. The method for constructing synthetic networks is described
in detail in the Methods section. Briefly, we first generated a static Erdős-Rényi network
G(100, 0.06) with 100 nodes and edge density 0.06 (which resulted in 294 edges). Then
we assigned active intervals and IETs to the edges using truncated power-law distributions.
In our synthetic networks, the parameter λ controls the heterogeneity of edge lifespans –
specifically, smaller values of λ yield a more heterogeneous distribution of lifespans. We
control the burstiness of edge IETs by tuning the exponent β of the power-law distribution.
We consider two cases: 1) λ varying from 0.001 to 1 to show the difference between PTE
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and PT as the heterogeneity of edge lifespans increases; and 2) β varying from 0.8 to 2.4 to
see how burstiness – controlled by the power-law exponent – affects spreading dynamics.
Fig. 2.5 shows variations in the relative speed-up of spreading as a function of λ. For small
λ, the increased heterogeneity of edge lifespans leads to more edges with few contacts, which
in turn diminishes the effect of the PTE randomization simply because permutation is highly
constrained for those edges with a small number of contacts. This is reflected in the smaller
magnitude of SPTE0.2 as λ decreases. In contrast, PT freely permutes contacts and destroys
burstiness across edges regardless of the number of contacts on edges, and is therefore less
sensitive to λ. When λ tends to 1, the relative speed-up of PTE (SPTE0.2 ) approaches the


















































Figure 2.5: Simulation results for synthetic networks under variations in edge heterogeneity
λ. Panel (A) shows the average speed-up S0.2 for the three reference models. In panel (B),
we give the relative differences of t0.2 of PTE and PTN, respectively, with respect to PT.
Although our method of constructing synthetic networks does not directly set the acti-
vation/deactivation time of nodes, our simulation results show that most nodes are active
during almost the entire sampling time, i.e., that the ongoing-node picture holds in our
synthetic networks. Thus, PT and PTN yield similar results, as seen in Fig. 2.5.
From Fig. 2.5(A), we see that SPT0.2 is largely independent of λ. While λ can adjust the
heterogeneity of the lifespans of edges, the burstiness of edge IETs is determined by the
bounds ∆min and ∆max, and the exponent β, of the corresponding truncated power-law
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probability distribution (see Eq. 2.4). Since these parameters are independent of λ, the
burstiness of edge IETs is independent of λ, consistent with the independence of SPT0.2 from
λ. The difference between SPT0.2 and SPTE0.2 can therefore be attributed to the increasing
heterogeneity in the edge lifespan distribution as λ decreases (cf. Fig. 2.5(B)).
Finally, our synthetic networks also allow us to study how the spreading speed varies with
the exponent β of the edge IET distribution. Fig. 2.6(A) shows the relative speed-up S0.2 for
each of three reference networks as β is varied, while Fig. 2.6(B) shows how the burstiness
coefficient BE of the edge IET distribution varies with β. We see that S0.2 as a function of
(β) has a minimum between [1.5, 2], while BE as a function of (β) has a maximum in the
same range. Thus, it appears that the magnitude of slow-down increases with burstiness,
although the value of burstiness does not completely determine the spreading speed. For
example, in the rightmost data points in Fig. 2.6 (at β ≈ 2.3), a small decrease in burstiness
leads to a large change in S0.2.



























Figure 2.6: Simulation results for synthetic networks under variations in edge IET power-law
distribution exponent β. Panel (A) shows the relative average speed-up S0.2 for the three
reference models. Panel (B) shows the burstiness coefficient BE of edge IETs for the synthetic
networks and the analytical solution predicted by the truncated power-law distribution.
Figure 2.6(B) includes an analytical prediction of BE for the truncated power-law prob-
ability distribution P (∆; β,∆min,∆max) used in constructing the synthetic networks (see
Methods). The value for burstiness measured in the synthetic networks follows the same
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trends as the analytical solution, although some deviations exist because of the use of edge
lifespans in constructing the synthetic networks. In particular, the deviations likely result
from the fact that the broad distribution of edge lifespans in general reduces the probability
of large edge IETs. The parabolic shape arises from the non-monotonic behaviour of the
coefficient of variation (i.e., the ratio of the standard deviation σ to the mean m) as β is
increased. From Eq. 2.5, we can see that BE is a monotonically increasing function of σ/m.
As β is increased, both σ and m decrease, but their ratio first increases and then decreases.
2.3 Discussion
Our simulations on empirical networks with node turnover show that PTN can yield dra-
matically different predictions of spreading speed compared to PT. For nodes that have
lifespans shorter than the sampling time, PT can increase the lifespan. The mean interevent
time of the node thus increases. This results in a lower number of contacts per unit time,
impeding the spreading ability of that node. A PT reference network could therefore exhibit
slower spreading dynamics than the original network simply because of the increased mean
interevent time of each node. We see this potentially spurious effect in the Prostitution [14]
and Ant [56] networks, both of which have signatures of node turnover (cf. Fig. 2.2). In
particular, individuals in the Prostitution network enter and leave the network at various
times during the sampling period, while individuals in the Ant network enter the network
at different times but stay until the end of sampling.
In the synthetic networks, spreading on PT models is faster on average than on PTE
models, and the differences in spreading speed between the PT and PTE reference models
increases with the heterogeneity of edge lifespans. As with nodes, the spreading ability of
an edge is highly dependent on its lifespan. For an edge with a short lifespan, contacts
on that edge are constrained to a short time window. In contrast, when the same number
of contacts is dispersed over an edge with a long lifespan, there is a higher potential for
the edge to contribute to spreading. The PT randomization generally increases the lifespan
of edges and dispersion of contacts on edges. This explains why PT shows faster average
spreading dynamics compared to PTE for our synthetic networks. Our results are thus
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consistent with the notion that temporal sparsity can slow down spreading [71]. Similar to
the synthetic networks, for the two empirical networks without node turnover (Conference
and Workplace), the PT model also exhibited faster average spreading dynamics than PTE.
On the other hand, the situation is more complicated in the empirical networks with node
turnover, as the increased spreading speed induced by longer edge lifespans and the decreased
speed due to longer node interevent times together determine the spreading dynamics on the
PT model. In the Prostitution network, most edges have a single contact and PT cannot
extend their lifespan, so the damping effect of longer node interevent times dominates; this
explains the slower spreading on PT in Fig. 2.4(B). In the Ant network, however, these
opposing effects coexist, resulting in the intersecting behavior in Fig. 2.4(A). In particular,
spreading on PT is slower in the short-time limit because of the larger mean node IETs, while
the longer edge lifespans enhance the long-time spreading behavior (which is also observed
in the two face-to-face networks, see Fig. 2.4(C,D)).
While many studies have explored the effect of burstiness on spreading dynamics using
the PT reference model [13, 14, 72, 73], only a few studies have examined the influence of
node and edge lifetimes [66, 15]. Rocha and Blondel [16] used synthetic networks to show
that node turnover can enhance spreading when long node IETs are removed. Holme and
Liljeros [15] use spreading simulations on several specially-constructed reference networks
to demonstrate that the steady state of epidemic spreading – represented by outbreak size
– is mainly determined by the birth and death of links and the total number of contacts
over links. In contrast, our study focuses on the transient spreading dynamics, i.e., the
speed-up or slow-down of spreading in the short-time limit, and how they are affected by
different temporal structures. Like PTE, the reference models used in their study of epidemic
outbreaks preserve the lifespan of edges. However, unlike PTE, they do not preserve periodic
temporal patterns. This makes it impossible to separate the effects of bursty edge IETs from
the effects of daily patterns.
In summary, we have shown that the choice of reference model can lead to dramatically
different predictions of spreading dynamics on a temporal network. We used four empirical
networks to highlight the effects of node turnover, and synthetic networks to study the effect
of edge lifespans on spreading dynamics. Network researchers typically use reference models
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to draw broad conclusions about how different temporal features of a given network affect
spreading dynamics on the network. Since these conclusions are all framed relative to the
reference model, it is extremely important to choose an appropriate model. Our results
highlight that for networks with heterogeneous node or edge lifespans one must carefully
consider which model is best suited to answer the question about spreading dynamics.
Given these observations, one naturally wonders how to choose whether or not to preserve
node or edge lifetimes when creating reference models. Our results appear to suggest that
if domain knowledge – or some metric for capturing the continuous presence of nodes –
indicates that nodes with a short network-lifespan were inactive before or after the network
was being sampled, then the PTN reference model should be used. Otherwise, the established
PT reference model might be a better choice. As an example, in the case of the honey bee
social networks [12], the times of birth and death of each individual are known. Since these
correspond to the first and last times when an individual could participate in an interaction,
it is more natural to apply PTN than PT in this case. Analogously, in proximity networks
constructed for spatially-segregated individuals, domain knowledge might suggest that there
is link turnover as some individuals move from one spatial location to another. In such a
situation, it may be prudent to apply the PTE model rather than PT.
In SI spreading, information spreads solely in the outward direction from an initial locus
of infection. However, information can accumulate at individual nodes and get modified by
repeated interactions with their neighbors. In next Chapter, we study opinion dynamics as
an alternative dynamical process for the characterization of information transmission.
2.4 Methods
2.4.1 Empirical networks
The Ant data set corresponds to Ant colony “1-1” from ref. [56]. Although the original
data set consists of directed interactions, for consistency with the other data sets, we ignore
directionality and construct undirected networks. Note that multiple edges at one timestamp
may occur after simplification because two directed links between a pair of nodes could be
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reduced to a single link after link directions are ignored; in such cases, we further condense
the multiple edges to a single edge in our analysis.
For the Prostitution network, we follow the processing steps in ref. [14], i.e., we ignore the
first 1,000 days of the experiment. The time resolution (shortest time between two contacts)
is one day in the Prostitution data sets, even though multiple interactions between two nodes
can happen within one day. We simply regard these multiple contacts as a single contact in
our analysis.
While the Ant data set consists of a sequence of interactions, the proximity data sets
consist of a sequence of contacts, from which we inferred a sequence of interactions. Each
set of contacts on an edge with inter-contact times equal to the temporal resolution of the
experiment are condensed into a single interaction. We use the start time of these interactions
in our spreading simulations.
2.4.2 Generation of structure-preserving randomized reference models
PTE reference model
The idea underlying the PTE reference model is as follows: consider two edges ij and
lm, each of which has a sequence of contacts times Tij and Tlm. Let tsij and t
f
ij be the
minimum and maximum times in Tij (and similarly for edge lm). Then, two timestamps
t1 ∈ Tij and t2 ∈ Tlm can be permuted if and only if two conditions are satisfied: (1)




lm}) and (2) t1 /∈ Tlm and t2 /∈ Tij. Condition (1) ensures
that the times of the first and last edge events are preserved in randomization, and thus the
lifespans and mean IETs of edges are preserved. Condition (2) prevents multiple contacts
that take place at the same time from being assigned to the same edge. Such contacts are to
be avoided because they effectively reduce to a single contact, and so a contact is essentially
lost upon randomization. When applying the PTE model to generate a reference network,
we set the maximum number of permutation attempts for each permutation to Imax = 100.
If a contact cannot be permuted after Imax attempts, it is skipped. In our simulations, fewer
than 1% of the contacts were skipped.
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PTN reference model
The construction of a PTN reference network is rather similar to that for PTE. This time,
let Ti represent the set of contact times for a node i, and let tsi = min Ti and t
f
i = max Ti
be the first and last contact times. Then two timestamps, t1 from edge ij and t2 from edge









(2) t1 /∈ Tlm and t2 /∈ Tij. Similar to PTE, we set the maximum number of permutation
attempts for a given contact to Imax = 100. We expect the fraction of skipped contacts for
nodes to be less than that for edges, because PTE is more constrained than PTN. This makes
it more likely that permutations of contacts in PTN are accepted, because nodes generally
have longer lifespan than their associated edges.
2.4.3 Spreading model
To study the spreading properties of the synthetic and empirical temporal networks, as well
as the corresponding reference models, we use the simplest compartmental model of epidemic
spreading, namely the deterministic susceptible-infected (SI) model. In this model, each node
is in one of two states – susceptible (S) or infected (I) – and an infected node always infects
a susceptible node when they come in contact. In each simulation run, an initial interaction
is chosen uniformly at random, and the two nodes involved are set to the infected state.
During the simulation of the SI model, we measure the prevalence I(t)/N (i.e., fraction of
infected nodes) as a function of the time t since the initial infection. Since we are interested
in studying the effects of node/edge lifespans within the sampling interval, we do not use
periodic boundary conditions, which would distort those lifespans. Instead, we ensure that
the time of initial infection is early enough so that most nodes are infected by the end of the
sampling time T . Specifically, we choose initial interactions with timestamps in the range
[t0, t0 + µT ], where t0 is the sampling start time and µ < 1. Based on trial simulations, we
chose µ = 0.4, 0.3, 0.9, 0.8 for the Ant, Prostitution, Conference and Workplace networks,
respectively. These values ensure that most nodes are infected within a time (1− µ)T after
the initial infection. For each network, we repeat the SI simulation 500 times with different
initial conditions and calculate the average prevalence 〈I(t)/N〉 as a function of time. For
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each of the reference models, we average the result over four reference networks.
2.4.4 Construction of synthetic networks
Our method of constructing synthetic temporal networks is based on the generative model
developed by Holme [74, 10]. In this generative model, a temporal network is constructed
in two stages: (1) the static network structure is generated, and (2) each edge of the static
network is assigned a sequence of contacts to make it a temporal network.
Here, we preserve the first two steps of the protocol described in ref. [10], but we modify
the rest of the protocol to avoid potential complications introduced by the rescaling process
in ref. [10]. We assign to each edge a temporal sequence of contacts in the time interval
[tb, tb + τ ] during which the edge is active, where tb denotes the start time of the active
interval and τ represents the lifespan of that edge. Next, we assign a sequence of times
within this active interval. Below, we describe the construction process in detail.
Step (i): Construct the topology for a network with N nodes using the Erdős-Rényi
model G(N, p).
Step (ii): Sample edge lifespans τ from the following probability distribution:
P (τ ;α, τmax, λ) ∼
 τ−α if τ ∈ [λτmax, τmax]0 otherwise (2.3)
where τmax is the maximum active interval of edges, and λ represent the ratio of minimum to
maximum of active intervals (λ ≤ 1). By adjusting λ, one can control the heterogeneity of
edge lifespans. In particular, we increase the heterogeneity by decreasing λ. In the limiting
case λ = 1, networks have homogeneous distribution of edge lifespans.
Step (iii): Choose the start time tb of the active interval for each edge uniformly at
random from [0, T − τ ]. Since the start times are different across edges, the parameter λ
defined in Step (ii) tunes the extent to which the active intervals of different edges overlap.
At higher λ, the overlap increases. For λ = 1 and τmax = T , the active intervals of all edges
overlap completely.
Step (iv): Assign a sequence of contact times for each edge by sampling a set of interevent
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times {∆i} from the following truncated power-law distribution:
P (∆; β,∆min,∆max) ∼
 ∆−β if ∆ ∈ [∆min,∆max]0 otherwise (2.4)
The sequence of contact times is then {tb, tb + ∆1, tb + ∆1 + ∆2, tb + ∆1 + ∆2 + ∆3, . . .}.
However, we only retain the subset of these contact times that fall within the active interval
[tb, tb+τ ] of an edge. For the analyses reported here, we chose ∆min = 1 and τmax = ∆max = T .
We chose the parameter values based on empirical data sets; in particular, based on the
values for the data set in ref. [64], we set α = 0.8 and λ = 10−2. The range for the IETs
in these data sets spans 4–5 orders of magnitude, so we chose ∆max = 104. The power-law
exponent β of the IET distribution ranges from 1.0 to 1.6 in ref. [75, 76] and we set it to 1.2
unless otherwise stated.
2.4.5 Burstiness characterization
A random (Poissonian) temporal process gives rise to an exponential distribution of in-
terevent times. The burstiness coefficient [70] is used to quantify the deviation of a given
time series from a Poissonian signal, and is based on measuring the extent to which the
coefficient of variation deviates from unity. In order to avoid finite-size effects in measuring
the burstiness parameter [77, 10], we collect the IETs from all nodes/edges and measure
burstiness for this aggregated sequence of IETs. For a sequence of IETs with mean m and
standard deviation σ, the burstiness coefficient is defined as
B ≡ σ/m− 1
σ/m+ 1
. (2.5)



























assuming that β /∈ {1, 2, 3}.
39
CHAPTER 3
OPINION DYNAMICS ON TIME-VARYING
NETWORKS
Opinion dynamics1 on networks has wide applications to empirical and engineered systems
and profound prospects in the general study of complex systems. Many efforts have been
devoted to understanding how opinion dynamics is affected by network topology. How-
ever, social interactions are best characterized as temporal networks in which ordering of
interactions cannot be ignored. Temporal activity patterns including heterogeneous contact
strength and interevent times, turnover edge/node dynamics, and daily patterns could have
significant effects that would not be captured by static aggregate network representations.
In this chapter, we study the effects of such temporal patterns on the speed of consensus
formation in various models of continuous opinion dynamics using four empirical data sets,
including three human face-to-face networks from different real-world settings and a social
insect interaction network. We find that static, aggregated networks consistently overesti-
mate the speed of simulated consensus formation while weight heterogeneity associated with
frequency of interactions has an inhibitory effect on consensus formation relative to the be-
havior on unweighted networks. Moreover, the speed of consensus formation is found to be
highly sensitive to nodal lifetimes, suggesting that randomization protocols that dramatically
alter the distribution of lifetimes cannot be relied upon as reference models. On the other
hand, temporal patterns including burstiness of interevent times and the lifetime of edges are
found to have insignificant effects on consensus formation. The sensitivity to nodal lifetimes
is further demonstrated via synthetic networks generated by an activity-driven model with
tunable nodal lifetimes.
1The content of this chapter is reproduced from Li and Dankowicz, “Impact of temporal network struc-
tures on the speed of consensus formation in opinion dynamics,” Physica A: Statistical Mechanics and its
Applications, 523, pp. 1355–1370, 2019 [9], and included here with permission from the publisher.
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3.1 Introduction
Social interactions may have significant influence on decision-making and opinion formation
on networks [50] with nontrivial implications to various human behaviors, e.g., political af-
filiation [19, 78], rumor spreading [79], and (non-)vaccination against disease [80]. In social
networks, individuals adjust their opinions based on mutual interactions and group discus-
sions. A perhaps rare state of consensus results once all individuals hold the same opinion.
Alternatively, the formation of multiple opinion clusters represents a state of polarization
and fragmentation.
Consensus formation and opinion dynamics are not restricted to the social sciences.
Many engineering problems, including synchronization of coupled oscillators [26, 81] and
distributed formation control [82, 83] can be formulated as consensus problems. In addition,
the study of opinion dynamics has applications to the detection of network communities [84]
and global optimization [85]. The effects on opinion dynamics of network structure and,
particularly, the temporal sequencing of interactions are the concerns of this study. Such
effects can be used to probe the temporal structure of an empirical network, as well as guide
the design of purposely engineered networks.
Opinion dynamics on static network topologies has been explored in terms of iterated
maps applied to discrete [19, 86, 4] and continuous representations of opinions [18]. For
example, in each iterate the map defined by Deffuant et al. [87] randomly selects a network
edge with probability proportional to its weight and then updates the corresponding pair of
nodes. In contrast, each iterate of the map defined by Hegselmann and Krause [88] updates
all nodes simultaneously using weighted averages of neighboring opinions [4]. The Deffuant
model was first applied to complete graphs such as square lattices [87] and subsequently
to generative networks obtained by the Barabási-Albert, Erdős-Rényi, and Watts-Strogatz
mechanisms [21, 2, 22, 23]. It was also modified to adaptive networks that allow for the
breaking and rewiring of links [78, 2]. Recently, the Deffuant model was applied to empirical
data sets [89]. Various generalizations include smoothing of so-called confidence bounds to
avoid discontinuous jumps in opinion differences [90], as well as the use of heterogeneous
and time-dependent confidence bounds [91, 92].
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Until recently, few studies considered opinion dynamics on temporal networks in which
the sequencing of interactions is accounted for [11, 10]. Temporal networks are a natural
framework for describing human face-to-face interactions because the spatial proximity be-
tween two individuals is time-varying. It has been demonstrated that temporal patterns
like contact orders [68], burstiness [13], and heterogeneous lifetimes [15, 46] could have sig-
nificant effects on dynamics piggybacking on temporal networks, and may produce entirely
different behaviors than on static network representations. We are aware of only limited
work on voter models (with binary opinions) on temporal networks [10, 93, 94]. Even less
attention has been given to dynamic models of continuous opinions on temporal networks,
with the exception of a recent paper that explored continuous opinion dynamics on synthetic
activity-driven networks [17].
Motivated by these observations, we investigate how temporal patterns affect the speed
of consensus formation in simulated continuous opinion dynamics on four publicly-available
empirical data sets representing various examples of human and insect proximity interac-
tions. The results of our analysis suggest that the study of opinion dynamics on an empirical
temporal network, as well as on the associated aggregated static representations and sta-
tistical null models, may be used to probe the network’s temporal structure. In a future
extension, such analysis may provide insight for engineering network structures to achieve a
particular goal, e.g., accelerating coordination [25].
The remainder of this chapter is organized as follows. In section 3.2, we review the
Deffuant and Hegselmann/Krause models and generalize these to temporal networks. We
choose to characterize the speed of consensus formation in such models in terms of the
dynamics of the expectation of the mean square opinion difference across the network. In
section 3.3, we describe the four empirical networks and highlight several distinguishing
temporal features of these networks. In section 3.4, we simulate consensus formation on
the original temporal networks as well as on aggregated, unweighted and weighted static
representations to highlight the influence of temporal sequencing. In this section, we also
consider several candidate randomization protocols that allow us to probe the effects of
particular forms of temporal structure on the speed of consensus formation. Section 3.5
concludes the chapter with a brief summary and discussion.
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3.2 Models of opinion dynamics
We begin by defining a collection of iterated maps whose finite-duration dynamics model
changes in the distribution of opinions across a network described in terms of a static or
time-dependent topology.
3.2.1 Static networks
Consider first a static, weighted, connected graph on a network with N nodes, E edges, and
Laplacian L. Let L(ij) denote the Laplacian associated with the unweighted graph obtained
by removing all edges but that connecting nodes i and j, such that L(ij) = 0 if no such edge
exists in the original graph. It follows that L(ij) is obtained by setting the weight of the edge
connecting nodes i and j to 1 and the weights of all other edges to 0.
Let x = [x1, . . . , xN ]> ∈ RN denote the vector of opinions across the network. We assume
that updates to x are governed by a linear, possibly non-autonomous, discrete map of the
form
x(k + 1) = Tk x(k). (3.1)
If n denotes the discrete total duration of the corresponding dynamics, then
x(n) = Tn0 x(0), (3.2)
where Tn0 = Tn−1...T0 is the corresponding opinion transition matrix and x(0) is the initial
opinion across the network.
Different update schemes yield different forms of the opinion transition matrix. In the
original Deffuant model [87], opinions are updated sequentially in pairs by selecting a network
edge (ij) randomly at each iteration. Here, if the distance |xi(k) − xj(k)| between the
corresponding two nodal opinions exceeds a predefined confidence bound ε, then x(k + 1) =
x(k). In contrast, when |xi(k)− xj(k)| ≤ ε,
x(k + 1) = (I − µL(ij))x(k), (3.3)
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where the convergence parameter µ represents the tendency of nodes to align their opinions
with those of their neighbors. Although most studies restrict µ to (0, 0.5), a few recent works
consider µ ∈ (0, 1), e.g., refs. [89, 17]. This extension allows for exploration of a wider range
of behaviors, including interactions in which agents are convinced to believe more in others’
opinions than their own [89]. In engineering networks, allowing for such a wider range of
behaviors may also afford greater flexibility of system design. For these reasons, we consider
µ ∈ (0, 1) in this study. In this case
|xi(k + 1)− xj(k + 1)| = |1− 2µ| · |xi(k)− xj(k)| (3.4)
shows that the opinion difference between the two nodes is reduced as a result of the inter-
action.








Since the selected edge sequence is a random sequence with replacement, the corresponding
sequence {L(ikjk)}n−1k=0 of Laplacian matrices is also a random sequence with replacement.
If we assume that the initial opinion is selected from some probability distribution that is


















= L, for k = 0, . . . , n − 1, due to replacement. The expectation of the











where w(ij) denotes the weight of the edge connecting nodes i and j. In the special case that
the network is unweighted (i.e., if w(ij) equals either 1 or 0), then L = L/E. In either case,
it follows from Appendix A.1 that T n0 is a row-stochastic matrix.
In the Hegselmann-Krause model [88, 95], the opinions of all nodes in a static network are
updated simultaneously according to the deterministic dynamics







aij > 0, (3.9)
and xi(k + 1) = xi(k) otherwise. Here, the aij’s are the entries of the network adjacency
matrix. While the Deffuant model captures pairwise interactions within large populations,
the Hegselmann-Krause model describes situations where opinion dynamics are a result of
group conversations, for example, in formal meetings [95].
In the remainder of this section, we propose four generalizations of these models to finite-
duration dynamics on time-dependent networks. In later sections, we proceed to analyze the
effects of temporal patterns on the opinion dynamics obtained by applying these general-
izations to publicly-available network data sets. Since we focus on the speed of consensus
formation, we simplify our analysis by ignoring the confidence bound ε.
3.2.2 Time-dependent networks
Consider a sequence G = {Gl}ml=1 of unweighted graphs on a network with N nodes, and let
{Ll}ml=1 denote the corresponding sequence of Laplacians. Let el denote the number of edges
in Gl and let M =
∑m
l=1 el. Let G
u denote a time-aggregated, unweighted, static topology
on the same network with Laplacian Lu, such that every edge in Gu occurs at least once in
the sequence G, and every edge in Gl, for l = 1, . . . ,m, occurs in Gu. Although individual
graphs in the sequence G may be disconnected, we assume that Gu is connected. Let Gw
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denote a time-aggregated, weighted, static topology on the same network with Laplacian Lw,
whose edges are identical to those in Gu, but with nontrivial weights corresponding to the
number of occurrences of each edge in the sequence G. It follows that Gw is also connected.
As a baseline approach, we first consider the application of the stochastic Deffuant model
(3.3) to the static networks Gu and Gw with likelihood of selection of an individual edge
proportional to its weight. The results from the previous section then apply with L equal to
Lu and Lw, respectively. In either case, the expected transition matrices are row-stochastic
matrices. For comparison with the stochastic update model described next, we let n = M .
Alternatively, we retain the ordering inherent in the original sequence G by first applying
stochastic Deffuant updates to the graph G1 as many times as the number of edges in G1,
then applying stochastic Deffuant updates to the graph G2 as many times as the number of

















From Appendix A.1 we conclude that the matrix TM0 is again a row-stochastic matrix.
Finally (cf. [17]), we consider the application of deterministic synchronous updates to all
nodes in G1, followed by the application of deterministic synchronous updates to all nodes
in G2, and so on, until the sequence is exhausted. In this case, we let Nl,i denote the set of
neighbors of the ith node in the lth graph and define










(I − µwlLl) , (3.12)
where wl is a diagonal matrix with ith diagonal element 1/|Nl,i| if |Nl,i| 6= 0 and 0 otherwise.
It again follows from the analysis in Appendix A.1 that Tm0 is a row-stochastic matrix.
We note that when µ = 1, each synchronous update (3.11) coincides with the Hegselmann-
46
Krause model without confidence bound. In [17], the generalization in (3.11) is applied to
activity-driven networks, in which each consecutive graph is generated synthetically from a
reference collection of unconnected nodes by “activating” individual nodes with some prob-
ability according to a given distribution and connecting each active node to a finite number
of other randomly chosen nodes. In our study, we focus on applying the update model in
(3.11) to empirical network data in order to characterize the corresponding temporal struc-
ture. Specifically, in Section 3.4.3, we apply each of the generalized update models to the
sequence of graphs {Gl}ml=1 obtained from individual time stamps associated with start times
of interactions in four empirical data sets and their randomized reference networks. Com-
parisons with appropriately designed activity-driven networks highlight the influence of node
lifetimes on model predictions.
3.2.3 Consensus formation
In the special case that all components of the initial opinion vector x(0) are governed by iden-





T ij E [xj(0)] = m
N∑
j=1
T ij = m, ∀i ∈ {1, ..., N}, (3.13)
where T ij denotes the (i, j)th component of any of the opinion transition matrices or, in the
case of stochastic updates, their expectations. The expected opinion thus remains equal to
the expectation of the initial opinion, consistent with the possibility of consensus formation.
The dynamics of consensus formation across the network may be quantified in terms of




























































(Tk0,ip − Tk0,jp)2 (m̂−m2), (3.16)
where m̂ represents the second moment of the distribution of initial opinions. No such
explicit expressions are available to evaluate E(d(k)) for the stochastic update models. This
quantity must instead be obtained by appropriate numerical sampling and simulation.
3.3 Empirical networks
3.3.1 Basic information and statistics
We apply our analysis to four publicly-available, empirical, time-dependent interaction net-
work data sets. The first three of these represent social interactions among groups of humans,
here labeled “Conference” [54], “High school” [76], and “Hospital” [96]. A substantially larger
data set is “Honeybee”, obtained from observations on an experimental honeybee colony on
July 9 and 10, 2013 of Trial 1 in [12]. These datasets have different spatial and tempo-
ral characteristics. For example, the “Conference” data set corresponds to a homogeneous
topology, while the “High school” data set exhibits community structure. Temporal patterns
48
in the “High school” and “Conference” data sets follow relatively strict and repetitive sched-
ules, while activity in the “Hospital” network data set is less regular. The human interaction
networks exhibit more significant daily patterns compared with the honeybee social network.
All three data sets of human social networks were collected from face-to-face proximity
contacts of individuals with wearable sensors. Data is recorded as contact sequences, with
each entry identifying two interacting nodes and their contact timestamp. The sampling
resolution in each data set is 20 seconds. From a sequence of contacts, we infer a sequence of
interactions. Specifically, any pair of contacts on an edge with inter-contact times equal to
the sampling resolution are condensed into a single interaction. In the “Honeybee” network,
trophallaxis interactions during which two bees orally exchange liquid food are tracked vi-
sually using automated post-processing of large sets of high-resolution images. Unlike the
three human data sets, this data set is directly listed as a sequence of interactions and the
sampling resolution is 1 second. In our analysis, each data set is associated with a sequence
of graphs obtained from the start times of such interactions.
In the “Conference” network, we observed that one node has only one neighbor, while all
remaining nodes have more than 10 neighbors. Coordination dynamics and diffusive dynam-
ics are highly sensitive to the presence of outliers with significantly smaller degree than the
rest of the nodes [97, 25]. For this reason, the outlier node and related links in the “Con-
ference” network were deleted in refs. [97, 25]. Due to the close relations between consensus
dynamics and coordination [98, 26], this outlier node and the corresponding network edge
were therefore excluded from our analysis as well.
Table 3.1 lists basic information about the four data sets before and after elimination of
the outlier node in the “Conference” data set and condensation of contacts into interactions.
3.3.2 Temporal patterns on nodes and edges
We present several important temporal structures of the empirical networks. Their effects
on the speed of consensus formation are explored in Section 3.4. We are interested in three
types of temporal patterns, viz., the distributions of edge weights, inter-event times of nodes
and edges, and lifespans of nodes and edges. Although edge weights and node inter-event
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N E M ∆T m
“Conference” 112 (113) 2195 (2196) 9864 (20818) 2 days 3659 (5246)
“High school” 180 2220 19774 (45047) 7 days 8468 (11273)
“Hospital” 75 1139 14037 (32424) 4 days 6821 (9453)
“Honeybee” 1057 44345 57248 2 days 47987
Table 3.1: Basic statistics for the four empirical data sets. Values enclosed within parentheses
represent original data before elimination of the outlier network node in the “Conference”
data set and condensation of contacts into interactions as described in section 3.3.1. Here,
N and E are the numbers of network nodes and edges, respectively, aggregated over the
entire sampling time ∆T . Furthermore, M is the number of interactions/contacts and m is
the number of corresponding timestamps in each empirical data set.
times have attracted much attention, efforts devoted to characterizing and understanding
the influence of lifespans and edge inter-event times are limited [10].
In time-aggregated representations of temporal networks, the weight of an edge is given
by the total number of interactions between the pair of connected nodes. The distribution
of edge weights for the four empirical networks is presented in Fig. 3.1(A). We observe scale-
free distributions implying heterogeneous strengths of ties between nodes in each network.
In addition, the heterogeneity of edge weights in the “Honeybee” network is smaller than in
the three human networks.
We explore the temporal characteristics of each network by defining node/edge interevent
times (IETs) as the time gaps between start times of consecutive interactions associated with
individual nodes or edges. Figures 3.1(B) and 3.1(C) show the corresponding distributions
across all nodes for each of the four data sets. As with the edge weights, we find that
both node and edge IETs have broad, fat-tailed distributions, indicating bursty temporal
structures [10].
A further temporal characterization is afforded by the distributions of edge lifespans for
the four empirical networks shown in Fig. 3.1(D). Here, the lifespan of an edge is the dura-
tion between the start times of the first and last interactions occurring on that edge. In the
special case that an edge has only a single interaction, the lifespan of the edge is set to be the
sampling resolution of the corresponding data set. As seen in the figure, all four networks
display heterogeneous distributions of edge lifespans. We note that the “Honeybee” data
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Figure 3.1: Distributions of (A) edge weights, w, (B) node inter-event times, ∆N , (C) edge
inter-event times, ∆E, and (D) edge lifespans, LE, for the four empirical networks. In
these distributions, each measure is normalized by its mean, 〈·〉. Bin widths are uniform
in log space in all cases. The “Honeybee” network has a large number of edges with a
single interaction, resulting in an isolated data point at the left end of the distribution of
normalized edge lifespans (indicated by an arrow).
set is less heterogeneous in terms of edge lifespans due to the large number of edges with a
single interaction. Such heterogeneity has also been observed in human telecommunication
networks [65] and ant proximity networks [56], and suggests that the so-called turnover pic-
ture gives a better description of the edge dynamics than the ongoing picture [15]. (Ongoing
edges are continuously present during the network sampling period while turnover edges
enter and leave the network.)
A more nuanced description applies to the node lifespans, defined by the duration between
the start times of the first (activation) and last (deactivation) interactions associated with
each node. In the turnover picture, we expect nodes to enter and leave the networks dynam-
ically. In contrast, in the ongoing picture, most nodes are present and active throughout the
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sampling time. Following [46], we define the normalized activation time, deactivation time,











where ta and td are the activation and deactivation times (relative to the start of sampling)
and ∆T is the sampling time. As can be seen in Fig. 3.2, the “High school” and “Honeybee”
networks are best characterized by the ongoing picture. In contrast, “Hospital” exhibits
significant turnover dynamics with a majority of nodes entering and leaving the network at
times interior to the sampling window. The “Conference” network falls somewhere between
these two extremes, with about half of all nodes not continuously present.
Figure 3.2: Distributions of normalized activation times, τa, deactivation times, τ d, and
lifespans, τad, of nodes for the four empirical networks. Each row gives the distributions of
the four measures for an empirical network, and each column corresponds to the distribution
of a measure across the four empirical networks. In all cases, bin sizes are set to 0.1.
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3.4 Numerical results
We proceed to analyze the dynamics of consensus formation using the expectation E(d(k))
on each of the four empirical datasets using the four distinct update models introduced
in Section 3.2. Throughout, we assume that the components of the initial opinion vector
are governed by a uniform distribution on [0, 1] with mean m = 1/2 and second moment
m̂ = 1/3.
3.4.1 Initial characterization
Following the methodology in Section 3.2.2, we first apply the stochastic Deffuant model
(3.3) to the aggregated unweighted and weighted topologies Gu and Gw to explore the
influence of edge weights. The corresponding results in Fig. 3.3 were obtained by averaging
d(k) at each of M steps over 100 different simulations with µ = 0.8. The figure shows
that E(d(k)) decreases with k in both static representations, indicative of a trend toward
consensus. In the human networks, the expected mean square opinion distance on Gu is
much smaller than on Gw. This is not true for most of the sampling window in the case of
the “Honeybee” network. Since the latter has significantly smaller weight heterogeneity, we
infer that weight heterogeneity may inhibit consensus formation. Such an inhibitory effect
can be explained by the weakness of strong ties [99, 100], as nodes connected by strong ties
are less likely to also make contact with other nodes. More careful observation of the human
networks suggests that E(d(k)) on Gu decays exponentially with k. In comparison, as shown
by the solid curves in Fig. 3.3, consensus formation appears to be significantly slower for
opinion dynamics modeled by the sequential application of stochastic Deffuant updates to
each of the graphs Gl as described in Section 3.2.2. We attribute this observation to the
preservation of temporal structures such as burstiness of IETs and heterogeneous lifetimes
of edges and nodes, all of which are destroyed in the aggregated networks Gu and Gw. We
will carefully examine how temporal structures affect the speed of consensus formation in
the next subsection.
Figure 3.4 shows the dependence of E(d(M)) on the convergence parameter µ. While the
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Figure 3.3: Evolution of expected mean square opinion distance E(d(k)) in the case of
stochastic Deffuant updates on the unweighted static networks Gu (dotted) and the weighted
static networks Gw (dashed), and sequentially on the graph sequences {Gl} (solid) with
µ = 0.8. (A) “Conference”, (B) “High school”, (C) “Hospital”, and (D) “Honeybee”.
effect of variations in µ is insignificant in the case of the application of stochastic Deffuant
updates to the sequence {Gl}, dramatic variations are seen in the averaged terminal mean
square distance computed on the two time-aggregated topologies. We again see a possible
influence from edge weight heterogeneity in the different orders of magnitude of E(d(M))
between the results obtained on Gu and Gw, respectively, and a clear distinction between
results obtained by time-aggregation versus preservation of temporal structure. These dif-
ferences are particularly strongly accentuated for µ around 0.7.
3.4.2 Randomized reference models
In order to study the effects of temporal patterns on the speed of consensus formation, we
make comparisons with network realizations of randomized reference models that destroy































Figure 3.4: Variations in expected mean square opinion distance at final step E(d(M)) with
respect to convergence parameter µ for opinion dynamics governed by stochastic Deffuant
updates applied to the unweighted static networks Gu, the weighted static networks Gw,
and the graph sequences {Gl}. (A) “Conference”, (B) “High school” (C) “Hospital”, and (D)
“Honeybee”. Error bars represent averages ± one standard deviation for 100 realizations. In
cases where the average minus one standard deviation results in a negative number, we omit
the lower half of the corresponding error bar.
As summarized in Table 3.2, each successive reference model listed below destroys addi-
tional temporal structure. Recall the two lifetime-preserving reference models, namely, the
permuted-time model with preserved edge lifetime (PTE) and the permuted-time model
with preserved node lifetime (PTN), and the commonly used permuted-time model (PT)
have been used in Chapter 2 for characterizing spreading dynamics on temporal networks.
RT here represents randomized-time model (RT) [101, 13]. In RT, start times of interac-
tions are replaced by random numbers generated from a uniform distribution over the same
sampling window as the corresponding empirical network. Neither node nor edge lifetimes





E LE 〈∆E〉 taN tdN LN 〈∆N〉 D m B
PTE X X X X X X X X X X 7
PTN 7 7 7 7 X X X X X X 7
PT 7 7 7 7 7 7 7 7 X X 7
RT 7 7 7 7 7 7 7 7 7 7 7
Table 3.2: Temporal structures preserved (X) or destroyed (7) by different reference models.
taE: edge activation times; tdE: edge deactivation times; LE: edge lifetimes; 〈∆E〉: mean IET
of edges; taN : node activation times; tdN : node deactivation times; LN : node lifetimes; 〈∆N〉:
mean IET of nodes; D: daily patterns; m: number of timestamps (or number of graphs in
graph sequence); B: bursty IETs.
In this chapter, we use the above randomized reference models for characterizing opinion
dynamics on temporal networks. Specifically, we can compare simulation results on empir-
ical networks and their PTE networks to study the effects of bursty edge IETs. Further,
comparison of results on PTE and PTN can be used to probe the effects of bursty node
IETs and edge lifetimes. In addition, comparison of results on PTN and PT highlight the
effects of node lifetimes. Finally, we can compare results on PT and RT to reveal the effects
of daily patterns and weekly patterns. We note that although PT has been widely used to
study the effects of burstiness in temporal networks, it assumes that edges and nodes are
described by the ongoing picture, which does not always hold in empirical networks. The
potential bias of PT has been systematically explored in Chapter 2. As we will see in this
chapter, such a bias exists as well when it is applied to opinion dynamics. In this study, we
generate 10 realizations per empirical network and reference model.
3.4.3 Impact of temporal patterns
For the deterministic update model (3.11), E(d(k)) is given by (3.15) and (3.16). Figure 3.5
shows variations in E(d(k)) with increasing k in the case that µ = 0.8. We observe that
the three human proximity networks and their PTE and PTN reference models yield close
results, and this is still mostly true of the “Honeybee” network, suggesting that burstiness
of IETs and edge lifetimes have no significant effects on the speed of consensus formation.
































Figure 3.5: Evolution of expected mean square opinion distance E(d(k)) with increasing
iteration step k on the empirical networks and their corresponding reference models obtained
by deterministic update model (3.11) with convergence parameter µ = 0.8. (A) “Conference”,
(B) “High school”, (C) “Hospital” and (D) “Honeybee” . The curves for the reference models
are averages over 10 realizations.
of the mean square distance, likely associated with an extension of node lifetimes to the
sampling window by this reference model. RT yields slower decay compared with PT. When
RT is applied, m typically increases significantly and approaches M . Since the total number
of interactions is preserved after randomization, the number of edges in each graph will be
reduced, typically to 1. This reduction of interaction strength results in the slower decay of
RT. Indeed, even if the timestamps of interactions are randomly selected only from daytime,
E(d(k)) decays more slowly for RT than for PT. Thus, we cannot probe the effects of daily
patterns by comparing simulation results using the synchronous update model on PT and
RT.
The dependence of E(d(m)) on µ is shown in Fig. 3.6. As with the data in Fig. 3.5, we see
an insignificant influence of burstiness and edge lifetimes, given the close agreement between
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the empirical values and the predictions from the PTE and PTN reference models. Indeed,
within the small variations in the figure, we find that the extent of consensus predicted
by PTN is slightly smaller than for the empirical network in the case of the “Conference”
data set and larger values of µ, and slightly larger than for the empirical network in the
case of the “High school” and “Honeybee” data sets for intermediate values of µ. Thus,
like epidemic spreading and diffusion dynamics, burstiness can induce both speed-up and
































Figure 3.6: The dependence of expected mean square opinion distance at final step E(d(m))
on convergence parameter µ for each empirical network and the corresponding reference
models using the synchronous update model (3.11). (A) “Conference”, (B) “High school”,
(C) “Hospital” and (D) “Honeybee”. Results for the PTE, PTN, PT and RT reference
models are presented using error bar that represent averages ± one standard deviation over
10 realizations. In the case that the average minus one standard deviation results in a
negative number, we omit the lower half of the error bar. It is noted that m is changed
by RT. The new value of m has been used here to compute expected terminal mean square
distance.
As can be seen in Fig. 3.6, the predicted E(d(m)) is reduced significantly for PT compared
with PTN. We attribute this enhancement of consensus formation to an extension of nodal
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lifetimes to the sampling window of the data set. Indeed, the reduction is particularly
pronounced in the case of the “Conference” and “Hospital” data sets for which nodes enter
and leave the network dynamically, and more limited in the case of the “High school” data set
which are well described by the ongoing-node picture. Indeed, the significant reduction that
nevertheless occurs for the “High school” and “Honeybee” data sets highlights the sensitivity
of consensus formation speeds with respect to node lifetimes, as only a small fraction of
nodal lifetimes are changed by PT in this data set. This sensitivity can be explained by the
concurrency nature of consensus formation. In particular, nodes that do not enter a network
at the beginning of the sampling window will cause fluctuation and oscillation of convergence
toward consensus, while nodes that leave early have low chances to achieve consensus.
It is instructive to investigate the expected terminal mean square distance on RT, given
by E(d(m)) with the updated value of m that results from each application of RT. As seen in
Fig. 3.6, the predictions are very close to those for PT. Both PT and RT extend the lifetimes
of nodes to the sampling window. The coincidence between PT and RT again suggests that
the rate of consensus formation is mainly determined by the lifetime of nodes rather than
the nature of edge and node IETs.
To further characterize the high sensitivity of consensus speed to node lifetimes, we inves-
tigate the opinion dynamics on synthetic networks based on a modification of the activity-
driven model [24] described in Appendix A.2, as well as on the corresponding reference
networks. In this modification, a fraction fn of so-called turnover nodes is excluded from
the generative construction in the first fraction fm of generative steps. Since the generative
process is Markovian, the activity-driven model does not exhibit burstiness. The effects of
nodal lifetimes can therefore be explored by comparing opinion dynamics on the synthetic
networks and their PT reference networks. Here, we let N = 100 and m = 400 and generate
100 activity-driven networks for each combination of fractions fn and fm. We use the de-
terministic update mode in (3.11) to simulate opinion dynamics on each such network and
10 corresponding realizations of the PT reference model. Unless otherwise stated, we set
fn = fm = 0.5.
The evolution of E(d(k)) for different choices of fm is presented in Fig. 3.7(A) and
Fig 3.7(B). In the synthetic networks, E(d(k)) is approximately constant before the turnover
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nodes are activated at k = mfm since it is dominated by the distances related to these
turnover nodes. This property is destroyed by PT which extends the lifetimes of turnover
nodes and therefore enhances the speed of consensus formation as is also evident in Fig. 3.8(A)
which shows a positive correlation between the relative speed-up of PT and the value of fm.
As can be seen in Fig. 3.7(C), even a very small fraction of turnover nodes will dampen the
speed of consensus formation significantly. On the other hand, PT extends the lifetime of
these nodes and yields consistent exponential decay of E(d(k)) with k, as can be seen in
the Fig. 3.7(D). As seen in Fig. 3.8(B), even a small fraction of turnover nodes results in a
sharp increase of E(d(m)) relative to the corresponding predictions from the PT reference
networks, affirming the anticipated sensitivity of the speed of consensus formation to the
lifetime of nodes.





































































Figure 3.7: Evolution of expected mean square opinion distance E(d(k)) with increasing k
on synthetic networks (left panels) and their reference networks (right panels). (A) synthetic
networks with fixed fn = 0.5 and varied fm, (B) PT reference networks with fixed fn = 0.5
and varied fm, (C) synthetic networks with fixed fm = 0.5 and varied fn, (D) PT reference
networks with fixed fm = 0.5 and varied fn. The arrows in the figure indicate the directions
of increasing fm or fn.
We return to consideration of the time-dependent empirical networks. For the dynamics
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Figure 3.8: E(d(m)) on synthetic networks and their reference networks as a function of fm
(A) and fn (B). In panel (A), we have fixed fn = 0.5. In panel (B), we have fixed fm = 0.5.
The arrow in panel (B) shows the sharp increase of E(d(m)) on synthetic networks.
given by applying stochastic Deffuant updates to a graph sequence {Gl}, E(d(k)) must be
obtained by numerical sampling and simulation. Figure 3.9 shows variations in E(d(k))
with increasing k in the case that µ = 0.8, obtained by averaging over 100 realizations of the
initial opinion vector and edge selection sequences. As in the case of the deterministic update
model, the results match closely with the preditions of the PTE and PTN reference models
while PT results in a significant reduction of the expected mean square distance. This is
consistent with the observation that the speed of consensus formation is mainly determined
by nodal lifetimes. In contrast to the earlier result, RT yields faster decay compared with
PT. We attribute this to the likelihood, in the case of PT, that some interactions in a graph
will not be selected by the algorithm, while this possibility is essentially eliminated in RT
because most graphs have a single interaction. Such missing interactions can slow down
consensus formation.
The dependence of E(d(M)) on µ is shown in Fig. 3.10. As with the data in Fig. 3.6, the
differences between empirical networks and reference models are generally amplified as µ is
increased. We again observe insignificant effects of IETs and apparent sensitivity to nodal
lifetimes.
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Figure 3.9: Evolution of expected mean square opinion distance E(d(k)) with k on the
empirical networks and their corresponding reference models obtained by applying stochastic
Deffuant updates to the graph sequence {Gl} of empirical networks and their corresponding
reference models with µ = 0.8. (A) “Conference”, (B) “High school”, (C) “Hospital”, and (D)
“Honeybee”. The curves for the reference models are averages over 10 realizations.
3.5 Further discussions and conclusions
This chapter has explored the effects of temporal patterns in face-to-face interaction networks
on the speed of consensus formation using suitably constructed models of opinion dynamics.
Key observations include a slowing down of consensus formation associated with edge weight
heterogeneity in models applied to static aggregated topologies, and sensitivity to nodal
lifetimes in models applied to graph sequences that preserve temporal ordering. In particular,
the extension of nodal lifetimes associated with commonly used randomized reference models
can significantly overestimate the speed of consensus formation. Notably, no significant
effects were found of burstiness of IETs or edge lifetimes. Given a network, these observations
suggest that opinion dynamics can be an effective tool to probe the heterogeneity of edge

































Figure 3.10: The dependence of expected mean square opinion distance at final step E(d(M))
on convergence parameter µ for each empirical network and the corresponding reference
models using stochastic Deffuant updates applied to the graph sequence {Gl} of empirical
networks and their corresponding reference models. (A) “Conference”, (B) “High school”,
(C) “Hospital”, and (D) “Honeybee”. Results for the PTE, PTN, PT and RT reference
models are presented using error bars representing averages ± one standard deviation over
10 realizations. In the case that the average minus one standard deviation results in a
negative number, we omit the lower half of the error bar.
Our results provide an important counterpoint to observations in ref. [25] on changes to
consensus formation associated with PT reference models. There, the authors conclude that
the randomization of contact orders associated with PT can accelerate consensus formation.
However, as observed in this study, changes to contact order that preserve nodal lifetimes,
as generated by the PTN reference model, are not associated with accelerated consensus
formation. Instead, it appears that the acceleration observed by ref. [25] is a consequence of
the extension of nodal lifetimes to the full sampling window that results from PT. It thus
appears that one can tune the speed of consensus formation in time-dependent multi-agent
networks [83, 102] by controlling nodal lifespans.
We note that Deffuant models are not restricted to opinion dynamics but can be applied
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to problems of coordination [25, 98] and synchronization [26, 81]. For example, in [25], the
original Deffuant model with µ = (1 − exp(−2τ))/2 ∈ (0, 0.5) was applied to a problem of
continuous-time coordination. We believe that the generalizations developed in this chapter,
providing for enhanced rates of consensus formation by appropriate tuning of µ and/or
accounting for the effects of group conversations in empirical data sets, can be of similarly
significant value to consensus problems in multi-agent coordination, e.g., formation control
of mobile robots. Future work should investigate the influence on consensus formation in
temporal networks from group conversations.
The confidence bound ε was ignored in our study to simplify the analysis. However, as
observed in ref. [89], variations in the time for convergence to steady-state are small for
ε > 0.5, since the limit typically consists of only one opinion group. We therefore expect
that the conclusions of this study apply also to models that include confidence bounds with
ε > 0.5. For ε < 0.5, we expect a fragmentation of the opinion dynamics with a steady-state
consisting of several distinct opinion groups with consensus within each group [87, 89]. We
leave a study of the influence of temporal structure on potential fragmentation to future
work but note that such an outcome could be related to community structures in networks.
Indeed, ref. [84] used decaying confidence bounds in models of opinion dynamics to detect
communities in static networks. We imagine that a similar technique might address the more
challenging problem of community detection on temporal networks.
Finally, we note a number of opportunities to generalize the analysis in this chapter,
for example, by considering heterogeneity of initial opinions and convergence parameters.
For example, consensus on static networks has been shown to be facilitated by making
the convergence parameter dependent on node centrality [103, 104]. Centrality measures
on temporal networks are more complicated [10] and it is natural to ask whether simi-
lar centrality-dependent implementations could be used to enhance consensus formation on
temporal networks. Similar techniques may be used to identify network nodes with particu-
lar influence on the speed of consensus formation [104, 105]. For example, by investigating
the dependence of the consensus dynamics on outlier nodes [97] one may develop tools for
detecting nodes that delay overall convergence.
In this Part, we have applied the dynamics-on-network paradigm to spreading and consen-
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sus dynamics on time-dependent network data to associate network structures with efficient
information transmission. We observed the consensus speed is sensitively dependent on the
convergence parameter as well (see Fig. 3.6 and Fig. 3.10). Such a speed may be further
improved if µ is allowed to be time-varying. In particular, we can apply optimal control to
consensus dynamics with µ(t) as the control input. Motivated by this, we will consider the
optimal control of the synchronization of a group of phase oscillators. We will also investigate
the optimal control of spreading dynamics on time-varying networks to better understand
how network structures affect information transmission in terms of the selection of optimal
control inputs. However, before moving to the studies of these optimal control problems, we
develop a computational platform for constrained optimization in next part. This platform
will be used in Part III to solve the optimal control problems.
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Part II




AN ALGORITHM FOR AUTOMATED PROBLEM
CONSTRUCTION
The objectives1 of this study are threefold. First, the study defines a staged construction
paradigm for the necessary conditions for locally optimal solutions to integro-differential
boundary-value problems that mirrors the natural decomposition of the original constraints.
Second, it details a library of realizations of the zero functions, monitor functions, and contri-
butions to the adjoint equations associated with each stage of problem construction. Third,
it illustrates the application of this framework to multi-segment trajectory problems, for
example in the analysis of spacecraft optimal control problems. The proposed construction
paradigm generalizes a formulation for the construction of integro-differential-algebraic con-
tinuation problems in the software package coco to also include automatically generated
adjoint terms. The implementation enables arbitrarily many levels of nested construction
with larger problems assembled from smaller ones, and multiple instances of a problem class
combined inside a composite problem with the help of suitably defined coupling conditions.
The application of this paradigm to problems of constrained optimization relies on the suc-
cessive continuation paradigm introduced by Kernévez and Doedel [37], in which solutions
to the necessary conditions for locally optimal solutions are found at the end of a sequence
of easily initialized separate stages of continuation. The numerical examples illustrate the
paradigm of construction and the efficacy of the continuation approach in locating stationary
solutions to high-dimensional problems.
1The content of this chapter is reproduced from Li and Dankowicz, “Staged construction of adjoints
for constrained optimization of integro-differential boundary-value problems,” first published in the SIAM
Journal on Applied Dynamical Systems in Volume 17, Issue 2, pp. 1117–1151, 2018 [47], published by the
Society for Industrial and Applied Mathematics (SIAM). Copyright c© by SIAM. Unauthorized reproduction
of this article is prohibited.
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4.1 Introduction
A wide range of applications may be characterized in terms of problems of constrained opti-
mization of integro-differential boundary-value problems. Examples include efforts to achieve
optimal productivity of a continuous stirred tank bioreactor through appropriate design of
the frequency of periodic forcing [106] and a forcing waveform [107], optimal acoustic scat-
tering of an incident dual-frequency ultrasound wave form through appropriate design of
the relative phase and amplitude of the two frequency components [108], maximized bub-
ble translation over one dimensionless period with optimal designed acoustic forcing [109],
optimal thickness and shape of a nonlinear curved beam at postbuckling state [110], and op-
timal energy consumption for flapping motion in a compressible, viscous flow [111]. Optimal
control problems arise naturally in the search for efficient transfer trajectories in deep-space
missions [112, 113]. In [114], an algebraic constrained optimization problem is formulated
for a single-input-single-output control system to determine the minimal deviations of ma-
nipulated and design variables from their nominal values that eliminate input multiplicity
under given disturbances.
The calculus of variations can be applied to determine the first-order necessary conditions
for locally optimal solutions of an objective functional in the presence of constraints. To this
end, one first constructs an augmented objective functional that includes a linear combina-
tion of the constraints in terms of the associated Lagrange multipliers. The vanishing of the
variation of this augmented functional with respect to independent variations in the original
variables (the ‘design’ variables) as well as the Lagrange multipliers (the ‘adjoint’ variables)
then yields the sought-after first-order necessary conditions. For example, in the case of
optimal control problems, by Pontryagin’s maximum principle, these necessary conditions
may be formulated in terms of a Hamiltonian differential-algebraic boundary-value problem.
In general, an approximate solution to the necessary conditions for a locally optimal
solution may be obtained using numerical methods provided that reasonably accurate initial
guesses for both design variables and adjoint variables are available. Since this is rarely the
case, an alternative approach, originally proposed by Kernévez and Doedel [37], relies on the
use of parameter continuation methods (in this context sometimes referred to as homotopy
68
methods) to satisfy the necessary conditions using a succession of separate stages. In this
formulation, each stage may be initialized with an easily obtained solution guess from an
earlier stage or, in the case of the first stage of continuation, with a solution guess with
trivial adjoint variables.
Numerical parameter continuation methods for analyzing nonlinear dynamical systems are
available in several software implementations, e.g., auto [41], matcont [43], and coco [44].
These provide facilities for approximating implicitly-defined manifolds of solutions to alge-
braic or integro-differential boundary-value problems, for example, families of equilibria,
periodic orbits, or quasiperiodic invariant tori. These packages also typically support the
detection of special points along the corresponding solution manifolds, e.g., branch points,
folds, or bifurcations associated with changes in dynamic stability, as well as branch switch-
ing at bifurcation points. Indeed, Kernévez and Doedel implemented their approach to
constrained optimization in auto (see [115]). Subsequent instances in the literature of us-
ing the successive continuation paradigm for constrained optimization with auto include
[107, 106, 109, 108].
The matlab-based coco software platform is distinct from the other two packages re-
ferred to above in that it defines a construction paradigm that supports arbitrarily many
levels of nested problem construction [45]. Specifically, in coco, larger problems may be as-
sembled from smaller ones, and multiple instances of a problem class may be combined inside
a composite problem with the help of coupling or gluing conditions. The present work aims
to describe a significant extension to the coco construction paradigm that supports staged
construction also of the necessary conditions for locally optimal solutions to constrained
optimization problems with integro-differential boundary-value constraints. As a result, the
necessary conditions for optimization problems that naturally decompose into multiple, cou-
pled instances of integro-differential boundary-value constraints may be constructed in the
same way as would be the case for the original constraints, with little additional effort.
The remainder of this chapter is organized as follows. In Section 4.2, we consider a
general form of the problem of single-objective optimization, derive the necessary adjoint
conditions for a stationary solution, and identify an augmented continuation problem that
supports the successive continuation paradigm of Kernévez and Doedel [37]. This section
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also summarizes the staged construction paradigm of coco and describes its generalization
to the staged construction of the augmented continuation problem, as recently implemented
in coco. Section 4.3 presents a library of realizations of the zero functions, monitor func-
tions, and associated contributions to the adjoint equations for general integro-differential
boundary-value problems. For each infinite-dimensional realization, we derive a correspond-
ing discretization in terms of Lagrange interpolants and suitably chosen collocation nodes
and quadrature weights. In Section 4.4, we use several examples to validate the effectiveness
of the proposed method and to illustrate the staged construction of the augmented continu-
ation problem, with particular emphasis on the difference between the number of equations
and the number of variables allowed to vary during continuation. A detailed treatment of
optimal control problems supports an example analysis of the problem of minimizing the
fuel cost for a spacecraft rendezvous between two halo orbits around the libration points
of Sun−Earth system (cf. [116]). The discussion extends the analysis beyond the typical
case in which the initial and terminal states are given, to one in which these states are
only partially constrained to lie on the respective halo orbit. The augmented continuation
problem naturally decomposes into three distinct differential constraints corresponding to
the two periodic orbits and the transfer trajectory, coupled through appropriate boundary
conditions. A brief summary and several directions for future research are considered in the
concluding Section 4.5.
4.2 Single-objective optimization
Consider the problem of finding an optimal solution (û, µ̂) that minimizes the function
(u, µ) 7→ µ1 under the constraint imposed by the extended continuation problem Fext(u, µ) =
0, where




Here, the zero function Φ : U → Y and monitor function Ψ : U → Rl are continuously
Fréchet differentiable mappings, the continuation variable space U is a real Banach space,
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the image space Y is a real Banach space, and the components of the vector µ ∈ Rl are the
continuation parameters.
4.2.1 Adjoint formulation
Suppose that (û, µ̂ = Ψ(û)) is a candidate optimal solution, such that the range of DΦ(û)
equals Y and its nullspace is of finite dimension d ≤ l. Consider the scalar-valued Lagrangian
L(u, µ, λ, η) := µ1 + 〈λ,Φ(u)〉Y + η
> · (Ψ(u)− µ) , (4.2)
where 〈·, ·〉Y : Y ∗ × Y → R is the pairing of Y with its dual, and the vectors λ ∈ Y ∗ and
η ∈ Rl are the corresponding Lagrange multipliers. It follows that, for arbitrary independent




















(DΦ(û))∗ λ̂+ (DΨ(û))∗ η̂, δu
〉
U
+ δη> · (Ψ(û)− µ̂)− η̂> · δµ = 0 (4.4)
in terms of the Fréchet derivatives DΦ and DΨ, their adjoints (DΦ)∗ and (DΨ)∗, and the
pairing 〈·, ·〉U : U∗ × U → R of U with its dual. Indeed, from the independence of the
individual variations, we conclude that
Φ(û) = 0, Ψ(û)− µ̂ = 0, (DΦ(û))∗λ̂+ (DΨ(û))∗η̂ = 0, η̂1 = 1, η̂{2,...,l} = 0 (4.5)
(cf. Theorem 2.1 in Kernévez and Doedel [37]) or, equivalently,
Φ(û) = 0, Ψ(û)− µ̂ = 0, (DΦ(û))∗λ̂+ (DΨ1(û))∗ = 0. (4.6)
As proposed in Kernévez and Doedel [37], successive stages of parameter continuation may
be deployed to locate a solution of either of these sets of necessary conditions by instead
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considering the augmented continuation problem Faug(u, λ, η, µ, ν) = 0, where







is expressed in terms of the continuation variables (u, λ, η) and continuation parameters
(µ, ν), and various restrictions obtained by fixing a subset of the components of µ and ν.
Such fixed continuation parameters are said to be inactive. For example, the preceding
discussion shows that
(
û, λ̂, η̂,Ψ(û), η̂
)
is a unique solution to the restriction obtained by
fixing ν1 = 1 and ν{2,...,l} = 0, and allowing all components of µ to vary.
Consider next the restriction obtained by selecting an index set I ⊂ {2, . . . , l} with |I| <
d and fixing ν1 = 1, ν{2,...,l}\I = 0, and µI = µ̂I, in which case a solution is given by(
û, λ̂, η̂,Ψ{1,...,l}\I(û), η̂I
)
. Suppose that the range of the derivative D(Φ,ΨI)(û) is Y × R|I|
and that its nullspace is of dimension d − |I|. It follows that a unique solution of the form(
û (µI) , λ̂ (µI) , η̂ (µI) ,Ψ{1,...,l}\I(û (µI)), η̂I (µI)
)
is obtained for every fixed choice µI ≈ µ̂I,
and that each such solution corresponds to a stationary point û (µI) for the value of µ1
under the constraints imposed by the reduced continuation problem Fred(u) = 0, where




In the case that |I| = d − 1, such a stationary point is located, and eas-
ily detected as a fold point in the active continuation parameter µ1 using pseudo-
arclength continuation schemes, along a locally unique solution path. Indeed, for
the restriction obtained with |I| = d − 1, ν{2,...,l}\I = 0, and µI ≈ µ̂I,
the point
(
û (µI) , 0, 0,Ψ{1,...,l}\I(û (µI)), 0
)
is a branch point at the intersection be-
tween the solution manifolds
(
û (µI) , ν1λ̂ (µI) , ν1η̂ (µI) ,Ψ{1,...,l}\I(û (µI)), ν1, ν1η̂I (µI)
)
and(
u, 0, 0,Ψ{1,...,l}\I(u), 0, 0
)
where Fred(u) = 0.
The method of locating an optimal solution through successive continuation is then the
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reverse of this description, beginning with the detection of a stationary point along a locally
unique solution path, for a given I with |I| = d − 1 and with λ = η = 0, followed by
continuation along a secondary solution path passing through the stationary point and with
λ and η varying linearly until η1 = 1, for the same I, followed by one or several runs
of continuation for some nested sequence of subsets of the original index set I until all
remaining elements of ν are fixed at 0. This formulation reduces the hard problem of finding
an optimal solution along a d-dimensional manifold to the relatively simpler one of finding
an optimal solution along a one-dimensional manifold, followed by simple continuation in ν
toward known values. Notably, by its focus on stationarity, there is no guarantee that this
method will ultimately land on a local extremum.
4.2.2 Staged construction
Nothing prevents the simultaneous construction of the zero function Φ and monitor function
Ψ of an extended continuation problem without any attempt at problem decomposition.
Nevertheless, the features of particular problems often suggest that one consider a staged
construction in which elements of Φ, Ψ, u, and µ are introduced successively. Support for
such a paradigm of staged problem construction is an essential feature of the parameter
continuation package coco [45].
Specifically, suppose that the image space supports a nontrivial Cartesian factorization
Y = Y1×· · ·×YN , and consider the corresponding representation Φ(u) = (Φ1(u), . . . ,ΦN(u)).
Then, for the purposes of staged construction, a Cartesian factorization U = U1 × · · · ×
UN and corresponding representation u = (u1, . . . , uN) are said to be compatible with the
factorization of Y and the definition of Φ(u) if Φ{1,...,n}(u) depends only on u{1,...,n} for
every n. Given a sequence 0 ≤ l1 ≤ · · · ≤ lN = l such that Ψ{1,...,ln}(u) also depends



















and {k, . . . , l} = ∅ if k ≥ l. Next, let the n-th stage realizations φn and ψn be defined by









given some subset Kon ⊆ {1, . . . , n − 1}, such that Ko1 = ∅. Accordingly, in the n-th stage
of the coco construction paradigm, we define the realizations φn and ψn, the index set Kon,
the continuation variables un, and the continuation parameters µ{ln−1+1,...,ln} when ln > ln−1.














Here, the ⊕ notation represents the decomposition of En into two uncoupled continuation
objects, each of which is embedded in En. Continuation problems that arise in practice often
naturally decompose into such distinct embedded objects. Their coupling is defined at later
stages of construction in terms of gluing conditions that depend only on a small subset of
the continuation variables associated with each object.
It is the objective of this study to accommodate the construction of the augmented con-
tinuation problem, including the adjoint conditions in terms of the Lagrange multipliers λ
and η in the staged construction paradigm described above. To this end, at the n-th stage
of construction, with n > 1,
〈
















ψn(uKon , un)− µ{ln−1+1,...,ln}
)
.














in terms of the Fréchet derivatives Dφn and Dψn, their adjoints (Dφn)∗ and (Dψn)∗, and
the dual pairing 〈·, ·〉UKon×Un of UKon × Un with its dual.
If we decompose the adjoint equations according to the Cartesian factorization of U , it
follows that each stage of construction contributes terms to one or several of the elements of
this decomposition. This includes partially populated equations associated with variations
in uKon , and new equations associated with variations in un. Only once all elements of Φ
and Ψ have been constructed are the adjoint equations fully determined. We may visualize
the details of this process by considering an operator matrix representation of the adjoint(
D(Φ,Ψ)
)∗ that respects the Cartesian factorizations of U and Y , as suggested in the di-
agram in Figure 4.1. Here, rows are associated with the elements of the decomposition of
the adjoint equations, while the columns correspond to the elements of λ and η. At each
stage of construction, the matrix representation grows by the addition of columns for the
new Lagrange multipliers λn and η{ln−1+1,...,ln} and rows for variations in the new contin-
uation variables un. As the new equations do not depend on λ{1,...,n−1} or η{1,...,ln−1}, the
corresponding entries are 0, as suggested in the diagram. Accordingly, in the n-th stage of
the coco construction paradigm, we define the contributions to the matrix representation
in terms of the realizations
(
Dφn(uKon , un)





× × × × × × × ×








λ1 η1 η2 λ2 η3 λ3 λ4 η4




the Cartesian factorizations of U and Y . Rows are associated with variations in the con-
tinuation variables u1, . . . , u4, while columns correspond to Lagrange multipliers λ{1,...4} and
η{1,...,4}. The symbol × denotes potentially nonzero elements. Vertical lines separate terms
introduced at different stages of construction. The construction paradigm results in a block-
triangular form of the matrix, as described in the text.
By assembling a library of realizations of zero functions, monitor functions, and the cor-
responding adjoints, we provide the building blocks for composite construction of associated
constrained optimization problems. We focus in the next several sections on the deriva-
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tion of the corresponding realizations for algebraic, differential, and integral zero functions
and monitor functions, providing support for arbitrary compositions of integro-differential
boundary-value optimization problems.
4.3 A library of realizations
In this section, we derive contributions to the adjoint equations from partial Lagrangians
associated with zero functions and monitor functions that characterize integro-differential
boundary-value problems. In the infinite-dimensional case, we discretize the corresponding
continuation variables and Lagrange multipliers after first performing the variational analy-
sis. This formulation is faithful to the encoding in coco [44]. Among the references, we call
the reader’s attention to the work by Zahr et al. [111] which contains related derivations of
adjoint equations for periodic partial-differential boundary-value problems.
4.3.1 Trajectory segments
We begin our survey by proceeding to develop a discretized representation of the zero problem
and associated adjoint formulation for a trajectory segment associated with a vector field
f : R× Rn × Rq → Rn and the differential equation








ẋ(t)− f (t, x(t), p)
)
dt. (4.15)
Following Dankowicz and Schilder [45], the variable substitution





where κ : [0, 1]→ R+ and
∫ 1
0






x̃′(τ)− Tκ(τ)f (t(τ), x̃(τ), p)
)
dτ, (4.17)
where λ̃(τ) = λ(t(τ)) and x̃(τ) = x(t(τ)).
Next, consider the uniform mesh τj = (j−1)/N for j = 1, . . . , N+1, such that τj+1−τj =








x̃′(τ)− Tκ(τ)f (t(τ), x̃(τ), p)
)
dτ. (4.18)
The corresponding, potentially nonuniform, mesh in the original independent variable is then
given by




for j = 1, . . . , N + 1. On the j-th interval (1 ≤ j ≤ N), apply the variable transformation
τ(σ) = τ (j)(σ) := τj +
1 + σ
2
(τj+1 − τj) (4.20)












t(τ (j)(σ)), x̂(j)(σ), p
))
dσ, (4.21)







































= t̂(j)(σ) := T0 + T
∫ τj+ 1+σ2 (τj+1−τj)
0





























In this case, the mesh in the original independent variable is given by tj = T0 + TN
∑j−1
i=1 κ̂i
for j = 1, . . . , N + 1. In particular, large values of κ̂i correspond to large mesh intervals and
vice versa. We obtain a uniform mesh only in the case that κ̂j = 1 for j = 1, . . . , N .
Variations


















































































































Since these are independent, and since any further additions to the Lagrangian depend only








for j = 1, . . . , N , and
x̂(j+1)(−1)− x̂(j)(1) = 0 (4.28)
for j = 1, . . . , N − 1. Collectively, these define the realization
φtraj :
(
{x̂(j)}Nj=1, T0, T, p
)
7→





Moreover, per the additive construction paradigm, the remaining terms in (4.26) con-
tribute to the adjoint equations according to the following assignments:








· λ̂(j)(σ), j = 1, . . . , N (4.30)
δx̂(1)(−1) : −λ̂(1)(−1) (4.31)
δx̂(N)(1) : λ̂(N)(1) (4.32)
























































· λ̂(j)(σ) dσ (4.36)
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Collectively, the contributions to the adjoint equations associated with the variations δx̂(j)










. We may visualize the adjoint operator(
Dφtraj
(
{x̂(j)}Nj=1, T0, T, p






in eqs. (4.30) to (4.36).
Discretization








in terms of Lagrange polynomials defined for a partition −1 = σ1 < · · · < σm+1 = 1 such that
x̂(j)(σk) = x(m+1)(j−1)+k and λ̂(j)(σk) = λ(m+1)(j−1)+k. Introduce collocation nodes z1, . . . , zm
on the interval [−1, 1], and let2
xbp = vec
(q
xbp,1 xbp,2 · · · xbp,N(m+1)
y)
, λbp = vec
(q






x̂(1)(z1) · · · x̂(1)(zm) · · · x̂(N)(z1) · · · x̂(N)(zm)
y)
(4.39)
in terms of the vectorization operator vec which converts an arbitrary-dimensional array
of numbers into a one-dimensional array of numbers, i.e., a column matrix (see Eq. (6.27)
in [45]). Let ⊗ denote the Kronecker product operator. It follows that xcn = Wxbp, where
the nmN × n(m + 1)N matrix W = IN ⊗ (L ⊗ In) is defined in terms of the m × (m + 1)
matrix L whose (l, k)-th entry is given by Lk(zl). In the numerical examples below and in
the implementation in coco, the partition is set to be uniform, and the collocation nodes
are chosen to coincide with the Gauss-Legendre nodes, i.e., the roots of the m-th Legendre
polynomial on the interval [−1, 1].
2A detailed introduction to the notation J and K for array delimiters, as well as to the operators vec, vec1,
diag and transp used in this section, is given in Section 6.2 of [45].
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We proceed to replace all integrals by numerical quadrature based on the collocation
nodes, and all differential equations in terms of differential conditions at these nodes. For


















= 0, j = 1, . . . , N, l = 1, . . . ,m (4.40)
or, equivalently,
W ′ · xbp −
T
2N




























the elements of κ̂f are those of κ̂ ⊗ 1nm,1 with κ̂ = J· · · κ̂j · · · K and 1nm,1 is an all-ones
array, ∗ denotes element-by-element multiplication, and the nmN × n(m + 1)N matrix
W ′ = IN ⊗ (L′ ⊗ In) is defined in terms of the m× (m+ 1) matrix L′, whose (l, k)-th entry
is given by L′k(zl). Similarly, the continuity conditions in (4.28) are given by
Q · xbp = 0 (4.43)
for a suitably constructed constant matrix Q [45]. Collectively, the discretized collocation
and continuity conditions correspond to the realization
φdtraj : (xbp, T0, T, p) 7→
W ′ · xbp − T2N vec (κ̂f ∗ fcn)
Q · xbp
 . (4.44)
In terms of the discretization, the contributions in (4.30) to the adjoint equations associ-














· λ(m+1)(j−1)+k, j = 1, . . . , N, l = 1, . . . ,m (4.45)
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or, equivalently, (
−W ′ − T
2N































the elements of κ̂fx are those of κ̂ ⊗ 1n2m,1, and diag is a block-diagonalization operator
(see Eq. (6.59) in [45]). Similarly, the contributions in (4.31)-(4.33) to the adjoint equations
associated with the variations δx̂(1)(−1), δx̂(N)(1), and δx̂(j+1)(−1) evaluate to
−
(
In 0 · · · 0
)
· λbp, (4.48)(
0 0 · · · In
)
· λbp, (4.49)
Q · λbp, (4.50)
respectively.
Next, let ωl denote quadrature weights associated with the collocation nodes and define
Ω = IN ⊗ (diag(ω) ⊗ In). In terms of the discretization, the contribution in (4.34) to the

















































and the operator vec1 converts an arbitrary-dimensional array into a row matrix (see
Eq. (6.28) in [45]). Similarly, the contribution in (4.35) to the adjoint equation associated
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fcn + T t̂cn,f ∗ ft,cn
))






























and the elements of t̂cn,f are those of
t






































































the elements of κ̂f,p are those of κ̂⊗ 1nqm,1, and transp is a array-transposition operator (see
Eq. (6.60) in [45]).
Collectively, the discretized contributions to the adjoint equations associated with the
variations δx̂(j) for j = 1, . . . , N , δx̂(1)(−1), δx̂(N)(1), δx̂(j+1)(−1) for j = 1, . . . , N − 1, δT0,
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δT , and δp take the form
(
(Dφtraj)
∗,d (xbp, T0, T, p)
)
· λbp. We may visualize the discretized
adjoint operator (Dφtraj)
∗,d (xbp, T0, T, p) as a 7× 1 column matrix with entries given by the
coefficient matrices in eqs. (4.46), (4.48) to (4.50), (4.52), (4.55) and (4.59).
4.3.2 Problem parameters
Since the problem parameters often play a unique role in the analysis of an integro-differential
boundary-value problem, consider the partial Lagrangian
η>p · (p− µp) (4.61)
in terms of the continuation parameter vector µp. In this case, variations with respect to ηp
and p yield
δη>p · (p− µp) + η>p · δp. (4.62)
Since these are independent, and since any further additions to the Lagrangian depend only
on p, but not ηp, we obtain
p− µp = 0 (4.63)
and the following contribution to the adjoint equations:
δp : ηp. (4.64)
4.3.3 Autonomous vector fields
In the case of an autonomous vector field, the value of the Lagrangian is independent of
T0, and we may choose to exclude T0 from the collection of continuation variables and,
consequently, omit (4.34) (and, for the proposed discretization, (4.52)) from the adjoint
problem. Alternatively, and consistent with the implementation in coco, we may retain T0
among the continuation variables, and append the partial Lagrangian
ηT0 (T0 − µT0) (4.65)
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in terms of the inactive continuation parameter µT0 . In this case, variations with respect to
ηT0 and T0 yield
δηT0 (T0 − µT0) + ηT0δT0. (4.66)
Since these are independent, and since any further additions to the Lagrangian depend only
on T0, but not ηT0 , we obtain
T0 − µT0 = 0 (4.67)
and the following contribution to the adjoint equations:
δT0 : ηT0 . (4.68)
4.3.4 Boundary-value problems
We proceed to consider the imposition of auxiliary conditions on the trajectory from Sec-
tion 4.3.1, for example, constraints on the initial and/or final values along the trajectory, or
on the initial time and interval length, possibly parameterized by the problem parameters.
Notably, in problems where a problem parameter only appears in these auxiliary conditions,
but not explicitly in the vector field, this parameter should nevertheless be assumed to belong
to the vector p throughout the analysis.
Two-point boundary-value problems
Consider the partial Lagrangian
λ>bc · fbc
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
(4.69)
for some function fbc. Variations with respect to x̂(1)(−1), x̂(N)(1), T0, T , and p yield
δλ>bc · fbc
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
(4.70)
+ λ>bc · fbc,x̂(1)(−1)
(




+ λ>bc · fbc,x̂(N)(1)
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
· δx̂(N)(1)
+ λ>bc · fbc,T0
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
δT0
+ λ>bc · fbc,T
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
δT
+ λ>bc · fbc,p
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
· δp
Since these are independent, and since any further additions to the Lagrangian depend only
on x̂(1)(−1), x̂(N)(1), T0, T and p, but not λbc, we obtain
fbc
(
x̂(1)(−1), x̂(N)(1), T0, T, p
)
= 0 (4.71)
and the corresponding discretized realization
φdbc :
(




xbp,1, xbp,N(m+1), T0, T, p
)
. (4.72)


























xbp,1, xbp,N(m+1), T0, T, p
)
· λbc (4.77)
Collectively, these discretized contributions associated with the variations δx̂(1)(−1),
δx̂(N)(1), δT0, δT , and δp take the form
(
(Dφbc)
∗,d (xbp,1, xbp,N(m+1), T0, T, p) ) · λbc. We
may visualize the discretized adjoint operator (Dφbc)
∗,d (xbp,1, xbp,N(m+1), T0, T, p) as a 5× 1
column matrix with entries given by the coefficient matrices in eqs. (4.73) to (4.77).
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Periodic boundary-value problems
In the analysis of periodic boundary-value problems, we append additional zero functions
and adjoint contributions to those obtained for the corresponding trajectory segment. Specif-
















Since these are independent, and since any further additions to the Lagrangian depend only
on x(1)(−1) and x(N)(1), but not λper, we obtain
x(N)(1)− x(1)(−1) = 0, (4.80)





7→ xbp,N(m+1) − xbp,1. (4.81)
In terms of the discretization, the corresponding contributions to the adjoint equations are
given below:
δx(1)(−1) : −λper (4.82)
δx(N)(1) : λper, (4.83)
from which it follows that
(Dφper)




In the case of a nonautonomous vector field, the period is known. In this case, consider
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the additional partial Lagrangian
ηT (T − µT ) (4.85)
in terms of the inactive continuation parameter µT . Variations with respect to ηT and T
then yield
δηT (T − µT ) + ηT δT. (4.86)
Since these are independent, and since any further additions to the Lagrangian depend only
on T , but not ηT , we obtain
T − µT = 0 (4.87)
and the following contribution to the adjoint equations:
δT : ηT . (4.88)









> · x̂(j)(σ) dσ (4.89)
expressed in terms of a sequence of known functions x̂j0(σ), j = 1, . . . , N . Variations with

















> · δx̂(j)(σ) dσ. (4.90)
Since these are independent, and since any further additions to the Lagrangian depend only








> · x̂(j)(σ) dσ = 0 (4.91)
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> · x̂(j)(σ) dσ, (4.92)
as well as the following contributions to the adjoint equations:
δx̂(j) : x̂
(j)′
0 (σ)λphase, j = 1, . . . , N, (4.93)























such that x̂(j)0 (σk) = x0,bp,(m+1)(j−1)+k, and let
x0,bp = vec
(q
x0,bp,1 x0,bp,2 · · · x0,bp,N(m+1)
y)
. (4.96)
The integral phase condition in (4.91) then corresponds to the discretized realization
φdphase : xbp 7→ x>0,bp · W ′> · Ω · W · xbp, (4.97)
and, moreover,
(Dφphase)
∗,d (xbp) =W ′ · x0,bp. (4.98)
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4.3.5 Integral monitor functions
The imposition of additional integral constraints or the definition of integral monitor func-




g (t, x(t), p) dt− µint
)
(4.99)
















for some scalar-valued function g and in terms of a continuation parameter µint, to a trajec-





















































































Since these are independent, and since any further additions to the Lagrangian depend only
on x̂(j), T0, T , and p, but not η, we obtain the realization
ψint
(
























































































Collectively, the contributions to the adjoint equations associated with the variations δx̂(j)







, T0, T, p
))∗
ηint. We may







, T0, T, p
))∗
as a 4× 1 column matrix with
entries given by coefficients of ηint in eqs. (4.103) to (4.106).




































. This corresponds to the realization
ψdint : (xbp, T0, T, p) 7→
T
2N
vec1 (κ̂g ∗ gcn) ·Υ (4.108)
where Υ = 1N,1 ⊗ ω, the elements of κ̂g are those of κ̂⊗ 1m,1, and
gcn =
r



























































and the elements of κ̂gx are those of κ̂⊗ 1nm,1.











































































































and the elements of t̂cn are those of
t








































































and the elements of κ̂g,p are those of κ̂⊗ 1mq,1.
Collectively, the discretized contributions to the adjoint equations associated with the
variations δx̂(j) for j = 1, . . . , N , δT0, δT , and δp take the form
(
(Dψint)
∗,d (xbp, T0, T, p)
)
ηint.
We visualize the discretized adjoint operator (Dψint)
∗,d (xbp, T0, T, p) as a 4 × 1 column
matrix with entries given by the coefficient matrices of ηint in eqs. (4.111), (4.113), (4.116)
and (4.119).
4.4 Applications
In this section, we apply the paradigm described in previous sections to several constrained
optimization problems using the continuation package coco. In particular, we extend the
analysis to a class of problems from the theory of optimal control and illustrate the method-
ology on a model spacecraft rendezvous problem.
4.4.1 Two-point boundary-value problem from AUTO [115]













(x1(t)− 1)2 dt (4.121)
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subject to the differential equations










x1(0) = 0, x1(1) = 0, T0 = 0, T = 1, (4.123)
discussed in Doedel et al. [115] and also in the auto manual.
We proceed to build the corresponding augmented continuation problem in three consec-
utive stages:





, T0, T, p
)
and define the realizations φ1(u1) =
φtraj(u1), and ψ1(u1) = (p, T0). The corresponding contributions to the adjoint equa-






η{1,2} = (ηp, ηT0). We obtain a restricted continuation problem by designating the as-
sociated continuation parameters µ{1,2} = (µp, µT0) and ν{1,2} = (νp, νT0) as initially
inactive.





1 (1), T − 1
)
and ψ2 = ∅. The corresponding contributions to the ad-
joint equations are then expressed in terms of the Lagrange multipliers λ2 = λbc.

























The corresponding contributions to the adjoint equations are then expressed in terms
of the Lagrange multipliers λ3 = ∅ and η3 = ηobj. We obtain a restricted continuation
problem by designating the associated continuation parameters µ3 = µobj and ν3 = νobj
as initially inactive.
Each stage of construction is associated with a dimensional deficit equal to the number of
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degrees of freedom across a family of regular solutions to the corresponding restricted contin-
uation problem. In this example, the dimensional deficit after the first stage of construction
is 3 − 7 = −4, where the first integer represents the contribution from the zero functions
and monitor functions, while second integer represents the contribution from the associated
adjoint equations. Using the same notation, the dimensional deficits after the second and
third stages of construction equal 0− 4 = −4 and −1− 4 = −5, respectively.
Each stage of construction is associated with the assignment of nonzero elements (×) to






























, ηp, ηT0 ,
λbc, and ηobj. Accordingly, the vertical lines in the matrix separate the three stages of
construction.
In the analysis below, we proceed to apply the successive continuation paradigm to locate
locally stationary solutions. We rely on a uniform mesh in t (i.e., κ̂j = 1 for j = 1, . . . , N)
with N = 15. We restrict attention to a computational domain defined by −0.1 ≤ p1 ≤ 3.5,
−0.1 ≤ p2 ≤ 0.8, −0.1 ≤ p3 ≤ 0.6 and 0 ≤ µobj ≤ 1.5. Discretization is achieved with
Lagrange polynomials of degree m = 4. All runs are initiated with p1 = 0, p2 = p3 = 0.1,
xbp = 0, T0 = 0, T = 1, and trivial Lagrange multipliers.
In the first run, we continue to fix µT0 , µp,2, µp,3, and νp,1 and allow the remaining con-
tinuation parameters to vary. In this case, the dimensional deficit equals 1 − 0 = 1. As
seen in the right panel of Figure 4.2, continuation results in the detection of three local
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extrema (red points) in the value of µobj (two of them are so close as to be indistinguishable
in the left panel of the figure). As suggested in section 4.2.1, a distinct branch of solutions
should emanate from each extremum. Points along such a branch correspond to nontrivial
solutions for the Lagrange multipliers with unchanging values for the remaining continuation
variables.
These predictions are confirmed by our numerical analysis, although the branch point
associated with the intersection of the two solution branches is only approximately coincident
with the local extremum. Since the values of the problem parameters are preserved along the
secondary branches, the results of continuation until νobj = 1 are not visible in Figure 4.2. In
each case, we proceed to fix νobj = 1 and further allow µp2 to vary along the corresponding
one-dimensional solution branch until νp2 = 0. In the final stage, we fix νp2 = 0 and further
allow µp,3 to vary along the corresponding one-dimensional solution branch until νp3 = 0.
Notably, νp1 = 0 throughout the analysis. Moreover, since µT0 is fixed throughout the
analysis, νT0 simply monitors the value of the Lagrange multiplier ηT0 , and is not required
to equal 0 at a stationary point.
Using this approach, and restricting attention to variations of νp,2 and νp,3 that approach
0 monotonically, we locate the three stationary points denoted by A, B, and C in Figure 4.2.
The values of the objective functional at these points equal µAobj = 0.28459, µBobj = 1.06127
and µCobj = 0.92344. At the stationary point A, p1 = 0.37722, p2 = 0.23782 and p3 = 0.46761,
consistent with the results in [115]. Trajectories corresponding to A, B, and C are shown in
Figure 4.3.
It is instructive to examine how the results of the analysis are affected by the order
in which the continuation parameters µp,1, µp,2, and µp,3 are allowed to vary during the
successive stages of continuation. With reference to the tree structure in Figure 4.4, let
i, j, k ∈ {1, 2, 3} be three distinct integers corresponding to the succession of components
of µp in a branch rooted at S. In the first stage of continuation, we fix µT0 , µp,j, µp,k,
and νp,i and allow all the remaining continuation parameters to vary. Each branch point
detected within the computational domain is represented in Figure 4.4 by a separate branch
emanating from the µp,i node one level below S. As seen in the figure, the number of branch









































Figure 4.2: Projections of continuation paths associated with a staged search for stationary
solutions, in which µp,1 varies along the first solution manifold, µp,{1,2} vary along the second
solution manifold (after driving νobj to 1) and µp,{1,2,3} vary along the third solution manifold.
Here, three branch points (denoted by BP1, BP2 and BP3 and identified by red dots) are
detected along the first solution manifold. Along each secondary manifold, blue dots denote
locations where νp,2 = 0. Similarly, the terminal points (black dots) on the tertiary manifolds
denote the stationary points where νp,3 = 0. The green dot in the right panel denotes a point
on the boundary of the computational domain.
on the value of i. For example, as reported above, three branch points are detected when
µp,1 is allowed to vary initially.
Based at each branch point, in the second stage of continuation, we continue along the
solution manifold with nontrivial Lagrange multipliers until νobj = 1. We proceed to fix νobj
and further allow µp,j to vary along the corresponding one-dimensional solution manifold.
Each point on this manifold, within the computational domain, for which νp,j = 0 is rep-
resented in Figure 4.4 by a separate branch emanating from the µp,j node two levels below
S. Based at each such point, in the final stage of continuation, we fix νp,j and further allow
µp,k to vary along the corresponding one-dimensional solution manifold. Each point on this
manifold, within the computational domain, for which νp,k = 0 is represented in Figure 4.4
by a separate branch emanating from the µp,k node three levels below S. The label at the
terminal leaf node identifies the corresponding stationary point.
As seen in Figure 4.4, all three stationary points may be reached when i = 1, regardless
of the values of j and k. In contrast, in the cases that i = 2 or 3, we detect only one
branch point within the computational domain in the first stage of continuation, and are
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Figure 4.3: A projection of the solution time history associated with each of the three
stationary points.
subsequently only able to reach the stationary points B and C. Notably, only a subset of
these branches (highlighted with thicker lines in Figure 4.4) remain if we insist that the
elements of νp approach 0 monotonically along the corresponding solution manifold.
As an alternative to the uniform mesh relied upon in this numerical example, it is possible
to employ adaptive discretizations that vary the sizes (κ̂j) and number (N) of mesh intervals
to obtain numerical solutions with desirable accuracy within reasonable limits on computa-
tional effort. Such an adaptive mesh algorithm is implemented in coco [45]. Here, adaptive
changes to N and {κ̂j}Nj=1 ensure that an estimated interpolation error for the piecewise-
polynomial representation of x(t) does not exceed a critical tolerance and is approximately
equidistributed over the mesh intervals. Use of this algorithm shows that adaptation has
no significant influence on the numerical results quoted in this section. For the numerical
results reported in the remainder of this chapter, we rely on the adaptive mesh algorithm
implemented in the coco collocation toolbox with the default tolerance 10−4.
4.4.2 Extension to optimal control problems
We extend our algorithm to optimal control problems by projecting the control input onto
the coefficients of a parameterization in terms of a suitable choice of basis functions. With















































Figure 4.4: Tree structure representation of the dependence of the outcome of successive
continuation on the order in which the continuation parameters µp,1, µp,2, and µp,3 are allowed
to vary. From the root down, each branch corresponds to i) a first stage of continuation with
µT0 , µp,j, µp,k, and νp,i = 0 fixed, followed by ii) continuation from a branch point along a
secondary solution manifold until νobj = 1, followed by iii) a further stage of continuation
with µT0 , µp,k, νp,i = 0, and νobj = 1 fixed, followed by iv) a final stage of continuation from
a point along the corresponding manifold with νp,j = 0 holding µT0 , νp,i = νp,j = 0, and
νobj = 1 fixed. The terminal labels denote the stationary points with νp,k = 0 along the
corresponding manifold. Highlighted branches are those obtained when restricting attention
to variations in the elements of νp that approach 0 monotonically.
tors that play the role of problem parameters p within the framework of section 4.3.
Problem formulation
Consider the Bolza cost functional [117]
J = h(tf , x(tf )) +
∫ tf
t0
g(t, x(t), u(t))dt (4.126)
in terms of the scalar-value control input u(t), subject to the dynamic constraints
ẋ = f(t, x(t), u(t)) (4.127)
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and boundary conditions
φ(x(t0), x(tf )) = 0, (4.128)
where t0 and tf are assumed to be known. We formulate the corresponding Lagrangian





ẋ(t)− f(t, x(t), u(t))
)
dt+ λ>bc · φ(x(t0), x(tf )) (4.129)
+ η
(
h(tf , x(tf )) +
∫ tf
t0










in terms of an orthonormal function basis {Ti(t)} on the interval [t0, tf ] with respect to the
weighting function w(t). Independent variations δx, δx(t0), δx(tf ), and δu then result in the
adjoint equations
δx : −λ̇>(t)− λ>(t) · fx(t, x(t), u(t)) + ηgx(t, x(t), u(t)) = 0, (4.130)
δx(t0) : −λ>(t0) + λ>bc · φx(t0)(x(t0), x(tf )) = 0, (4.131)
δx(tf ) : λ
>(tf ) + λ
>
bc · φx(tf )(x(t0), x(tf )) + ηhx(tf )(tf , x(tf )) = 0, (4.132)
δu : −λ>(t) · fu(t, x(t), u(t)) + ηgu(t, x(t), u(t)) +
∞∑
i=1
ηp,iTi(t)w(t) = 0. (4.133)




u(t)Ti(t)w(t) dt = 0, i ≥ 1. (4.134)
Galerkin projection of (4.133) onto Tj yields∫ tf
t0
(
− λ>(t) · fu(t, x(t), u(t)) + ηgu(t, x(t), u(t))
)






then yields a countable parameterization of the optimization problem with µp,i = pi that can
be truncated at some order q and again analyzed using the successive continuation approach.
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Notably, the identical equations are obtained by substituting (4.136) into the expression for
L and proceeding as in section 4.3.
In the examples below, we expand the control input using normalized Chebyshev polyno-
mial of the first kind (cf. [118]) on the interval [−1, 1] with w(t) = (1− t2)−1/2. To this end,
we first rescale and shift the time domain [t0, tf ] to [−1, 1]. Thus, in all cases, T0 = −1 and
T = 2.
Validation of control parameterization
To investigate the rate of convergence with the truncation order q of the control parame-
terization (4.136), consider the optimal control problem [119] associated with the objective
functional
J = −x(2) (4.137)




(−x+ xu− u2) (4.138)
and initial condition x(0) = 1. The adjoint equations then take the form
−λ̇− 5
2
(−1 + u)λ = 0, −λ5
2
(x− 2u) = 0, −λ(0) + λbc = 0, λ(2)− η = 0. (4.139)
The simplicity of this problem allows us to find an exact analytical solution. In particular,
there exists a unique nonzero solution for the Lagrange multipliers λ(t) and λbc with η = 1
provided that xexact(t) = 2uexact(t) = 4
(
1 + 3e5t/2
)−1 corresponding to the optimal value
Jexact = −4/ (1 + 3e5).
We proceed to analyze this problem using the successive continuation paradigm from
previous sections applied to a discretization of x(t) and the governing equations, and a
truncated parameterization of the control input. Figure 4.5 shows the dependence of the
numerical errors on the truncation order q. As suggested by the numerical results, the
convergence is exponential in q.
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Figure 4.5: Numerical errors as a function of the truncation order q: (left panel) errors in
the optimal control input and (right panel) errors in the predicted optimal value for the
objective functional.
Spacecraft rendezvous between libration orbits
As a nontrivial application of the optimal control formulation, consider the problem of






















 = ∇V (x1, x2, x3) + u, (4.141)
where





















(ξ + 1 + 1/γ)2 + υ2 + ζ2, d2 =
√
(ξ + 1)2 + υ2 + ζ2; (4.143)
the boundary conditions
x(0) = y(0), x(2) = z(0), (4.144)
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and periodic boundary conditions y(0) = y(2) and z(0) = z(3).
For u = 0 in (4.141), αy = 0 in (4.145), or αz = 0 in (4.146), the corresponding dynamic
constraints are the dimensionless equations of motion for the circular spatial restricted three-
body problem (CSR3BP) in terms of a coordinate system with origin at the L2 libration
point, 1-axis pointing along the line from the more massive to the less massive primary, and
2-axis in the plane of motion of the primaries. In the numerical analysis below, we restrict
attention to the special case of the Sun−Earth system, for which µ = 3.04036 × 10−6 and
γ = 1.00782× 10−2.
The components u1, u2, and u3 of the control input in (4.141) act along the 1-, 2-, and
3-direction, respectively, of the spacecraft’s motion. Per the parameterization in (4.136),
for each of these components, we consider a 10-term expansion in terms of orthonormal
Chebyshev polynomials and coefficients p1, ..., p10, p11, ..., p20, and p21, ..., p30, respectively.





















− V (z1, z2, z3) (4.147)
obey the conditions Ėy = αy ‖∇Ey‖2 and Ėz = αz ‖∇Ez‖2. The periodic boundary condi-
tions may therefore be satisfied only if αy = αz = 0, in which case y(t) and z(t) correspond
to periodic orbits of the CSR3BP. In the analysis below, we retain αy and αz as continuation
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variables in order to ensure a nonsingular continuation problem, and use their numerical
values as a validation of our approach (cf. [122, 121]).
We proceed to construct a suitable augmented continuation problem in five consecutive
stages:
• In stage 1 of construction, let u1 = ({y(j)}Nyj=1, T0,y, Ty, αy) and define the realizations
φ1(u1) = (φtraj,y(u1), y
(1)(−1) − y(Ny)(1)) and ψ1(u1) = (T0,y, Ty, y(1)2 (−1)). The cor-
responding contributions to the adjoint equations are then expressed in terms of the
Lagrange multipliers λ1 = ({λ̂(j)y }Nyj=1, λbc,y) and η{1,2} = (ηT0,y , ηTy , ηphase,y). We obtain
a restricted continuation problem by designating the associated continuation param-
eters µ{1,2} =
(




νT0,y , νTy , νphase,y
)
as initially inactive.
The dimensional deficit after this stage of construction equals 0− 3 = −3.
• In stage 2 of construction, let u2 = ({z(j)}Nzj=1, T0,z, Tz, αz) and define the realizations
φ2(u2) = (φtraj,z(u2), z
(1)(−1) − z(Nz)(1)) and ψ2(u2) = (T0,z, Tz, z(1)2 (−1)). The cor-
responding contributions to the adjoint equations are then expressed in terms of the
Lagrange multipliers λ2 = ({λ̂(j)z }Nzj=1, λbc,z) and η{3,4,5} = (ηT0,z , ηTz , ηphase,z). We obtain
a restricted continuation problem by designating the associated continuation parame-
ters µ{3,4,5} =
(




νT0,z , νTz , νphase,z
)
as initially inactive.
The dimensional deficit after this stage of construction equals 0− 6 = −6.
• In stage 3 of construction, let u3 = ({x(j)}Nxj=1, T0,x, Tx, p) and define the realizations
φ3(u3) = (φtraj,x(u3), T0,x + 1, Tx − 2) and ψ3(u3) = p. The corresponding contribu-
tions to the adjoint equations are then expressed in terms of the Lagrange multipliers
λ3 = ({λ̂(j)x }Nxj=1, λbc,x) and η6 = ηp. We obtain a restricted continuation problem by
designating the associated continuation parameters µ6 = µp and ν6 = νp as initially
inactive. The dimensional deficit after this stage of construction equals 6− 42 = −36.
• In stage 4 of construction, let u4 = ∅ and define the realizations φ4(u1, u2, u3, u4) =(
y(1)(−1)− x(1)(−1), z(1)(−1)− x(Nx)(1)
)
and ψ4(u4) = ∅. The corresponding contri-
butions to the adjoint equations are then expressed in terms of the Lagrange mul-
tipliers λ4 = λglue. The dimensional deficit after this stage of construction equals
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−6− 30 = −36.












The corresponding contributions to the adjoint equations are then expressed in terms
of the Lagrange multiplier η7 = ηobj. We obtain a restricted continuation problem by
designating the associated continuation parameters µ7 = µobj and ν7 = νobj as initially
inactive. The dimensional deficit after this stage of construction equals −7−30 = −37.
Each stage of construction is associated with the assignment of nonzero elements (×) to
















































































, λbc,x, and ηp from stage 3, λglue from stage 4,
and ηobj from stage 5. Accordingly, the horizontal and vertical lines in the matrix delineate
the five separate stages of construction.
In the analysis below, we again apply the successive continuation paradigm to locate lo-
cally optimal solutions. In an initial stage of homotopy continuation, we aim at generating
an initial solution guess for the two periodic orbits and the transfer trajectory. Since no
optimization is involved in this stage, we ignore the adjoint equations and stage 5 of con-
struction. We construct an initial solution guess for each of the discretizations of x(t), y(t),
and z(t) from a numerical simulation over the interval [0, 2] of the CSR3BP with initial
condition (corresponding to the red circle on H2 in Figure 4.8)
(
−1.0070 0.0000 0.1911 0.0000 5.3507 0.0000
)>
. (4.150)
This initial condition lies on a periodic halo orbit with period 2 of the CSR3BP near the L2
libration point. Continuation is then initialized with T0,x = −1, T0,y = T0,z = 0, Tx = Ty =
Tz = 2, αy = αz = 0, and pi = 0, for i = 1, . . . , 30.
We allow µTz and µp,{1,2,11,12,21,22} to vary and continue to fix the remaining continuation
parameters. As shown in Figure 4.6, continuation results in a sequence of transfer trajec-
tories, connecting two periodic orbits in the halo family associated with the L2 libration
point. For each solution, the initial and terminal states of the transfer trajectory correspond
to points with 2-coordinate equal to 0 on the halo orbits with period Ty = 2 and Tz, re-
spectively. During continuation, we encounter two points along the solution manifold with
µTz = 3. These correspond to one orbit on each of the two symmetric families of periodic
halo orbits shown in Figure 4.7. We use the solution corresponding to the second of these
as a basis for the next stage of continuation, this time of solutions to the originally required
set of dynamic constraints and boundary conditions. This solution is also included in Fig-
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ure 4.8 and there identified as the ‘Initial Design’. For this solution, J = 8.3273. To enable
independent verification, we note the initial condition
(
−0.5432 0.0000 −0.4823 0.0000 2.0891 0.0000
)>
(4.151)


































Figure 4.6: Projections into configuration space of a sequence of transfer trajectories (blue
dotted lines) connecting the periodic halo orbit H2 with period Ty = 2 with a second periodic
halo orbit with period Tz, resulting from homotopy continuation applied to the continuation
problem obtained using the first four stages of construction and ignoring the adjoint equa-
tions. Out of the two symmetric halo orbits with Tz = 3 (cf. Figure 4.7), the one targeted
for optimization is identified as H3 (red solid line).
In a first attempt to locate a solution to the optimal control problem, we include stage 5
of construction, as well as the full set of adjoint equations, with trivially initialized Lagrange
multipliers. We follow the successive continuation approach by
1. further allowing the continuation parameters µobj, µp,3, νobj, νT0,y , νTy , νphase,y, νT0,z ,
νTz , νphase,z, and νp,{4,...,10,13,...,20,23,...,30} to vary, and fixing µTz ;
2. branching off from local extrema in µobj, in each case driving νobj to 1;
3. fixing νobj, and then successively allowing each of the remaining elements of µp to vary
(in order of truncation of the expansions of the components of u(t)), and fixing the
corresponding element of νp once it equals 0.
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Figure 4.7: A continuous family of periodic halo orbits near the L2 libration point (repre-
sented by the blue sphere) obtained during continuation. The orbit highlighted in red has
period 3 and corresponds to the target trajectory H3 in Figure 4.6. The reflection symmetry
of the governing dynamics with respect to the 3-axis results in two symmetric branches about
the plane of motion of the primaries, as evidenced by the projection in the right panel.
Restricting attention to variations in the elements of νp that approach 0 monotonically then
results in a stationary solution for the case with fixed initial and terminal states, shown as
‘Design #1A’ in Figure 4.8. The corresponding control inputs are shown in the left panel of
Figure 4.9 and result in J = 7.0925, a cost reduction of 15% relative to the ‘Initial Design’.
We may proceed further from this solution by allowing µphase,y to vary until νphase,y = 0,
then allowing µphase,z to vary while fixing νphase,y until νphase,z = 0. Restricting attention
again to variations in νphase,y and νphase,z that approach 0 monotonically, we obtain a can-
didate stationary solution with initial and terminal states constrained only to lie on the
halo orbits, as originally stipulated. This solution is designated ‘Design #1B’ in Figure 4.8.
The corresponding value of J = 7.2978 is larger than that for ‘Design #1A’. Notably, ’De-
sign #1B’ is also obtained if the order in which µphase,y and µphase,z are allowed to vary is
switched, although the intermediate solutions naturally differ (and correspond to J = 7.2478
and J = 7.1428, respectively, both of which exceed the cost of ‘Design #1A’).
Alternatively, in a second attempt to locate an optimal solution to the original problem,
we return to the result of the homotopy analysis and follow the successive continuation ap-
proach by further allowing µobj, µphase,y, µphase,z, νT0,y , νTy , νT0,z , νTz , νp,{3,...,10,13,...,20,22,23,...,30},
and νobj to vary, and fixing µTz and µp,22. Using this formulation, we find several local ex-
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trema in µobj along the corresponding solution manifold. We proceed by continuing along
the secondary branch associated with the smallest value of J until νobj = 1. We proceed to
successively allow each of the elements of µp,{3,13,23,4,14,24,...,10,20,30,22} to vary while each cor-
responding element of νp,{3,13,23,4,14,24,...,10,20,30,22} is driven monotonically to 0 and then fixed.
This approach results in the transfer trajectory identified as ‘Design #2’ in Figure 4.8, based
at the initial and terminal states (denoted by green squares in Figure 4.8)
(
−0.5109 −0.1949 −1.1891 −0.2405 −1.0993 0.4723
)>
, (4.152)(
−0.0159 −0.2233 0.7927 −0.1903 −1.3424 −0.30903
)>
. (4.153)
The corresponding control inputs are shown in the right panel of Figure 4.9 and result in
a fuel cost of J = 3.8111, a reduction of 46% relative to ‘Design #1A’ found in the case of
fixed initial and terminal states.
4.5 Conclusions
In this chapter, we have presented a paradigm of staged construction of the necessary condi-
tions for solutions to constrained optimization problems with constraints defined in terms of
arbitrary compositions of integro-differential boundary-value problems. This formulation is
motivated by the often encountered case that the constrained optimization problem may be
decomposed into coupled instances of simpler constraints. For example, the optimal control
problem in Section 4.4.2 lent itself directly to the staged construction paradigm due to its
natural decomposition into three sparsely coupled trajectory problems.
The software platform coco [44] was originally designed to respect such a natural de-
composition of problems amenable to parameter continuation methods, thereby enabling an
object-oriented approach to problem construction [45]. The staged construction paradigm
for the contributions to the adjoint equations developed in this study extends the underlying
theory to a much larger class of problems. Importantly, it forms the basis for the support
of such construction in coco. Indeed, all the numerical results reported in this study were










































Figure 4.8: Halo orbits and candidate transfer trajectories. Here, the ‘Initial Design’ denotes
a suboptimal transfer trajectory between given initial and terminal states (red circles) on
the halo orbits H2 and H3. ‘Design #1A’ refers to a transfer trajectory obtained using the
method of successive continuation with µphase,y and µphase,z fixed. ‘Design #1B’ refers to a
transfer trajectory obtained after two further stages of continuation in which µphase,y and
µphase,z are successively allowed to vary with νphase,y and νphase,z, respectively, approaching
0 monotonically. ‘Design #2’ refers to a transfer trajectory obtained using the method
of successive continuation with µphase,y, µphase,z, and µp,{1,2,11,12,21} allowed to vary in the
first stage of continuation. As described in the text, several branch points are obtained in
this stage. Continuation along the secondary branch from the one with the smallest value
of J until νobj = 1, followed by a sequence of stages of continuation in which successive
elements of µp,{3,13,23,4,14,24,...,10,20,30,22} are allowed to vary while each corresponding element
of νp,{3,13,23,4,14,24,...,10,20,30,22} approaches 0 monotonically then results in ‘Design #2’.












































Figure 4.9: Candidate optimal control inputs for the spacecraft rendezvous problem for
‘Design #1A’ in the case of fixed initial and terminal states (left panel) and ‘Design #2’ in the
case of partially unconstrained initial and terminal states (right panel) of the corresponding
transfer trajectory.
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struct the zero functions, monitor functions, and associated contributions to the adjoint
equations for general algebraic problems, finite-dimensional trajectory problems, arbitrary
two-point boundary-value problems, and periodic boundary-value problems. Additional sup-
port for multi-segment periodic orbits in hybrid dynamical systems, as well as for equilibria
of nonlinear dynamical systems, also implemented in coco, extends this functionality to an
even larger class of problems than illustrated in this chapter.
While the general theory for deriving necessary conditions for local optima is classical,
the derivation in this study emphasizes the properties that support the staged construction
paradigm. To this end, we have taken great care in detailing the realizations of zero functions,
monitor functions, and associated contributions to the adjoint equations for a variety of key
problem types and with the appropriate notation. We do not claim to be making original
fundamental contributions to the formulation of these terms. Instead, our emphasis is on a
formulation that supports embeddability of simpler problems within larger problems or of
gluing multiple problem instances together. We are not aware of such a formulation in the
existing literature.
Within the staged construction paradigm, there is opportunity to translate the governing
equations for a variety of other problem classes that may or may not already be available
in the literature into the appropriate theoretical and notational framework. This includes
optimization problems with constraints defined in terms of partial differential equations [111],
delay-differential equations [123], and so on. Different discretizations, especially of spatio-
temporal or functional-analytic problems, should also be accounted for in this construction
paradigm, accompanied by appropriate adaptive remeshing algorithms (for which general
support already exists in coco). One may also wish to consider discrete adjoint methods in
which an infinite-dimensional problem is discretized before linearization and formation of the
adjoint [124], rather than afterwards as shown here. Finally, we note that adjoints may be
used for other purposes, e.g., the computation of normal forms associated with bifurcations
of periodic orbits [125].
We choose to illustrate our formulation in the context of a numerical approach to locating
optima originally introduced by Kernévez and Doedel [37] and relying on a sequence of
easily-initialized separate stages of parameter continuation along high-dimensional ‘ridges’
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of the objective function. In the context of the numerical examples, we explored the ability of
the successive continuation approach to locate stationary points on the constraint manifold,
with particular emphasis on the order in which various design variables were allowed to vary
and on the choice of search strategy along each successive manifold. Our findings point to
a rich geometry that deserves careful consideration in order to overcome the combinatorial
problem associated with large numbers of design variables (as in the parameterization of the
control inputs to the spacecraft rendezvous problem).
Notably, our computational approach is always limited by the definition of a computa-
tional domain to which our search is confined. We have not considered mechanisms for
searching along the domain boundaries until reaching a stationary point or again return-
ing to the domain interior. A directly related consideration arises in the case of inequality
constraints (since such inequalities effectively define a computational domain). It may be
instructive to consider the successive continuation approach in the context of transforma-
tion techniques that seek to eliminate the inequality constraints [126]. In next Chapter,
we generalize the successive continuation approach to the case of simultaneous equality and
inequality constraints. A key enabler of this generalization is the use of complementarity




A GENERALIZATION TO PROBLEMS WITH
INEQUALITY CONSTRAINTS
This study1 generalize the successive continuation paradigm introduced by Kernévez and
Doedel [37] for locating locally optimal solutions of constrained optimization problems to
the case of simultaneous equality and inequality constraints. The analysis shows that po-
tential optima may be found at the end of a sequence of easily-initialized separate stages of
continuation, without the need to seed the first stage of continuation with nonzero values for
the corresponding Lagrange multipliers. A key enabler of the proposed generalization is the
use of complementarity functions to define relaxed complementary conditions, followed by
the use of continuation to arrive at the limit required by the Karush-Kuhn-Tucker theory.
As a result, a successful search for optima is found to be possible also from an infeasible
initial solution guess. The discussion shows that the proposed paradigm is compatible with
the staged construction approach of the coco software package. This is evidenced by a
modified form of the coco core used to produce the numerical results reported here. These
illustrate the efficacy of the continuation approach in locating optimal solutions of an ob-
jective function along families of two-point boundary value problems and in optimal control
problems.
5.1 Introduction
Parameter continuation techniques enable a global study of smooth manifolds of solutions
to underdetermined systems of equations. It stands to reason that they should also be use-
1The content of this chapter is reproduced from Li and Dankowicz, “Optimization with equality
and inequality constraints using parameter continuation,” Applied Mathematics and Computation, 375,
art. no. 125058, 2020 [48], and included here with permission from the publisher. Section 2 in [48] is
omitted here and the Appendix in [48] is moved to the main body of the chapter.
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ful for optimization problems constrained to such manifolds. Starting from a single solution
and local information about the governing equations, such techniques generate a successively
expanding, suitably dense cover of solutions, among which optima may be sought. Sugges-
tive examples include optimization along families of periodic or quasiperiodic solutions of
nonlinear dynamical systems or optimal control problems with end-point constraints.
As shown first by Kernévez and Doedel [37, 115], parameter continuation techniques may
be effectively deployed as a core element of a search strategy for optima along a constraint
manifold. This is accomplished by seeking simultaneous solutions to the original set of
equations and a set of additional adjoint conditions, linear and homogeneous in a set of
unknown Lagrange multipliers. The technique introduced in [37] demonstrates how local
optima may be found at the terminal points of sequences of continuation runs, with each
successive run initialized by the final solution found in the previous run. Remarkably, by
the linearity and homogeneity of the adjoint conditions, the initial runs may be conveniently
initialized with vanishing Lagrange multipliers from solutions to the original set of equations.
Kernévez and Doedel’s technique thereby overcomes the difficulty of determining values for
the original unknowns and the Lagrange multipliers that provide an adequate initial solution
guess to the necessary conditions for local optima.
The objective of this study is to extend Kernévez and Doedel’s technique to optimization
problems with simultaneous equality and inequality constraints. This nontrivial generaliza-
tion is here accomplished by seeking simultaneous solutions to the original set of equations,
additional adjoint conditions that are again linear and homogeneous in a set of unknown
Lagrange multipliers, and relaxed nonlinear complementarity conditions in terms of the in-
equality functions and the corresponding Lagrange multipliers. As before, local optima are
found at the terminal points of sequences of consecutive continuation runs with linearity
and homogeneity again enabling initialization with vanishing Lagrange multipliers. Notably,
here, certain stages of continuation are used to drive the relaxation parameters to zero in
order to ensure that the necessary nonlinear complementarity conditions are exactly satisfied.
In the absence of inequality constraints, Kernévez and Doedel’s technique relies on the
existence of a branch point for the initial continuation problem from which emanate two one-
dimensional branches of solutions with vanishing and non-vanishing Lagrange multipliers,
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respectively. As shown here, such a branch point may also be found in the presence of
inequality constraints. Interestingly, inequality constraints afford additional opportunities
for generating solutions with non-vanishing Lagrange multipliers from an initial solution with
all zero multipliers. Remarkably, in the presence of inequality constraints, the successive
continuation technique may even benefit from initialization on solutions that violate these
constraints. An original contribution of this manuscript is the formulation and proof of
several key lemmas that establish these properties for large classes of optimization problems.
Example applications of Kernévez and Doedel’s technique can be found in [107, 106, 109,
108]. In each case, the governing set of equations, including the adjoint conditions, forms a
two-point boundary-value problem that is analyzed using the software package auto [41].
Such an implementation is also possible for the extension to the presence of inequality
constraints, as nothing in the formulation relies on a particular software implementation.
Nevertheless, Chapter 4 demonstrated the implementation of a staged construction approach
for the adjoint equations in the matlab-based software platform coco [44], supporting the
assembly of the full continuation problem from partial problems with predefined structure
and adjoints. A powerful example of this functionality is the optimal design of a transfer
trajectory between two halo orbits near a libration point of the circular restricted three-body
problem (see Section 4.4.2 for more details). In this chapter, we use a further extension of
coco to locate minima of an algebraic-integral objective functional constrained by a two-
point boundary-value problem and an integral inequality, as well as for an optimal control
problem under integral inequality constraints.
We finally note a further use of continuation methods when seeking solutions to singular,
non-smooth, or non-differentiable optimization problems as limits of continuous families of
regularized optimization problems. Such applications will not be considered here, but include
regularized optimal control problems with differentiable solutions that approach discontinu-
ous bang-bang control solutions in the singular limit [127, 128], as well as regularized optimal
control problems with index-1 differential-algebraic constraints that converge to higher-index
constraints in the singular limit [129]. Such regularizations can, in principle, be combined
with the techniques described in this study, provided that the singular limits can be reached
in the corresponding stages of continuation.
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The regularization is an example of parametric optimization [130, 131, 132], a field has been
active for several decades. In parametric optimization, the minimizer is parameterized by a
single parameter, e.g., the regularization parameter. One aims at finding the global or desired
minimizer using continuation in the parameter with a local minimizer as a starting point
which is assumed to be known or easy to compute. The parametric optimization has wide
applications, including global optimization [130, 132] and multi-objective optimization [130,
131, 132]. The successive continuation paradigm considered in this study can effectively
provide the starting minimizer to parametric optimization even for complicated constrained
optimization, where constructing a starting local minimizer is not trivial.
The remainder of this chapter is organized as follows. In Section 5.2, we formulate the first-
order necessary conditions for local optima of an objective function in the presence of equality
and real-valued inequality constraints on a general Banach space. We describe the use of a
nonsmooth complementarity function to enforce the complementary slackness conditions on
the inequality functions and the corresponding Lagrange multipliers. Section 5.3 presents
the application of the successive continuation technique to a finite-dimensional optimization
problem that motivates the subsequent theoretical development. The detailed analysis illus-
trates the additional flexibility afforded by the presence of inequality constraints and lays
the foundation for an algorithmic implementation in numerical software. The generalization
to the infinite-dimensional context is discussed in Section 5.4, with the establishment of
several original key lemmas. After presenting some implementation details in Section 5.5
that are particular to the advantages afforded by the staged construction paradigm of coco,
we consider additional examples in Section 5.6 to demonstrate the effectiveness of the pro-
posed optimization approach. A brief summary and several directions for future research
are considered in the concluding Section 5.7.
5.2 Problem statement
Consider the problem of finding a locally unique pair (û, µ̂) that corresponds to a local
minimum the function (u, µ) 7→ µ1 under the equality constraints F (u, µ) = 0 and inequality
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constraints G(u) ≤ 0, where




Here, Φ : U → Y , Ψ : U → Rl and G : U → Rq are continuously Fréchet differentiable
mappings, U and Y are real Banach spaces with duals U∗ and Y ∗, and µ1 is the first
component of the vector µ ∈ Rl. The formulation of the optimization problem in terms of
µ1 rather than Ψ1(u) is essential for the analysis below. Specifically, it renders the necessary
adjoint equations homogeneous. We refer to the set {(u, µ) ∈ U×Rl : F (u, µ) = 0, G(u) ≤ 0}
as the feasible region and to its complement as the infeasible region.
Let A := {i : Gi(û) = 0} denote the set of indices of active inequality constraints evaluated
at û, and suppose that the range of (DΦ(û), DGA(û)) equals Y × R|A|. It follows from
Corollary 9.4 in [133] that there exist unique λ̂ ∈ Y ∗, η̂ ∈ Rl, and σ̂ ∈ Rq that satisfy the
generalized Karush-Kuhn-Tucker (KKT) optimality conditions
Φ(û) = 0, Ψ(û)− µ̂ = 0, (5.2)
(DΦ(û))∗λ̂+ (DΨ(û))∗η̂ + (DG(û))∗σ̂ = 0, η̂1 = 1, η̂{2,...,l} = 0, (5.3)
and
σ̂i ≥ 0, −Gi(û) ≥ 0, σ̂iGi(û) = 0, 1 ≤ i ≤ q, (5.4)
where (DΦ(u))∗ : Y ∗ → U∗, (DΨ(u))∗ : Rl → U∗ and (DG(u))∗ : Rq → U∗ are the adjoints
of the Fréchet derivatives DΦ(u), DΨ(u) and DG(u), respectively. As suggested above,
the equation in (5.3) that includes adjoints is linear and homogeneous. This allows one
to initialize the search for a locally optimal solution from a solution guess with vanishing
Lagrange multipliers. It is noted that the above KKT conditions are necessary conditions for
local minima. When A = ∅, they reduce to the necessary conditions for general stationary
points.
Inspired by the general theory of nonlinear complementarity problems [134, 135, 136],
we find it convenient to convert (5.4) into a set of nonlinear equations. Specifically, let
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χ : R× R→ R be a function that satisfies the conditions
χ(a, b) = 0 ⇐⇒ a, b ≥ 0, ab = 0. (5.5)
Then (5.4) is equivalent to the condition
K(σ̂,−G(û)) :=
(
χ(σ̂1,−G1(û)) . . . χ(σ̂q,−Gq(û))
)>
= 0. (5.6)
In this study, we let χ equal the Fischer-Burmeister function
χ(a, b) =
√
a2 + b2 − a− b, (5.7)
whose contour plot is shown in Figure 5.1. In particular, for κ > 0,
χ(a, b) = κ ⇒ a = −κ(2b+ κ)
2(b+ κ)
, b > −κ. (5.8)














from which we conclude that
χa(0, b) = −1, χb(0, b) = sgn(b)− 1, (5.10)
for b 6= 0. In particular, χb(0, b) = 0 when b > 0. The function χ is clearly singular at (0, 0).
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Figure 5.1: Contour plot of the Fischer-Burmeister function χ(a, b) =
√
a2 + b2 − a− b.
5.3 Motivating example
Consider the problem of locating a local minimum of the function u := (x, y) 7→ Ψ1(u) :=
(x− 2)2 + 2(y − 1)2 subject to the inequalities
G1(u) := x+ 4y − 3 ≤ 0, G2(u) := −x+ y ≤ 0. (5.11)
In the notation of the previous section, U = R2, Y = ∅, l = 1, and q = 2. By the Karush-










 σ̂2 = 0, σ̂1(x̂+ 4ŷ − 3) = 0, σ̂2(−x̂+ ŷ) = 0. (5.12)
It follows that a candidate minimum in the feasible region is located at û = (5/3, 1/3), since
• σ̂1 = σ̂2 = 0 only if û = (2, 1), but G1(2, 1) = 3  0;
• σ̂1 = 0, σ̂2 6= 0 only if û = (4/3, 4/3) and σ̂2 = −4/3  0;
• σ̂1 6= 0, σ̂2 = 0 only if û = (5/3, 1/3) and σ̂1 = 2/3 ≥ 0;
• σ̂1 6= 0, σ̂2 6= 0 only if û = (3/5, 3/5), σ̂1 = 22/25, and σ̂2 = −48/25  0.
This point lies on the boundary of the feasible region defined by G1 = 0 and G2 < 0, along
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which Ψ1 evaluates to 3(6y2 − 4y + 1) and attains a minimum at ŷ = 1/3. Moreover, for
ε  1, Ψ1(5/3 + εv, 1/3 + εw) ≈ 1 − 2G1(5/3 + εv, 1/3 + εw)/3. We conclude that û is a
unique local minimum of Ψ1 in the feasible region.
We illustrate next a method for locating the minimum at û using a successive continuation
approach that connects an initial point u0 to û via a sequence of intersecting one-dimensional
manifolds. Note that (û,Ψ1(û), 1, σ̂1, σ̂2, 0, 0) and (u0,Ψ1(u0), 0, 0, 0, κ0,1, κ0,2) are two solu-
tions of the system of equations
Ψ1(u)− µ1 = 0,
(DΨ1(u))
> η1 + (DG(u))
> σ = 0,
χ (σ1,−G1(u))− κ1 = 0,
χ (σ2,−G2(u))− κ2 = 0,
(5.13)
with unknowns (u, µ1, η1, σ1, σ2, κ1, κ2), where κ0,1 := χ(0,−G1(u0)) and κ0,2 :=
χ(0,−G2(u0)). Here, the second solution is constructed with trivial Lagrange multipliers
using the linearity and homogeneity of the adjoint equations. As shown below, the succes-
sive continuation approach connects the second solution to the first solution via a sequence
of one-dimensional stages of parameter continuation. Since the system of equations is ex-
pressed in terms of eight unknowns and five equations, two unknowns need to be fixed to
yield one-dimensional manifolds. One may observe that (5.13) is reduced to the KKT op-
timality conditions if η1 = 1 and κ1 = κ2 = 0. Consequently, the selection of the two fixed
unknowns will be guided by the goal of approaching (η1, κ1, κ2) = (1, 0, 0).
Consider the four regions U+/− = {u ∈ R2 : G1(u) > 0, G2(u) < 0}, U−/+ = {u ∈ R2 :
G1(u) < 0, G2(u) > 0}, U+/+ = {u ∈ R2 : G1(u) > 0, G2(u) > 0}, and U−/− = {u ∈
R2 : G1(u) < 0, G2(u) < 0}. The successive continuation approach will be established
for u0 in each region. In each case, the results of closed-form analysis will be presented
first. Following a brief summary of the analysis, numerical continuation results validate the
theoretical predictions.
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5.3.1 u0 ∈ U+/−
Suppose that u0 ∈ U+/−, in which case κ0,1 = 2G1(u0) > 0 and κ0,2 = 0. It follows that u0
lies on a locally unique one-dimensional solution manifold of the equation











is a stationary point of Ψ1 on this manifold and G2 < 0 along the entire segment of the
manifold between u0 and u1 provided that G1(u0) < 12.
Consider (5.13) with κ1 = κ0,1, κ2 = 0, and unknowns (u, µ1, η1, σ1, σ2). Then, every solu-
tion u ∈ U+/− of (5.14) corresponds to a solution (u,Ψ1(u), 0, 0, 0) of (5.13). Indeed, for every
such point with u 6= u1, the corresponding Jacobian is found to have full rank. Thus, pro-
vided that u0 6= u1, the one-dimensional solution manifold of (5.14) through u0 corresponds
to a locally unique one-dimensional solution manifold of (5.13) through (u0,Ψ1(u0), 0, 0, 0).
Since u1 is a stationary point of Ψ1 along a level curve of G1, the matrices DΨ1(u1) and
DG1(u1) are linearly dependent. It follows that if G1(u0) < 12 then (u1,Ψ1(u1), 0, 0, 0) is a
branch point of (5.13) through which passes a secondary one-dimensional solution manifold,
locally parameterized by η1, along which σ2 = 0 and the matrices DΨ1(u) and DG1(u) are
linearly dependent. Substitution yields y = 2x−3 and σ1 = 2(2−x)η1, where x is implicitly
defined by
χ (2(2− x)η1, 15− 9x)− κ0,1 = 0. (5.16)
Since G1(u0) < 12, it follow from (5.8) that G2 < 0 along this manifold for η1 ∈ [0, 1]. Denote
the corresponding u for η1 = 1 by u2. Then, (u2,Ψ1(u2), 2(2 − x2), 0, κ0,1) is a solution to
(5.13) with η1 = 1, κ2 = 0, and unknowns (u, µ1, σ1, σ2, κ1). Indeed, this point lies on a
locally unique one-dimensional manifold of such solutions, along which σ2 = 0, y = 2x− 3,
σ1 = 2(2− x), where x is implicitly defined by
χ (2(2− x), 15− 9x)− κ1 = 0. (5.17)
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Since G1(u0) < 12, it again follows from (5.8) that G2 < 0 along this manifold for κ1 ∈
[0, κ0,1]. The corresponding u for κ1 = 0 then equals û, as expected.
As a summary, recall that the initial u0 ∈ U+/− implies that κ0,1 > 0 and κ0,2 = 0. Thus,
we only need to drive η1 to 1 and κ1 to 0 in order to satisfy the KKT conditions. In the
above analysis, κ1 and κ2 were fixed along the first one-dimensional manifold, which included
a branch point. Along the secondary branch through this point, η1 = 1 could be reached.
Fixing η1 = 1 and κ2 = 0 yields the third one-dimensional manifold, along which the optimal
solution is obtained once κ1 = 0.
Numerical results using parameter continuation with the coco software package validate
the above analysis. With u0 = (3, 1) ∈ U+/−, we have G1(u0) = 4 and κ0,1 = 8. Continuation
along the solution manifold to (5.13) with κ1 = κ0,1 and κ2 = 0 results in a curve along which
a local minimum of Ψ1 is detected at (x, y, µ1, η1, σ1, σ2) = (2.1111, 1.2222, 0.1111, 0, 0, 0)
represented by the red dots in Figure 5.2. Branch switching at the stationary point results
in the secondary branch terminating at the point (2.0997, 1.1995, 0.0895, 1.0000,−0.1995, 0)
represented by the blue dots in Figure 5.2. Finally, continuation along the solution manifold
to (5.13) with η1 = 1 and κ2 = 0 yields the curves in Figure 5.2 connecting the blue dots to
the black dots at (x, y, µ1, σ1, σ2, κ1) = (1.6667, 0.3333, 1.0000, 0.6667, 0, 0), consistent with
the analytical solution.
Notably, the initial continuation from u0 terminates with a failure of the Newton solver
to converge at the singular point (x, y, µ1, η1, σ1, σ2) = (7/5, 7/5, 17/25, 0, 0, 0) on G2 = 0
represented by the magenta-colored dot in the left panel. It is easy to show that a second
branch of solutions, confined to the G2 = 0 surface and with varying σ1 and σ2, also ter-
minates at this point. This branch extends in a direction oppositely aligned (angle greater
than 90◦) to the direction along which continuation arrives at the singular point, thereby
explaining the failure of the pseudo-arclength algorithm to bypass the singular point (cf. the
right panel of Figure 5.3). Moreover, since η1 decreases from 0 as σ2 increases from 0 along















G1(x; y) = 0












Figure 5.2: Projections of continuation paths associated with a successive search for optimal
solutions. Here, dark green thin lines and hollow markers are used to denote projections
of black thick lines and filled markers in three-dimensional space onto the three coordinate
planes. Gray planes are used to represent tight constraints. Starting from u0 = (3, 1) and
holding κ1 and κ2 fixed at 8 and 0, respectively, a fold point in µ1, denoted by the red dots,
is detected along the first solution manifold in the η1 = σ1 = σ2 = 0 subspace. Along the
secondary branch, blue dots denote locations where η1 = 1. With fixed η1, the terminal
points (black dots) on the tertiary manifolds denote the minimum points where κ1 = 0.
The magenta square in the left panel corresponds to a singular point for the initial stage of
continuation.





Figure 5.3: Illustration of the pseudo-arclength algorithm for one-dimensional continuation.
Starting from a point i located on a solution manifold, the next point i+1 is obtained by two
steps in the algorithm. In the first step, a predictor denoted by a red cross is generated along
the tangent direction at point i. A projection condition is then applied in the second step to
locate the point i+ 1 on the manifold. Singular points are denoted by magenta squares. In
the left panel, no singular point is encountered. In the middle panel, the extending directions
of two branches terminating on the singular point are positively aligned and the algorithm
may be able to bypass such a singular point. By contrast, in the right panel, the secondary
branch extends in a direction oppositely aligned to the first branch, and no local solution
exists to the projection condition. The algorithm is not able to bypass the singular point in
this case.
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5.3.2 u0 ∈ U−/+
As an alternative, suppose that u0 ∈ U−/+, in which case κ0,1 = 0 and κ0,2 = 2G2(u0) > 0.
It follows that u0 lies on a one-dimensional solution manifold of the equation











is a stationary point of Ψ1 on this manifold, but G1(u1) > 0. The segment of the manifold










We again considering the system of equations in (5.13), this time with κ1 = 0, κ2 =
κ0,2, and unknowns (u, µ1, η1, σ1, σ2). As before, the one-dimensional solution manifold of
(5.18) through u0 corresponds to a locally unique one-dimensional solution manifold of (5.13)
through (u0,Ψ1(u0), 0, 0, 0). Rather than reaching the stationary point of Ψ1, this manifold
terminates at u2, which is a singular point for the corresponding Jacobian. Interestingly,
a secondary branch, locally parameterized by η1 and along which G1 ≡ 0 and σ1, σ2 6= 0,
also terminates at this point. Substitution yields x = 3 − 4y, σ1 = 2(1 + 2y)η1/5, and
σ2 = 12(1− 3y)η1/5, where y is implicitly defined by
χ(12(1− 3y)η1/5, 3− 5y)− κ0,2 = 0. (5.21)
It follows from (5.8) that σ1 > 0 along this manifold for η1 ∈ (0, 1]. Denote the corresponding
u for η1 = 1 by u3. Then (u3,Ψ1(u3), 2(1 + 2y3)/5, 12(1− 3y3)/5, κ0,2) is a solution to (5.13)
with η1 = 1, κ1 = 0, and unknowns (u, µ1, σ1, σ2, κ2). Indeed, this point lies on a locally
unique one-dimensional manifold of such solutions on G1 = 0, along which x = 3 − 4y,
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σ1 = 2(1 + 2y)/5, and σ2 = 12(1− 3y)/5, where y is implicitly defined by
χ(12(1− 3y)/5, 3− 5y)− κ2 = 0. (5.22)
It is again easy to show from (5.8) that σ1 > 0 along this manifold for κ2 ∈ [0, κ0,2]. The
corresponding u for κ2 = 0 then equals û, as expected.
As a summary, recall that the initial u0 ∈ U−/+ implies that κ0,1 = 0 and κ0,2 > 0. Thus,
we only need to drive η1 to 1 and κ2 to 0. In the above analysis, κ1 and κ2 were fixed along
the first one-dimensional manifold, which intersects G1 ≡ 0 at a singular point. Along a
secondary branch confined to the zero-level surface of G1, η1 = 1 can be reached. Fixing
η1 = 1 and κ1 = 0 yields the third one-dimensional manifold, along which the optimal
solution is obtained once κ2 = 0.
Continuation results are again consistent with the above analysis. Starting from u0 =
(−4, 0) ∈ U−/+, we have G2(u0) = 4 and κ0,2 = 8. Continuation along the solution
manifold to (5.13) with κ1 = 0 and κ2 = κ0,2 results in a curve that appears to ter-
minate at (x, y, µ1, η1, σ1, σ2) = (−2.6000, 1.4000, 21.4800, 0, 0, 0) represented by the ma-
genta dots in Figure 5.4. As it happens, the pseudo-arclength algorithm manages to
cross this point (cf. the middle panel in Figure 5.3) and continuation proceeds along the
secondary branch in the G1 = 0 surface, terminating at the point (x, y, µ1, η1, σ1, σ2) =
(−0.2262, 0.8065, 5.0308, 1, 1.0452,−3.4071) represented by the blue dots in Figure 5.4. Fi-
nally, continuation along the solution manifold to (5.13) with η1 = 1 and κ1 = 0 yields
the curves in Figure 5.4 connecting the blue dots to the black dots at (x, y, µ1, σ1, σ2, κ2) =
(1.6667, 0.3333, 1.0000, 0.6667, 0, 0), consistent with the analytical solution.
5.3.3 u0 ∈ U+/+
Suppose, instead, that u0 ∈ U+/+, in which case κ0,1 = 2G1(u0) > 0 and κ0,2 = 2G2(u0) > 0.
We again consider the system of equations in (5.13), this time with κ1 = κ0,1, κ2 = κ0,2,
and unknowns (u, µ1, η1, σ1, σ2). We obtain a one-dimensional solution manifold through u0


























Figure 5.4: Projections of continuation paths associated with a successive search for optimal
solutions. Here, dark green thin lines and hollow markers are used to denote projections
of black thick lines and filled markers in three-dimensional space onto the three coordinate
planes. Gray planes are used to represent tight constraints. Starting from u0 = (−4, 0)
and holding κ1 and κ2 fixed at 0 and 8, respectively, continuation first proceeds along a
solution manifold in the η1 = σ1 = σ2 = 0 subspace. Rather than terminating at a singular
point (magenta squares) on the G1 = 0 surface, the pseudo-arclength continuation algorithm
bypasses this point and switches to a secondary branch in the G1 = 0 surface along which η1,
σ1, and σ2 vary. The first run terminates at the point corresponding to η1 = 1 (blue dots).
In the second run, with fixed η1, the terminal points (black dots) on the second manifolds
denote the minimum points where κ2 = 0.
defined by
χ(2(4− x− 2y)η1/5, 3− x− 4y)− κ0,1 = 0, (5.23)
χ(4(2x− y − 3)η1/5, x− y)− κ0,2 = 0. (5.24)
Denote the u corresponding to η1 = 1 by u1. Then (u1,Ψ(u1), 2(4 − x1 − 2y1)/5, 4(2x1 −
y1−3)/5, κ0,1) is a solution to (5.13) with η1 = 1, κ2 = κ0,2, and unknowns (u, µ1, σ1, σ2, κ1).
Indeed, this point lies on a locally unique one-dimensional manifold of such solutions, along
which σ1 = 2(4− x− 2y)/5 and σ2 = 4(2x− y − 3)/5, where x and y are implicitly defined
by
χ(2(4− x− 2y)/5, 3− x− 4y)− κ1 = 0, (5.25)
χ(4(2x− y − 3)/5, x− y)− κ0,2 = 0. (5.26)
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Denote the u corresponding to κ1 = 0 by u2. Then (u2,Ψ1(u2), 2(4 − x2 − 2y2)/5, 4(2x2 −
y2 − 3)/5, κ0,2) is a solution to (5.13) with η1 = 1, κ1 = 0, and unknowns (u, µ1, σ1, σ2, κ2).
Indeed, this point lies on a locally unique one-dimensional manifold of such solutions, along
which σ1 = 2(4− x− 2y)/5 and σ2 = 4(2x− y − 3)/5, where x and y are implicitly defined
by
χ(2(4− x− 2y)/5, 3− x− 4y) = 0, (5.27)
χ(4(2x− y − 3)/5, x− y)− κ2 = 0. (5.28)
The corresponding u for κ2 = 0 then equals û, as expected.
As a summary, recall that the initial u0 ∈ U+/+ implies that κ0,1 > and κ0,2 > 0. Thus,
we need to drive η1 to 1 and κ1 and κ2 to 0. In the above analysis, κ1 and κ2 were fixed
along the first one-dimensional manifold, which included a point with η1 = 1. With fixed
η1 = 1 and κ2 = κ0,2, a second one-dimensional manifold was obtained, along which a point
with κ1 = 0 could be reached. Fixing η1 = 1 and κ1 = 0 yields the third one-dimensional
manifold, along which the optimal solution is obtained once κ2 = 0.
The numerical results in Figure 5.5 confirm these predictions. Here, u0 = (1, 2) implies
that G1(u0) = 6, G2(u0) = 1, κ0,1 = 12, and κ0,2 = 2. Continuation along the solution
manifold to (5.13) with κ1 = κ0,1 and κ2 = κ0,2 results in a curve that intersects the point
(x, y, µ1, η1, σ1, σ2) = (1.7487, 1.7479, 1.1819, 1.0000,−0.4978,−1.0004) represented by the
yellow dots in Figure 5.5. Continuation from this point along the solution manifold to (5.13)
with η = 1 and κ2 = κ0,2 results in a curve that intersects the point (x, y, µ1, σ1, σ2, κ1) =
(1.0000, 0.5000, 1.5000, 0.8000,−1.2000, 0) represented by the blue dots Figure 5.5. Finally,
consistent with the analytical solution, continuation along the solution manifold to (5.13)
with η = 1 and κ1 = 0 yields the curves in Figure 5.5 connecting the blue dots to the black
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Figure 5.5: Projections of continuation paths associated with a successive search for optimal
solutions. Here, dark green thin lines and hollow markers are used to denote projections
of black thick lines and filled markers in three-dimensional space onto the three coordinate
planes. Gray planes are used to represent tight constraints. Starting from u0 = (1, 2)
and holding κ1 and κ2 fixed at 12 and 2, respectively, continuation proceeds along a one-
dimensional solution manifold until η1 = 1 (yellow dots). Fixing η1 and varying κ1, contin-
uation is conducted until κ1 = 0 (blue dots). Finally, with fixed κ1 and κ2 free to vary, the
terminal points (black dots) on the tertiary manifolds denote the minimum points where
κ2 = 0.
5.3.4 u0 ∈ U−/−
We finally consider u0 ∈ U−/− such that κ0,1 = κ0,2 = 0. Locally, the solutions to the
system of equations (5.13) with κ1 = 0, κ2 = 0, and unknowns (u, µ1, η1, σ1, σ2) constitute
a two-dimensional manifold of the form (u,Ψ(u), 0, 0, 0) for arbitrary u ≈ u0. To utilize
one-dimensional parameter continuation, we introduce the function Ψ2 : u 7→ y and consider
the system of equations 
Ψ1(u)− µ1 = 0,
Ψ2(u)− µ2 = 0,
(DΨ(u))> η + (DG(u))> σ = 0,
χ (σ1,−G1(u))− κ1 = 0,
χ (σ2,−G2(u))− κ2 = 0,
(5.29)
with unknowns (u, µ1, µ2, η1, η2, σ1, σ2, κ1, κ2). It follows that
(û,Ψ1(û),Ψ2(û), 1, 0, σ̂1, σ̂2, 0, 0) and (u0,Ψ1(u0),Ψ2(u0), 0, 0, 0, 0, κ0,1, κ0,2) are two so-
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lutions of the above system. Our goal here is connecting the two solutions using
continuation along a sequence of one-dimensional manifolds. Since the system of equations
is expressed in terms of ten unknowns and six equations, three unknowns need to be fixed
to yield one-dimensional manifolds. Note that (5.29) is reduced to the KKT optimality
conditions if η1 = 1, η2 = 0, and κ1 = κ2 = 0. So three unknowns will be chosen to be fixed
in each stage to finally reach (η1, η2, κ1, κ2) = (1, 0, 0, 0).
The first one-dimensional manifold is obtained with κ1 = 0, κ2 = 0, µ2 = y0, and un-
knowns (u, µ1, η1, η2, σ1, σ2). Along this manifold, η1 = η2 = σ1 = σ2 = 0 while y = y0
and x ranges between 3 − 4y0 and y0 corresponding to singular points on the G1 = 0 and
G2 = 0 surfaces. The point with u1 = (2, y0) is a stationary point of Ψ1 along this manifold
that lies in U−/− provided that y0 < 1/4. The stationary point corresponds to a branch
point through which runs a secondary one-dimensional manifold with solutions of the form
(2, y0, 2(y0 − 1)2, η1, 4(1 − y0)η1, 0, 0). It follows that (2, y0, 2(y0 − 1)2, y0, 4(1 − y0), 0, 0) is
a solution to the system of equations (5.29) with κ1 = κ2 = 0, η1 = 1, and unknowns
(u, µ1, µ2, η2, σ1, σ2). The corresponding one-dimensional solution manifold consists of solu-
tions of the form (2, µ2, 2(µ2 − 1)2, µ2, 4(1 − µ2), 0, 0) and terminates at the singular point
(2, 1/4, 9/8, 1/4, 3, 0, 0) on the G1 = 0 surface. As before, a secondary one-dimensional man-
ifold, along which G1 ≡ 0 and σ1 6= 0, also terminates at this point. Substitution yields
x = 3 − 4y, σ1 = 2(4y − 1), σ2 = 0, and η2 = 12(1 − 3y). The corresponding u for η2 = 0
then equals û, as expected.
As a summary, recall that the initial u0 ∈ U−/− implies that κ0,1 = 0 and κ0,2 = 0.
Thus, we only need to drive η1 to 1 and η2 to 0. In the above analysis, κ1, κ2, and µ2 were
fixed along the first one-dimensional manifold, which included a branch point. Along the
secondary branch passing through this point, η1 = 1 can be reached. Fixing κ1 = κ2 = 0 and
η1 = 1 yields the third one-dimensional manifold, which intersects G1 ≡ 0 at a singular point.
Along a secondary branch confined to the zero-level surface of G1, the optimal solution is
reached once η2 = 0. These predictions are confirmed by the numerical results in Figure 5.6
where y0 = −2. The singular point on G1 = 0 is again fortuitously bypassed by the pseudo-
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Figure 5.6: Projections of continuation paths associated with a successive search for optimal
solutions. Here, dark green thin lines and hollow markers are used to denote projections
of black thick lines and filled markers in three-dimensional space onto the three coordinate
planes. Gray planes are used to represent tight constraints. Starting from u0 = (1,−2) and
holding κ1, κ2 , and µ2 fixed at 0, 0, and −2, respectively, a fold point in µ1, denoted by the
red dots, is detected along the first solution manifold in the η1 = η2 = σ1 = σ2 = 0 subspace.
Along the secondary branch, blue dots denote locations where η1 = 1. Notably, u remains
unchanged along this branch. Finally, with fixed η1 and η2 free to vary, the terminal points
(black dots) on the tertiary manifolds denote the minimum points where η2 = 0. This run
bypasses a singular point (magenta squares) and then continues in the plane G1(x, y) = 0.
5.4 Successive continuation
The finite-dimensional motivating example in the previous section highlights a general ap-
proach to locating candidate minima of an objective function along a constraint manifold.
In this section, we generalize this procedure to the infinite-dimensional context that includes
boundary-value problem and integral constraints and objective functions.
We proceed to consider the function









which augments the function F by incorporating a subset of the left-hand sides of the
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necessary KKT conditions. Various restrictions of Faug result by fixing different subsets of the
components of µ, ν and κ. For example, the preceding discussion shows that
(
u, λ, η, σ, µ
)
=(
û, λ̂, η̂, σ̂,Ψ(û)
)
is a root of the restriction obtained by fixing ν1 = 1, ν{2,...,l} = 0 and κ = 0.
It is notably difficult to locate such a root without an a priori approximation. To overcome
this difficulty, we propose a modification to the successive continuation algorithm introduced
by Kernévez and Doedel [37] and described by us in Chapter 4 in the context of a nonlinear
function similar in form to (5.30) but with q = 0.
Specifically, suppose that u0 is a root of Φ for which the set of active constraints is
empty, i.e., {i : Gi(u0) = 0} = ∅, thus avoiding the singularity of χ at (0, 0). Then,
(u0, 0, 0, 0,Ψ(u0), 0, κ0) is a root of Faug provided that the elements of κ0 indexed by Z :=
{i : Gi(u0) < 0} equal 0, while those indexed by P := {i : Gi(u0) > 0} are positive. We
proceed to develop a series of continuation problems whose solutions correspond to points
on a sequence of embedded manifolds that continuously connect this initial root of the
augmented continuation problem to a root of this problem with ν1 = 1, ν{2,...,l} = 0, and
κ = 0.
To this end, choose some index sets I ⊂ {2, . . . , l} and J := {2, . . . , l} \ I, and consider the
restriction Frest obtained by fixing the values of µI, νJ, and κ to ΨI(u0), 0, and κ0, respectively.
It follows by construction that (u, λ, η, σ, µ1, µJ, ν1, νI) = (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) is a
root of Frest. Indeed, by continuity of G, every root u ≈ u0 of the function






corresponds to a root of the form (u, 0, 0, 0,Ψ1(u),ΨJ(u), 0, 0) of Frest.
5.4.1 Essential lemmas
Let R(L) and N (L) denote the range and nullspace of a linear map L : V 7→ W . We say
that L is full rank if V = V1⊕N (L) and L
∣∣
V1
is a bijection ontoW . This holds, for example,
if R(L) = W and dim (N (L)) < ∞. By the implicit function theorem, it follows that if
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F (u0) = 0 for a continuously Frechet-differentiable map F between two Banach spaces V
and W , and if DF (u0) is full rank with finite-dimensional nullspace, then the roots of F
near u0 lie on a manifold with tangent space spanned by N (DF (u0)).
Recall the construction of the augmented function Faug in (5.30), the restriction Frest
obtained by fixing the values of µI, νJ, and κ to ΨI(u0), 0, and κ0, respectively, and the
reduced function Fred in (5.31) obtained by retaining only entries corresponding to constraints
on u in Frest = 0. Assume throughout that Fred(u0) = 0 and, unless otherwise noted, that
{i : Gi(u0) = 0} = ∅.
Lemma 5.1. Suppose that the linear map DFred(u0) is full rank with one-dimensional
nullspace. This also holds forDFrest(u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) provided that (DΨ1(u0))
∗
is linearly independent of (DFred(u0))
∗.
Proof. By assumption, the inverse image of every w ∈ Y × R|I| × R|P| is a one-dimensional
affine subspace of U of the form v ⊕N (DFred(u0)) for some v. By the theory of Fredholm
operators, it follows that N ((DFred(u0))∗) = 0 and there exists a one-dimensional subspace
Σ of U∗, such that U∗ = Σ ⊕ R ((DFred(u0))∗). If (DΨ1(u0))∗ is linearly independent of
(DFred(u0))
∗, it follows that U∗ = R ((DΨ1(u0))∗)⊕R ((DFred(u0))∗). The claim then follows
by inspection of the image of the linear map DFrest(u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0).
Corollary 5.1. Suppose that the linear map DFred(u0) is full rank with one-dimensional
nullspace and that (DΨ1(u0))
∗ is linearly independent of (DFred(u0))
∗. It follows that the
roots of Frest sufficiently close to (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) lie on a one-dimensional
manifold of points of the form (u, 0, 0, 0,Ψ1(u),ΨJ(u), 0, 0) for some root u of Fred.
Lemma 5.2. Suppose that the linear map DFred(u0) is full rank with one-dimensional
nullspace and that u0 is a stationary point of Ψ1 along the corresponding one-dimensional
solution manifold. Then, generically, (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) is a branch point of Frest
through which runs a secondary one-dimensional solution manifold, locally parameterized
by η1, along which λ, ηI, and σP vary.
Proof. By assumption, there exists a unique vector z ∈
(




∗ z. It follows by inspection of its image that the linear map
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DFrest(u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) has a two-dimensional nullspace and is no longer full
rank. Indeed, for u ≈ u0, roots of Frest correspond to solutions to the system of equations
Φ(u) = 0,
ΨI(u)−ΨI(u0) = 0,
KP (σ,−G(u))− κ0,P = 0,
(DΦ(u))∗ λ+ (DΨ1(u))
∗ η1 + (DΨI(u))
∗ ηI + (DGP(u))
∗ σP = 0.
(5.32)
For every σP with ‖σP‖ = ε  1, there exists a one-dimensional manifold of solutions to
the first three equations. By continuity, each such manifold generically contains a unique
stationary point of Ψ1 close to u0. At each such point, the fourth equation may be solved
for λ, ηI, and σP for given η1 > 0 such that the vector (−λ/η1,−ηI/η1,−σP/η1) is close to
z. It follows that there exists a least one such point where the two values of the vector σP
agree for some 0 < η1  1. The claim follows by considering variations in ε.
Corollary 5.2. Under the assumptions of Lemma 5.2, u varies along the secondary branch
only if P 6= ∅.
Lemma 5.3. Suppose that the linear map DFred(u0) is a bijection, i.e., that u0 is a locally
unique root of Fred. Then, the point (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) lies on a one-dimensional
manifold of solutions to Frest = 0 locally parameterized by η1, along which λ, ηI, and σP vary.
Proof. By assumption, there exists a unique inverse image v ∈ U for every w ∈ Y ×
R|I| × R|P|. By the standard theory of Fredholm operators, N ((DFred(u))∗) = 0 and U∗ =
R ((DFred(u))∗) for all u ≈ u0. In particular, there exists a unique z ∈
(




∗ z. For every σP with ‖σP‖ = ε  1, there exists
a unique solution near u0 to the first three equations in (5.32). At each such point, the
fourth equation may be solved for λ, ηI, and σP for given η1 > 0 such that the vector
(−λ/η1,−ηI/η1,−σP/η1) is close to z. It follows that there exists a least one such point
where the two values of the vector σP agree for some 0 < η1  1. The claim follows by
considering variations in ε.
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Lemma 5.4. Suppose that {i : Gi(u0) = 0} = k, the linear map DFred(u0) is full rank
with one-dimensional nullspace, and (DΨ1(u0))
∗ and (DGk(u0))
∗ are linearly independent
of (DFred(u0))
∗. Then, (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) lies on a one-dimensional manifold of
solutions to the continuation problem obtained by substituting Gk(u) = 0 for the correspond-
ing nonlinear complementary condition in Frest = 0. This manifold is locally parameterized
by η1, and σk, σP 6= 0 for η1 close, but not equal to 0.
Proof. By assumption, there exists a unique (z, ζ) ∈
(





∗ ζ. For u ≈ u0, roots of the modified continuation
problem correspond to solutions to the system of equations obtained by adding (DGk(u))
∗ σk
to the left-hand side of the last equation in (5.32) and appending Gk(u) = 0. For every σP
with ‖σP‖ = ε  1, there exists a unique one-dimensional manifold of solutions to the first
three equations in (5.32). By continuity, each such manifold generically contains a unique
intersection with Gk = 0. At each such point, the remaining equation may be solved for
λ, ηI, σP, and σk for given η1 > 0 such that the vector (−λ/η1,−ηI/η1,−σP/η1,−σk/η1) is
close to (z, ζ). It follows that there exists a least one such point where the two values of the
vector σP agree for some 0 < η1  1. The claim follows by considering variations in ε.
The point u0 in the lemma is a singular point of the restricted continuation problem
Frest = 0, but a regular solution point of the modified continuation problem constructed in
the lemma. Along the solution manifold to the latter problem, σk is typically positive only on
one side of u0. It follows that two solution manifolds of the restricted continuation problem
terminate at u0, one in Gk = 0 (with σk > 0) and one away from Gk = 0 (with σk = 0).
Numerical parameter continuation may switch between these manifolds, effectively bypassing
the singular point at u0, provided that the tangent directions are positively aligned.
5.4.2 Applications of essential lemmas
Now suppose that the range of DFred(u0) is Y × R|I| × R|P| and that its nullspace is of
dimension d− |I| − |P|, where d equals the dimension of the nullspace of DΦ(u0). It follows
from the implicit function theorem that all roots of Fred near u0 lie on a locally unique
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d − |I| − |P|-dimensional manifold. Consider the special case that |I| + |P| = d − 1. Then,
by Corollary 5.1, all roots of Frest sufficiently close to (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) lie on
a one-dimensional manifold of points of the form (u, 0, 0, 0,Ψ1(u),ΨJ(u), 0, 0), for some root
u of Fred provided that (DΨ1(u0))
∗ is linearly independent of (DFred(u0))
∗. If, instead, u0
is a stationary point of Ψ1 along the one-dimensional solution manifold of Fred = 0, then
Lemma 5.2 implies that (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) is a branch point of Frest through
which runs a secondary one-dimensional solution manifold, locally parameterized by η1,
along which λ, ηI, and σP vary.
Suppose that no element of GZ equals 0 along this manifold for η1 ∈ [0, 1]. Continuation
can then proceed from the point with η1 = 1 along a sequence of one-dimensional manifolds
of solutions to Frest = 0 obtained by fixing η1 = 1 and successively moving indices from I to
J and fixing the corresponding elements of ν once they equal 0. Suppose that no element of
GZ equals 0 along any such segment. Continuation can then proceed from the point with
η1 = 1, η2,...,l = 0 along a sequence of one-dimensional manifolds of solutions to Frest obtained
by fixing η and successively allowing the elements of κP to vary and fixing them once they
equal 0. Provided that no element of GZ equals 0 along any such segment, the final point
corresponds to the sought minimum.
Alternatively, consider the case that |I| + |P| = d, in which case DFred(u0) is a bijection.
Lemma 5.3 then implies that (u0, 0, 0, 0,Ψ1(u0),ΨJ(u0), 0, 0) lies on a one-dimensional man-
ifold of solutions to Frest = 0 locally parameterized by η1, along which λ, ηI, and σP vary.
Suppose that no element of GZ equals 0 along this manifold for η1 ∈ [0, 1]. The point û may
again be sought following the approach in the preceding paragraph.
Finally, note that if any element of GZ were to equal 0 along any of the segments,
Lemma 5.4 allows for the possibility of branch switching to a one-dimensional solution man-
ifold along the corresponding zero surface. This manifold is again locally parameterized by
η1, and σk, σP 6= 0 for η1 close, but not equal to 0. The point û may again be sought following
the successive continuation approach.
The various approaches to locating a minimum in the example in Section 5.3 correspond
to the possibilities discussed above. Throughout the analysis, d = 2.
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• In the case that u0 ∈ U+/−, I = ∅ and P = {1} so that |I|+ |P| = d− 1. The analysis
proceeds by locating a fold along the solution manifold with trivial Lagrange multipli-
ers, branch switching to a secondary branch with nontrivial Lagrange multipliers, and
then driving κ1 to 0.
• In the case that u0 ∈ U−/+, I = ∅ and P = {2} so that, again, |I| + |P| = d − 1. The
analysis proceeds by continuing to a singular point on G1 = 0, branch switching onto
a secondary branch on G1 = 0, and then driving κ2 to 0.
• In the case that u0 ∈ U+/+, I = ∅ and P = {1, 2} so that |I| + |P| = d. The analysis
proceeds by continuing along a branch of nontrivial Lagrange multipliers and then
successively driving κ1 and κ2 to 0.
• Finally, in the case that u0 ∈ U−/−, the problem is enlarged with the function Ψ2,
thereby making I = {2} and P = ∅ so that, again, |I|+|P| = d−1. The analysis proceeds
by locating a fold along the solution manifold with trivial Lagrange multipliers, branch
switching to a secondary branch with nontrivial Lagrange multipliers, and then driving
η2 to 0, first along a branch with G1 6= 0 to a singular point on G1 = 0 and then branch
switching onto a secondary branch on G1 = 0.
As we see from this enumeration, the different scenarios may not be identified a priori, but
suggest a great degree of flexibility to the analyst when choosing the initial point u0 and the
set I.
We conclude this section with a few comments on the proposed algorithm:
• Initialization. The algorithm requires the user to select the initial point u0 and the set
of initially inactive continuation parameters I such that |I|+ |P| ∈ {d, d− 1}, where d
denotes the dimension of the solution manifold to the zero problem Φ(u) = 0. As seen
in the motivating example, there is a great deal of flexibility in this selection, one that
may allow for different approaches to one of possibly many local minima. In particular,
initial solution guesses in the infeasible region may be used for the successful search
of minima. We are not able to propose a systematic selection algorithm beyond the
principles outlined above.
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• Number of continuation runs. The number of subproblems analyzed in the successive
continuation approach is determined by the number of control or design variables rather
than by the number of constraints. Indeed, in the generalized Kernévez and Doedel
approach, d+ 1 successive continuation runs are involved to obtain optimal solutions.
Specifically, if |I|+ |P| = d, continuation is performed until ν1 = 1 in the first run
and the remaining d runs drive nonzero elements of νI and κP to 0, one at a time. If,
instead, |I|+ |P| = d− 1, due to branch switching, the first two runs are conducted to
drive ν1 to 1. The remaining d− 1 run are then successively performed to drive νI and
κP to 0.
• Continuation order. The algorithm requires the user to commit to an order in which
elements associated with I are released, and constraints associated with P are imposed.
If the solution to the first-order necessary conditions is not unique, different choices
may yield distinct locally optimal solutions, as illustrated in Chapter 4. We leave the
effects of the imposed order of constraints to future studies.
• Convergence of algorithm. In our analysis, continuation proceeds such that at most
one component of (ν, κ) is driven toward the corresponding desired value (ν1 = 1,
ν{2,...,l} = 0, and κ = 0) in each stage. Whether the algorithm successfully converges to
a local minimum depends on whether all components of (ν, κ) can reach these desired
values and whether continuation can be performed successfully in each run. There is
no a priori answer to the first question. It is possible that the desired value occurs
outside of the computational domain. It is also possible that there exist multiple
points along a one-dimensional manifold where the desired value is obtained. It is
further possible that multiple branch points are located in the initial run, from which
separate analyses may be performed. It follows that the algorithm could locate several
stationary points that would need to be analyzed to determine their local and global
optimality [37, 47]. As for the second question, the main challenge for continuation
is the construction of an initial solution. Once an initial solution is available, the
solution manifold can be covered effectively with well-developed atlas algorithms [45].
The successive continuation algorithm described here (cf. [37]) significantly reduces the
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difficulty of constructing the initial solution since the Lagrange multipliers may be set
to 0.
• Automation of continuation. The flexibility in the choice of continuation order allows
for locating different local minima, from which a candidate global minimum may be
identified, but hinders automation. As an alternative, after approaching ν1 = 1, one
may allow the entire vectors µI and κP to vary. This results in an |I|+ |P|-dimensional
manifold, along which the desired values for (ν, κ) could be located using |I| + |P|-
dimensional continuation without identifying an order of successive continuation. As a
second alternative, one may prescribe a continuation path νI(s) = sνI(0), where νI(0)
is given by the value at a point with ν1 = 1. With this additional constraint and µI
allowed to vary, a one-dimensional manifold is again obtained, along which νI = 0 when
s = 0. Likewise, all components of κP may be driven to zero in a single continuation
run. In this case, the number of continuation runs is reduced significantly. There
remains the questions, however, of whether the desired values indeed exist along these
manifolds.
5.5 Some implementation details
A fundamental element of the successive continuation algorithm is the analysis of solutions
of the augmented continuation problem Faug = 0 with appropriate restrictions on the ele-
ments of µ, ν, and κ. A practical implementation of the algorithm should then consider
two perspectives, namely, that of formulating the corresponding continuation problem and
that of solving the formulated problem. As we did in the motivating example, one may
manually derive the restricted continuation problem and then solve it analytically using
symbolic computation packages. Given the difficulty of finding analytical solutions, numer-
ical continuation arises as a powerful alternative for characterizing the solution manifolds
for each of the restricted continuation problems. One can apply packages like auto [41],
matcont [42, 43] and coco [44] to perform such continuation.
The numerical results documented in this chapter were produced using coco because of
138
its support for automatic generation of the corresponding adjoints (or discretized approxima-
tions thereof). The construction of adjoints is not a trivial task if the optimization problem
has differential or integral constraints. Packages supporting the automatic computation of
adjoints include sundials [137] for ordinary differential equations and differential-algebraic
equations, and dolfin-adjoint [138] for partial differential equations. However, numer-
ical continuation is not available in these packages. A recent release of coco provides a
predefined library of realizations for the adjoints of common types of integral, differential,
and algebraic operator. This feature of coco, coupled with the ease in which continuation
parameters may be fixed or released, makes the implementation of the algorithm both intu-
itive and straightforward using this package. Nevertheless, every problem considered in this
study could in theory be approached using other continuation packages.
A key feature of coco is its support for a staged paradigm of problem construction,
in which a continuation problem is decomposed into a “forward-coupled” set of equations.
Specifically, at each stage of construction, equations are added that depend on subsets of
variables introduced in previous stages and a new set of variables. The full set of unknowns
is therefore not known until the complete problem has been constructed.
In its original form (released in 2013), coco was designed to construct problems of the
form F (u, µ) = 0, where




in terms of sets of finite-dimensional zero functions Φ, monitor functions Ψ, continuation
variables u, and continuation parameters µ. Various restrictions obtained by fixing elements
of µ could then be realized at run-time using the appropriate coco syntax. Each such
restriction would correspond to analysis of an embedded submanifold of the solution manifold
to the original zero problem Φ(u) = 0. For infinite-dimensional problems, F would be
implemented in terms of suitable discretizations of u, Φ, and Ψ.
In Chapter 4, an expanded definition of the coco construction paradigm allowed for
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analysis of problems of the form F (u, λ, η, µ, ν) = 0, where




Λ>Φ(u) · λ+ Λ>Ψ(u) · η
η − ν
 (5.34)
in terms of additional sets of finite-dimensional matrix-valued adjoint functions ΛΦ and ΛΨ,
continuation multipliers λ and η, and continuation parameters ν. The expanded definition
supported the use of a successive continuation technique for locating stationary points of one
of the monitor functions along the solution manifold to the zero problem Φ(u) = 0. In this
context, the transposes Λ>Φ and Λ>Ψ represented the (discretized if necessary) adjoints of the
Frechet derivatives of the functions Φ and Ψ, and λ and η were the corresponding Lagrange
multipliers.
Notably, in (5.34), the additional entries Λ>Φ(u) · λ+ Λ>Ψ(u) · η may be combined with the
original zero problem to form an expanded zero problem in u, λ, and η. Similarly, in terms
of the augmented monitor functions (u, λ, η) 7→ (Ψ(u), η) the second and last entries may be
combined into a single term of the form of the bottom entry in (5.33). Moreover, λ and η are
introduced only once all the original zero and monitor functions have been added, at which
point all continuation variables have been defined. Indeed, the corresponding equations can
be added automatically by the coco core, rather than manually constructed by a user,
provided that the user constructs Λ>Φ and Λ>Ψ either concurrently with the addition of the
corresponding zero and monitor functions or at the very least before calling the coco core
to perform continuation. This expanded functionality was implemented with the November
2017 release of coco and discussed in tutorial documentation included with the release
(https://sourceforge.net/projects/cocotools/files/releases/).
In the context of the proposed treatment of optimization under simultaneous equality and
inequality constraints, we consider a further extension of the coco construction paradigm
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to problems of the form F (u, λ, η, σ, µ, ν, ξ, κ) = 0, where










in terms of additional sets of finite-dimensional inequality functions G, matrix-valued adjoint
functions ΛG, continuation multipliers σ, and continuation parameters ξ and κ. Here, Λ>G
represents the (discretized if necessary) adjoint of the Frechet derivative of the function
G and σ are the corresponding Lagrange multipliers. We match this expanded definition
against the original coco construction paradigm by combining Λ>Φ(u)·λ+Λ>Ψ(u)·η+Λ>G(u)·σ
with the original zero problem and defining the augmented monitor function (u, λ, η, σ) 7→
(Ψ(u), η, G(u), K(σ,−G(u))). As before, λ, η, and σ are introduced only once all the original
zero, monitor, and inequality functions have been added, at which point all continuation
variables have been defined. Again, the corresponding equations can be added automatically
by the coco core, rather than manually constructed by a user, provided that the user
constructs Λ>Φ, Λ>Ψ, and Λ>G either concurrently with the addition of the corresponding zero,
monitor, and inequality functions or at the very least before calling the coco core to perform
continuation. Such a modification to the coco core was implemented to produce the results
reported in this chapter.
In the case that U and Y are finite dimensional, the adjoints of the linearizations of Φ,
Ψ, and G are straightforward to construct since they simply equal the transposes of the
corresponding Jacobians. When U and Y are infinite dimensional, the adjoint contributions
can be derived using a Lagrangian formalism. In Chapter 4, a library of realizations of such
functions and their adjoints for algebraic and integro-differential boundary-value problems
were established. For example, for boundary-value problems defined in terms of ordinary
differential equations, the unknown functions together with the corresponding unknown La-
141
grange multiplier functions were discretized over a finite mesh in the independent variable in
terms of continuous, piecewise-polynomial functions. The original differential equations and
the corresponding adjoint differential equations were then discretized by requiring that these
be satisfied by the functional approximants on a set of collocation nodes. These collocation
nodes and the associated quadrature weights were also used to approximate any integral
functions of the original unknowns or Lagrange multipliers. Finally, in the implementation
in coco, an adaptive mesh algorithm that varies the sizes and number of mesh intervals was
implemented to obtain numerical solutions with desirable accuracy within reasonable limits
on computational efforts. We utilize this adaptive mesh algorithm in the computations per-
formed in the next section. For further details of the numerical implementation the reader
is referred to Chapter 4 and [45].
We finally remark on the possibility of restricting continuation to a level surface of Gk for
some k, either by fixing ξk, or by fixing κk provided that σk is constant along the solution
manifold if Gk 6= 0 or positive if Gk = 0. As we saw in the finite-dimensional example, we
may switch from continuation away from Gk = 0 with κk = 0 to continuation along Gk =
0 without any change in the problem definition provided that the corresponding tangent
directions are positively aligned, allowing the pseudo-arclength continuation algorithm to
bypass the singular point with σk = 0 (cf. the middle panel in Figure 5.3). In the contour plot
for the Fischer-Burmeister function in Figure 5.1, such a transition corresponds to switching
from continuation along the vertical segment of the zero contour to continuation along the
horizontal segment of the zero contour. By detecting the singularity and the corresponding
change in the problem definition, one may branch on and off the surface Gk = 0. The current





We revisit a two-point boundary-value problem from auto [115] (cf. Section 4.4.1 in this













subject to the differential equations
ẋ1 = x2, ẋ2 = −p1 exp(x1 + p2x21 + p3x41) (5.37)
and boundary conditions
x1(0) = 0, x1(1) = 0. (5.38)




x1(t)dt ≤ 0. (5.39)
We apply the formalism from previous sections to locate the remaining extremum. Through-
out the analysis, we restrict attention to a computational domain defined by−0.2 ≤ p1 ≤ 3.5,
−0.2 ≤ p2 ≤ 1.5, −0.2 ≤ p3 ≤ 1.0, and 0 ≤ J ≤ 1.5.
In the notation of this study, u = (x(t), p), Φ represents the boundary-value problem, d =
3, and q = 1. Let Ψ1 : u 7→ J , while Ψi : u 7→ pi−1 for i = 2, 3, 4, such that l = 4, and denote
the corresponding continuation parameters µJ , µp1 , µp2 , and µp3 . Finally, let κint denote
the continuation parameter for the NCP condition associated with the integral inequality
constraint. We let λ(t), λbc, ηJ , ηp1 , ηp2 , ηp3 , and σint denote the corresponding Lagrange
multipliers, and let νJ , νp1 , νp2 , and νp3 denote the remaining continuation parameters.
Since l + q ≥ d, the requirement |I|+ |P| = d− 1 can be satisfied by suitable selection of
the sets I and P. We consider two cases here, viz., P = {1} with I = {4} and P = ∅ with
I = {3, 4}, respectively.
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In the first case, let u0 = (0, 0, 0.1, 0), in which case Gint(u0) = 0.5 in violation of the
integral inequality constraint. A one-dimensional solution manifold with trivial Lagrange
multipliers results by fixing µp3 , νp1 = 0, νp2 = 0, and κint = 1 and allowing the remaining
continuation parameters to vary. As seen in the right panel of Figure 5.7, continuation re-
sults in the detection of one local extremum in the value of µJ . As predicted by Lemma 5.2,
continuation is now possible along a secondary solution manifold, emanating from the ex-
tremum and parameterized by νJ . In contrast to the case when P = ∅, the value of u changes
along this manifold, which is consistent with prediction given by Corollary 5.2. As required
by the successive continuation paradigm, continuation is performed until νJ = 1. Next,
we proceed to fix νJ = 1 and allow µp3 to vary during continuation from this point until
νp3 = 0. We arrive at the desired result by fixing νp3 = 0 and allowing κint to vary during
continuation from this point until κint = 0. Notably, while we find it possible to drive νJ
and νp3 monotonically to 1 and 0, respectively, in the corresponding continuation runs, two
fold points in the value of κint are encountered on the way to 0 in the final continuation run.
In the second case, we perform continuation of solutions to the original boundary-value
problem from x(t) = 0, p1 = 0, p2 = 0.1, and p3 = 0 under variations in p1. As seen
in Figure 5.8, three fold points are detected and we locate two local extrema (FP 2,3) in the
value of µJ within the feasible region. We let u0 equal the FP 3 of this initial run. Next,
we consider continuation along the one-dimensional solution manifold with trivial Lagrange
multipliers obtained by fixing µp2 , µp3 , νp1 = 0, and κint = 0 and allowing the remaining
continuation parameters to vary. Branch switching from FP 2 or FP 3 should allow for
continuation along secondary branches of solutions with nonzero Lagrange multipliers and
unchanged values u. This is verified by the numerical results in Figure 5.8.
Starting from FP 3, we drive νJ to 1. As predicted by Corollary 5.2, u is preserved in this
run because P = ∅. Next, we fix νJ = 1 and allow µp2 to vary until νp2 = 0. In the final
stage, we fix νp2 = 0 and allow µp3 to vary until νp3 = 0. In each of these runs the terminal
values are approached monotonically. The final point corresponds to the local extremum at
p1 = 0.37722, p2 = 0.23782, p3 = 0.46761, from which we obtain J = 0.28459. Starting from
FP 2, we again drive νJ to 1 monotonically. However, once we fix νJ = 1 and allow µp2 to

















































Figure 5.7: Projections of continuation paths associated with a successive search for optimal
solutions. Here, dark green thin lines and hollow markers are used to denote projections
of black thick lines and filled markers in three-dimensional space onto the three coordinate
planes. Starting at u0 = (0, 0, 0.1, 0) and holding µp3 , νp1 , νp2 , and κint fixed at 0, 0, 0, and
1, respectively, a fold point in µJ , denoted by red dots, is detected along the first solution
manifold in the subspace with vanishing Lagrange multipliers. Along the secondary manifold,
blue dots denote locations where νJ = 1. With νJ , νp1 , νp2 , and κint fixed at 1, 0, 0, and 1,
respectively, the cyan dots denote locations where νp3 = 0. As seen in the bottom left panel,
νp3 decreases monotonically from 1.5 × 10−5 to 0. Finally, the terminal points (black dots)
on the fourth manifold denote the stationary points where κint = 0 assuming fixed νJ , νp1 ,
νp2 , and νp3 . Notably, the last manifold crosses Gint = 0 at a regular point (yellow diamond)
with σint 6= 0. The green dots denote points on the boundary of the computational domain.
on Gint = 0 before νp2 = 0. This point is denoted by the magenta squares in Figure 5.8. If we
allow larger computational domain, it turns out that we can arrive at νp2 = 0 by continuting































































Figure 5.8: Projections of continuation paths associated with a successive search for optimal
solutions. Here, dark green thin lines and hollow markers are used to denote projections
of black thick lines and filled markers in three-dimensional space onto the three coordinate
planes. A preliminary run is conducted to obtain an initial solution in the feasible region.
Starting at ũ0 = (0, 0, 0.1, 0), three fold points (denoted by FP 1, FP 2 and FP 3 and identified
by red dots) in µJ are detected during continuation of the original boundary value problem
(ignoring the inequality constraint and adjoint conditions) with µp2 and µp3 fixed at 0.1
and 0, respectively. The last two fold points are located within the feasible region. Taking
FP3 as u0, both FP2 and FP3 correspond to branch points during continuation with µp2 ,
µp3 , νp1 , and κint fixed at 0.1, 0, 0, and 0, respectively, along the first solution manifold
in the subspace of vanishing Lagrange multipliers. Along each of the secondary manifolds
emanating from FP 2 (bottom right) and FP 3 (bottom left), respectively, blue dots denote
locations where νJ = 1. Continuation along the tertiary manifolds with νJ , µp3 , νp1 , and κint
fixed at 1, 0, 0, and 0, respectively, reaches a point with νp2 = 0 (cyan dot) in the bottom
left panel, but terminates at a singular point (magenta squares labeled by MX) or at a point
on the boundary of the computational domain before reaching νp2 = 0 in the bottom right
panel. In the case of the bottom left panel, the terminal points (black dots) on the manifolds
obtained from continuation with νJ , νp1 , νp2 , and κint fixed at 1, 0, 0, and 0, respectively,









100θ2(t) + 40θ̇2(t) + u2(t)
)
dt (5.40)
on solutions of the nonlinear inverted pendulum dynamical system [1] shown in Figure 5.9
and governed by the differential equations in terms of displacement x, rotation θ and input
u
(M +m)ẍ−m`θ̇2 sin θ +m`θ̈ cos θ = u, mẍ cos θ +m`θ̈ −mg sin θ = 0, (5.41)
and initial conditions θ(0) = 0.1, θ̇(0) = x(0) = ẋ(0) = 0, subject to integral inequality









(θ2(t) + x2(t))dt ≤ Yc, (5.43)
where Ec and Yc are input and output thresholds, respectively. Following the scheme in
Section 4.4.2, we accommodate this optimal control problem within the proposed optimiza-
tion framework by parameterizing the control input using a 10-term truncated Chebyshev-
polynomial expansion and let the problem parameters p1, . . . , p10 denote the unknown co-
efficients of the expansion. In the notation of previous sections, it follows that d = 10 and
l = 11. We restrict attention throughout to variations in the elements of νp that approach
0 monotonically. In all the numerical results reported here, M = 2, m = 0.1, ` = 0.5, and
g = 9.81.
In order to explore the effects of boundedness of input and output, we first solve the
optimal control problem in the absence of such bounds. It follows that q = 0 and P = ∅. We
set p1,0 = · · · = p10,0 = 0 and construct the initial solution x0(t) via forward simulation. For
this optimization problem, we follow the successive continuation approach by








Figure 5.9: Schematic of dynamical system corresponding to (5.41) (adapted from [1]).
dimensional manifold. A fold point of µJ is detected along this manifold;
2. branching off from the fold point and driving νJ to 1;
3. fixing νJ = 1, and then successively allowing each of the remaining elements of µp to
vary (in order of the expansion of u(t)), and fixing the corresponding element of νp
once it equals 0.
The resulting optimal trajectories and control input are represented by solid lines in Fig-
ure 5.10 and Figure 5.11, respectively. For this optimal solution, the input integral
‖u‖2 = 3.9457, the output integral ‖y‖2 = 3.7115× 10−2, and J = 5.5759.




























Figure 5.10: Optimal time histories for θ(t) (left panel) and x(t) (right panel) in the case
without inequality constraints (solid lines), with input integral inequality (dashed lines), and
with output integral inequality (dotted lines).
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Figure 5.11: Optimal time histories u(t) for the control input in the case without inequal-
ity constraints (solid lines), with input integral inequality (dashed lines), and with output
integral inequality (dotted lines).
We next consider optimization subject to the integral inequality (5.42) with Ec = 2 to
explore the effects of the boundedness of control input. Note that the integral inequality is
formulated as an algebraic inequality in our framework because of the control parameteri-
zation. It follows that q = 1. Let κinput denotes the continuation parameter for the NCP
condition of (5.42). With initial parameters p1 = p2 = 3, p3 = p4 = 1 and p{5,...,10} = 0,
we construct an initial solution x(t) located in te infeasible region by forward simulation.
Since P = {1}, the inactive problem parameter set I should be selected in such a way that
|I| = d− 1− |P| = 8. To this end, we apply the successive continuation approach by
1. taking I = {4, ..., 11}, i.e., fixing µp{3,...,10} and κinput, and allowing µp1 and µp2 to vary
to yield a one-dimensional manifold. Several fold points of µJ are detected along this
manifold;
2. branching off from the fold associated with the smallest value of µJ , and driving νJ to
1;
3. fixing νJ = 1, and then successively allowing each of the remaining elements of µp to
vary (in order of the expansion of u(t)), and fixing the corresponding element of νp
once it equals 0;
4. driving κinput to 0.
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The resulting optimal trajectories and control input are represented by dashed lines in Fig-
ure 5.10 and Figure 5.11, respectively. With bounded control input, we observe that x(t)
oscillates with larger amplitude (see the right panel of Figure 5.10) and the objective func-
tional is increased to J = 11.774.
We finally explore the effects of the boundedness of output by considering optimization
subject to the integral inequality (5.43) with Yc = 0.01. With initial parameters p = 0, we use
forward simulation to construct an initial solution x(t) that is again located in the infeasible
region. Following the same approach as in the case of bounded input, we obtain the optimal
trajectories and control input represented by dotted lines in Figure 5.10 and Figure 5.11,
respectively. The bound on the output dampens the vibration of x(t), as can be seen in the
right panel of Figure 5.10. For this optimal solution, we have ‖u(t)‖2 = 8.8954, indicating
that more control input is required to ensure that the output stays within the given bound.
As a consequence, the objective functional is increased to J = 9.4105.
5.7 Conclusions
As advertised in the introduction, this chapter has developed a rigorous framework within
which the successive continuation paradigm for single-objective-function constrained opti-
mization of Kernévez and Doedel [37] may be extended to the case of simultaneous equality
and inequality constraints. The discussion has also shown that the structure of the corre-
sponding continuation problems fits naturally with the coco construction paradigm. Indeed,
a forthcoming release of coco will include documented support for this extended function-
ality. The finite- and infinite-dimensional examples illustrate the general methodology as
well as number of opportunities for further development and automation.
In this study, the nonsmooth Fischer-Burmeister function was used to express comple-
mentarity constraints in the form of equalities. Notably, the singularity of this function at
the origin was associated with singular points along various solution manifolds and a poten-
tial failure of the Newton solver to converge. Some generalized Newton methods have been
developed to tackle such a singularity. One approach is to replace regular derivatives by
Clarke subdifferentials [134] or other generalized Jacobians [139]. An alternative approach
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is to approximate the nonsmooth problem by a family of smooth problems [134, 136]. More
specifically, the NCP function χ may be approximated by a family of smooth approximants
χε, parameterized by the scalar ε, such that the solutions to the perturbed problems χε = 0
form a smooth trajectory parameterized by ε that converges to the solution of χ = 0 as ε→ 0.
Such a smoothing approach is analogous to the homotopy approach used in this study to
satisfy inequality constraints. The pesky singularity encountered in this study could thus be
avoided by further expanding the successive continuation technique to a stage during which
ε is driven to 0.
It has been tacitly assumed that each successive stage of continuation is able to drive the
appropriate continuation parameters to their desired values, preferably monotonically. But
the examples showed that this may not be possible within a given computational domain,
or may only be possible by occasionally bearing in a direction away from the desired val-
ues. Similar observations were already made in Chapter 4 and generalize in this Chapter to
the relaxation parameters κ. Indeed, in the presence of inequality constraints, we observed
instances in which solutions branches would terminate on singular points on zero-level sur-
faces of the inequality functions before the desired end points were reached. In some cases,
the pseudo-arclength continuation algorithm automatically switched to a separate branch in
such a zero-level surface allowing us to continue to drive a component of ν or κ to its desired
value. In other cases, this did not happen automatically, and we did not attempt to locate
the secondary branch manually.
On a related note, we observe that in each successive stage of continuation implemented
in the examples, only one component of ν or κ at a time was driven to its desired value.
Alternatively, one might imagine first driving the component of ν associated with the objec-
tive function to 1 and then attempting to drive multiple remaining components of ν and κ
to 0 simultaneously. A preliminary implementation by the authors demonstrates this for the
motivating example in Section 5.3. Furthermore, although this did not happen in our exam-
ples, one imagines the possibility that continuation in a zero-level surface of an inequality
function would terminate at a singular point (with the corresponding component of σ equal
to 0). Further continuation might then need to branch off the zero-level surface in order
to locate the desired minimum. Clearly, any automated search for minima would need to
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consider these many possibilities.
Finally, we note that the approach in this chapter is restricted to finite-dimensional in-
equality constraints and does not automatically generalize to the infinite-dimensional case.
If the latter is discretized before the formulation of adjoints [111, 124], then the present
framework is again applicable. If, as advocated here and in Chapter 4, the formulation of
adjoints precedes discretization, an appropriate and consistent discretization scheme for the
original equations, adjoint equations, and complementarity constraints needs to be carefully
established [117, 139]. In either case, a high-dimensional vector κ of relaxation parameters
may result. Driving each component of κ to zero one-by-one could be very time-consuming,
so a smarter search strategy (as alluded to in the previous paragraph) would be desirable.
A computational platform has been established so for. This platform supports a staged
construction paradigm to the first-order necessary conditions for optimization problems. It
relies on a successive continuation approach to satisfy the necessary conditions in a robust
way. In particular, the approach is initialization-free in terms of the Lagrange multipliers.
The platform developed in this part will be utilized in Part III to investigate the optimal
control of information transmission.
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Part III




A RIGOROUS TREATMENT OF PROBLEMS WITH
INPUT HOMOGENEITY
We consider a class of optimal control problems on networks that generically permits a
reduction to a universal set of reference problems without differential constraints that may
be solved analytically. The derivation shows that input homogeneity across the network
results in universally constant optimal control inputs. These predictions are validated using
numerical analysis of problems of synchronization of coupled phase oscillators and spreading
dynamics on time-varying networks.
6.1 Introduction
In network science, one is often interested not only in the (possibly time-dependent) topo-
logical properties of the network, but also in the dynamics of processes occurring on the
network. In particular, one may seek to design optimal control inputs to manipulate these
dynamical processes to achieve a desired outcome within certain constraints. The purpose of
this chapter is to investigate such optimal control designs in two commonly studied processes,
viz., synchronization (or consensus) and spreading under assumptions of input homogeneity
across the network.
Synchronization phenomena are observed widely in nature and science [20, 140]. The
Kuramoto model, first proposed in 1975 [141, 142], offers a theoretical template for analyz-
ing topology-dependent synchronization in complex networks. In this model, a network of
coupled oscillators exhibits relative phase dynamics governed by a distribution of natural
frequencies and perturbed by sinusoidal functions of phase differences between neighboring
nodes. Notable studies of synchronization in versions of this model with constant cou-
pling strengths include refs. [143, 144, 145]. In [30], time-dependent, heterogeneous coupling
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strengths derived using optimal control theory are shown to produce desired synchrony more
efficiently than is possible in the time-independent case. To avoid the curse of dimensional-
ity that plagues [30] (the number of control inputs is a quadratic function of the size of the
network), we focus on the case of homogeneous coupling and explore whether the advantage
of dynamical coupling still holds.
Spreading is a process that occurs in various guises in real-world networks, from disease
propagation in animal social networks to information dissemination in political and market-
ing campaigns. Over the past decade, many efforts have sought to understand the influence
of temporal patterns on spreading; in empirical settings [13, 46], in synthetic networks [46, 16]
and in theoretical models [67]. The optimization and control of epidemics on static networks
has been well explored [31, 32, 35], while optimization studies in the setting of time-varying
networks are limited.
In this study, we consider a special case of optimal control design on networks governed by
dynamical systems of the form ẏ = u(t)f(y) in terms of the scalar-valued, time-dependent
control input u(t). We obtain examples from the optimal control of synchronization of
identical, coupled phase oscillators on static networks with time-varying coupling strength
and spreading dynamics on time-varying activity-driven networks. The latter have recently
emerged as a powerful paradigm to study epidemic spreading over realistic networks [24, 146].
Although the contexts of these optimization problems are very different, the universal form of
the governing equations allows their analysis using a common analytical framework developed
in this study.
We are generally not able to solve optimal control problems explicitly since analytical
solutions are rarely available for constraints given by differential equations. Interestingly,
by assuming the homogeneous application of the control input across all system states,
we show that the search for optimal control inputs may be equivalently (under suitable
non-degeneracy conditions) considered in the context of reference optimization problems
with only integral constraints on the control input. The relationships between the original
problem formulations and the reference optimization problems is here expressed in terms of
a time-rescaled dynamical system y′ = f(y) with control-independent solutions.
Mirroring the formulation of three distinct optimal control problems, viz., “maximum syn-
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chronization/spreading”, “minimum effort”, and “minimum time”, we arrive at three equiva-
lent reference problems, each of which may be solved directly by analysis of the integrand of
the cost functional. In particular, this analysis shows that when equivalence applies between
the original problems and the reference optimization problems, candidate optimal solutions
must be constant functions of time. Thus, under the homogeneity assumption, the flexibility
of time dependence does not yield improved performance.
The remainder of this chapter is organized as follows. In Section 6.2, we consider the
optimal control of finite networks of coupled phase oscillators in the context of the three
optimization problems mentioned above. We apply a continuation-based optimization tech-
nique to obtain candidate optimal control inputs that are found in all cases to be constant
functions of time. Motivated by this observation, an analytical framework for a broader
class of network optimal control problems is developed in Section 6.3, verifying the obser-
vations from Section 6.2. We first describe the equivalent reference optimization problems
and proceed to establish the equivalence between the corresponding necessary conditions for
stationary points under a non-degeneracy condition on a suitably formulated Lie derivative
at the terminal time of integration. For a particular choice of cost functional, we use the
reference problems to find explicit solutions to the original optimization problems and ap-
ply numerical continuation techniques to validate these predictions on the dependence of
problem parameters. Section 6.4 presents the application of the framework to two other dy-
namical processes, namely, synchronization of phase oscillators in the continuum limit, and
spreading dynamics on activity driven networks. Section 6.5 concludes this chapter with a
brief summary and several directions for future study.
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6.2 Optimization of synchronization of coupled phase oscillators
6.2.1 System dynamics
Consider a Kuramoto model of N coupled phase oscillators with identical natural frequencies




aij sin(xj − xi), i = 1, · · · , N (6.1)
where xi + ωt is the phase of the i-th oscillator, aij ∈ {0, 1} denotes the (i, j)-th entry of A,
and µ(t) ∈ R+ is a time-varying coupling strength.
6.2.2 Characterization of synchronization








in the complex plane of the group of phase oscillators. We speak of incoherent collective
motion when |r̂| = 0, partial synchronization when |r̂| ∈ (0, 1), and complete synchronization
when |r̂| = 1.
6.2.3 Problem formulation
With µ(t) as the control input and for given initial conditions, we consider three distinct





for some scalar-valued, positive function g.
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Problem 1 (Maximum consensus). Given T,C1 ∈ R+, find
argmax
µ∈C([0,T ],R+)
|r̂(T )| s.t. G(µ) = C1. (6.4)
Problem 2 (Minimum effort). Given T, r ∈ R+, find
argmin
µ∈C([0,T ],R+)
G(µ) s.t. |r̂(T )| = r. (6.5)
Problem 3 (Minimum time). Given C1, r ∈ R+, find
argmin
µ∈C([0,T ],R+)
T s.t. G(µ) = C1, |r̂(T )| = r. (6.6)
6.2.4 Preliminary numerical results
Optimization algorithms
We use the computational platform developed in Part II to find candidate solutions to these
optimal control problems. A brief introduction to the optimization algorithm in the platform
is given as follows. The reader may refer Chapter 4 and Chapter 5 for more details.
• Step 1: Control parameterization. We restrict attention to truncated polynomial ex-
pansions, µ(σ) :=
∑q
i=1 piT̂i(σ), in terms of a set of normalized Chebyshev polynomials
of the first kind with T̂1(σ) = 1/
√
π and σ := 2t/T − 1 for t ∈ [0, T ]. The coefficients
{pi}qi=1 become design variables.
• Step 2: Necessary conditions. The necessary conditions for constrained optimization
couple the original integral and differential constraints to a set of adjoint equations
in terms of unknown Lagrange multipliers. coco provides a predefined library of
adjoint constructors for common types of integral, differential, and algebraic constraint
operators. This library provides building blocks for staged construction of the complete
set of adjoint equations for constrained optimization of integro-differential boundary-
value problems [47].
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• Step 3: Successive continuation. Without restriction to positive-valued µ, we use
parameter continuation to satisfy the necessary conditions through a succession of
separate stages [37, 47, 48], where each successive run is initialized by the solution from
the previous run. Importantly, due to the linearity and homogeneity of the adjoint
equations, the first run can be initialized with a solution guess with zero Lagrange
multipliers.
Example
Let N = 10 and consider the example graph in Fig. 6.1. Suppose that xi(0) = 2π(i− 1)/10
for 1 ≤ i ≤ 10 such that r̂(0) = 0. Let g(µ) = µ2 and consider polynomial expansions with





Figure 6.1: An example network graph on 10 nodes.
Let T = 3 and C1 = 1 in Problem 1. Using the optimization algorithm, we locate the
five stationary points (SPs) listed in Table 6.1 in the computational domain defined by
0.01 ≤ |r̂(T )| ≤ 1. The first and fourth of these points share the same value for the objective
function |r̂(T )| but correspond to different µ. This holds also for the second and the fifth
SPs. In all four instances, µ is time-dependent and negative on a subset of [0, T ]. In contrast,
µ is positive and constant for the third SP, which also corresponds to the maximum value
of |r̂(T )|.
Let T = 3 and r = 0.9 in Problem 2. In this case, we locate a single stationary point with
p1 ≈ 1.0356 and p2,...,10 ≈ 0. The corresponding µ is again constant.
Finally, let C1 = 1 and r = 0.9 in Problem 3. We again locate only one stationary
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SP |r̂(T )| p1 p2 p3,··· ,10
1 0.0177 0.3576 1.1743 0
2 0.0327 0.2232 1.2231 0
3 0.8889 1.0233 0 0
4 0.0177 0.3576 -1.1743 0
5 0.0327 0.2232 -1.2231 0
Table 6.1: Five stationary points (SPs) found for Problem 1.
point. The minimum value T = 3.0721 is obtained when p1 ≈ 1.0112 and p2,...,10 ≈ 0. The
corresponding µ is again constant.
The search for optimal solutions does not appear to benefit from the flexibility of time-
dependence of the control input. The rigorous analysis in the next section explains this
observation and shows how the results may be generalized to other network optimization
problems.
6.3 Analytical framework
6.3.1 Three reference optimization problems
The three optimal control problems in section 6.2.3 are closely related to the following three





Problem 4. Given T,C1 ∈ R+, find
argstat
µ∈C([0,T ],R+)
I(µ) s.t. G(µ) = C1. (6.8)











and the Lagrange multiplier λref ∈ R, δL(µ(t), λref) = 0 implies that
G(µ) = C1, 1 + λrefg′(µ(t)) = 0. (6.10)
As can be seen in Lemma B.1, a locally unique solution µ(t) is a positive constant µ∗
under some non-degeneracy conditions on g at µ∗. The integral constraint then reduces to
Tg(µ∗) = C1, which may be inverted to find µ∗.
With g(µ) = µ2 we obtain
µ∗ =
√
C1/T , λref = −0.5
√
T/C1. (6.11)
Problem 5. Given T,C2 ∈ R+, find
argstat
µ∈C([0,T ],R+)
G(µ) s.t. I(µ) = C2. (6.12)










and the Lagrange multiplier λref ∈ R, δL(µ(t), λref) = 0 implies that
I(µ) = C2, λref + g′(µ(t)) = 0. (6.14)
As can be seen in Lemma B.2, a globally unique solution µ(t) is a positive constant µ∗
under some non-degeneracy conditions on g at µ∗. The integral constraint then reduces to
Tµ = C2, which may be inverted to find µ∗, independently of g.
With g(µ) = µ2 we obtain
µ∗ = C2/T, λref = −2C2/T. (6.15)
161
Problem 6. Given C1, C2 ∈ R+, find
argstat
µ∈C([0,T ],R+)
T s.t. G(µ) = C1, I(µ) = C2. (6.16)
Solution: In terms of the Lagrangian











and the Lagrange multipliers λ1,ref ∈ R and λ2,ref ∈ R, δL(µ(t), T, λ1,ref , λ2,ref) = 0 implies
that
G(µ) = C1, I(µ) = C2, (6.18)
λ1,refg
′(µ(t)) + λ2,ref = 0, (6.19)
1 + λ1,refg(µ(T )) + λ2,refµ(T ) = 0. (6.20)
As can be seen in Lemma B.3, a locally unique solution µ(t) is a positive constant µ∗ under
some non-degeneracy conditions on g at µ∗. The two integral equations then reduce to two
algebraic conditions, namely, Tg(µ∗) = C1 and Tµ∗ = C2, which may be inverted to find µ∗
and T .
With g(µ) = µ2 we obtain







1 , λ2,ref = −2C2/C1. (6.22)
6.3.2 Three essential theorems
The three theorems in this section establish the relationship between the three optimal
control problems in section 6.2.3 and the three reference problems.
Definition 6.1. Consider a non-autonomous system on Rn of the form ż = µ(t)h(z, p),
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where µ : [0,∞) → R+, h : Rn × Rs 7→ Rn, and p are the system parameters. We say that
such a dynamical system is separable.
For a separable dynamical system, the following result follows from the fact that µ(t) is
positive.
Lemma 6.1. The invertible time-rescaling τ(t) :=
∫ t
0
µ(s) ds transforms the separable non-
autonomous system ż = µ(t)h(z, p) to the autonomous system
ẑ′ = h(ẑ, p), (6.23)
where ẑ(τ) = z(t(τ)).
The Kuramoto model in (6.1) is separable with z = (x1, · · · , xN) and p = ∅. We may
represent its dynamics in the rescaled time domain, as exemplified in Fig. 6.2.

















Figure 6.2: Time-rescaled dynamics of the Kuramoto model in (6.1) on the graph in Fig. 6.1
with xi(0) = 2π(i− 1)/10 for i = 1, . . . , 10.
Suppose that
ż = µ(t)h(z, p), z(0) = z0, t ∈ [0, T ] (6.24)
and consider a function Φ : Rn → R. Then,
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Theorem 6.2. Given T,C1 ∈ R+, let µ∗ ∈ C([0, T ],R+) satisfy the first-order necessary
conditions for a stationary point of the functional µ 7→ Φ(z(T )) subject to G(µ) = C1. Then,
if
Φh := ∇Φ(z(T )) · h(z(T ), p) 6= 0, (6.25)
it follows that µ∗(t) satisfies the first-order necessary conditions of Problem 4 and vice versa.
Proof. By definition,
z(T ) = ẑ (I(µ)) = z0 +
∫ I(µ)
0
h(ẑ(τ), p) dτ (6.26)
and, consequently,




In terms of the Lagrangian






and the Lagrange multiplier λ ∈ R, δL(µ(t), λ) = 0 implies that
G(µ) = C1, Φh + λg′(µ(t)) = 0. (6.29)
Provided that Φh 6= 0, these necessary conditions transform to (6.10) and vice versa with
λref = λ/Φh and identical µ(t).
The scalar Φh equals the Lie derivative of Φ in the time-rescaled system at the terminal
time. For the five candidate µ listed in Table 6.1 and with Φ(z(t)) = |r̂(t)|, Fig. 6.2 shows
that Φh 6= 0 only for the constant µ. The remaining choices correspond to stationary values
of Φ(z(T )) given that I(µ) = τ ∗ and G(µ) = C1 for τ ∗ corresponding to the local maximum
and minimum, respectively, in the graph in Fig. 6.2. For such τ ∗, more than one µ thus gives
rise to the same stationary value of the objective function, consistent with the observation
made in conjunction with Table 6.1.
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Theorem 6.3. Given T ∈ R+ and Φ ∈ R, let µ∗ ∈ C([0, T ],R+) satisfy the first-order
necessary conditions for a stationary point of the functional µ 7→ G(µ) subject to Φ(z(T )) =
Φ. Then, if Φh 6= 0, it follows that µ∗(t) satisfies the first-order necessary conditions for
Problem 5 and vice versa with Φ (ẑ (C2))− Φ = 0.




g(µ(t))dt+ λ (Φ(z(T ))− Φ) (6.30)
and the Lagrange multiplier λ, δL(µ(t), λ) = 0 implies that
Φ(z(T ))− Φ = 0, λΦh + g′(µ(t)) = 0. (6.31)
Provided that Φh 6= 0, these necessary conditions transform to (6.14) and vice versa with
λref = λΦh, identical µ(t), and C2 coupled to Φ through
Φ = Φ(z(T )) = Φ(ẑ(I(µ))) = Φ(ẑ(C2)). (6.32)
Remark 6.1. If Φh = 0, the second equation in (6.31) is reduced to g′(µ(t)) = 0, from
which one may solve µ(t) as a constant function under some non-degeneracy conditions on
g. However, the first equation Φ(z(T ))−Φ = 0 will not be satisfied in general with the µ(t).
Although the first equation can be satisfied by choosing Φ appropriately, the multiplier λ
can be arbitrary.
Theorem 6.4. Given C1 ∈ R+ and Φ ∈ R, let µ∗ and T ∗ satisfy the first-order necessary
conditions for a stationary point of the functional (µ, T ) 7→ T subject to the constraints
G(µ) = C1 and Φ(z(T )) = Φ. Then, if Φh 6= 0, it follows that µ∗(t) and T ∗ satisfies the
first-order necessary conditions for Problem 6 and vice versa with Φ (ẑ (C2))− Φ = 0.
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Proof. In terms of the Lagrangian





+ λ2 (Φ(z(T ))− Φ) (6.33)
and the Lagrange multipliers λ1, λ2 ∈ R, δL(µ(t), T, λ1, λ2) = 0 implies that
G(µ)− C1 = 0, Φ(z(T ))− Φ = 0, (6.34)
λ1g
′(µ(t)) + λ2Φh = 0, (6.35)
1 + λ1g(µ(T )) + λ2Φhµ(T ) = 0. (6.36)
Provided that Φh 6= 0, these necessary conditions transform to (6.18)-(6.20) and vice versa
with λ1,ref = λ1, λ2,ref = λ2Φh, identical µ(t), and C2 coupled to Φ through (6.32).
Remark 6.2. If Φh = 0, (6.35) and (6.36) imply g′(µ(t)) = 0, from which one may solve
µ(t) as a constant function under some non-degeneracy conditions on g. However, the two
equations in (6.34) will not be satisfied in general with the solved µ. Although these two
equations can be satisfied by choosing C1 and Φ appropriately, the multiplier λ2 can be
arbitrary.
6.3.3 Application to the Kuramoto model
Reduction of optimal control problems
The dynamical system in (6.1) is separable with z = (x1, · · · , xN) and p = ∅. With
Φ(z(T )) := |r̂(T )| and Φ = r, Theorems 6.2, 6.3 and 6.4 transform the search for solutions
to Problems 1, 2 and 3 to that of solutions to Problems 4, 5 and 6, provided that Φh 6= 0.
Therefore, we have transferred the three optimization problems with differential constraints
into reference problems without differential constraints, which are much easier to solve. In-
deed, since the optimal µ(t) for the reference optimization problems are constant (under
certain non-degeneracy conditions on g), this must hold also for the three optimal control
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problems in section 6.2.3, consistent with the preliminary observations in section 6.2.4.
We can apply the solution to Problem 4 directly to find the optimal µ for Problem 1. In
contrast, for Problems 2 and 3, we must first find C2 from the coupling condition (6.32) for
a given r, for example using continuation in C2.
Validation of analytical solutions
Suppose again that g(µ) = µ2. The optimal µ(t) ≡ µ∗ are given explicitly in (6.11), (6.15),
and (6.21). Figures 6.3, 6.4, and 6.5 show the predicted dependencies of µ∗ on T and C1 for
Problem 1, T and r for Problem 2, and C1 and r for Problem 3, as well as results obtained
using the successive continuation technique from section 6.2.4. Note that the predicted
results require the determination of C2 for a given r from the implicit relationship (6.32).
The agreement is excellent in all three cases.














Figure 6.3: The candidate solution µ∗ =
√
C1/T for Problem 1 for varying T (upper panel
with C1 = 1) and C1 (lower panel with T = 3). Here, and throughout the chapter, crosses
represent numerical data obtained using the successive continuation algorithm applied to
the original optimization problem, while circles identify theoretical data using the solution
for the corresponding reference problem.
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Figure 6.4: The candidate solution µ∗ = C2(r)/T for Problem 2 for varying T (upper panel
with r = 0.9) and r (lower panel with T = 6).
Dependence on initial conditions and problem parameters
It follows from Theorem 6.2 that the optimal µ depends only on T and C1 and is thus
independent of the initial conditions z0 and problem parameters p. By extension, the optimal
solution of Problem 1 is also independent of the initial conditions xi(0).
In contrast, it follows from Theorems 6.3 and 6.4 that the optimal µ depend on T , Φ, z0,
and p due to the coupling condition (6.32). By extension, the optimal solutions to Problems 2
and 3 depend on the initial conditions xi(0).
6.3.4 Optimality of stationary solutions
We consider the possible optimality of Φ(z(T )) for the candidate µ obtained from the solu-
tions to Problems 4, 5, and 6 with g(µ) = µ2.
For Problem 4, consider a series expansion of µ in terms of a complete orthonormal basis
with coefficients ci and the first basis function equal to the constant 1/
√
T . It follows
that I(µ) = c1
√




i . On the sphere G(µ) = C1, τ(T ) = I(µ) ≤
√
C1T
and I(µ) is stationary for µ(t) ≡ ±
√
C1/T , consistent with the solution of Problem 4. By
Theorem 6.2, it follows that the positive solution corresponds to a local maximum of Φ(z(T ))
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Figure 6.5: The candidate solution µ∗ = C1/C2(r) for Problem 3 for varying C1 (upper panel
with r = 0.9) and r (lower panel with C1 = 1).
if Φh > 0 and a local minimum if Φh < 0. From Fig. 6.2, we conclude that the constant µ
listed in Table 6.1 corresponds to a local maximum of |r̂(T )|.
For Problem 5, note that the constraint Φ(z(T )) = Φ is equivalent to I(µ) = C2 in
the time-rescaled system. It follows that the constraint manifold is an affine space in the
coefficients ci. By the convexity of G(µ), the stationary solution µ(t) ≡ C2/T corresponds
to a global minimum of G(µ) [148]. By Theorem 6.3, this µ is a global minimum also under
the original constraint. It follows that the solution to Problem 2 found in Section 6.2.4 is a
global minimum, since here C2 ≈ 1.7527.
For Problem 6, we lack a general theory and leave this for future study. The successive
continuation approach shows that the stationary solution found for Problem 3 is a local
minimum under variations only in p1. It follows that the corresponding µ does not correspond
to a maximum of T , but we cannot a priori exclude the possibility of a saddle.
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6.4 Additional applications
6.4.1 Synchronization in the continuum limit
System dynamics
We set the natural frequency in the derivation in [140, 149] to zero and generalize µ to µ(t)
in order to obtain a description of the Kuramoto model (6.1) of an uncorrelated network of
phase oscillators with degree distribution p(k) in the continuum limit. This can be described
in terms of the population density ρ(x, t|k) of oscillators that have phase x + ωt at time t

















dx′ k′p(k′)ρ(x′, t|k′)eix′ , (6.38)




ρ(x, t|k) dx = 1 for all t and k.
Following Ott-Antonsen reduction [145], restrict to

















and ∗ denotes complex conjugation. The system dynamics in the reduced manifold are thus
governed by a partial integro-differential equation.
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To apply the established analytical framework, we focus on the case of M distinct degree
classes. To this end, let {ki}Mi=1 represent the set of corresponding degrees, and let p̂i denote
the fraction of nodes with degree ki in the whole population, such that
∑M
i=1 p̂i = 1. With





(rα2i − r∗) = 0, i = 1, ...,M (6.42)
















dx′p(k′)ρ(x′, t|, k′)eix′ (6.44)




j in the case of finitely many subpopulations. We use its
amplitude |r̂| to characterize the synchronization level.
Optimization of dynamics
We again consider the three optimal control problems defined in section 6.2.3, albeit with
the new definition of r̂ and the corresponding system dynamics (6.42) instead of (6.1). Here,
we take p̂i ∼ k−γi motivated by the common use of power-law distributions to characterize
empirical networks [8]. The exponent γ acts as a problem parameter for the system dynamics.
As evident by inspection of the real and imaginary parts of (6.42), this non-autonomous
dynamical system is separable. We conclude that the implications of Theorems 6.2-6.4
still hold. In particular, with Φ(z(T )) := |r̂(T )| and Φ = r, the search for solutions to
Problems 1, 2 and 3 is again replaced with the search for solutions to Problems 4, 5 and 6,
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provided that Φh 6= 0. We again expect that the optimal µ(t) are constant functions that
are independent of the initial conditions αi(0) and the problem parameter γ in the case of
Problem 1, and dependent on both αi(0) and γ in the case of Problems 2 and 3.
These predictions are verified by applying the computational optimization technique used
in section 6.2.4 to the corresponding optimal control problems. Consider, for illustration,
the case of M = 10, ki = i, and initial conditions αj(0) = α0ei2π(j−1)/M for some positive
α0. It follows from numerical simulation of the time-rescaled dynamics that Φ(ẑ(τ)) is
monotonically increasing with τ , i.e., that Φh > 0.
For Problem 1, the predicted optimal µ(t) ≡
√
C1/T is independent of the system dy-
namics (and, consequently, of the initial conditions and problem parameter). The results
of the computational analysis are not graphed here, since they are consistent with Fig. 6.3.
The independence with respect to α0 and γ is shown in Fig. 6.6.













Figure 6.6: The candidate solution µ∗ =
√
C1/T for Problem 1 in continuum limit for
varying α0 (upper panel with γ = 2.2, T = 6, and C1 = 3) and γ (lower panel with α0 = 0.1,
T = 6, and C1 = 1).
For Problem 2, the predicted optimal µ(t) ≡ C2/T requires the determination of C2 in
terms of r from the rescaled system dynamics and the coupling condition (6.32). We obtain
similar agreement to that in Fig. 6.4, albeit for a different functional dependence on T and
r. The predicted dependence on α0 and γ is validated by the results in Fig. 6.7.
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Figure 6.7: The candidate solution µ∗ = C2(α0, γ, r)/T for Problem 2 in continuum limit for
varying α0 (upper panel with γ = 2.2, T = 6 and r = 0.9) and γ (lower panel with α0 = 0.1,
T = 6 and r = 0.9).
For Problem 3, the predicted optimal µ(t) ≡ C1/C2 again requires the determination of
C2 in terms of r from the rescaled system dynamics and the coupling condition (6.32). We
obtain similar agreement to that in Fig. 6.5, albeit for a different functional dependence on
C1 and r. Fig. 6.8 validates the predicted dependence of the optimal time T = C22/C1 on C1
and r.
6.4.2 Spreading dynamics on activity-driven networks
Activity driven networks (ADNs) [24]
Consider a network in the continuum limit, in which each node interacts with randomly se-
lected other nodes at a constant rate a per unit time, sampled from a probability distribution
p(a).
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Figure 6.8: The stationary value T = C22(α0, γ, r)/C1 for Problem 3 in continuum limit for
varying C1 (upper panel with α0 = 0.1, γ = 2.2 and r = 0.9) and r (lower panel with
α0 = 0.1, C1 = 1 and γ = 2.2).
Spreading dynamics
Consider a susceptible-infected (SI) model of information spreading with I(a, t) and S(a, t)
equal to the fractions of infected and susceptible agents with activity rate a at time t. The




= β(t)(1− I)(a〈I〉+ 〈aI〉) (6.45)
where 〈·〉 denotes the expected value w.r.t. p(a), β is the transmission probability of in-
formation. Here, a〈I〉 and 〈aI〉 correspond to active and passive mechanisms of infection,
respectively.
To apply the established analytical framework, we focus on the case of M distinct rate
classes. To this end, let {ai}Mi=1 represent the set of corresponding interaction rates, and let
p̂i denote the fraction of nodes with rate ai in the whole population, such that
∑M
i=1 p̂i =
1. With Ii(t) := I(ai, t), the partial integro-differential equation then reduces to a set of
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ordinary differential equations [146]
İi = β(t)(1− Ii) (ai〈I〉+ 〈aI〉) , i = 1, · · · ,M. (6.46)
Optimization of dynamics
With β(t) as the control input and for given initial conditions, we consider the following
three optimal control problems (cf. Section 6.2.3).
Problem 7 (Maximum spread). Given T,C1 ∈ R+, find
argmax
β∈C([0,T ],R+)
〈I〉(T ) s.t. G(β) = C1. (6.47)
Problem 8 (Minimum effort). Given T, I ∈ R+, find
argmin
β∈C([0,T ],R+)
G(β) s.t. 〈I〉(T ) = I. (6.48)
Problem 9 (Minimum time). Given C1, I ∈ R+, find
argmin
β∈C([0,T ],R+)
T s.t. G(β) = C1, 〈I〉(T ) = I. (6.49)
With Φ(z(T )) := 〈I〉(T ) and Φ := I, the analytical framework developed in Section 6.3
again applies, since the governing dynamic system is separable. The observations from sec-
tion 6.3.3 and 6.3.3 apply by replacing Problem 1 with Problem 7, Problem 2 with Problem 8,
and Problem 3 with Problem 9.
We performed validation for the analytical solution of optimal β in a way similar to Sec-
tion 6.3.3. The details of such validation are not presented here given their similarity to the
ones in Section 6.3.3. Instead, we validate the analytical solutions to Lagrange multipliers,
which provide the sensitivity of objective functional with respect to constraints. In the fol-
lowing simulations, we take p̂i ∼ a−γi [24], γ = 2.2, M = 5, ai = 0.2 + 0.4(i− 1) and initial
condition Ii(0) = 0.02. It follows from numerical simulation of the time-rescaled dynamics
that Φ(ẑ(τ)) is monotonically increasing with τ , i.e., that Φh > 0.
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For Problem 7, it follows that the Lagrange multiplier λ to the budget constraint G(β) = C1
is given by λ = λrefΦh, as derived in the proof of Theorem 6.2, where λref = −0.5
√
T/C1
(see (6.11)). This analytical solution is validated in Fig. 6.9, where the dependence of λ on
T and C1 are presented.














Figure 6.9: The Lagrange multiplier λ = −0.5Φh
√
T/C1 to constraint G(β) = C1 in Prob-
lem 7 for varying T (upper panel with C1 = 2) and C1 (lower panel with T = 6).
For Problem 8, it follows that the Lagrange multiplier λ to the constraint 〈I〉(T ) = I is
given by λ = λref/Φh, as derived in the proof of Theorem 6.3. We have λref = −2C2/T
(see (6.15)), where C2 is related to I via coupling condition in the theorem. This analytical
solution is validated in Fig. 6.10, where the dependence of λ on T and I are presented.
We denote the Lagrange multipliers to constraints G(β) = C1 and 〈I〉(T ) = I in Problem 9
to be λ1 and λ2 respectively. It follows that λ1 = λ1,ref and λ2 = λ2,ref/Φh, as derived in
the proof of Theorem 6.4, where analytical λref,1 and λref,2 can be found in (6.21). These
analytical solutions are validated in Fig. 6.11 and Fig. 6.12, where the dependence of λ1 and
λ2 on some parameters are presented, respectively.
We conclude this section with the validation of the predicted dependence of the optimal
solution on the parameter γ in the activity rate distribution. For Problem 7, the predicted
optimal solution β(t) ≡
√
C1/T is independent of the parameter γ. For Problems 8 and 9,
the predicted dependence on γ is validated by the results in Fig. 6.13.
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Figure 6.10: The Lagrange multiplier λ = −2C2(I)/(TΦh) to constraint 〈I〉(T ) =I in Prob-
lem 8 for varying T (upper panel with I = 0.9) and I (lower panel with T = 5).


















Figure 6.11: Lagrange multiplier λ1 = C22(I)/C21 to the first constraint G(β) = C1 in Prob-
lem 9 for varying C1 (upper panel with I = 0.9) and I (lower panel with C1 = 5).
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Figure 6.12: Lagrange multiplier λ2 = −2C2(I)/(C1Φh) to the second constraint, namely,
〈I〉(T ) = I in Problem 9 for varying C1 (upper panel with I = 0.9) and I (lower panel with
C1 = 5).














Figure 6.13: The candidate solution β = C2(γ)/T for Problem 8 (upper panel with I = 0.9,
T = 5) and the candidate solution T = C22(γ)/C1 for Problem 9 (lower panel with I = 0.9,
C1 = 5) for varying γ.
6.5 Concluding discussion
We have established a unified analytical framework for a class of optimization problems,
where dynamics are governed by separable nonautonomous systems. Such an analytical
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framework allows us to explore how network structures affect the optimal control inputs.
Analysis suggests that the optimal inputs to maximum consensus/spread problems are inde-
pendent of network structures, while the optimal solutions to minimum effort and minimum
time problems are affected by network structures.
The heterogeneity of both topological and temporal network structures can have negative
impact on the minimum effort required for reaching a desired level of information trans-
mission. As can be seen in the lower panel of Fig. 6.7, the optimal µ increases with the
increment of γ in the degree distribution p(k) ∼ k−γ. Large γ corresponds to high degree
heterogeneity. This implies that more effort is needed to reach a certain level of synchrony
in the network of coupled oscillators for higher degree heterogeneity. A similar observation
applies to the case of spreading dynamics. In the upper panel of Fig. 6.13, the optimal β
increases with the increment of γ in the activity rate distribution p(a) ∼ a−γ. The value
of γ here characterizes the extent of activity heterogeneity. It follows that more effort is
needed to achieve a desired level of spread of infection in the activity-driven network for
higher activity heterogeneity.
The heterogeneity of both topological and temporal network patterns can also have nega-
tive impact on the minimum time required to achieve a desired level of information transmis-
sion with a given amount of effort. In the the continuum limit model of a network of coupled
phase oscillators, the minimum time T in Problem 3 is found to be an increasing function
of γ in the degree distribution (the results are not graphed in this study for compactness).
This indicates that more time is needed to achieve a desired level of synchrony when the
degree heterogeneity increases. In the lower panel of Fig. 6.13, we see that the minimum
time T in Problem 9 increases with γ in the activity rate distribution. Therefore, as the
level of activity heterogeneity increases, more time is required to achieve a desired level of
spread of infection with a given amount of effort.
Several research directions can stem from this study: first, since we have assumed contin-
uous control input in the framework, it is worth investigating the case of allowing the dis-
continuity of control input. Another direction is the consideration of inequality constraints,
e.g., the boundedness of control input.
In Section 6.4, we restricted attention to discrete distributions in order to apply the ana-
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lytical framework established in Section 6.3. Nevertheless, this analytical framework can be
extended also to the case of continuous distributions, where the dynamical system is gov-
erned by partial integro-differential equations, e.g., (6.40) and (6.45). Specifically, consider
a separable dynamical system ∂z(t, a)/∂t = µ(t)h (z(t, a),F(z(t, a), z(t, a′), a′), p), where
z : [0,∞)×Ja → Rn, µ : [0,∞)→ R+, h : Rn ×Rn ×Rs 7→ Rn, and the nonlinear operator
F(z(t, a), z(t, a′), a′) :=
∫
Ja f (z(t, a), z(t, a
′), a′) da′ for some subset Ja of R. Such a separa-
ble system can be reduced to an autonomous system by a straightforward generalization of
Lemma 6.1. It follows that Theorems 6.2, 6.3, and 6.4 still apply by replacing Φ(z(T )) with
Φ(z(T, a), a) :=
∫
Ja φ(z(T, a), a) da and Φh with Φ̂h :=
∫
Ja〈φz(z(T, a), a), h(T, a)〉 da, where






SUMMARY AND FUTURE WORK
In this dissertation, we explored the dynamics and optimal control of information transmis-
sion in complex systems in order to study the relationship between network structure and
system function. The analysis relied on the development of structure-preserving random-
ization protocols, which avoid spurious predictions made using the popular permuted-times
protocol. Contributions were also made to the formulation of new opinion dynamics models
on time-varying networks in the dynamics-on-network paradigm. Numerical analysis of opti-
mal control of synchronization and spreading dynamics on static and time-varying networks
was supported by an original computational platform for constrained design optimization.
For a special class of separable optimal control problems, we developed a rigorous theory
that allowed for the algebraic determination of the optimal control input.
There are several avenues for future work. The structure-preserving protocols used in this
dissertation preserve the mean of interevent times. Protocols preserving higher-order statis-
tics of interevent times may be further developed. There are other models of information
transmission, e.g., threshold models for social contagion and voter models for binary opinion
dynamics. One may probe the effects of network structure on the capacity for information
transmission in terms of such models. The application of the computational platform is not
restricted to continuous-time, separable optimal control problems. It may be of interest to
apply this platform to problems with heterogeneous control inputs or models of informa-
tion transmission described by discrete-time dynamical systems. The dynamics-on-network
paradigm in this dissertation is used in forward analysis; information transmission as a
consequence of network structure. Conversely, it would be interesting to use information
transmission as a diagnostic tool, inferring the structure of a given network data set from
its capacity to transmit information. More importantly, in this dissertation, the analysis
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focused on comparisons between given networks and their randomized reference models. Fu-
ture work should consider direct comparisons between two different empirical networks using
the techniques of this dissertation.
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APPENDIX A
SUPPORTING MATERIAL FOR CHAPTER 3
A.1 Row-stochastic matrices
Let {w(k)}nk=1 ∈ RN×N be a sequence of diagonal matrices and {L(k)}nk=1 ∈ RN×N be a





ij = 0, ∀(i, k) ∈ {1, . . . , N} × {1, . . . , n} (A.1)
and such that the elements of I−w(k)L(k) lie in the interval [0, 1]. The following lemma then
follows by induction.








is a row-stochastic matrix, i.e.,
∑N
j=1 Tij = 1,∀i ∈ {1, ..., N} and the elements of T lie in the
interval [0, 1].
Using the result of this lemma, it is straightforward to conclude that the expectations
for the transition matrices associated with each of the four models of opinion dynamics on
time-dependent networks derived in section 3.2.2 are also row-stochastic matrices.
A.2 Activity-driven models
We construct synthetic temporal networks in the form of graph sequences of length m by
modifying the activity-driven generative model developed in [24]. In the original activity-
driven model, the activity rates of individuals are assumed time-independent, and synthetic
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temporal networks are generated based on the distribution of activity potentials. Further
details are found in refs. [17, 24]. Here, the k-th graph is constructed from a network of N
initially disconnected nodes in two steps: i) nodes in a subset Ik are activated with probability
α drawn from an activity potential distribution F (α), and ii) active nodes are connected to
l other randomly selected nodes in Ik. The probability assigned to each node is time-
independent, which is consistent with ref. [24]. This model is random and Markovian, since
consecutive graphs are independently generated. Higher-order structures such as burstiness
are therefore not embedded in the model. The model is node-based because F (α) describes
the activity potentials of nodes instead of links. Indeed, in [24], Ik consists of the entire
network for all k ∈ (1,m). In this case, the network satisfies the ongoing node picture and
cannot model a heterogeneous lifetime distribution. We modify this assumption to explicitly
control the lifetime of nodes.
The modified activity-driven model consists of two stages. In the first stage, only a fraction
of nodes is active. The second stage is exactly the same as the original model in the sense
that all nodes could be potentially active. The construction is characterized by the two
fractions fn, fm ∈ [0, 1]:
1. Select bfnNc turnover nodes uniformly at random and denote the corresponding set of
indices by IT , where b·c gives as output the greatest integer less than or equal to the
input. Then, the set of ongoing nodes IO = {1, 2, · · · , N}\IT . Initialize the generative
step k = 1.
2. If k ≤ bfmmc, go to step 3 corresponding to the first stage; if mfm < k ≤ m, go to
step 4 corresponding to the second stage; if k > m, stop the generative process.
3. Initialize Gk be a graph with N disconnected nodes. Activate each ongoing node
i ∈ IO with probability αi and connect to l other randomly selected nodes from IO.
Non-active nodes in IO can still receive connections from other active nodes. Update
k = k + 1, go to step 2.
4. Initialize Gk be a graph with N disconnected nodes. Activate each node i with prob-
ability αi and connect to l other randomly selected nodes. Non-active nodes can still
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receive connections from other active nodes. Update k = k + 1, go to step 2.
Empirical networks generally display broadly distributed activity potentials. Following
ref. [24, 150, 17], we adopt F (α) ∼ α−γ with activities restricted in the region α ∈ [ε, 1],
where ε is a small parameter to avoid divergences for α→ 0 and γ ∈ (2, 3) is the exponent.
We use ε = 0.1 and γ = 2.1 [17] in this study. In addition, we set l = 1 to avoid star
structures in Gk that will be destroyed by PT.
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APPENDIX B
SUPPORTING MATERIAL FOR CHAPTER 6
Let g denote a positive, differentiable function such that g′ is not constant on any nonempty
open interval.
Lemma B.1. Consider the equations
∫ T
0
g(µ(t)) dt = C1, 1 + λg
′(µ(t)) = 0 (B.1)
for µ ∈ C([0, T ],R+). Then, if C1/T ∈ range(g), µ(t) ≡ µ∗ for some constant µ∗. If
g′(µ∗) 6= 0, then (µ(t), λ) = (µ∗,−1/g′(µ∗)) is a locally unique solution to (B.1).
Proof. Since λ cannot equal 0, it follows that g′(µ(t)) must be constant. By the assumption
on g′ and continuity of µ(t) it follows that µ(t) must equal some constant µ∗. Substitution
into the integral constraint yields g(µ∗) = C1/T , which can be locally uniquely inverted
provided that C1/T ∈ range(g) and g′(µ∗) 6= 0. In this case, λ = −1/g′(µ∗).
Lemma B.2. Consider the equations
∫ T
0
µ(t) dt = C2, λ+ g
′(µ(t)) = 0 (B.2)
for µ ∈ C([0, T ],R+). Then, µ(t) ≡ µ∗ for some constant µ∗ and (µ(t), λ) = (µ∗,−g′(µ∗)) is
a globally unique solution to (B.2).
Proof. By the assumption on g′ and continuity of µ(t), the fact that g′(µ(t)) = −λ is constant
implies that µ(t) must equal some constant µ∗. Substitution into the integral constraint
yields the unique solution µ∗ = C2/T , from which it follows that λ = −g′(µ∗).
187
Lemma B.3. Consider the equations
∫ T
0
g(µ(t)) dt = C1,
∫ T
0
µ(t) dt = C2, (B.3)
λ1g
′(µ(t)) + λ2 = 0, (B.4)
1 + λ1g(µ(T )) + λ2µ(T ) = 0 (B.5)
for µ ∈ C([0, T ],R+). Then, if C1/C2 ∈ range(ĝ) for ĝ(µ) := g(µ)/µ, µ(t) ≡ µ∗ for some
constant µ∗. If γ∗ := µ∗g′(µ∗)− g(µ∗) 6= 0, then













is a locally unique solution to (B.3)-(B.5).
Proof. Since λ1 cannot equal 0, it follows that g′(µ(t)) must be constant. By the assumption
on g′ and continuity of µ(t) it follows that µ(t) must equal some constant µ∗. Substitution
into the integral constraints yields T ∗ = C2/µ∗ and ĝ(µ∗) = C1/C2 , which can be locally
uniquely inverted provided that C1/C2 ∈ range(ĝ) and ĝ′(µ∗) = γ∗/µ∗2 6= 0. In this case,
λ1 = 1/γ
∗ and λ2 = −g′(µ∗)/γ∗.
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