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INTRODUCTION
Soil erosion, the least reversible form of land degradation is, one of the most widespread of today's environmental problems, with sheet erosion being a major problem worldwide. In addition, gully and ravine erosion damages about 8000 ha of farmland annually (WMO 2003 ). An earlier study by Vellayutham (1992) shows that, in India, in a geographical area of 328.81 × 10 6 ha (land utilization area of 305.9 × 10 6 ha), 175 × 10 6 ha of land is degraded and another 111.26 × 10 6 ha is affected by water erosion. Of these affected areas, 145 × 10 6 ha is in need of soil and water conservation measures, yet no significant conservation measures have been taken so far. Accelerated soil erosion may affect both agricultural land and the natural environment. Its impacts are both on-site (at the place where the soil is detached) and off-site (wherever the eroded soil gets deposited). The detachment and subsequent transport of soil particles by sheet erosion has direct repercussions in terms of reduced soil depth, diminishing fertility and declining crop productivity. Erosion of soil due to rainfall and runoff (commonly referred to as water erosion) causes severe problems including filling of reservoirs, reduction in water quality and loss of soil cover (Vaidynathan et al. 2002) . In addition, many engineering projects are disrupted because of increased sediment in the watershed due to excessive soil erosion.
Hence, the measurement and modelling of the rainfall-runoff soil erosion and sediment transport processes are a topic of great importance and are much needed for soil and water conservation planning, control of reservoir sedimentation and for the study of transport of pollutants carried by the sediments (Walling 1988) . Researchers have developed and improved the techniques for both measurement and modelling of the soil erosion and transport processes. Though sophisticated measurement techniques are available, the requirement of huge funds, difficulty in data collection, and the requirement of substantial land area, field personnel and automated equipment often make repeated field studies unfeasible, especially in developing economies such as India. Faced with these limitations, hydrological modelling becomes a powerful alternative to quantify storm runoff, soil erosion and sediment yield for the design and evaluation of alternative land-use and best management practices (BMPs), as their implementation can help in reducing the damaging effects on land productivity and water bodies.
The design of strategies to control pollution associated with runoff and erosion on agricultural land requires knowledge of what happens in an individual rain storm, often on a minute-by-minute basis, in order to predict the quantity and timing of peak discharges of water and sediment from hillslopes to rivers. Similarly, for areas where a few events define most of the annual water and sediment yield, as is common in the Indian sub-continent (Grewal et al. 2003 , Jain et al. 2005 and elsewhere (Richter 1979 , Tropeano 1984 , and where the off-site effects of runoff and soil erosion are important, within-storm event modelling (event-based hydrological modelling) of runoff and soil erosion processes is more important than between-storm event modelling (or continuous hydrological modelling). Hence, it is important to focus on the development of storm event-based models that could be applied to such scenarios.
PRESENT SCENARIO
The increasing availability of technologies, such as remote sensing for deriving spatial data in electronic formats, and geographic information systems (GIS) to manage and create spatial data, has led to the development and use of distributed watershed models in a variety of applications (Cruise and Miller 2002 , Cluckie et al. 2003 , Gosain and Rao 2004 . Likewise, the increasing knowledge on hydrological processes representation and field measurement techniques has accelerated the evolution of physically-based models.
Many physically-based distributed (PBD) (Vieux 2001 ) models, with a variety of structures and data requirements, are currently in use for modelling the rainfall-runoff-soil erosion and sediment transport processes, e.g. the ANSWERS (Beasley et al. 1980) , CREAMS (Knisel 1980) , KYERMO (Hirshi and Barfield 1988) , WEPP (Nearing et al. 1989) , AgNPS (Young et al. 1989) , KINEROS (Woolhiser et al. 1990) , LISEM (De Roo et al. 1996) , SHESED (Wicks and Bathrust 1996) , SWAT (Arnold et al. 1996) , EUROSEM (Morgan et al. 1998b) and MEFIDIS (Nunes et al. 2005 ) models, as well as others developed by, for example, Sharda and Singh (1994) , Kothyari et al. (1997) , Hjelmfelt and Wang (1999) , CASC2D-SED (Johnson et al. 2000) , Jain et al. (2005) , Rai and Mathur (2007) and Naik et al. (2009) . Though there are many more models available, it is not always clear when and where to use which type of model (Singh and Woolhiser 2002) . Comparisons of some of the models show that no single model works well in every situation of runoff and sediment yield generation in a given watershed (Bingner et al. 1989) . Many of the models are site specific and contain simplifications and assumptions that preclude their use universally.
In most of the models, for example those developed by Jain et al. (2005) , Knisel (1980) , Kothyari et al. (1997) , Rai and Mathur (2007) and Sharda and Singh (1994) , the interception process is ignored and this may have considerable effect on estimation of the runoff volume and soil erosion due to raindrop impact in vegetated watersheds. In a few models, for example those of Bharadwaj and Kaushal (2009), Jain et al. (2005) , Kothyari et al. (1997) , Sharda and Singh (1994) , the channel flow component is not considered explicitly. Since channel flow is a major process in medium-to large-sized watersheds, this precludes the successful application of such models in mediumto large-sized watersheds. A few models, such as WEPP, KINEROS, LISEM, SHESED, EUROSEM and CASC2D-SED, are very complex in structure and require enormous amounts of data, which are expensive to obtain. Moreover, the models developed by Jain et al. (2005) , Rai and Mathur (2007) and Naik et al. (2009) lack proper formulation for soil erosion due to raindrop impact, which is inappropriate given the current understanding of the soil erosion process (Kinnel 2007) .
The above facts clearly reveal that those methods available for predicting the sediment yield are either less than satisfactory, too data demanding, or require more calibration parameters to build the model. This warrants the further development of models for better estimation of runoff and soil loss from watersheds. It is against this background that the present investigation was undertaken by Ramsankaran (2010) , with the objective of developing a realistic and relatively simple process-oriented PBD hydrological modelthe distributed runoff and soil erosion assessment model (DREAM)-for simulating the processes of rainfall-runoff-soil erosion and sediment yield during individual storm events using fewer calibration parameters.
Unlike other PBD models, such as those developed by Jain et al. (2005) , Rai and Mathur (2007) , Naik et al. (2009) , as well as MEFIDIS, CASC2D-SED, SHESED, KINEROS2, EUROSEM, LISEM, and WEPP, one feature of the DREAM model is that all its input parameters possess physical meaning and are measurable in the field. The other merit of the DREAM is that, although it is a PBD model, unlike the models mentioned above, it requires a relatively small number of input parameters (nine) to simulate the rainfall-runoff-soil erosion and sediment yield process during individual storm events occurring in semi-arid, humid and sub-humid agroclimatic zones. Apart from these advantages, the DREAM model is capable of handling spatially-distributed inputs, such as remote sensing-based rainfall estimates, and soil texture and soil moisture maps, through the use of GIS. Another advantage is that, if no measured field values are available, the developed model requires only six parameters to calibrate it to simulate the rainfall-runoff-soil erosion and sediment yield process during individual storm events. Compared to many existing PBD models (e.g. Jain et al. 2005 , Rai and Mathur 2007 , Naik et al. 2009 , the number of calibration parameters is relatively small.
In the following, details of the DREAM model are given and a validation study is conducted using some real-world data. Details of the sensitivity analysis of the model parameters, model calibration and statistical evaluation of the results obtained are also presented and discussed.
MODEL DEVELOPMENT
The water-induced soil erosion model DREAM consists of two components that are linked to allow the computation of soil erosion and sediment yield from watersheds. The first part comprises surface flow dynamics (hydrodynamics) and the second pertains to soil erosion dynamics. The flow dynamics component provides outputs, such as velocity of flow, depth of flow and discharge rate, which in turn serve as the components of soil erosion dynamics. The approach assumes that the sediment concentration in the overland flow is sufficiently small so that it does not affect the flow regime. Under such an assumption, both processes, viz., rainfall-runoff and the soil erosion so caused can be solved independently. The flowchart depicting all the processes (hydrodynamics and soil erosion dynamics) considered in the DREAM model is given in Fig. 1 . All the processes have been coded in to a modular computer program using the FORTRAN 90 programming language (Ramsankaran 2010) .
Hydrodynamic modelling
The hydrodynamics component of the model is subdivided into a runoff generation and a runoff routing phase (Ramsankaran 2010 , Ramsankaran et al. 2012 . In the runoff generation phase, interception loss is modelled empirically using a modified form of the Merriam (1960) approach. The part of the rainfall that reaches the surface after the interception loss infiltrates into the soil and is modelled using the Smith and Parlange (1978) infiltration model for estimation of the excess rainfall. In the runoff routing phase, the generated surface runoff is modelled using the one-dimensional (1D) depth-averaged unsteady flow equations (Saint Venant equations) under a kinematic wave (KW) approximation for both overland and channelized flow computation.
The governing equations of the KW model developed for overland flow and channelized flow are solved by employing the weighted four-point implicit finite difference numerical technique. The inputs for simulating the hydrodynamics component of the DREAM model include break point rainfall data, land-use parameters representing vegetation cover, and bed roughness and soil infiltration parameters. The details are given in Ramsankaran (2010) and are also listed in Table 1 . The outputs of the rainfall-runoff model include the temporal variation of discharge, and the velocity of flow in each computational element and at the watershed outlet. The spatially-distributed output variables produced through the rainfall-runoff model computations can be displayed in a raster/vector GIS and the same are supplied as inputs to simulate the process of soil erosion and sediment outflow. Details of the hydrological processes considered in the hydrodynamics modelling, including the solution procedure adopted and the detailed results obtained for the Fig. 1 Flow chart of the proposed PBD rainfall-runoff-soil erosion and sediment yield model. Morgan et al. (1975) and Munõz-Carpena and Parsons (2000) − rainfall-runoff component of the DREAM model, are presented in Ramsankaran (2010) and Ramsankaran et al. (2012) .
Soil erosion dynamic modelling
Soil erosion by water is a natural process that occurs when the impact of water detaches and removes soil particles. Both falling raindrops and water flowing over the land surface are the driving mechanism of soil detachment, transport and deposition within a watershed. All these are modelled using the 1D sediment continuity equation and other auxiliary equations, as described below.
Overland soil erosion and sediment transport
The basic governing 1D equation for describing the sediment dynamics at any point along a surface flow path is the equation of continuity of sediment mass (Bennett 1974 , Woolhiser et al. 1990 , Morgan et al. 1998a , 1998b and is given by the following relationship:
where A is the flow cross-sectional area (m 2 ), C s is the sediment concentration in the flow (m 3 m -3 ), Q is the discharge (m 3 s -1 ), e is the rate of erosion of the soil bed (m 3 (s m) -1 ) and q s is the rate of sediment inflow or outflow per unit length of flow (m 3 (s m) -1 ). For overland flow over hill slopes, q s becomes zero. Equation (1) is a quasi-linear hyperbolic equation governing the propagation of sediment load and it also holds good for sediment routing in channels. The numerical solution for the sediment continuity equation also follows exactly the same procedures used to solve the flow continuity equation. The routing of sediments from the overland planes and the channels together constitutes the total soil erosion from a given watershed.
The term e in equation (1) is assumed to be composed of two major components:
where DR is the rate of soil particle detachment by raindrop impact (m 3 (s m) -1 ), and DF is the rate of soil particle detachment by flow due to the interplay between the shearing force of water on the loose soil bed (m 3 (s m) -1 ).
Soil detachment by raindrop impact
Soil erosion by raindrop impact represents the first stage in the erosion process. Splash erosion results from the impact on the soil surface of the falling raindrops. Raindrops loosen and erode the soil surface causing displacement of the soil particles. Modelling of this process is carried out based on the relationships between the detachment rate of the soil particles and the kinetic energy of the striking raindrops during a storm event. The amount of actual soil detachment by raindrop impact is estimated as a function of its kinetic energy. The rainfall energy reaching the ground surface is estimated as a function of rainfall intensity from the equation derived by Brandt (1989) , which assumes that raindrop size distribution follows that described by Marshall and Palmer (1948) ; hence:
where KE is the total kinetic energy of the net rainfall at the ground surface (J m -2 mm), and r i is the rainfall intensity (mm h -1 ). The rate of soil particle detachment by raindrop impact for a time step is calculated from the equation of Morgan et al. (1998a Morgan et al. ( , 1998b , as follows:
where K is an index of the detachability of the soil (g J -1 ), for which values may be obtained experimentally or can be taken from the graphs and the tables in Poesen (1985) and Govers (1991) ; ρ s is the particle density (kg m -3 ) (ρ s = 2650 kg m -3 is assumed); b is an exponent varying between 0.9 and 3.1, depending on the soil texture (b = 2.0 is used, which is suitable for a wide range of conditions; Torri et al. 1987) ; and h is the depth of flow (m).
Soil detachment by surface runoff
Soil detachment by surface runoff is modelled in terms of a generalized erosion-deposition theory proposed by Smith et al. (1995) . The erosion rate, E q (m 3 (s m) -1 ), of the flow is continually accompanied by deposition at a rate equal to wC s v s , where w is the width of flow (m) and v s is the settling velocity of the particles (m s -1 ): This condition can be expressed as:
where DF is the net detachment rate of soil particles by the flow (equation (2)). According to the generalized theory, the transport capacity concentration (T c , m 3 m -3 ) represents the sediment concentration at which the rate of erosion by the flow and the accompanying rate of deposition are in balance. In this condition, DF = 0 and E q equates to the deposition rate, (i.e. E q = wT c v s ). A general equation for the soil detachment by flow and deposition during flow, expressed in the terms of settling velocity and transport capacity, then becomes:
However, this equation assumes that the soil particles are loose so that the processes are reversible, whereas, in reality, detachment will be limited by the cohesion of the soil material (Morgan et al. 1998a (Morgan et al. , 1998b . The particle settling velocity, v s is calculated from the particle size and density as proposed by Fair and Geyer (1954) . Based on Rose et al. (1983) and Styczen and Nielsen (1989) , equation (6) is modified as:
where ξ is a flow detachment coefficient. By definition, ξ = 1 when DF is negative (deposition is occurring) and ξ < 1 for cohesive soils when DF is positive (T c > C s ). The value of ξ is estimated as a function of the cohesion of the soil (J , kPa) as adopted in EUROSEM (Morgan et al. 1998a (Morgan et al. , 1998b ). For J < 1 kPa, ξ = 0.335. For larger values of J , the value of ξ is reduced exponentially as follows:
When T c = 0 and DR has a value due to rainfall energy, there will be a value of C s obtained, using equation (2) with e = 0, DR = wv s C s . Then the concentration in flow will be C s = DR/wv s .
Transport capacity of the flow
The capacity of runoff to transport the detached soil particles is expressed in terms of a concentration, T c . The transport capacity is modelled as a function of unit stream power, using a relationship based on the work of Govers (1990) , who showed that the transporting capacity of surface runoff flow could be predicted from simple hydraulic parameters. Unit stream power (ω, cm s -1 ) is the hydraulic variable on which T c is considered to be based (Garde and Ranga Raju 2006) and is defined as:
where S is the bed slope of the overland plane/channel (m m -1 ) and v is the mean flow velocity (m s -1 ). Based on this variable, Govers (1990) found that T c could be expressed for particle sizes ranging from 50 to 250 µm, as follows:
where ω cr is the critical value of unit stream power (= 0.4 cm s -1 ) and c, d are the experimentally-derived coefficients depending on particle size.
Based on the work of Govers (1990) , one can estimate the coefficients c and d as follows:
where d 50 is the median particle size of the soil (µm).
Initial and boundary conditions for soil erosion
The sediment continuity equations are solved subject to the following initial and boundary conditions. The most commonly-used initial condition for sediment discharge in overland planes is zero at t = 0 and is represented as:
This holds good since the depth of flow and discharge are zero at the initial time. Zero sediment inflow is considered as the upstream boundary condition in the upstream overland planes and is given as:
Channel erosion and sediment transport
The general approach to sediment transport simulation for channels is nearly the same as that for the upland areas. The major difference in the equations is that the detachment due to raindrop impact (DR) is neglected in the sediment transport and erosion by the channel flow.
In the case of ephemeral streams, the channel remains mostly dry when there is no rainfall, and thus eroded material from the land surface is not carried out of the watershed before the commencement of the storm event. Therefore the initial and boundary conditions are given as:
The upper boundary condition is a specified sediment discharge, given as a function of time, i.e. the sediment outflow from the unit width of overland planes (upstream and lateral planes).
Numerical simulation
No general solution exists for equation (1); consequently, in most of the cases it is solved numerically at each time step concurrently with the surface water flow equations. In this work, a four-point finite difference scheme is used; however, iteration is not required herein, since, given the current and the immediate past values for A and Q and the previous values for C s , the finite difference form of equation (1) becomes explicit (Woolhiser et al. 1990 , Morgan et al. 1998a , 1998b , as given below:
Watershed discretization/representation
In general, the spatially-distributed nature of the watershed characteristics, such as topography, soil, land use and precipitation, necessitates the division of a watershed into smaller and relatively homogeneous units for the present modelling. The watershed discretization involves the breaking-up of the heterogeneous and complex geometry in to simple relatively homogeneous units, while retaining the similitude with the natural watershed. Several schemes for watershed discretization are in vogue at present. The choice of the discretization method is governed by many factors including the nature and the type of input data, the size of the watershed and the purpose of modelling.
As in the KINEROS, EUROSEM and Geo-WEPP models, a watershed is represented in this model as a network of surfaces and channels of rather arbitrary complexity. The channels may receive distributed inputs from the hillslopes on either or both sides, or as a concentrated flow from upstream (as for a headwater area). The channels may also receive input from one or two upstream channels. The hillslopes may be represented as heterogeneous along their flow paths in slope, width, or other properties by using a cascade of adjacent surfaces (Ramsankaran 2010) . In the present work, we adopted such discretization using the TOpographic PArameteriZation (TOPAZ) (Garbrecht and Martz 1999) , which is an automated digital landscape analysis tool for drainage identification, watershed segmentation and sub-catchment parameterization. Shapes of the overland planes derived using TOPAZ will be either square or rectangle, depending on the length and width of the plane. A detailed description of the algorithms adopted in the TOPAZ tool is available in Garbrecht and Martz (1999) ; therefore, only a brief summary of the significant capabilities is presented for completeness.
The digital elevation model (DEM) processing in TOPAZ is based on the D8 method, the downslope flow routing concept and the critical source area (CSA) concept. The D8 method (Douglas 1986, Fairfield and Leymarie 1991) defines landscape properties for each individual raster cell by the evaluation of the given cell and its eight immediately adjacent cells. The downslope flow routing concept defines the drainage and flow direction on the landscape surface as the steepest downslope path from the cell of interest to one of its eight adjacent cells (Mark 1984 , O'Callaghan and Mark 1984 , Morris and Heerdegen 1988 . The CSA concept defines the channels draining the landscape as those raster cells that have an upstream drainage area greater than a threshold drainage area, referred to as the critical source area. The CSA value defines a minimum drainage area below which a permanent channel is defined (Mark 1984) . The CSA concept controls the watershed segmentation and all the resulting spatial and topologic drainage network and sub-catchment characteristics.
The TOPAZ tool is designed to provide interrelated landscape analysis functions and to rely on an external, user-selected GIS for image display, as well as for additional data manipulation and raster algebra operations. Within this general framework, the digital elevation data are processed in TOPAZ by a system of interdependent computational programs.
MODEL APPLICATION
To test the predictive ability and performance of the developed model, it was applied for simulation of a few storm events observed in the Pathri Rao watershed located in the Shivalik ranges of the Garhwal Himalaya, India.
Study area description
The experimental watershed selected for validating the developed model is located about 17 km northeast of Roorkee town, Uttarakhand, India, and (Fig. 2) . The catchment area of the watershed up to the gauging station at the watershed outlet is about 38 km 2 . Elevations of the watershed range between 272 and 730 m a.s.l. The lower tracts of the watershed area have flat slopes and are densely inhabited, while the upland areas consist of mostly hilly terrain with steep slopes. These slopes are densely forested and form part of the Rajaji National Park, which lies in the Shivalik foothills of the Garhwal Himalaya. In the lower part of the watershed, a wheat-maize crop rotation is being followed. The watershed receives average annual rainfall of 1300 mm with an average of 50 rain days, more than 90% of rainfall occurring during the monsoon season (June-September). High-intensity and shortduration storms are very common in the area. The mean minimum and maximum temperatures in the region are 3 • and 42 • C, respectively. The mean relative humidity varies from a minimum of 40% in April to a maximum of 85% in July. The overall climate of the area can be classified as semi-arid to humid sub-tropical. The major soil groups found in the watershed are loam, sandy loam, loamy sand, coarse sandy loam and silt loam and the average soil depth ranges from 0 to 100 cm. The river is of influent type and ephemeral in nature, having flows only during storm events.
Field observations
As the watershed has never been gauged previously, for the purpose of this study field observations on rainfall, runoff and sediment yield were made during 2005 , Ramsankaran et al. 2012 . As the hydrological response of the modelling tool would undoubtedly be governed by the quality of the inputs, a distributed approach to represent the spatial heterogeneity of the watershed characteristics and hydrological inputs was adopted. To represent the spatial pattern of rainfall in the watershed, data from three meteorological stations, located inside the watershed or in its close proximity, were utilized.
For the present study, the watershed was gauged at its outlet to make observations on surface runoff discharge and sediment load transport. The gauging site was installed with a manually-operated stage recorder to measure the depth of flow. A stable and straight river reach of about 100 m in length was selected for this purpose. The flow stage was recorded at 15-min intervals during most of the rainfall events that occurred during the period of study from June to September 2005. The flow velocity was measured during the periods concurrent to the observation of rainfall and river stage by observing the time taken by a wooden float (15 × 15 × 15 cm) to cover a distance of 100 m along the flow in the river. Then the mean velocity of flow was estimated by introducing a reduction coefficient of 0.85, as recommended by the Bureau of Indian Standards (1994). The river crosssection was measured just before commencement of the rainy season. Based on this, the discharge flowing through the stream at the outlet was worked out.
The measurements for the sediment load at the gauging site were made by manually collecting sediment-water mixture samples at 1-h intervals using 1-L cylindrical sediment sample bottles. The concentration of sediment for each collected sample was determined by subsequently filtering, drying and weighing the collected samples in the laboratory. Then the sediment production from the rainfall events was obtained by taking the product of runoff volume (m 3 ) and sediment concentration (mg/L). Considering the possible sources of uncertainties during the field measurements, it can be said that the field data used for calibration and validation may have an uncertainty of ±20-25%. This fact highlights the need to adopt much improved field measurement techniques to measure the hydrological variables such as rainfall, runoff and sediment yield. Having said this, given that the watershed has never been gauged, the existing conditions during the field campaign, and the lack of manpower and automated instruments, the measured data can be considered as a valuable first data set to obtain an idea of the hydrological behaviour of the study watershed.
Database preparation and watershed parameterization
The proposed DREAM model requires several parameters related to rainfall, soil and land-use characteristics in a spatially-distributed form, as shown in Table 1 . The spatial information can be either given directly or supplied by appropriate surrogate maps, such as soil maps for the texture and soil-hydraulic properties and land-use maps for the remaining parameters. This section gives details about the generation of the input parameters related to rainfall, topography, land-use and soil characteristics from various data sets that have been adopted in the present study. The model in its present form can make use of the spatially-variable rainfall and initial soil moisture state in the watershed (Ramsankaran 2010 ). However, due to non-availability of spatially-distributed rainfall information, point rainfall data are adopted for the present study. Details of the storm events are given in Table 2 . Likewise, due to the lack of real-time observations of the exact degree of initial soil saturation at spatial and temporal scales, a spatially-averaged initial value of soil moisture index is assumed at the beginning of any storm event. Details of this are available in Ramsankaran (2010) .
The watershed boundary was extracted from the Survey of India (SOI) digital topographical maps at a scale of 1:50 000 having contour interval of 20 m, and stored within the GIS environment as a polygon map. Next, a 50 m × 50 m DEM (Fig. 3) of the extracted watershed was generated using contour interpolation techniques available in ArcGIS and subsequently a slope map of the watershed was also generated. The value of channel initiation threshold and CSA were determined in such a manner that only the cells coinciding with the prominent channels seen on the topographic maps are assigned as the channel cells. Using the derived DEM as an input to the TOPAZ, with criteria of 50 ha CSA and 500 m minimum source channel length, the watershed of Pathri Rao was discretized in to 75 overland planes and 31 channels (Fig. 4) . The network of the discretized watershed elements in the computational grid along with their order of hydrological sequencing is given in Ramsankaran et al. (2012) .
The land-use/land-cover map (Fig. 5) for the simulation year was generated using the remote sensing techniques described in Kothyari and Ramsankaran (2010) , Kothyari et al. (2010) and Ramsankaran (2010) . The accuracy of the prepared digital land-use map is 84%. Details of the land-use parameter values assigned to each class are available in Ramsankaran (2010) . The soil texture map (Fig. 6) was prepared based on the data supplied by the Indian Institute of Remote Sensing (IIRS), Dehradun, India. Details of the soil infiltration and soil erosion dynamics parameter values assigned to each class are also available in Ramsankaran (2010) . Initial values of the soil erosion dynamics parameters, J and K, were assigned as per Morgan et al. (1998a) and particle median size (d 50 ) from United States Department of Agriculture (USDA) soil texture triangle (USDA 1975) and Muñoz-Carpena and Parsons (2000) . Note that the mean values from the above cited literature are chosen as the initial values for the required soil erosion parameters of the model.
With the discretized watershed elements map obtained through TOPAZ analysis, the slope, soil texture and land-use maps were overlaid. Then by using the Zonal Statistics option in the Spatial Analyst module of the ArcGIS software, the mean values of the mentioned input parameters related to soil characteristics and land-use patterns were determined for each element of the computational grid. The attribute table of the grid containing the element number and the mean value of mentioned parameters was then exported as a database file to input to the DREAM model. The channel widths at different locations within the watershed were determined by an empirical relationship based on the watershed area and channel order proposed by Miller et al. (2003) . They were then slightly revised as per the field observations and approximated with a side slope of 1H:1V for all the channels. Accordingly, the channel widths vary from about 5 m at some upstream areas to about 30 m at most downstream locations. Similarly, from the field observations and based on the literature (Arcement and Schneider 1992) , the initial Manning's value representing channel roughness was determined. Note that, due to inaccessibility of the upstream part of the watershed, a single roughness value (n c = 0.03) was assigned for all the steeply sloping upstream river channels (those located in the forested area) that may contain gravel or boulder river beds, followed by a relatively smaller uniform roughness value (n c = 0.025) for mild sloped downstream channels. Details of the runoff routing parameters representing channel roughness characteristics are available in Ramsankaran (2010) and Ramsankaran et al. (2012) .
Analysis, computations and discussion of results

Sensitivity analysis
Before attempting the calibration and the field application of the developed model for the Pathri Rao watershed, it is considered essential to know the sensitivity of the model parameters throughout, so that one can be aware of the sensitivity of the model outcomes to uncertainties in the input data. Accordingly, a sensitivity analysis was carried out on both hydrodynamic and soil erosion dynamic parameters of the DREAM. Details of the sensitivity analysis of the hydrodynamic input parameters of DREAM are presented in Ramsankaran et al. (2012) . Hence, only the sensitivity analysis carried out on the DREAM input parameters that are required for simulating the process of soil erosion dynamics is illustrated herein. For simulating soil erosion dynamics, apart from the hydrodynamic input parameters, DREAM requires three additional soilrelated parameters: soil cohesion (J ), soil detachability (K) and median particle size (d 50 ). All three soil erosion parameters were subjected to sensitivity analysis because of the spatial and temporal uncertainties associated in estimating them. and analysed for sensitivity to the soil erosionrelated input parameters; the results are shown in Fig. 7(a)-(c) .
The sensitivity of the sedimentograph variables to the variation in J is shown in Fig. 7(a) . It shows that, for up to ±20% variation in J , the percentage change in total sediment outflow (sediment yield) varies by −13% to +12% and the peak sediment discharge varies by −10% to +10%. The trend of variation shown in Fig. 7(a) is realistic, as it shows that an increase in cohesion causes a reduction in sediment yield and vice versa. This is understandable because a increase in cohesion will increase the bond between the soil particles and thus they will be less susceptible to soil detachment and vice versa.
Variation in K up to ±20% causes only slight changes in the sediment yield, varying from -4 to 3% (Fig. 7(b) ). The peak sediment discharge is noticed to be insensitive to variations in the value of K. Therefore, its variation is not shown in the graphs. However, the trend of variation in the sediment yield shown in Fig. 7(b) seems to be realistic, as the increase in detachability is seen to cause increase in the sediment yield and vice versa. This is logical because an increase in the detachability will increase the vulnerability of the soil particles to erosion and thus cause more soil detachment and vice versa. Based on the above observations, it seems that, for the variation in K values, the sediment yield and peak sediment discharge in Pathri Rao are relatively less sensitive and insensitive, respectively.
As most parts of the watershed are covered by vegetation, the soil erosion due to raindrop impact would be lower (because vegetal cover may protect the soil from erosion due to raindrop to some extent) and, hence, a lower sensitivity of the model results to K is understandable. However, the sediment yield and peak sediment discharge are seen to be moderately sensitive to the variations in soil cohesion. It suggests that, in this watershed during the simulation period, the soil erosion due to detachment by flow is mainly contributing to the total sediment yield, while the soil erosion due to raindrop impact is insignificant.
Sensitivity of the sedimentograph variables to the variation in d 50 is shown in Fig. 7(c) and it is found that the median particle size (d 50 ) does not have a significant effect on the modelling of soil erosion and transport. Sensitivity of the model results for sediment yield and peak sediment discharge to the variations in d 50 is found to be insignificant, that is of the order of less than 1.2%. Moreover, the time-to-peak sediment flow is totally insensitive to the variation in d 50 . Therefore, it is not shown in graphical form.
Among the soil erosion parameters, the median particle size was the only insignificant parameter, whereas a change in cohesion and soil detachability had a relatively significant impact upon the total sediment yield. The above observation on d 50 is similar to those reported by Veihe and Quinton (2000) and Kalin and Hantush (2003) on the sensitivity of the input parameters of the models KINEROS-2 and EUROSEM, respectively, which also adopt a similar formulation for estimating the sediment transport capacity. Thus, it can be concluded that the soil erosion-related model outputs sediment yield and peak sediment discharge are most sensitive to J followed by K. Therefore, the values of J and K need to be carefully estimated to minimize the model prediction errors.
Model computations
The model computations comprise calibration and validation of the model for various set-ups. Accordingly, the model calibration and validation were carried out for the available storm event data in the study watershed. The performance of the proposed model was evaluated to provide quantitative estimates of the model's ability to reproduce the historic and future watershed behaviours using the following statistical measures: percentage error (PE), coefficient of determination (R 2 ) along with its weighted form (wR 2 ), and the Nash-Sutcliffe modelling efficiency (NS-EF).
Details of the storm events selected for the model calibration and validation are listed in Table 2 . The main reason that only five storm events are available for the model evaluation is the non-availability of large field data sets (this watershed was not gauged before so no historical data are available). In addition, the lack of man-power for field observations, the lack of automated measuring instruments, and the fact that most of the storm events occurred during night time, are also among the reasons for having very few data sets for the model evaluation. The split sample method was used for the calibration/validation tests; data used for the model validation were not utilized in the calibration of the model to ensure the objective evaluation of the model performance. The model calibration, application and a comprehensive assessment of the computed results are presented below.
Model calibration
The calibration of a distributed model is necessary because it is very difficult to choose the values of the parameters that will be representative of the hydrological processes occurring in the different segments of a watershed. Moreover, the effective parameter values in such a model are lumped over the model grid scale, resulting in a degree of uncertainty (Beven 1989) . In the present study, the model calibration is performed by systematically varying the values of the model parameters within physically realistic ranges. The computed and observed values for runoff and sediment outflow are compared and those values of the parameters are adopted that produce a minimum value of the sum of the squares of the errors between observed and computed runoff and sediment movement rate. Details of the calibration of the rainfall-runoff, i.e. hydrodynamic component of the DREAM are presented in Ramsankaran (2010) and Ramsankaran et al. (2012) and those results are used herein. Likewise, the parameters related to the soil erosion and sediment movement component of the model have been calibrated subsequently. Further details on these are described below.
Based on the results of the sensitivity analysis given in Section 4.3.1, the soil erosion parameters J and K are considered as the calibration parameters for the evaluation of the model component representing the dynamics of soil erosion. The calibrated optimum values of J and K are listed in Table 3 along with the non-calibration parameter d 50 .
The results obtained through the calibration exercise of the selected storm events in the study watershed are listed in Table 4 . In addition to these, the statistical parameters PE, R 2 , wR 2 and NS-EF are summarized in Table 5 . For graphical comparison, scatter plots of the observed and computed sediment yield, peak sediment discharge and timeto-peak sediment discharge along with 1:1 line of agreement are plotted as shown in Fig. 8(a)-(c) .
It can be seen from Tables 4 and 5 and Fig. 8 that the computed sediment yield, peak sediment discharge and time-to-peak sediment discharge compare well with their corresponding observed values for both the calibration storm events. From Table 5 it is clear that, except for the computed sediment yield for the 23 July 2005 storm event, other variables such as peak sediment discharge and time-to-peak sediment discharge for both the calibration events have PE values between only -5% and +12%. Further, it may be noted that, for the 6 August 2005 event, the PE in predicting the sediment yield, peak sediment discharge and time-to-peak sediment discharge is less than ±5%. Such accuracy is considered to be excellent, because even the more elaborate process-based soil erosion models are found to produce results with larger errors (ASCE 1975 , Foster 1982 , Wu et al. 1993 , Wicks and Bathurst 1996 , Jain 2002 . For the calibration storm events, the values of R 2 range between 0.76 and 0.99, while wR 2 values are between 0.64 and 0.93, and NS-EF between 73.82 and 99.22%. This indicates that, in both the cases, the simulated process of soil erosion dynamics is not significantly different from the observed natural process and the model predictions are therefore accurate.
The model outputs in the form of sedimentographs ( Fig. 9(a) and (b) ) have also been obtained and visually analysed for the storm events used in calibration. For the storm events used in calibration of the model component representing soil erosion dynamics, the above mentioned statistical results along with the visual plots indicate that the simulated sedimentographs compare well with the observed sedimentographs and the error of prediction values are well within the limits suggested by Love and Donigian (2002) and Wang et al. (2006) .
Model validation
Using the soil erosion parameters (J and K) obtained through the calibration, the model component representing the dynamics of soil erosion was validated for the validation storm events given in Table 2 . The results derived in terms of the variables representing a sedimentograph, namely, total sediment yield, peak sediment discharge and time-to-peak sediment discharge are presented in Table 4 along with the results of calibration events. Likewise, the results on statistical evaluation of the computed sedimentographs are presented in Table 5 along with the calibration results. As mentioned in the model calibration section (4.4.2.1), a similar graphical evaluation was done through the scatter plots shown in Fig. 8(a)-(c) for the validation storm events. Detailed discussion of the results with respect to each variable of the sedimentographs simulated by the model for the validation storm events is presented below. The DREAM model has well predicted the total sediment yield at the watershed outlet for two of the storm events used for the validation ( Fig. 8(a) ). With the exception of one storm event that occurred on 23 July 2005, the values of PE for the total sediment yield range from -10.32% to +2.04% (Table 5 ). These differences in the predicted and the observed sediment yield are not considered to be significant given the cartographic and the measurement errors that are endemic in such analysis.
The model also simulated the peak sediment discharge for two of the validation storms reasonably well as per the criteria proposed by Chung et al. (1999 Chung et al. ( , 2002 . For the event on 4 August 2005 it performed very well with PE of 2.47% (Table 5) . However, overall, for the validation storm events, the model accuracy is considered satisfactory in simulating the peak sediment discharges. (c) Time-to-peak sediment discharge (T-Q (s)peak )
The PE values for T-Q (s)peak lie between 4 and 12.94% (Table 5) for all the validation storm events. Hence, as per Love and Donigian (2002) , the overall model accuracy in simulating the time-to-peak sediment discharge for the validation storm events is termed good.
For the validation storm events, the values of R 2 range between 0.61 and 0.98, wR 2 between 0.42 and 0.95 and NS-EF between 54.16 and 97.79%. This indicates that, in most cases, the simulated sedimentographs are not significantly different from the observed sedimentographs and thus the model predictions are considered to be accurate. Based on the criteria proposed by Chung et al. (1999 Chung et al. ( , 2002 and Wang et al. (2006) for assessing the performance of a hydrological model, the model performance is termed good.
It can be seen from Tables 4 and 5 and Fig. 8 that the computed sediment yield, peak sediment discharge and time-to-peak sediment discharge compares well with their corresponding observed values for the validation storm events. In addition, for visual comparison, the computed sedimentographs are plotted along with the corresponding observed sedimentographs for these storm events and are shown in Fig. 10(a)-(c) .
Visual inspection of the simulated and observed sedimentographs shown in Fig. 10(a) -(c) and the evaluation of the summary of the statistical results for all the validated storm events reveal that the model performance and efficiency in general are good. Keeping in view the complex nature of the process of soil erosion and sediment yield, relatively large size of the study watershed, the results presented here indicate that the proposed DREAM model realistically simulates the overall shape of the sedimentographs for all the three validation storm events.
Physical interpretation of soil erosion input parameters
A qualitative study was also made to assess the variation of the soil erosion related input parameters derived through the present study with respect to the watershed characteristics. Spatial distribution of the soil erosion parameters J and K was found to remain constant for different storm events in the study watershed and found to vary only with the soil type existing within the computational element of the watershed. However, in the actual field conditions, the value of J will not only vary with the soil type but also depends on the initial soil moisture condition, soil compactness, etc. For simplicity, the variation of J due to initial soil moisture condition is not considered in this study. A model calibrated on this basis will have wide applicability for simulating unknown events. Initial values of the above parameters were obtained as per the criteria given in Morgan et al. (1998a) . It may also be noted that the values of J and K obtained through the calibration are constrained to vary within the range specified by Poesen (1985) , Poesen and Torri (1988) , Govers (1991) , and by Everaert (1992 , as cited in Morgan et al. 1998a ).
Presentation of spatially-distributed output on sediment yield
With the use of GIS techniques, the distributed nature of the present model permits computation and representation of the spatial distribution of sediment yield resulting from a storm event. Such maps, however, would be extremely useful in identifying the sediment source areas so that the areas producing more sediment could be given top priority for implementation of the appropriate soil conservation measures. The pattern of the spatial distribution of sediment yield was studied for all the storm events in the study watershed. For illustration purposes, one such spatial distribution map of sediment yield for the storm event that occurred on 10 September 2005 has been generated, Fig. 11 . This and the other such figures (Ramsankaran 2010) indicate that the high sediment source areas mainly lie in the overland plane areas that have less vegetation and steep slopes. Such results are understandable and as expected. Figure 11 may be utilized for implementing soil conservation measures.
SUMMARY AND CONCLUSIONS
A GIS-based Distributed Runoff and Erosion Assessment Model (DREAM) capable of taking account of watershed heterogeneity in terms of the distributed information on meteorological forcing, topography, land use and soil is presented. Compared to the other PBD models mentioned in Section 2, the developed model requires relatively fewer input parameters (nine parameters) to simulate the soil erosion and sediment yield processes. All the input parameters of the model possess physical meaning, i.e. they can be measured in the field and in the case of no measurements being available, the corresponding values can be obtained from the scientific literature, as done herein. However, owing to the dearth of soil and land-use input parameters, we could not ascertain whether the field measured soil and land-use input parameters support good simulations or not without any calibration. For the same reason, the issue of consistency between sub-watershed scale parameterization and point-scale measurements also could not be considered in this study. The developed model was tested by comparing the model results with the observed values for a few storm events in the Pathri Rao watershed in the Shivalik ranges of the Garhwal Himalaya, India. The model performs well for the simulated storm events in the Pathri Rao watershed. Sensitivity analysis was performed on the model parameters required for simulating soil erosion dynamics and the effect of these on the model results was quantified. The model outputs on the soil erosion dynamics are generally found to be sensitive in decreasing order to the changes in values of J followed by K. The qualitative evaluation of the spatially distributed model outputs as illustrated using GIS could be extremely useful in identifying the sediment source areas and sediment deposition characteristics within the watershed, which subsequently can be used for planning/ implementing the appropriate soil conservation measures.
Considering, (a) the complex nature of the soil erosion and sediment yield processes, (b) the inbuilt errors in the numerous hydrological interrelationships used in the simulation of soil erosion dynamics under natural conditions, (c) the uncertainty in the field measurements and (d) the uncertainty in the input parameters, the deviation of ±30% may not be considered as high. However, the reported evaluation of the model may be very limited in scope due to the fact that only a few storm events were used for the evaluation. Hence, one could conclude that the developed model stands validated, yet under simplified conditions. It is encouraging to be able to say that this study did indicate that the developed model can work under certain conditions in the Pathri Rao watershed. However, many more validation studies need to be carried out for many sites under various scenarios to establish the model performance trends and its consistency before relying on it for making actual policy decisions.
