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Abstract 
This article develops the FACADE theory of three-dimensional (3-D) vision to simulate data con-
cerning how two-dimensional (2-D) pictures give rise to 3-D percepts of occluded and occluding surfaces. 
The theory suggests how geometrical and contrastive properties of an image can either cooperate or com-
pete when forming the boundary and surface representations that subserve conscious visual percepts. Spa-
tially long-range cooperation and short-range competition work together to separate boundaries of 
occluding ligures from their occluded neighbors, thereby providing sensitivity toT-junctions without the 
need to assume that T-junction "detectors" exist. Both boundary and surface representations of occluded 
objects may be amoda\ly completed, while the surface representations of unoccluded objects become visi-
ble through modal processes. Computer simulations include Bregman-Kanizsa figure-ground separation, 
Kanizsa stratification. and various lightness percepts, including the Munker-Whitc, Benary cross, and 
checkerboard percepts. 
1. Intmduction 
Since the Paleolithic era humans have endeavored to represent the three-dimensional (3-D) world 
using two-dimensional (2-D) pictures and line-drawings. The primary goal of the present article is to 
understand how a 2-D picture can generate a percept of a 3-D scene in which figure-ground separation of 
visual surfaces occurs. This is accomplished by developing the FACADE theory of biological vision 
(Grossberg, 1987, 1994, 1997). FACADE stands for the Form-And-Color-And-DEpth representations 
which the network constructs from two monocular retinal images and which are multiplexed together 
within the visual cortex. 
We show how the FACADE model, which was designed to work with 3-D stereoscopic inputs, can 
also extract figure-ground relations (e.g., stratification of an object in depth or partial occlusion) from 2-D 
images. Grossberg (1997) qualitatively developed the FACADE network to better understand how a par-
tially occluded object in a 2-D image can be perceptually completed behind an occluding object, even if 
the completed representation is not seen as a consciously visible color or contrast difference. Such a com-
pletion event has been tenned an amodal percept (Kanizsa, 1979; Michotte, Thines & Crabbe, 1964) to 
distinguish it fi'om modal percepts that do carry a perceptually visible sign. Even before these representa-
tions were given a name, it was known that certain areas of visual space had a dual or "duo-representation" 
(Koffka, 1935); that is, in a region where an occluding object overlaps an occluded object, the visual area 
where the objects intersect is twice represented, once belonging to the occluder and once as part of the 
occluded object. This article quantitatively develops the theory to provide rigorous explanations and simu-
lations of key figure-ground percepts that are derived from 2-D images. 
Amodal representations are simulated for various examples, including the Kanizsa stratification dis-
play (Figure 1). To date, no model has shown quantitative simulations of how such representations can be 
created by visual cortex. Another classic example involving amodal completion mechanisms is the Breg-
man-Kanizsa display (Figure 2) (Bregman, 1981; Kanizsa, 1979). Network simulations of this input dem-
onstrate how these amodal representations arc created and may be used to aid in the recognition of partially 
occluded objects. The model can also explain various lightness illusions such as the Bcnary cross, Munker-
Whitc assimilation, and the checkerboard display (Figure 3). These simulation results suggest how 2-D 
and 3-D figure-ground relationships can be explained in a unifled way by the FACADE model. The model 
does this by showing how contrastive and geometrical properties of images may be used by the visual sys-
tem to create boundary and surface representations that are mutually consistent. It also clarifles how T-
junction and X-junction sensitivity, often cited as being cues for occlusion and transparency, can be coded 
in a cortical network without explicit T-junction and X-junction operators. These results were briefly pre-
sented in Kelly and Grossberg (1997, 1998). The percepts analysed herein can be perceived either monoc-
ularly or binocularly. Grossberg and Kelly (1999) discuss related binocular properties of surface brightness 
perception. 
Figure I: An example of perceptual stratification. [Reprinted with permission from Kanizsa ( 1985).] 
Figure 2: Bregman-Kanizsa Display (a) Unoccludcd Bs (b) Occluded B shapes (c) B fragments (d) 
Occluded B shapes with different contrast. (Bregman (1981); Kanizsa (1979); Nakayama eta/. (1989)). 
[Part (c) is reprinted with permission from Nakayama eta/. (1989)] 
2. Qualities of Figure-Ground Perception 
The human visual system can perceive many different qualities of a surface: texture, depth, orienta· 
tion, lightness, illumination direction, opacity, color, movement and occlusion relationships are just some 
of the general surface properties that can be perceived. Spatial or temporal changes in these surface proper-
ties can lead to differing segmentations of a visual scene in which certain objects are seen as a figure 
against a background. This section suggests how geometrical and contrastive scenic properties are 
employed by the visual system to allow us to separate figure from ground in 2-D pictures. 
2.1 Lightness and Depth 
Understanding how the visual system computes surface color and reflectance is an area of intense 
debate and research (Gilchrist, 1994). The perception of surface reflectance, or lightness, is atlected by 
nearby or surrounding surfaces; for example, as during simultaneous contrast (Hering, 1920). Surface 
lightness and contrast can also affect the perception of depth in paintings and natural scenes (O'Shea, 
Blackburn & Ono, 1994). In the simple example of a cross (Figure 4a), the horizontal white bar is per-
ceived as closer and the two gray vertical bars appear to be joined into a single larger bar that is partially 
occluded by the horizontal one. The vertical bar is said to be 'amodally completed' behind the horizontal 
bar (Kanizsa, 1979) since we perceive the continuation of the gray bar without any modal or visible sign. 
Several researchers have proposed that geometric properties such as '!~junctions are cues for figure-ground 
separation and amodal completion (Guzman, 1968; Nakayama, Shimojo & Ramachandran, 1990; 
Nakayama, Shimojo & Silverman, 1989; Von Helmholtz, 1962; Watanabe & Cavanagh, 1993). '!~junctions 
are created at the border between two overlapping lines or surfaces of different colors. In Figure 4a, four T-
junctions are created where the white bar and the vertical gray stripes meet. The white bar boundary cre-
ates the top of the '!~junction and each vertical gray stripe boundary forms the stem of aT. Traditionally, 
when figure-ground separation occurs, the T-junction is "split" so that the top is assigned to an occluding 
object and the stem is assigned to the partially occluded object (Nakayama eta!. 1989). 
(a) (b) (c) 
Figure 3: Lightness illusions often attributed to monocular depth cues (a) Benary cross (b) White's 
assimilation display (c) checkerboard pattern. See text for details. [Image (a) is adapted with permission 
from Benary (1924) and image (b) is reprinted with permission from White (1979)]. 
Contrast can also influence perceived depth and figure-ground perception (Egusa, 1983). In particu-
lar, lighter or brighter objects appear closer while on a dark background. In Figure 4a, the geometric cues 
(T-junctions) indicate that the horizontal bar is occluding the vertical stripe. This cue is in agreement with 
the contrastive cue that the white object is closer than the gray one. These cues, in unison, result in a stable 
perceptual stratification of the white bar in front of the gray stripe. However, in Figure 4b, when one is 
asked which is perceived as being closer, the perception is more bistable, since the geometric and contras-
tive cues are no longer in agreement. The geometric relations (T-junctions) remain the same but the change 
in relative contrast is a cue that the brighter vertical pieces are closer. 
That these geometric and contrastive properties can co-operate or compete is also shown by the 
Kanizsa Stratification (Kanizsa, 1985) images (Figure I) wherein geometric and contrastive cues again 
lead to depthful percepts. Here the percept is one of a square weaving over and under the cross. This image 
is interesting because a single globally unambiguous figure-ground percept of one object being in front 
(cross or thin outline square) does not occur. On the left and right arms of the cross in Figure I, the contras-
tive vertical black lines are cues that the outline square is in front of the cross anns. The top and bottom 
regions consist of a homogeneously white figural area, but most observers perceive two figures, the cross 
arms in front of the thinner outline square. This is usually attributed to the fact that a thinner structure tends 
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to be perceived behind a thicker one most of the time (Petter, 1956; T'ommasi, Bressan, & Vallotigara, 
1995). The figure-ground stratitication percept is bistable through time, flipping intermittently between 
alternative crass-in-front and square-in-front percepts. We explain how this perceptual stratification of a 
homogeneously-colored region occurs, and how the visual system knows which depth to assign the surface 
color in different parts of the display. 
(a) (b) 
Figure 4: Pop-out and Amodal Completion: (a) Pop-out of white bar and amodal completion of grey bar 
(b) Which is closer? The white strips or the 'occluding' grey bar? [Reprinted with permission from Gross-
berg (1997).] 
So far we have illustrated how lightness differences can affect depth. Other results suggest that 
depth can also affect perceived lightness. Schirillo, Reeves and Arend (1990) showed that lightness 
matches are based on relationships among coplanar surfaces and not just retinally adjacent regions. Gil-
christ (1977) formulated a computational rule called the 'coplanar ratio hypothesis', in which surface lumi-
nances would contrast with each other only if they were on the same plane. If they were on different 
planes, contrast was partially 'negated' (Benary, 1924; Wertheimer, 1923). However, Dalby, Saillant and 
Wooten (1995) presented contradictory results. They suggested that experimental instructions given in pre-
vious reports confused the perception of lightness with that of brightness. Knill and Kersten ( 1991) showed 
how surface curvature (and subsequent percCjJtual illumination computations) could also affect lightness 
perception. 
Such interactions of depth and lightness can also be seen in images that contain only monocular 
depth cues, such as the Benary cross (Figure :la), the Munker-White display (Figure 3b) and the checker-
board pattern (Figure 3c). In the Benary cross (Benary, 1924; Wertheimer, 1923), the two small gray 
squares have the same physical reflectance but are seen as having different lightnesses: the top left gray 
square looks slightly darker than the bottom right gray square. 
In the Munker-White assimilation display (Munker, 1970; White, 1979) of Figure 3b, all the gray 
sections are physically the same, but are perceived to have different lightnesses. Due to a simple simulta-
neous contrast argument, the top gray bars should be perceived as darker than the bottom gray bars since 
they are adjacent to, and contrast with, mostly white areas. However, the opposite percept is obtained; 
hence, the label of being an assimilation illusion. 
The top three gray bars in the Munker-White display percept may complete amodally behind the 
larger occluding white bars. The bottom three gray bars can also be perceived as a single gray surface 
occluded by black bars. It is also possible to see these gray bars as completing to form a transparent surface 
overlying the alternating black-white stripes. This assimilative lightness effect is elicited by monocular 
cues: the only depth cues are geometric and contrastive, not stereoscopic. 
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Agostini & Proffitt (1993) have suggested that, if the top gray bars are seen as belonging on a black 
surface (the white stripes in front) and the bottom gray bars are seen as belonging to a white surface (the 
black bars in front), then the resulting "coplanar" contrast explains the resulting illusion. Todor-
ovit (1997) has proposed qualitative rules for computing the perceived lightness in images containing 1~ 
and X-junctions; namely, the lightness of a region that has common borders with other regions, and whose 
borders involve T-or X-junctions, is predominately a function of the ratio of the region luminance and the 
luminance of colinear regions. For example, in the Munker-White display (Figure 3b) the gray lightness 
may be a result of contrast with coli near white bars on the bottom and the black background on top. Some 
research has, however, suggested that the lightness differences are greater than what is predicted purely by 
gray contrasting with a white or black surface (Anderson, 1997); but see Taya, Ehrenstein & Cavonius, 
(1995). Possible short- and long-range mechanisms controlling the perception of the Munker-White dis-
play have also been discussed (Kingdom & Moulden, 1991; Moulden & Kingdom, 1989; Spehar, Gilchrist 
& Arend, 1995). 
Unlike the Benary and Munker-White displays, the checkerboard pattern in Figure 3c, which is a 
variant of De Valois and De Valois (1988) checkerboard pattern that is due to Ennio Mingolla, is assimila-
tive in nature, in that the gray patch contiguous with the white squares seems lighter than the gray patch 
connected to the black squares (see also Adelson (1993)). The Todorovib (1997) X-junction rule breaks 
down here since here the percept does not rely on contrast with coli near squares. 
Several authors (Anderson, 1997; Moulden & Kingdom, 1989) have endeavored to explain each 
lightness illusory display individually and qualitatively. This article shows how each illusion may result 
from the same set of computations performed by visual cortex to separate figure-from-ground. Zaidi, Spe-
har and Shy ( 1997) said that "Given the present state of knowledge about visual neurophysiology, it is not 
possible to even speculate about possible physiological mechanisms for extracting T-junctions and inhibit-
ing induced contrast". The quantitative computer simulations presented in this article provide concrete 
physiological underpinnings for sensitivity to T-junctions and how the figure-ground relations in visual 
cortex can affect perceived reflectance in 2-D as well as 3-D images. 
2.2 Amodal Completion and Recognition 
Occlusion cues can be used in object recognition (Nakayama eta!., 1989). In the Bregman-Kanizsa 
display (Figure 2b), when occluded by the black line, the partially occluded Bs are recognizable. However, 
if the occluder has the same color as the background (Figure 2c), the Bs are much harder to recognize. One 
mechanistic interpretation of this phenomena is that when the occluder has visible contrast with the back-
ground, it pops forward in front of the Bs, allowing the Bs to amodally complete behind the occludcr. This 
completed representation is forwarded to the object recognition system (Grossberg, 1994). Without an 
occluder that contrasts with the background, no object surface is seen in front of the B, so the Bs cannot 
complete amodally and are harder to recognize. This work shows how, in addition to modal boundary and 
surface outputs, amodal boundary and surface representations are also created. 
3. The FACADE model of Visual Cortex 
3.1 How Boundary Grouping Converts Multiple Scales into Multiple Depths 
This section reviews FACADE theory by describing properties of the Boundary Contour System 
(BCS) and Feature Contour System (FCS) and their interactions. The BCS creates an emergent 3-D bound-
ary segmentation of edges, texture, shading and stereo information at multiple spatial scales. The FCS 
compensates for variable illumination conditions and fills-in surface properties of brightness, color, depth 
and form among the different spatial scales. Interactions between these complementary boundary and sur-
face processes render them mutually consistent, and thereby lead to properties of figure-ground separation. 
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FACADE concepts arc described at length in Grossberg (1994, 1997) and Grossberg and McLoughlin 
( 1997). Here just enough detail is given to afford a self-contained exposition. 
BINOCULAR SURFACE 
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Binocular F/00 8 
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Figure 5: FACADE Macrocircuit showing interactions of the Boundary Contour System (BCS) and 
Feature Contour System (FCS). See text for details. 
The model is mathematically defined in the Appendix, which can be found at http:// 
www.cns.bu.edu/Profiles/Grossberg/. Monocular processing of left-eye and right-eye inputs by the retina 
and lateral geniculate nucleus (LGN) discounts the illuminant and generates parallel signals to simple cells 
of the BCS via pathways 1 and to monocular filling-in domains (FIDOs) of the FCS via pathways 2 in Fig-
ure 5. Model simple cells have oriented receptive fields and come in multiple sizes. Simple cell outputs are 
binocularly combined at complex and complex end-stopped (or hypercomplex) cells via pathways 3. These 
interactions generate populations of disparity-sensitive cells that realize a size-disparity correlation. In par-
ticular, complex cells with larger receptive fields can binocularly fuse a broader range of disparities than 
can cells with smaller receptive fields (see Smallman and MacLeod (1994) for a review). Competition 
across disparity at each position and among cells of a given size-scale sharpens complex cell disparity tun-
ing (Fahle & Westheimer, 1995). Spatial competition (endstopping) and orientational competition convert 
complex cell responses into spatially and orientationally sharper responses at hypercomplex cells. 
Hypercomplex cell outputs activate BCS bipole cells via pathway 4. These cells carry out long-
range horizontal grouping and boundary completion. This grouping process collects together the outputs 
from all hypercomplex cells that are sensitive to a given depth range and inputs them to a shared set of 
bipole cells. The bipole cells, in turn, send excitatory feedback signals via pathways 5 back to these hyper-
complex cells at the same position and orientation, and inhibitory feedback signals to hypercomplex cells 
at the same and nearby positions and orientations. This feedback process binds together cells of multiple 
sizes into a BCS representation, or copy, that is sensitive to a prescribed range of depths. In this way, each 
BCS copy completes boundaries within a given depth range. Multiple BCS copies are formed, each corre-
sponding to different (but possibly overlapping) depth ranges. This same feedback process also plays a key 
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role in figure-ground separation, as we now discuss. 
3.2 T-junction sensitivity in the BCS 
The bipole cells that carry out long-range boundary completion arc surrounded by an oriented recep-
tive field with two parts (Figure 6). Each part receives inputs from a range of almost colincar orientations 
and positions. Bipole cells fire if both parts are simultaneously active, thereby ensuring that the cells do not 
complete beyond a line end unless there is another line-end providing evidence for such a linkage. Cells 
with similar properties were reported by von der Heydt, Peterhans and Baumgartner (1984) and are sup-
ported by many psychophysical data (e.g., Field eta!., 1993; Shipley & Kellman, 1992). 
Bipolc cell outputs excite hypercomplex cells that code similar positions and orientations during the 
boundary completion process. This feedback spatially and orientationally sharpens the 'fuzzy' outputs of 
the bipole cells. Feedback also inhibits other orientations and positions (Figure 6). The long-range bipole 
cooperation and shorter-range competition work together to give rise toT-junction sensitivity without the 
use ofT-junction operators: excitatory bipole feedback strengthens the boundary along the top of the T 
while inhibiting nearby stem boundary positions, because the top of the T receives more support from its 
bipole cells than the stem receives !i'om its bipole cells. As described below, this breaking of the tops from 
the stems creates gaps in the boundary, termed end-gaps, which allow color to flow out of this figural 
region during the surface Oiling-in process. 
IMAGE 
T-JUNCTION SENSITIVITY 
LONG-RANGE COOPERATION 
(+) BIPOLE CELLS 
SHORT-RANGE COMPETITION 
(-) HYPERCOMPLEX CELLS 
BOUNDARY 
Figure 6: T-Junction Sensitivity in the SOCC loop. (a) T-junction in an image. (b) Bipole cells provid 
long-range cooperation(+), whereas hypercomplex cells provide short-range competition(-). (c) An enc 
gap in the vertical boundary arises. [Reprinted with permission from Grossberg ( 1997). [ 
3.3 Surface Capture and Binocular Surface Matching 
The multiple depth-selective BCS copies are used to capture brightness and color signals within 
depth-selective FCS surface representations. The surface representations that comprise the monocular 
FIDOs receive FCS brightness and color signals from a single eye. A different monocular FIDO preferen-
tially interacts with each binocular BCS copy. In addition, BCS copies that represent nearby depth ranges 
may send convergent, albeit weaker, signals to each FIDO, thereby allowing a continuous change in per-
ceived depth across a finite set of FIDOs. 
Sw_j(ux capture is achieved by a suitably defined interaction of BCS signals and illuminant-dis-
counted FCS signals at the monocular FIDOs. Pathways 2 topographically input their monocular FCS sig-
nals to all the monocular FIDOs. Pathways 6 carry topographic boundary signals from each BCS copy to 
its FIDO. These boundary signals selectively capture those FCS inputs that are spatially coincident and ori-
entationally aligned with the BCS boundaries. Other FCS inputs are suppressed by the BCS-FCS interac-
tion. 
The captured FCS inputs, and only these, can trigger diffusive filling-in of a surface representation 
on the corresponding FIDOs. Because this filled-in surface is activated by depth-selective BCS boundaries, 
it inherits the same depth as these boundaries. Not every filling-in event can generate a surface representa-
tion. Because activity spreads until it hits a boundary, only surfaces that are surrounded by a connected 
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BCS boundary, or fine web of such boundaries, arc effectively filled-in_ The diffusion of' activity dissipates 
across the FIDO otherwise_ 
An analysis of the outputs of BCS and FCS subsystems has shown that too many boundary and sur-
face fragments are formed as a result of the size-disparity correlation. These extra boundaries and surfaces 
arc pruned by a process whereby the complementary boundary and surface properties interact to achieve a 
mutually consistent percept. Remarkably, many data about the perception of occluding and occluded 
objects may be explained as consequences of this pruning operation; sec Grossberg (1994, 1997) and 
Grossberg & McLoughlin (1997). 
Feedback from the FCS to the BCS is needed to achieve such boundary-surface consistency. A con-
trast-sensitive process at the monocular FIDOs detects the contours of successfully filled-in surface 
regions. These contour signals activate FCS-to-BCS feedback signals (pathways 7) which further excite 
the BCS boundaries corresponding to their own positions and depths. The boundaries that activated the 
successfully filled-in surfaces arc hereby strengthened. The feedback signals also inhibit redundant bound-
aries at their own positions and farther depths. This inhibition from near-to-far is the first example within 
the theory of the asymmetry between near andfitr. The boundary pruning process spares the closest sur-
face representations that successfully fills-in at a given set of positions, while removing redundant copies 
of the boundaries of occluding objects that would otherwise form at farther depths. When the competition 
from these redundant occluding boundaries is removed, the boundaries of partially occluded objects can be 
a modally completed behind them on BCS copies that represent farther depths. Moreover, when the redun-
dant occluding boundaries collapse, the redundant surfaces that they momentarily supported at the monoc-
ular FIDOs collapse. Occluding surfaces are hereby seen to lie in front of occluded surfaces. 
The surface representations that are generated at the monocular FIDOs are depth-selective, but they 
do not combine brightness and color signals from both eyes. Binocular combination of brightness and 
color signals takes place at the binocular FIDOS. Here MP signals from both eyes (pathways 8) are binoc-
ularly matched. The surviving matched signals are pruned by inhibitory signals from the monocular FlDOs 
(pathways 9). These inhibitory signals eliminate redundant FCS signals. They arise from the contrast-sen-
sitive monocular FIDO outputs. In particular, monocular FIDO inputs to the binocular FIDOs inhibit the 
FCS signals at their own positions and farther depths. As a result, occluding objects cannot redundantly 
fill-in surface representations at multiple depths. This surface pruning process is the second instance in the 
theory of the asymmetry between near and far. 
As in the case of the monocular FIDOs, the FCS signals to the binocular FIDOs can initiate filling-
in only where they are spatially coincident and oricntationally aligned with BCS boundaries. BCS-to-FCS 
pathways 10 carry out depth-selective surface capture of the binocularly matched FCS signals that survive 
surface pruning. In all, the binocular FIDOs fill-in FCS signals that: (a) survive within-depth binocular 
FCS matching and across-depth FCS inhibition; (b) arc spatially coincident and orientationally aligned 
with the BCS boundaries; and (c) are surrounded by a connected boundary or flne web of such boundaries. 
At the binocular FIDOs, the BCS adds the boundaries of nearer depths to those that represent farther 
depths. This instance of the asymmetry between near and far is called boundary enrichment. These 
enriched boundaries prevent occluding objects from looking transparent by blocking fllling-in of occluded 
objects behind them. The total fllled-in surface representation across all binocular FIDOs represents the 
visible percept. It is called a FACADE representation because it combines together, or multiplexes, proper-
tics of Form-And-Color-And-DEpth. 
3.4 The Calculation of Lightness and Depth 
The separate surface representations that are formed by the FACADE model at multiple depths must 
be appropriately combined to give a calculation of relative depth and also of relative lightness. In the case 
where there is activity in only one of the depth-selective FIDO representations at any given position, then 
the final network lightness output is calculated from that active position and depth. However there are 
cases, as illustrated below, where two or more FIDO representations at the same positions and very similar 
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depths arc simultaneously activated during the percept of an opaque surface. The activities of these FIDO 
representations are combined as follows to give a lightness and depth percept. First, FIDO activities at a 
particular depth are normalized. Then the final lightness percept is calculated by summing the normalized 
FIDO activities at nearby depths. FIDO activities that represent larger depth differences are not summed 
across depth. Their separate activities represent percepts of transparency. 
The model combines FIDO outputs from both ON cells and OFF cells in different ways to compute 
lightness and relative depth. For example, if a white object is represented in front of a black background, 
then the white object will be represented in the near ON FIDO and the black background will be repre-
sented in the far OFF FIDO. Thus to calculate the relative depth of these regions, both ON and OFF system 
outputs are used. Section 4 shows how these properties help to explain the percepts of depth and lightness 
in displays such as the Munker-White example. 
3,5 Recognition of Occluded Objects and Perception of Opaque Occluding Objects 
The binocular boundary and monocular FIDO stages in Figure 5 form percepts of the amodally 
completed boundaries and surfaces of partially occluded objects, as well as of the objects that occlude 
them. These processing stages are interpreted to occur in the interstripes and thin stripes of cortical area 
V2. Modal, or visible, percepts are assumed to occur at the binocular FIDOs, where they represent the 
unocc\uded parts of 3-D surfaces. These stages are interpreted to occur in cortical area V4. 
Figure 7: Bregman-Kanizsa's simulation input pattern. 
These distinct representations carry different types of information. The binocular boundaries and 
monocular FIDOs carry representations that can be used to recognize partially occluded objects. The bin-
ocular FIDOs cannot be used to recognize partially occluded objects because boundary enrichment at the 
binocular FIDOs mixes boundaries of occluding and occluded objects. In so doing, boundary enrichment 
prevents occluded objects from filling-in behind their occluders. Thus the ability to recognize occluded 
objects and to see opaque occluding objects, and the unoccluded parts of partially occluded objects, are 
represented at different processing stages. 
In order to recognize perceptual properties, whether or not they are modally "seen", several stages of 
FACADE processing are proposed to interact reciprocally with model cortical areas that are devoted to 
object recognition, which play the role of inferotemporal (IT) cortex (Desimone, 1991; Desimone & 
Ungerleider, 1989; Mishkin, 1982; Perrett, Mistin, & Chitty, 1987). Interactions between the object recog-
nition (IT) system and the binocular FIDOs (V4) are proposed to recognize the unoccluded visible parts of 
the 3-D surfaces. Interactions between IT and the binocular boundaries and monocular FIDOs (V2) are 
proposed to recognize amodally completed occluded objects. 
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3.6 Why Arc Both Modal and Amodal Surface Percepts Needed'? 
Both modal and amodal surface percepts occur in response to images like those in Figures 1-3. Do 
both types of percepts have functional utility? Grossberg (1997) suggested that their utility may be found 
in different sorts of recognition and action skills. For example, modal surface percepts may be used to rec-
ognize and reach unoccluded objects in the world. They let us know which objects are directly reachable 
and protect us from trying to reach through an occluder to an object which it occludes. Amodal surface 
percepts can be used to recognize partially occluded objects. They also provide a recognition signal- that 
is distinguishable from the modal signals- whereby to plan a reach around an occluder to an object that it 
occludes. 
Evidence for the use of amodal representations in recognition and active touch has been presented 
by Streri, Spelke and Rameix (1993) for adults as well as 4-month-old infants. Johnson and Aslin (1995) 
used preferential looking tasks to provide evidence that 2 month-old infants can perceive occluded objects 
as being amodally completed. Consistent with the use of amodal surface representations for recognition, 
Kovacs, Vogcls and Orban (1995) have shown that IT neurons that respond preferentially to certain filled 
object shapes, also respond to those shapes when they are occluded by a visible occluder but not when the 
occluder was invisible; i.e., the same color as the background. Nakamura, Gattass, Desimone and Unger-
leider (1993) have found evidence for "by-pass" routes from VI to V 4, and from V2 to TEO, consistent 
with the proposal that amodal surface representations created by early stages of visual processing can be 
routed directly to object recognition centers and also to higher visual areas for further processing to create 
modal representations. Sekuler and Palmer (1992) have also shown that amodal representations develop 
over a longer time than modal percepts. This is consistent with the FACADE model's surface-to-boundary 
feedback and bipole completion, which require a small number of feed forward and feedback iterations to 
complete the modal and then amodal surface percepts. 
4. 3-D Modeling and Simulation 
This section presents quantitative simulations of figure-ground separation and a modal completion in 
response to the Bregman-Kanizsa and Kanizsa stratification displays, as well as simulations of the Benary, 
Munker-White and checkerboard lightness illusions. In all FCS simulations of the monocular and binocu-
lar FIDOs, active cells are represented using an activity-based scale with white (most active) or various 
shades of gray (less active). A lack of activity of FCS cells is represented by black colored regions. Lighter 
areas of the percept are represented using more active ON cells; however, darker image regions are not rep-
resented by the ON cells. Darker regions are represented by more active OFF cells whose activity is repre-
sented by non-black values. Image lightness is calculated by measuring the double-opponent difference 
between the filled-in activities of ON and OFF cells at each position. Due to how the cell membrane equa-
tions respond to ON and OFF inputs, all ON and OFF output surface representations are normalized by 
dividing opponent activities (i.e., ON-minus-OFF, OFF-minus-ON) by the sum of these activities (ON-
plus-OFF). When near and far outputs arc combined, they therefore have values between 0 and l. See the 
Appendix for details. 
4.1 Figure-Ground Separation and Amodal Completion in the Bregman-Kanizsa Percept 
In this first simulation, the outputs of most stages of the FACADE model will be displayed to clarify 
how the model works. In other simulations, only the most important boundary and surface representations 
will be shown. The image is fed into the left and right monocular preprocessing stages. Figure Sa and 8b 
show the outputs of the ON and OFF cells at the monocular preprocessing stages. Since left and right 
stream responses are identical, Figures Sa and 8b show the ON and OFF cell responses for only one of 
those streams. Simple cell processing is not shown. Figures Sc and 8d show complex cell stage outputs. 
Inhibition occurs across disparities within a scale, and within a disparity across scales (from large to small 
scales) at the complex cells. As a result, the large scale representation is active at zero disparity (DO) but 
the small scale representation is active at a slightly farther disparity (Dl). 
Figures 9a and 9b show the output of the hypcrcomplex cells after spatial and orientational competi-
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(a) (b) 
(c) (d) 
Figure 8: Output of the (a) ON cell and (b) OFF cell monocular preprocessing stages. Output of the com-
plex cell preprocessing stage: (c) Large Scale, Disparity DO (d) Disparity Dl. 
tion and subsequent bipole cell feedback act. Bipole feedback causes the breaking off of the tops from the 
stems of the 1~junctions, since the tops of the T receive more support from the bipole cells. These binocu-
lar boundaries are used at filling-in barriers within monocular and binocular filling-in domains. The end-
gaps in the boundary allows color to flow out of the corresponding regions and dissipate across space. 
Figures 9c and 9d show the outputs of the monocular FIDOs before they activate surface-to-bound-
ary feedback. Only the occluder regions, whose boundaries are fully closed, trap color and fill-in. The end-
gaps in the B boundaries allow color to flow out of the partially occluded B region. Thus in both the near-
depth and far-depth pools of the monocular FIDOs, the white occluder fills in, while the gray color flows 
out of the occluded regions due to the gaps in the boundary. Next, the near-depth monocular FIDOs send 
inhibitory signals to the BCS boundaries at farther depths and inhibit the occluder boundaries there. This 
allows far-depth bipole cells to amodally complete the occluded B boundaries, thereby removing the gaps 
that allowed color to flow-out (Figure lOb). The near depth boundaries are unaffected (Figure lOa). When 
the gaps in the B boundaries are closed, the entire B, including its occluded region, is filled-in at the far 
depth pool (Figure 1 Od) thereby providing an amodal surface percept of a fully filled-in B at the monocular 
FIDOs. The illled-in occluding white bar remains unchanged at the near depth pool (Figure IOc). The 
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Figure 9: Binocular boundaries for monocular filling-in: (a) near depth and (b) far depth. Output of 
Monocular FIDOs before boundary pruning occurs: (c) near depth and (d) far depth. 
a modal boundary (Figure lOb) and surface representations (Figure !Od) of the completed B are both used 
to recognize the B shape. 
Modal percepts arc represented at the binocular FCS. As discussed earlier, two asymmetries 
between near and far are computed at the binocular FIDOs. The tirst asymmetry inhibits redundant tilling-
in signals. The near-depth monocular FIDO output (white horizontal bar in Figure !Oc) hereby inhibits the 
corresponding tilling-in signals at the far depth. As a result, the occluder's filling-in signal is removed from 
the far depth of the binocular FIDO (Figure 11 b), and the occluding object is not seen at both the near and 
II 
far depth pools. 
(a) 
(c) (d) 
Figure 10: Amodal boundary and surface representations. Binocular boundaries after boundary pruning 
occurs: (a) near depth and (b) far depth. Arnodal surface representations at the monocular FIDOs: (c) near 
depth and (d) far depth. 
The second asymmetry is the addition of near boundaries to the far boundary representation, as in 
Figure lld. The near boundary representation is the same as in the monocular FIDO (Figure !!c). By com-
bining these enriched binocular boundaries and pruned surface inducers at the binocular FIDOs, the 
occ\uder fills-in at the near depth (Figure lle), but at the far depth, the gray B surface is filled-in only 
within the regions that are unoccluded (Figure !!b). The resulting surface representations match the strati-
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lied percept of an occluder at a nearer depth than the object that is occludes. 
(a) (b) 
(c) (d) 
(e) (f) 
Figure 11: Enriched boundary and model surface representations. Binocular FIDO filling-in signals at (a) 
near depth and (b) far depth. Enriched boundaries at the (c) near depth and (d) far depth. Binocular FIDO 
activity consisting of two modal surfaces at two different depths: (e) near depth and (f) far depth. 
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4.2 Kanizsa Stratification Percept 
Consider the Kanizsa stratification display in Figure !. The thin vertical black lines create T-junc-
tions with the cross. The stems of the T boundaries are broken by the bipole feedback. thus separating the 
thin outline square from the cross (see Figure 12a). At the top and bottom arms of the cross, vertical bipole 
cells link the sections of the cross arms together, thereby creating a T-junction with the sections of the 
square. The vertical bipole cells of the cross win out over the horizontal bipole cells of the squares. This 
happens because the cross is wider than the square. Thus vertical bipole cells have more support from their 
receptive fields than do the horizontal bipole cells at the cross-square intersection. The boundaries of the 
square are hereby inhibited, thereby creating end gaps. As a result, the cross arms pop in front and the 
square is seen behind the cross (Figure 12b and 12c). 
(a) (b) (c) 
Figure 12: (a) Near-depth boundaries in response to the Kanizsa stratification image. Binocular FIDO 
activity at the (b) near depth and (e) far depth. 
The bistability of the stratification percept may be explained in the same way that the bistability of 
the Weisstein effect (Brown & Weisstein, 1988) was explained in Grossberg (1994). This explanation used 
the habituative transmitters that occur in the pathways 3 between complex cells and hypercomplex cells 
(Figure 5). Transmitter habituation helps to adapt active pathways and thereby to reset boundary groupings 
when their inputs shut off (Grossberg, 1997). This transmitter mechanism has been used to simulate psy-
chophysical data about visual persistence, aftereffects, residual traces, and metacontrast masking (Francis, 
1997; Francis & Grossberg, 1996a, 1996b; Francis, Grossberg & Mingolla, 1994), developmental data 
about the self-organization of opponent simple cells, complex cells, and orientation and ocular dominance 
columns within cortical area V1 (Grunewald & Grossberg, 1998; Olson & Grossberg, 1998), and neuro-
physiological data about area VI cells (Abbott, Varela, Sen & Nelson, 1997). The bistability of the stratifi-
cation percept can hereby be traced to more basic functional requirements of visual cortex. 
4.3 Lightness Illusions: Bcnary Cross 
Quantitative explanations of how the Benary, Munker-White and checkerboard lightness illusions 
arise are now presented. FACADE theory suggests that these illusions are by-products of how the visual 
system solves the figure-ground problem. In particular, in the Benary and Munker-White displays, the con-
trastive illusion is explained by analysing how the visual system interprets whether the gray patch is solely 
on a white or black background, thereby discounting the effect of other spatially congruent regions; cf., the 
coplanar ratio hypothesis of Gilchrist (1977). In the checkerboard illusion, we show that as a a result of 
how X-junction boundaries are grouped, extra end-gaps are created, which allow more color flow that 
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results in an overall assimilation effect. 
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Figure 13: Benary cross binocular boundaries to monocular FIDOs after boundary pruning: (a) near depth 
and (b) far depth. Enriched boundaries to binocular FIDO: Binocular FCS boundaries to binocular FIDO: 
(c) near depth and (d) far depth. Binocular FIDO output: (e) near depth and (f) far depth. 
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The Be nary cross (Figure 3a) leads to the near-depth boundary representation processing in Figure 
13a. Here, the boundaries of the T-junction stems where the gray squares abut the cross arc broken to form 
end-gaps. These boundaries allow color to fill-in the entire cross at the near depth monocular FIDO. 
Boundary pruning signals occur from this near-depth surface representation to the far boundary representa-
tion via pathways 7 in Figure 5. The cross boundaries are hereby inhibited at the far depth, as in Figure 
13b. As a result, the cross boundaries, but not the '!'-junction stem boundaries, are removed at the far depth. 
The end-gaps are no longer present here, but there are no connected boundary regions to trap color during 
filling-in. It is only at the binocular FIDOs, where near boundaries are added to the far boundaries by the 
boundary enrichment process (pathways 10 in Figure 5), that fully closed boundaries are created at the far 
depth plane. The binocular FIDO boundaries are shown in Figures l3c and !3d. At the near depth (Figure 
13c), the end-gaps caused by the breaking of '!'-junctions remain. At the far depth (Figure !3d), all end-
gaps are removed. Also in the binocular FIDOs, surface pruning inhibits the cross filling-in signals at the 
far depth (pathways 9 in Figure 5). Only the filling-in signals resulting from the gray squares remain. The 
modal outputs of the binocular FCS due to these filling-in generators within the boundaries of Figure 13c 
and !3d are shown in Figures 13e and 13f at the near and far depth pools, respectively. Figure 13e shows 
how the end-gaps in Figure l3c allow filling-in to spread through the entire cross. Figure 13e also shows 
how the bottom gray square fills-in with black through the end-gaps that about the black background. 
Figure l3f shows that the upper gray square fills-in darker gray because some of its gray filling-in 
generators (at the black-gray border with the cross) are inhibited clue to surface pruning. The remaining 
ON cell generators (at the gray-white border) are outside the gray square boundaries but inside the cross 
boundaries and thus fill-in the cross. The bottom gray square fills-in lighter gray because its ON filling-in 
signals at the gray-black border are not inhibited by the cross and are within the square boundaries. 
Most people report a Benary cross percept of relative depth that is not nearly as compelling as for 
the Bregman-Kanizsa display. They see two gray patches, one of which seems to be internal to the cross, 
the other external. We suggest that this ambiguity regarding depth is because the near and far filling-in 
domains have some regions that are filled-in at both near and far depth pools. To see this, we combine the 
near and br depth pool representations to get the full modal percept. Figure 14a shows the filled-in ON-
minus-OFF representation and Figure 14b the filled-in OFF-minus-ON representation 
(a) (b) 
Figure 14: Benary Cross combined near and far binocular FIDO outputs: (a) ON-minus-OFF and 
(b) OFF-minus-ON. 
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Due to the coarseness of the image gray scale, the lightness illusion magnitude is not entirely clear 
from the output image. The final equilibrium values of the filled-in ON-minus-OFF representation for each 
colored region are as follows: The magnitude of the "white" in the cross is 0.8; the gray on the white cross 
is 0.45; and the gray on the black background is 0.5. Consistent with the percept, the magnitude of the sim-
ulated illusion is quite small (around a 10% difference). The OFF-minus-ON representation has similar 
values; however high OFF magnitudes correspond to darker regions and low OFF magnitudes correspond 
to lighter regions. 
4.5 Lightness Illusions: Mnnker-White Assimilation 
The Munker-White illusion in Figure 3b is considerably stronger than the Benary illusion. This may 
be because, unlike the case of the Benary cross, amodal completion of the gray patches occurs in this dis-
play. Figures !Sa and 15b show the results of boundary formation after boundary pruning acts. At the near 
depth boundaries (Figure !Sa) the T-junction stems are entirely broken, thereby allowing white color sig-
nals to fill in all the bars. When pruning signals from the near-depth tilled-in bars inhibit the far-depth hor-
izontal bar boundaries, the vertical gray-white and gray-black boundaries can complete amodally behind 
the horizontal bars (Figure 15b). 
In the monocular FIDOs, all seven horizontal bars fill-in successfully at the near depth, but filling-in 
dissipates at the far depth due to the lack of connected boundary regions. Figures !5c-15f show the bound-
ary and filling-in signals to the binocular FIDOs. At the near depth (Figure !Sc), the T- junctions remain 
broken and allow color to flow along the length of the bars. At the far depth (Figure I Sd), the addition of 
the near boundaries to the far ones creates connected boundary regions. The direction of the lightness illu-
sion depends upon the surface pruning process whereby far monocular FCS inputs (pathways 8 in Figure 
5) are inhibited by near monocular FIDO inputs (pathways 9 in Figure 5). The near filled-in horizontal bars 
hereby inhibit their filling-in signals at the far depth. This leaves only the filling-in signals at the vertical 
gray-white or gray-black contours. Figure 15f shows these ON filling-in signals at the far depth. Note that 
the ON signals at the top three gray patches are larger than those on the bottom. The alignment of these 
FCS signals is also important. The top three pairs of FCS signals in Figure 15f arc contained within the 
gray patch boundaries in Figure 15d and thus fill-in these patches. The bottom three white-gray FCS sig-
nals, however, are contained within the boundaries of the white patches that abut the gray patches and 
therefore do not contribute to the lightness of the bottom gray patches. 
The simulated near-depth binocular FIDO activity profile is shown in Figure 16a. It consists of 
seven horizontal "occluding" bars. Figure 16b shows the corresponding br-depth binocular FIDO activity. 
Here, the top three gray patches fill-in strongly, as do the white sections of the bottom three bars. When 
near and far representations are added together, the final simulated percept in Figure 16c is found. Then the 
average activity of the filled-in gray bars on top is 0.6, whereas the gray bars on the bottom have an average 
filled-in value of0.4, as in the Munker-White percept. Figures 16d and !6e show the near and far filled-in 
OFF representations and Figure 16f shows their combination. The OFF representation shows how the bot-
tom grey sections can be perceived as darker. These model simulations suggest that the Munker-White 
Assimilation is a misnomer, since the processes that give rise to the gray lightness differences in the simu-
lations are primarily figure-ground and contrastive in nature. 
The model clarifies how the long horizontal bars are perceived as being in front. However, for many 
observers, the percept is bistable. One can see the gray patches at the top as being behind white occluders, 
but the gray patches on the bottom can also be seen as a transparent gray surface overlying the white bars. 
Such bistable representations can reorganize the output of r'ACADE, much as in response to the Kanizsa 
stratification image (Figure !), to allow near and far representations to interchange and reorganize, using 
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(e) (f) 
Figure 15: Munker-White binocular boundaries to monocular FIDOs after boundary pruning: (a) near 
depth and (b) far depth. Enriched binocular FIDO boundaries: (c) near depth and (d) far depth. Binocular 
FIDO fllling-in signals: (e) near depth and (f) far depth. 
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Figure 16. Munker-White binocular FIDO output of the ON cells: (a) near depth, (b) far depth, (c) combi-
nation of near and far depths. Binocular FIDO output of the OFF cells: (d) near depth, (e) far depth, and (f) 
combination of near and far depths. 
by attention shifts. In this way, one can more easily perceive the gray targets on the bottom three bars as a 
transparent gray filter overlying white bars. This percept is reminiscent of how the disk-and-checkerboard 
display of Kanizsa (1979) is perceived (see Figure l7a). As noted by Kanizsa (1979), amodal completion 
behind the disks does not lead to the more "likely" perception of squares that the checkerboard would sug-
gest. Instead, one is aware of, but does not see, a white cross and a black cross that are partially occluded 
by the gray disks. Similarly, in the bottom section of the Munker-White display (Figure 17b), when a gray 
transparent surface is seen to overly the three horizontal bars, we suggest that subjects are amodally aware 
of the continuation of the white surface color beneath the gray overlay. In the model, this amodal surface 
representation resides in the monocular FIDOs (Figure 5), whereas the visible-surface representations are 
computed in the binocular FIDOs. This percept illustrates the model hypothesis of Section 3 that distinct 
representations subserve modal and amoda! perception. 
We simulated such an attentional shift to the bottom area of the Munkcr-Whitc display (Figure 17b) 
by strengthening the vertical white-gray contours. (See Grossberg ( 1999) for an explanation of how atten-
tion can amplify a boundary grouping.) The T-junction stems that are defined by these vertical contours arc 
now stronger than the T-junction tops and thus, as in Figure 6, causes breaks in the horizontal contours (see 
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Figure 17c) and not the stems. Figures 17d and 17e show how the boundaries then develop over time. In 
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Figure 17: (a) Kanizsa (1979) example of amodal completion. (b) Bottom section of Munker-White dis-
play. (c) Boundary processing after attentional strengthening of vertical contours (iteration Ill), (d) bound-
ary processing (iteration #2), (e) boundary processing (equilibrium model at iteration #3). [(a) is reprinted 
with permission from Kanizsa (1979)] 
(a) (b) 
Figure 18: Munker-White display monocular FIDO output: (a) near depth (b) far depth. 
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particular, vertical boundaries are now completed by bipolc grouping over the broken horizontal bound-
aries. Figure l8a shows the near-depth monocular FIDO output derived by using the boundaries from Fig-
ure l7e. Surface-to-boundary feedback then inhibits, or prunes, the same boundaries at the far depth, and 
allows the horizontal bar boundaries to reform. Subsequent filling-in of this far-depth monocular FIDO is 
shown in Figure !8b. In all, two amodal surface representations are generated: a near representation that 
fills-in a vertical band of gray color, and a far representation of three light horizontal bars. 
(a) (b) 
.. .. 
.. .. 
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(c) (d) 
(e) (f) 
Figure 19: Munker-White binocular FIDO filling-in signals: (a) near depth and (b) far depth. Binocular 
FIDO boundaries: (e) near depth and (d) far depth. Filled-in binocular FIDO activity of ON cells: (e) near 
depth and (f) far depth. 
Near and far binocular FIDO filling-in signals are shown in Figures 19a and l9b after surface prun-
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ing occurs. Near and br binocular FIDO boundaries following boundary enrichment are shown in Figures 
19c and 19d. Figures 19c and 19f show the near and far modal surface representations at the binocular 
FIDOs. The near binocular FIDO fills-in a transparent gray surface (Figure 19e). In addition, the far FIDO 
filling-in signals can fill-in the three gray regions only with gray because the boundaries in Figure 19d pre-
vent the white filling-in signal from entering. We suggest that in the percept of the gray transparent overlay 
in front of the bars, the disparity difference between near and far FIDO representations is greater than in 
the previous percept of opaque surfaces. Because of this increased depth difference, near and tirr FIDO rep-
resentations are not added together to achieve the final modal surface lightnesses, but are perceived indi-
vidually. In summary, although the model sees a gray region that is occluded by a gray transparent surface, 
as in Figures 19e and 19f, it knows that the horizontal bars are lighter, as in Figure 18b. 
(a) NEAR FAR 
(b) NEAR FAR 
Figure 20: Checkerboard near and far boundaries to monocular FIDOs after boundary pruning. 
4,6 Lightness Illusions: Checkerboard 
Agostini and Profitt (1993) proposed that the visual system computes the lightness of the gray 
patches in the Denary and Munker-White displays based on 'coplanarity' or 'belongingness'. This view, 
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however, has trouble explaining why the checkerboard illusion (Figure 3c) is assimilative: The gray patch 
that belongs to the white cross (in the upper left hand corner) is lighter than the gray patch that belongs to 
the black cross (in the lower right hand corner). 
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Figure 21: Cross near and far enriched boundaries, filling-in signals and filled-in binocular FIDO surface 
values. 
We propose that the contrastive effect- which is rate-limiting in the Munker-White percept- is out-
weighed by a process that fills-in more white (or black) at cells which code a disparity that lies just behind 
the gray region. This filling-in occurs at the binocular FCS, the source of the modal percept, and thus when 
seen in conjunction with the grays, it makes the grays on the white background seem lighter than the grays 
on the black background. This extra black or white filling-in behind the gray patches results from the pres-
ence of X-junctions in the image, which create end-gaps that allow more color to flow than in the Benary 
or Munker-White illusions. The next figures illustrate these processes. 
We simulated the checkerboard display in two parts in order to compensate for the relative sparse-
ness of model cells relative to cells in the visual cortex, and to make the simulation more tractable. In all 
other respects, we used the same network parameters as in the other simulations. Figure 20 shows the 
boundary signals for these two subsections of the checkerboard display. Display Figure 20a is called the 
cross display and Figure 20b the X display. In both displays, boundaries are broken at X-junctions. In the 
cross display, the end-gaps (Figure 20 NEAR) allow white color filling-in signals from the four surround-
ing squares to flow into the central region to create a fully filled-in white cross. When the cross boundary 
pruning signals are fed back to the far-depth cross boundaries, these boundaries are inhibited and the cen-
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Figure 22: X near and far enriched boundaries, filling-in signals, and filled-in binocular surface values. 
(a) (b) 
Figure 23: Final combined (near+far) filled-in binocular FIDO surface activities for (a) X and (b) 
cross sections of the checkerboard display. 
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tral square boundaries remain as a fully connected region (Figure 20a FAR). In the X display, the X-junc-
tion boundary breaks (Figure 20b NEAR) and allows the gray signal to flow out and dissipate into the 
surround, while the four white squares fill-in. When boundary pruning signals from the four square near-
depth surfaces are fed back to the far-depth square boundaries, only the boundaries around the central 
square survive (Figure 20b f<'AR). The amodal surface percepts that are created by the boundaries in Figure 
20 are as follows: For the cross display, a white cross surface is present at the near depth and a gray square 
patch at the far depth. For the X display, four white square surfaces are present at the near depth and a gray 
square patch is 
Figure 21 shows the binocular boundaries, filling-in signals, and filled-in binocular FIDOs values 
for the cross. The filled-in values in Figure 21 show that much of the white filling-in signal spreads into the 
central square at the near depth. Figure 22 shows the same quantities for the X display. The near-depth 
boundary representation is the same as in Figure 20b. At the far depth, boundary enrichment re-forms the 
X-junctions by the addition of near boundaries. The binocular FIDO receives the same ncar-depth FCS sig-
nals as the monocular FIDO. Surface pruning removes the white cross FCS signals from the far depth, 
leaving only the gray square FCS signals. The filled-in surfaces show four white surfaces at the near depth 
and the gray square at the far depth. Figure 23a shows that adding the ncar and far equilibrium values of 
the X display in Figure 22 adds a gray square (far) to black (ncar). Figure 23b shows that adding the near 
and far equilibrium values of the cross display adds a gray square (far) to the white filling-in of the central 
cross patch (ncar). The gray patch in Figure 23a has activity 0.45, whereas the gray patch in Figure 23b has 
activity 0.55, thereby demonstrating the assimilation that is seen in the checkerboard percept. 
5. Conclusion 
This article shows how further development and quantitative simulations of FACADE lead to expla-
nations of data on f-igure-ground separation, amodal completion, and lightness perception. The lightness 
percepts illustrate how the direction and amplitude of each effect can depend upon a context-sensitive 
interplay of the boundary and surface processes that separate figure from ground. Some of these properties 
may be modeled using neural filters, as illustrated by the work of Blakeslee and McCourt (1997). On the 
other hand, explaining the full set of properties also requires an analysis of 3-D figure-ground and surface 
formation mechanisms. In particular, the model suggests how a wide range of percepts may arise as emer-
gent properties of such ecologically vital processes as the size-disparity correlation, surface capture, and 
the asytmnctry bet ween ncar and far~ .. -. including boundary and surface pruning and boundary enrichment 
~when these processes arc activated by visual images and scenes. 
For Appendix Equations and 1irblc Parameters sec http://www.cns.bu.edu/Profilcs/Grossberg. 
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Appendix: FACADE Equations and Parameters 
AI General Introduction 
'J'his section descrilws the FACADE model's BCS and FCS equations. 'fhcse equations arc similar 
to those in Grossberg and McLoughlin (I 997) and Govc, GrosshNg and lvlingolla (I 995) but there 
are scventl rdllwments: LG N, 0im plc' cell rwd complex stagns better sha.rpc•n the responses of 
cells to boundaric•s. The bounda.ry grouping process incorporat<•s inhibitory J(,•dback from bipolcs 
at other positions a.nd orientation:-; that helps to brea.k T--junctions. The reHta.in'tng stages are 
unchangc'd, except again for minor para.rneter diff'erences. See Grossl)('rg and I'vlc;Loughlin ('1997) 
for a Ill Ore complete discussion of tlw basic equations. 
A2 LGN ON and OFF Channels 
TIH' modc•l LGN discounts the illumiuant and computes Wcbc•r··law modulated and nonualizc•d csti· 
ma.tos of' image~ c.oJJtra.sts above an adaptation level. 'fhe LGN ON activities :r-(; and OFF activities 
:r-:-. are described b\' on-cc~nter off-surround and off'-eenter on-surround networks. rC1JH~ctiv('!y; tha.t I) . ' ' • 
obey JJH'mlmtJH', or shunting, <'qna.Uous (C:rossbcrg, 197:l, I<JB:l; Hodgkin, 19G1): 
(A I) 
and 
d! 
(M) 
when' the dc•cay constant n, = I 00, the upper and lower activity hounds arc' U, == /, 1 '= 30, and 
the Ct'llt<'l' CJ a.!H:l surround sl are defined hy Caussia.ll k<'rnels: 
and 
CJ = L c7HJh1-p,:/+r; 
(p,q) 
81 = L S'prt]'i+p,,i-1-q 
(p,q) 
( ;\:l) 
( A5) 
(A fi) 
To give \he ON and OFF signals \he same total strength, we use /1 1 = 1.0, !1 2 = l.O:l:lGl, where 
\he width of ccr1t.er and surround arc described by (Jc = 0.5, (J_, = 1.5. At equilibrium: 
and 
Lp,q ( lh C'pq - Lr S,q) l;+p..i+q 
o: r + Lp,q ( Cpq + sp,1) I;+p . .i+q 
(A 7) 
,, __ - _ L:,p,q(UJSpq -l~JCpq) ri+p,J+-q 
.In - ·-·----···· . , . (AS) 
. 0'] + Lp,q (Cpq + Spq) 'i+p,.l-!·q 
'J'hc diffcn:nce of these ON and OFF activities is computed t.o generate oppor1ent. output signals: 
v .. + _ [·r····l· .1 •.. -J+ _ 
../\ '/) - '"/} - '"lj - (A9) 
(A 10) 
'!'he output is rcc\ifiJ•d using [:r]+ = nur:r(:c,O) 
A3 Simple Cells 
rvlodJ•I simple cells respond t.o oril'n\ed contrasts in th1• in1agp. 'l'lwy respond \o a prescribed 
contrast. polarity. Even--synllnctric and odd-symllletric simple cell n'c.eptive fields centered on the 
t.wo-dimensiona.lloca.t.ion (i 1 j) and of orientation k W('H' d('fined usillg even <:lJHl odd Gabor ken1cl:->: 
and 
where 
and 
S'. . ("Ur.·n+ /··-
' l}k (A II) 
(A J 2) 
(Al:l) 
_ even _ ( 2/ ·) j }J tr [ ( 
2 ') )] 
"""" =cos ;: exp ·-, ·-- 1 + .. T . 2 (Jp).· (Jqk 
(A 11) 
l'or vertical cells at Scali> J : (Jpk = 1.0, (J"" = 0.75. f<'cll' horiwn\a.l cJ•IIs a.\ Scale J : (Jpk = 
0.75, (Jqk = L.O. Hrr vertical cells aL \lw largC'r Sca.IC' 2 : (J"" = 1.25, l!qk = J .0. For horizontal 
CC'IIo a.t. Scale' 2 : l!pf.- = J .0, (Jqk = 1.25. 'J'IwsC' paranH'I.C'rs an' slightly smaller than those i11 \lw 
Groosberg and McLonghlin (1997) ilnplenwnl.a.t.ion t.o 1m1ki• edges slightly sharper. 'l'he ex\Jml. of 
the n•ceptive fields of thr• cells at: each scale are as follows: For Scale J : -1 :0: p, q :0: 1, <Wd for 
Scali' 2 : -G :0: p, q :0: G. 
A4 Complex Cells 
Model complex cells pool signals from like-oriented simple cells that are sensitive to oppositl' 
contra.xt pola.rities. 'l'hey also poolldt all(! right eye input t.o compute binocular disparity. Different. 
cell sizes, or sea.h~s, ean complJt.e difl'ereHt disparity ranges. The two sca.les are rept~atcd at the 
complex cr•ll stage. Scale l contains two pools of dispa.rit.y-sensitive cells (nea.r-zC'l'o disparity and a. 
disparity of 3 pixels). Scalc' 2 contains three pools of such cells (nea.r-zero disparity, a disparity of 
:l pixels, a.nd a. dispa.rit.y of 7 pixels). 'J'wo fields of mononila.r complex cells are used t.o represent. 
the left and right. images. 'l'he dynamics of the complex cell stage arc ddined ma.thc•ma.t.ica.lly as 
follows: 
where: n 2 = 0.01,() = 15,/h = L 2 = 1.0. 'l'he inhibitory signal function 
I ( ) { 
c;j~c<, - r, 
/. Cijkc_ = ()- C'i,ihc > l'c 
o/.hcrwisc 
(A 15) 
(AI G) 
where, l'c = 0.2 J'or all sc.a.lt~s a.nd disparitiQS. Ci.ihd is the excitatory input formed by Uw binocula.r 
fil\.cr: 
The binocular complex cell receptive fields arc• as follows: For s<:<l.k I, /,,II '' 20; l'or scale 2, 
/,,II •= 28. 1\c•nwls satisfy: 
and 
S'o,/dji-VI.ti 
' 1,)-l-'t,k 
'\""}( S'oddjcvcn 
L . .-r:::::l' i,j+·r,~· 
s:!ddj!OU(;')) 
l ·jlodd/1:-vr:n ~ 1,)+1,/; dlk -·- II/ ' '"1:_. s:)(:( even 
Ld-1 . I,J+l,k 
(A17) 
(AJ S) 
The inilibit.or.v connc•ct.ions bel ween complex cells tuned to differc•nt. dispa.rit.ic)S (possibly at. different. 
sca.les) obey: 
( ' 2) ui(:i+p)kd<o = !la,exp --/id,(Ji + s,k) 
for d f c. 'J'Iw strength of the inhibitory connect.ions lwt.ween complex 
sca.le and disparity of thc) pool of cells in <Jlll'St.ion. For cells a.t. Scale I 
:l 
(Al'J) 
cells depends on t.he 
whose disparity is d: 
ildrt = 2.5: A(~e = J.O, At~,nwn = 0.25, /-l-dd = 0.051 f-l·de = 0.05, fl·d,mon = 0.075. For cells at Sca.lo 2 
with disparity d: Ar~d = 2.5,Aae = l.O,Ad,m<m = 0.15, l'·dd = 0.0.5,p.rlc = ().05,/-Ld,mon = 0.075. Jn 
(A19), S'dce determines the shift in the center ol't.he Ga.rrssians between dispa.rit.ies d and c. Also 
(A20) 
wlwre for Scak J, fl.Jd = 0.0:15, ftdd = 0.5, wherea.s for Scale 2: p.Jd = 0.01 5, P.dr~:::::: 0.5, 
A4.1 Horizontal Complex Cells 
Cells sensitive t.o horizontal bounda.ril's a.re spatially sharpened using an on-center off'-slll'round 
JWt.work: 
(A2l) 
wlwn~ o·:3 = 0."1 and l/3 = 1-:3 = J .0. The Ca11ssia.n kernels are: 
( ' 1 [ " 2] 
·i+p,;i :::::: .t 1 cxp -1_1. p (A 22) 
()Jld 
(A2:3) 
wiH•rc ;1 1 = .1 2 = 1.0. ]<()I' Scale I, I'• coc L.S,p,, = ().OG. For Scale 2 I'• = 0.5,p,- (l.OG. At. 
equilihriun1, aJt,(1l' rectification to genera.t<' output signals, w<' lind: 
[ 
I:,, ( U:rC:+p . .i ... L:r ii':+P . .i) G:+p,.ik ] + 
(l:~ + LJ!,(! ( ci+p,jrl + L';+p,.id) ni·l-p,.i'-
A5 Hypercornplex Cells : Spatial Competition 
lly]wn·on1pkx eells cany out spatia! a.nd orh'nl-a.tiona.l ('Onlpctit.ion in response to complex cell 
inpnts. The spa.t.ial tompet.it.ion models !.lie IH'nral process of enclstopping. The spatial compc•t.i-
tion 11Ses a.Il on-center off-surround JH'Lwork that in('.hHks both excita.tor,y and inhibitory shunting 
f(;('dlmck f'ronl the Llipulc~ cells, rather tkw jtJSt Lhe additive c~xcit.ator,y 1(-·edhack used by Crosslwrg 
ancl McLoughlin ( 1997): 
/\( c•quilibrium: 
where u.j - /,1 
follows: 
(A 25) 
(A 2G) 
L.0,<"t,1 = ().()!, '/' = 0.00001k9, and t.he J(•edha.ck terms C'7 , 1\7 are cldinecl as 
(A 27) 
()Jld 
E7 = L Ehv/.:Z.i+h,j+v,hf, 
h,·v,k 
(A28) 
where -9 :<; h, v :<; 9 for both scales. 'J'erm C7 provides positive ked back from like-oriented hi pole 
cells (see Section AG) to help complete bouJHlaries, whereas F 7 sums bipoi<' c·ell outputs across 
orientations and space to provide negative feedback with which to supress weaker hounda.ries. 'J'his 
orienlational con1petition works across space to break the stems ofT-junctions from their tops. 
'J'hc f()c'<lback signa.! functions f and g are linear, with gains that depend npon scale. Thus for Scale' 
l, /(:1:) = flll(:c) = O.l:r, and g(:r) = g(JI:r = 0.:35:1', wiH'rc'as for Scale 2, f(:r) = f121(:r) = O.l:r, 
and g(:r) = g(21;;: = 0.2:r. 'J'he fc>edforward exc'.itatory term is: 
with Gaussian kcmels 
The inhibitory term is: 
\V]l(IJ'(I 
(_:'/1 = L<l)lw(-'i+h,.i+v,kd, 
h,v 
]•,,':1 = LJ·,~hu( 1i+h,.i+u,/;d, 
h,v 
( A29) 
( A:JO) 
(A :31) 
(i\:32) 
For Scak I and Scale 2, n·, = 1.0, rr., = 2.0. The si%r' of the' lwrnc•ls is -11 :S li, ·n :S •I for both Scaks 
l and 2. Tlw Ol!l.pt!L sig;n;).ls from this sLl.gt' an' Yi.i!.-d :c.:::: nw.:r (l/i.ikd,O). 
A5.1 Hypercomplex Cells : Orientational Competition 
The l1y JH'rc.om plnx c.OlllJ H't i tioll hetw<'<'n oriPntatio 11 s o lw:ys: 
wiH'l'l' C\5 = 1.0, 1/r, = /.5 ••c 1.0, ami F(:i:) = 20:1'. Tllis inhibitory f'i•edhack v•rn1 F'(:r) ronws f'rom 
those• 1nonocula.r ]<'JJ)() c·<•lls which l'l']li'<'S<'Ilt nearl'l' <kpths (i.e., smaller disparities) as di•lined b.v 
equa.t.ion (AlH). The excitatory input. is 
Cc) = LC'~,-rYi:i·rd 1 
f.l1j1' 
wlwn~ the amount of iJ1hihition between orienta.tiolls (k, r) is 
( A:H) 
(A :l5) 
'l'ile inhibitory input is 
wi\il 
h.-'5 = LEkrli.ird 
pqr 
( A:36) 
(i\:l7) 
For both Scales: c = J .0, .s = 1.5, CJcc = 0.5, a.JICl CJ., = 0.75. Solving at equilibrium and rectifying 
yields the output signals 
, 1 .. _ [==·· (U5Ckr- L5.Eb) Yi.ikd- I:,<dFJJ (Vi,ih)l j }\ /'jJ.:d - '1 ·1 r 
· et5 +I;,. (C.k.,· + Lk,) )·i.ikd (i\:38) 
A6 Cooperative Bipole Cells 
'l'ile bipole cells initiate boundary grouping by collecting oriented signals from two oriented lm1nchl•s 
of their receptive fields. !lipoic cell activity satisflcs: 
d%~ . [ l 
--1- = -Z;;!-.1 + h 9 (!l;;A-.t) + g (JJ;_;k.t) , rl · · · ( i\:l0) 
where ,r;(:t) bounds na.<·.h hranch's activity: 
(i\tiO) 
a.nrl f)= 0.1. The output threshold, 1', in h helps ensnn• that both lobes arc acl.iw IJr'l(ne a hi pole 
cell fi n•s : 
(!\til) 
llere I' •= 0.1. 'Jhnrs A;; and n;; in (1\:l'l) corTespond \o two orir•ntcd branclrc\s of the bipolr• c<'ll 
receptiv(' field: 
!l;.Jkd" L [(a!V;+p . .i-1·•1,,-,1- /JJV;-I-p,.i-H,ild)[2p'fk'.J'1·] 
J!,'f,F 
and 
,~ [ . . 'l IJ;_ikd:::: L (ft.i\'i+P..i+q,rd- hNi+p.:i+·q,l-fd) [··-:::,_,gt,-r]. 1 (i\4:l) 
p,q,r 
where orientation II. is perpendicular to orie1rtalion 1', a= L.O, b = 2.0. Tile subfraclion of mutually 
perpendicular input prevents coliJH'<U' grouping from crossing regions that contain other, non-
colinear conl.rasl.s. For Scale I and Scale 2: -· P ~ Ji, q ~ I' . The bipoln cell's recepl.ive Jinlds an• 
implemented as in Cove c/ a/. ( 1995). In pa.rl.icula.r, the branches of (.he hi pole cell rec<•pl.ivcr fidel 
obey a. Gaus;.;ian wQighting opera.tor: 
z;;k, = sgn [i] <'xp ['r,1 +'II,+ T,]. (i\tl1) 
Term '1~1 modulaV>s filt(~r values bas('d 011 their distance from the bipole's center) when~ pis the 
optimal distance from tile centN: 
(i\~5) 
(j 
ln (i\~5), we sel p = 0.0 ancl O"y = 7.0. ln the current implementa.tion the input images were HH 
x 201 pixels in size and O"y was chosc>n to make the bipoles 40 pixels in length. 'J'erm 'l'~c favors 
tangent values closer to the orientation of the hipolets main axis: 
'IJ.. = ~Jt~.:_:::J-~ i I .i l) 2 , 
20"k 
(i\46) 
wbNe O"k = 0 . .15. 'l'erm T,. measures the similarity of the orientation of a point (p, q, r) a,JHJ tiw 
angle fornwd by the tangent at that point. 'file tangent define's the optimal orientation l(H tha.t. 
point and filwr dement orienta.t.iolls clos<~r to this optimal va.lut' will have~ greater strength than 
those a.t Jargc•r angular separations: 
with a, = 0.15. 
-('f- tan- 1 (i/j)) 2 
2o}: (J\!J7) 
A6.1 Bipole Cell Feedback to Hypercomplex Cells : Orientational Competi-
tion 
Unlike in Gove fl a/. (1990), the bipolt!-to-hypercomplex cell feedback is calculated din•ctly from 
the bipole cell output, as in equa.tions (i\25)-(i\28). 
A 7 Monocular Filling-in and Monocular FIDOs 
The• monocular FlllO ON cell activities F,'id and OFF cell a.ctivitic•s l·ij.t diff"us<' tile' I·'CS outputs 
X/jt! and .\ijt!~ n'SJWCLiV('Jy, fro1n the monocular ]H('JHOc.essing stag('. Boundary outputs erea.t.e 
n'sist.ive barriers to the diff'usion process. Filling~in otwys t.h(' following equations (Grosslwrg a.nd 
Toclorovii", 1988): 
a.nd 
d + 
dt \1 I
, + I ,~ (I . + - I·' · +) ''' · · -1- \" + ~-:;; ~ j _- '(id -- L...t 'i)qrl !pl 'l.f.hJij(l -- i.-it! 
(J.l,IJ)CN 
d ~~~0-=. \:--., ~.::.: ·-11-1 n.-;a-- + L...t (l~;)r1 i·-· -- I·:·_;i-·) \l't-)(1i.id + .\·i·~jr11 dt (p,q)CN 
(M9) 
wh<'re iv· consists of the four nearest. nnighhors to a. cell a.nd when• the houndary-d<'lH~ndent. diffusion 
coc~Iricient. oh<'ys 
(i 
\jf]JI]i_jd = . '/ '/. · 
"· + ( (/'-pqd + hi.id) 
wllC'n> J11 = O.l,b = 100,000,1; =I, a.ncl c = 1000. 'J'he boundary terlll 
:.iijd = L,:.iiJJ;d· 
k 
( i\ 50) 
(i\51) 
Th!Js any la.rg() boundary value at the nearest ll('ighhor positions reduec~s tlw diff'usion coefficient 
ami thereby blocks filling-in. At. equilibrilllrl: 
(A 52) 
7 
and 
A 7.1 Output from Monocular FIDOs 
Outputs from the monocular FIDOs genera.te both boundary pruning and surface pruning signals. 
ln order to generate snell signals at the contours of filled-in regions, the filled-in activities are 
processed by a cont.rast-HeJlsitivc on-eent.er oW-surround network as follows: 
and 
d'l'iid- - ·- "( 
- 1·- = -ctsTiid + (Us·- Tiid ) Cs .... (ri.id- ·I· Ls) ]:;s, (./. . . 
where <ts = (l.OJ, and U8 = Ls = l. The excitatory input 
has the on-CQnLer knmel 
Cs = 2....:: Cpql'i+P,.i-t-q,d) 
(p,q) 
(' ( ... !/ +_'~") Cpq = ~t>xp 2 , 211 ac 2ac 
where C •= 0.(J:HJ8, CJ" = 2.0. 'J'he inhibitory input 
l1as 1.1w ofl'-surrou1Hl kernel 
lc'1, 1 = 2i~~i <'X Jl (- Ji;~;{2 ) , 
where S = 0.1.81 and CJ_, = :J.O. At cquilibrium: 
and 
'/"'{+ 1]( 
.... L 1>,q ( UsCp(1 -- LsS'p(1 ) .Fi+p,.i+(1,d···· 
'1'i.id = tts + Lp,q (UsCpq + I)B.Spq) I~- .. h;,~;~7"· 
(A 54) 
(A55) 
(A5G) 
(A57) 
(A 58) 
(A59) 
(AGO) 
(Ail!) 
Theso contrast-sensitive signals were then su btra.(·.ted and rectified to g()nerate dou hie-opponent 
output signals: 
/1+ ... [··+ .. -]+ 
'iJd - l ijd -· 1 i.id (AG2) 
a11d 
JCt = [r-:-.1 .. r+t]+ l.J!. /j( "/}( (AG:l) 
8 
AS Boundary Pruning Signals to Hypercomplex Cells 
ln order to transform unorientcd FJDO activities into boundary pruning signals at oriented hyper-
complex cell activities in equation (i\3:3), they are processed by oriented filters: 
( i\ ();!) 
where 
{!odd+/- = ["' !Jodd+/- 1/+/- _ ,~ JJ'"Id-/+n:·/+ J + 
1Jk L ·· pql: -~~p,,~~q L pqk ·1-p,}-q 
(p,q) (p,q) 
( i\()5) 
and 
(AGG) 
with odd-symnwtric lwrnels 
' ['(2 2)] odd _. 2nk 1 jJ q lJ k = ;j SIJI (--. _·-) l'Xjl --- -- .L -. /)(/. . ' 'j' - 2~ 2 --1 2 rry;~· (Jqk ( i\G7) 
and even-symmetric. kernels 
/!;,:;/." = A COS ( ~~!') I~ X p [- ~ ( J~-- + 1): ) l· 
rJpk (Jqk 
(AG8) 
All paranwters for these I'CS simple cells aH' the same as f(rr the BCS simpli' cells in Section A:l. 
A9 Surface Pruning Signals to the Binocular FIDOs 
'l'IH• hinocula.r FJDOs n•ceive inputs frorn both the left 11nd right. eye n1onoc:ula.r l'lDOs and till' 
nJonoc.ular prnprote0sing stage~. Inptlt.S fron1 t.h<' nlonoc.u]a,r pn'vro(·.essing sta.ge arc exc.ita.t.ory a.ll(l 
are binocularly mat.clwd a.t the hinocnlar FJilOs. Inputs from t.lw nlonocular FJDOs are inhibitory 
surf;-tV' pruning signals. Both excitatory and inhihitory signals are combined binocularly via thQ 
following equations: 
(i\GiJ) 
and 
( i\ 70) 
where It!) = ().(JJ, U,1 = 0.5, and L!) =50. TIH' excit:al.ory term I':;Jd matches lel't and righl. monocular 
prnp rocessi n g signals: 
and 
r;~~ = x~,-~-· + xJ!-~. 
l.fi /;/( l)( 
The Binocular FIDOs ;dso n!ceive inhibitory surface prunin,g inputs 
that represent sma.Jlcr disparities: 
9 
(i\71) 
(i\72) 
from monocular Fl ])() cells 
and 
fDd = L1(j)e' (A 74) 
e<d 
where fl+ and R- are the monocular FIDO outputs in (AG2) and (AG:l). T'he vaJues of the 
saturation terms u,J and Ln are chosen to enable the monocular FIDO outputs to inhibit monocular 
preprocessing signals a,Jl(l thereby prevent filling-in of occluded regions at the Binocuhu FCS. 
Solving at steady state ami rectifying yields: 
and 
[
U9E+,- L"1+ 1.l AT. = . 'IJ( ,_, '/.]( 
. '.ld . I f"+ + J+ it<g ..... j .. I .. I 
lj( 1;/( 
[ 1·/·'JE-:: 1 --/,q/~ 1 ] ·1- - ' ljl ~ /}( 1 i.id --- ,' . O<J+LI'-/1 
. lj( -1 tjl 
'file difrusivc spread of binocular FlDO activity is defined by the following equations: 
and 
11n~.~ 2:: ( ) 
----""- - -Hn- ,_ n- -- n~ w" . ·1 -1- 11~ dl ..... • ijd --~ pqd I.Jri /HJI)! 1jd l 
(p,q)EN 
(A75) 
(A76) 
(A77) 
(AIR) 
when' N is the set of twa.rest neighbors, kf == 0. I, and the boundary gating term L':i defined by 
(i\7'J) 
whc•rc b =• 100,000,1; = J.O, and< =• 1000. In (i\79), tiH' boundary signals/;' arc <'nri<:IH•d by 
a.dding the honnda.ries ~of nearc'r ohjc'tts to t.lw boundaries of fa.rthN obj(>tt!:i, tlwn'by pn'V('Jiting 
occluded n•gions of til<~ llinocnlar FIDO from filling-in and giving a perc<'pt of trctnspa.n•ncy wll<•rc• 
none exists. Thus: 
:t,:11d = ::2=: ;;pyc · 
c<d 
whert> /:pyc· is defiJI<'d by (i\r,l). Solving at. r•quiliiJrium yidds: 
and 
;\~. + ,., .()- q!b .. \l.~.l::.::.:: ~~--!:::._0J_,:!J~Nw'pqd -l)(Jl)d 
CJ< 11 + 'C"' ~![> 
i L(p,IJ )EN p(Jijd 
(A80) 
(A81) 
(i\82) 
'fhese equations were solved at nquilibrium using; tlw Yl2fd pac.kage (Zlatev 1 \Vasniewski 
& Sch<WJnhurg, 1981) because solving Lh<'sr• <'quat.ions using 'lth-order Runge-Kut.ta (step si"c' 
0.0000025) or a.da.ptive step RuJige-Kutt.a, was computa.t.ionally int.ra.cta,blc. 'flw Yl2M package~ 
LO 
uses an approxi1nation algorithm to calculate final FCS values based on filling-in. Onfortnna.t.cly 
one of the proiJlems with this a.pproximation is that it allows boundaries to leak color. This prob-
lem was solved by increasing the strength or boundaries by sr:t.ting c in (A79) t.o 100,000. ln t.he 
Mnnker-\Vhile simulation, because or t.he sparsity of lllling-in signals at. t.he far dept.h binocular 
FCS (Figure 15f) rc>lativc t.o t.he area these signals must Jill in, we set b = J,OOO,OOO,ii. = 1.0, anrl 
( = 500,000. 
Equilibrilrm oppotwnt ON -OFF and OFF-ON values are ca.lculated as follows: 
( A8:l) 
and 
(i\81) 
'I'heS<> are the binocular FIDO a.ct.ivitics t.ha.t arc ploUcd ir1 t.hc sinndations. 
I I 
LGN ON and OFF Channels 
o:, 100 l-lypercomplcx cells: Orientational Competition 
u, 50 O:s 1.0 
L, 50 Us 1.0 
A, 1.0 Ls 1.0 
A, 1.03361 Scale I Scale 2 
cr, 0.5 c 1.0 1.0 
O's 1.5 
Simple Cells 
Scale I Vertical Cells Horizontal 
s 1.5 1.5 
cr, 0.5 0.5 
O's 0.75 0.75 
Cells Bipole Cells 
O'pk 1.0 0.75 
O"qk 0.75 1.0 
Scale 2 V crtical Cells Horizontal 
Cells 
0pk 1.25 1.0 
G"qk 1.0 1.25 
ComJ>Iex Cells 
o:, 0.01 
D 0.1 
r 0.1 
A 1.0 
B 2.0 
z 1.0 
p 0.0 
<Jg 7.0 
(Jk 0.15 
~ 15.0 cr, 0.15 
u, 1.0 
L1 1.0 
]' 0.2 
' 
Monocular fill)(} 
Mm 0.1 
8 100,000.0 
·-· ··-·· 
Scale I Scale 2 K 1.0 
-· 
·--· 
Add 2.5 2.5 c 1000.0 
A,k 1.0 1.0 Out'out from Monocula1· FIDOs 
·--~·· 
Admon 0.25 0.15 
-··-·-- <Y.s 0.01 
~ldd 0.05 0.05 . -~ Lx 1.0 
r---------· 11 ~lc 0.05 0.05 
0.075 
··-
~L,cmon 0.075 
.. 
lJL. 1.0 
·-·-
c 0.0398 
... 
·-
.. .•. . . 
O.OIS--)lcdd (1.(115 cr, 2.0 
.. 
·---
. ..• ... 
·-·-
--·~--···· ·-···---····· 
~L sdd 0.5 0 5 
___ J}.~)rizontal Comni~-;.~ Cells . 
---~·~ 
UJ 0.1 
.• 
u,_ 1.0 
----
L, 1.0 
--
·---· 
.... 61 1.0 
A2 1.0 
~-····· 
Scale I Scale 2 
. ····"·-
s 0.181 
··-····· ······-···· ·-
<Js 3.0 
f-.· -·--·- ·-··---
·-··· 
_}linocular FIDQ.. 
o:, 0.01 
-· ····--
. 
·····-····· 
u9 0.5 
.. .. 
L, 
··---
50.0 
..... M" 0.1 
···-·· ···-
8 I 00,000.0 
•. 
·-
~' 1.5 0.5 K 1.0 
... 
lls (1.06 0.06 e 1000.0 
···-· 
. 
----···-
Hvpercomplcx Cells: Spatial Competition 
. 
0.4 0.01 
.•. 
u4 1.0 
.• 
L., 1.0 
--·· 
T 0.0000189 
Scale I Scale 2 
cr, 1.0 1.0 
O"s 2.0 2.0 
TABLE 1 
