Abstract-This paper combined artificial neural network and regression modeling methods to predict electrical load. We propose an approach for specific day, week and/or month load forecasting for electrical companies taking into account the historical load. Therefore, a modified technique, based on artificial neural network (ANN) combined with linear regression, is applied on the KSA electrical network dependent on its historical data to predict the electrical load demand forecasting up to year 2020. This technique was compared with extrapolation of trend curves as a traditional method (Linear regression models). Application results show that the proposed method is feasible and effective. The application of neural networks prediction shows the capability and the efficiently of the proposed techniques to obtain the predicting load demand up to year 2020.
I. INTRODUCTION
OAD forecasting problem is receiving great and growing attention as being an important and primary tool in power system planning and operation. Importance of load forecasting becomes more significant in developing countries with high growth rate such as KSA. Owing to the importance of load forecasting, various models have been proposed for the shortterm load forecasting in the last decades, such as regressionbased methods [1] [2] , Box Jenkins model [3] , time-series approaches [4] , Kalman filters [5] , expert system techniques [6] , neural network models [7, 8, 9] , fuzzy logic [10] , and fuzzy-neural network structures [11] . Recently, applications of hybrid ANNs model with statistical methods or other intelligent approaches have received attentions. Examples of such systems are hybrids with Bayesian inference [12] , selforganizing map [13] , wavelet transform [14] , and particle swarm optimization [15] .
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was proposed by Lin et al. [9] , to reduce the risk of price volatility. A hybrid neural network model based on selforganizing map has been presented by Amin-Naseri and Soroush [13] , for daily electrical peak load forecasting. The results proved the superiority and effectiveness of their proposed hybrid model. The results showed that the suggested clustering approach significantly improves the forecasting results on regression analysis too. Xiaoxing and Caixin et al. [16] proposed a dynamic and intelligent data cleaning model based on data mining theory. The rapid and dynamic performance of the model makes it suitable for real time calculation, and the efficiency and accuracy of the model is proved by test results of electrical load data analysis.
The second kind of prediction is known as medium-term forecasting. There are several methods of medium-term load forecasting such as time-series approaches [17] , neural network models [18] , and Fourier series approach [19] . Almeshaiei and Soltan [1] , presented a pragmatic methodology that can be used as a guide to construct electric power load forecasting models. Some results are reported to guide forecasting future needs of this network. A new technique is proposed by Abu-Shikhah and Elkarmi [20] that uses hourly loads of successive years to predict hourly loads and peak load for the next selected time span. The proposed method can be implemented to the hourly loads of any power system. Pedregal and Trapero [21] developed a general multi-rate methodology in order to forecast optimally load demand series sampled at an hourly rate for a mid-term horizon. The results showed that this method produces a notable reduction on the prediction error and its variability. The third kind of prediction is known as long-term forecasting. The major methods for long-term load forecasting are timeseries approach [22] , intelligent methods [23] , neuro-fuzzy approach [24] , dynamic simulation theory [25] , hierarchical neural model [26] , and support vector machines [27] . Their results demonstrated the effectiveness of the methodology handling this type of problems. A mathematical method is proposed by Filik et al. [2] , for modeling and forecasting electric energy demand in which it enables the possibility of making short-, medium-, and long-term hourly load forecasting within a single framework. Abou El-Ela et al. [28] May 19-20, 2012 obtain the predicting peak load demand and the optimal planning of transmission lines of the selected network up to year 2017. The objective of this study is aimed to develop a generalized method for precise load forecasting within the horizons of short-, medium-, and long-terms, all in hourly accuracy.
II. ELECTRIC LOAD FORECASTING
Load forecasting problem is receiving great and growing attention as being an important and primary tool in power system planning and operation. Importance of load forecasting becomes more significant in developing countries such as KSA. The accuracy of load forecasting is crucial due to its direct influence on generation planning, and for its economic impacts. In the modern system operation, the advance technology of computer has been extensively applied in the field of power system planning, monitoring and control. Nowadays, most operation of electric utility utilizes the energy management system. The traditional way for power engineers to perform the system analysis is to use mathematical model. This model is usually difficult especially when dealing with large systems. Handling these problems with mathematical model is therefore not realistic. Due to the ability of ANN model to perform pattern recognition, prediction and optimization in a fast and efficient manner, it has become one of the main topics of interest for many researchers to investigate its application in many fields including power system. Some examples of utilizing ANN in power system applications are: Load forecasting, fault classification, power system assessment, real time harmonic evaluation, power factor correction, load scheduling, design of transmission lines, and power system planning. Load forecast has been an attractive research topic for many decades and in many countries all over the world, especially in fast developing countries with higher load growth rate. Load forecast can be generally classified into four categories based on the forecasting time, Table I .
III. ARTIFICIAL NEURAL NETWORKS
An Artificial Neural Network (ANN) is a computational model that attempts to account for the parallel nature of the human brain. Specifically, it is a network of highly interconnecting processing elements (neurons) operating in parallel, Fig. 1 . An ANN can be used to solve problems involving complex relationships between variables. The particular type of ANN used in this study is a supervised one, wherein the observation (target) is specified, and the ANN is trained to minimize the error between the ANN output and the target, resulting in an optimal solution (assuming the global minimum is reached.) This is accomplished by adjusting the connections between the elements, which involves an adjustment to the weights (w 1 1,1 …w 1 1,z ). In theory, this adjustment process can be viewed as a form of 'learning'. Thus, the ANN is considered to be a form of artificial intelligence. ANNs were selected for this study owing to their ability to model non-linear relationships. The relationship between the input and output parameters in this study is highly non-linear.
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. . Forecasting of electricity demand has become one of the major research fields in electrical engineering. The supply industry requires forecasts with lead times that range from the short term (a few minutes, hours, or days ahead) to the long term (up to 20 years ahead). Load forecasting is however a difficult task because of complexity of load series that have high nonlinearity relation among variables and load exhibits several levels of seasonality. In addition, there are many important exogenous variables that must be considered, especially weather-related variables. One of the promising tools to achieve a good load forecasting is the ANN which achieved great success in dealing with non-linear problems such as load forecasting problem.
A. Data analysis
The power system has a complicated behavior and the load is influenced by many factors. The energy consumption served by the utility can be generally categorized into industrial, commercial and residential loads. The demand of commercial and industrial activities basically relies on the level of production, which is somewhat steady and relatively easy to be estimated.
There are many factors that affect load changes. They can be generally classified as calendar, weather and random factors. Fig. 2 shows hourly load variations from 1/1/2006 to 31/12/2006 of Jeddah city in KSA. Fig. 2(a) shows the hourly International Conference on Electrical, Electronics and Biomedical Engineering (ICEEBE'2012) Penang (Malaysia) May 19-20, 2012 electric load variation whereas Fig. 2(b) shows the same data after applying moving average filter to clear the presentation of data. It can be observed that the load during summer is higher than that in other seasons. Seasonal variation is mainly due to temperature variance. Fig. 3 . It must be noted that for a lower complexity model, it is better to take the starting hour of the day as 8:00 AM, which typically corresponds to the minimum demand hour. Comparing Fig. 3(a) and (b), one can see that the daily load shown in Fig. 3(b) is more useful in terms of providing a simpler model. This strategy was already applied in presenting the mesh plot of Fig. 4 .
Load is generally higher during weekdays because there are more social activities. In KSA as any Islamic country, weekend is Friday and many of private sector and governmental institutions consider Thursday and Friday as weekends. As a result, the weekly load curve will be completely different between Islamic countries and European countries. 
B. Data preparations
Successful operation of load forecasters using ANN requires an appropriate training data set and training algorithm. The training data set should cover all ranges of the input patterns sufficiently to provide the network knowledge to recognize and generalize the relations among the variables in the problem. In this work, a historical data from the city of Jeddah in KSA from 1/1/1988 to 31/12/2006 were used.
C. Data preparations
Load forecasting is important for energy suppliers, financial institutions, and other participants in electric energy generation, transmission, distribution, and markets. The three load forecasting types, which are short-, medium-, and longterm, are very important for power planning and operation. (a) The day assumed to start mid-night. (a) The day assumed to start mid-night. In neural network, learning, which extracts information from the input data, is a crucial step that is badly affected through the selection of initial weights and the stopping criteria of learning. If a well-designed neural network is poorly trained, the weight values will not be close to their optimum and the performance of the neural network will suffer. In general, initial weight is implemented with a random number generator that provides a random value. To stop the training process, we could either limit the number of iterations or set an acceptable error level for the training phase.
The training and validation procedures for specific network architectures were repeated in order to handle uncertainties of the initial weights and stopping criteria. In the preliminary investigation it was found that about 300 trials were enough to find the best result. The performance efficiencies of each trial were recorded and compared.
V. ELECTRIC LOAD FORECASTING
This work provides a unified approach that enables the "hourly" resolution property for all of the mentioned forecast ranges. The proposed method consists of a nested combination of two methods for modeling and forecasting electric loads. The two methods are: neural network and linear regression models. The procedure of work could be summarized as follows:
1. A neural network was applied using electric load data from year 2002 to year 2006 to predict hourly load for one day, one week, one month and one year. Fig. 6 show the regression output of neural network training regression.
2. A linear regression models were derived for all cases (one day, one week, one month and one year). An example for the estimated maximum, minimum and average values are shown in Fig. 7 .
3. Then, the electric load was calculated as the predicted neural network (Step 1) shifted by the predicted average value calculated using (Step 2). Fig. 8 shows a graphical user interface used to predict electric load. There is no guarantee that coefficients which are close to optimal values will be found during the learning phase even though the number of iterations is capped at a predefined value. Therefore, the performances of the proposed models are measured with four efficiency terms. Each term is estimated from the predicted values of the model and the measured discharges (targets). The accuracy of the proposed method is tested using hourly actual load values for the years 1988-2006. The forecasting results are obtained for the proposed model variations and different years in terms of mean absolute percentage Error (MAPE) and correlation coefficient (R), whose definitions are given in (1) and (2), respectively. Overall, the model responses are more precise if MAPE and R are found to be close to 0 and 1, respectively. (2) where: N = Number of observations
Each model will be checked by two types of error to guarantee the maximum accuracy and to ensure that the forecasted load is near as possible to the actual load. This will add more complications to the problem but in the same time it adds more guarantee for the forecasting accuracy. Table II 
VI. ELECTRIC LOAD FORECASTING
One of the primary tasks of an electric utility is to accurately predict load requirements at all times. Results obtained from load forecasting process are used in planning and operation.
Neural Network can learn to approximate any function just by using example data that is representative of the desired task. They are model free estimators, which are capable of solving complex problem based on the presentation of a large number of training data. Neural Networks estimate a function without mathematical description of how the outputs functionally depend on the inputs. They represent a good approach that is potentially robust and fault tolerant. In this work, an electric forecasting method based on neural network integrated with simple linear regression model was implemented using MATLAB. The system performs better results than some other systems. The accuracy can further be improved if we take more than one factor (calendar, temperature, humidity and random factors) as input, which is large enough to incorporate all the effects which can be quantified.
