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Abstract—Automating the solutions of multiple network informa-
tion theory problems, stretching from fundamental concerns such
as determining all information inequalities and the limitations of
linear codes, to applied ones such as designing coded networks,
distributed storage systems, and caching systems, can be posed
as polyhedral projections. These problems are demonstrated to
exhibit multiple types of polyhedral symmetries. It is shown how
these symmetries can be exploited to reduce the complexity of
solving these problems through polyhedral projection.
I. INTRODUCTION
Converse proofs in network information theory consist of
sequences of inequalities derived by applying fundamental
laws, such as the positivity of conditional entropy, mutual
information, and conditional mutual information, as well as
problem constraints, including any specified independences
and Markov chains created from encoding and decoding con-
straints [3], [4]. The aim of these sequences of inequalities is
to obtain regions that interrelate exclusively those quantities of
interest, typically including various encoding rates and fidelity
criteria for lossy or lossless reproduction. While intermediate
rate region expressions presented in theorems often involve
auxiliary random variables, not explicitly included in the
problem, whose distributions are left free other than to obey
a certain series of constraints, the region of interest is only
ultimately obtained after optimization over the distribution
of these auxiliaries [5], yielding an ultimate region relating
exclusively the quantities of interest.
It remains relatively uncommon to recognize proving a
converse or outer bound in network information theory as
a polyhedral projection, yet this process is indeed mathe-
matically equivalent to polyhedral projection. This fact has
been made clearest in the context of network coding (broadly
defined) problems [3], including determining the capacity
regions for multi-source network coding [6], as well as storage
repair tradeoffs for distributed storage systems with exact
repair [7], and cache size vs. rate during the delivery phase
in coded caching [8]. From a more fundamental standpoint,
proving information inequalities [9], [10], as well as those
inequalities that linear codes must obey [11], [12], have also
been posed in a manner reminiscent of polyhedral projection.
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§II of this paper provides a series of examples demonstrating
of each of these problems can be explicitly formulated as
polyhedral projection problems.
A key benefit of formulating rate region calculation prob-
lems as polyhedral projection problems is that it enables them
to be solved via computer algorithms rather than undergoing
the arduous process of deriving them by hand. In §II we draw
a significant distinction between verification, which, given a
putative inequality among the quantities of interest, provides
a sequence of inequalities deriving it, and that of exhaustive
generation which determines a minimal set of all inequalities
relating exclusively the quantities of interest. We review that
verification can be posed as a linear program, while generation
is posed as a polyhedral projection. Prior computational toolk-
its for information theory such as the information theoretic
inequality prover (ITIP) [13], xITIP [14], and miniITIP [15]
have aimed at verification, while the toolkit accompanying this
manuscript, the information theoretic converse prover ITCP
performs exhaustive generation by implementing the highly
efficient form of polyhedral projection described within.
From a computational perspective, proving converses in
network information theory via polyhedral projection is only
feasible for relatively small problems, as the common formu-
lation involves a projecting a polyhedron with a number of
indeterminates that is exponential in the number of sources
and messages. This implies that in order to push computer
derived proofs in network information theory as far and to as
large problems as possible, the polyhedral projection algorithm
should be designed to reduce the complexity of the projection
process as much as possible. An important first step in this
direction, noted by other authors [16], [17] in the particular
context of deriving non-Shannon information inequalities, is
to utilize methods such as the Convex Hull Method [18], [19]
or Benson’s algorithm [17], [20], which work directly in the
projection space by solving carefully designed linear programs
over the polyhedron to project, rather than Fourier Motzkin
[21], [22] which suffers from substantially higher complexity
owing to its incremental removal of dimensions.
This manuscript focuses on a second key aspect of reducing
the complexity of proving network information theory con-
verses via polyhedral projection: exploiting symmetry. First,
§III reviews several different notions of symmetry for poly-
hedra, then describes their application both the polyhedra to
project, and the resulting answer, for proving each of the types
of information theoretic outer bounds given as examples in
§II. Next, §IV describes three distinct ways known symmetry
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Fig. 1. A general network model A.
groups can be exploited in polyhedral projection, forming a
new algorithm for symmetry exploiting polyhedral projection
symCHM. The complexity reductions of polyhedral projec-
tion afforded by each of these three symmetry techniques is
illustrated and quantified in the context of specific example
network information theory problems from §II. Finally, §VI
describes a software package for the GAP system [23], ITCP
[24], which accompanies the manuscript and implements the
methods described in §IV, providing examples showing how
to utilize it to calculate outer bounds for network information
theory problems. A parallel series of results and algorithms in
a companion manuscript [25], and a second software package,
the information theoretic achievability prover (ITAP) [26] take
up the issue of providing achievability proofs to match the
converse proofs derived via techniques in this manuscript.
Together, ITCP and ITAP have been used to determine the
rate regions of millions of new network information theory
problems [27], [28] and a new theory relating network coding
problems of different sizes has been developed to best har-
ness them to solve network information theory problems of
arbitrary scale [28].
II. CONVERSE PROOFS IN NETWORK INFORMATION
THEORY ARE POLYHEDRAL PROJECTIONS
This section identifies proving converses for a series of
network information theory problems as polyhedral projection.
A. Network Coding Rate Regions
Following [28] which builds upon [6] and [3], a network
coding problem consists of a labeled directed acyclic hyper-
graph (V ,E ) as in Fig. 1, consisting of a set of nodes V
and a set E of directed hyperedges in the form of ordered
pairs e = (v,A ) with v ∈ V and A ⊆ V \ v. The
nodes can be partition into three sets V = S ∪ G ∪ T : the
sources S which have no incoming edges and exactly one
outgoing edge, the intermediate nodes G which have incoming
and outgoing edges, and the sinks T which no outgoing
edges. The outgoing edge from each source node s ∈ S
carries a source random variable Ys with entropy H(Ys). Each
outgoing edge e ∈ E , e = (v,A ) from an intermediate
node v ∈ G carries a message random variable Ue that must
be encoded exclusively from the messages on those edges
In(e) = In(v) = {e′ ∈ E |e′ = (v′,A ′), v ∈ A ′} coming into
v. The sinks are labeled with a demand function β : T → 2S
with β(t), t ∈ T indicating the subset of sources which must
be decodable from the messages on edges In(v) incoming
at t. While this is the most common and straightforward
representation of a network coding problem, it enables a
substantial redundancy and un-necessary components to be
included, and hence [28] presents both a more concise problem
representation and a series of minimality conditions removing
un-necessary components that are extraneous to the model.
Defining Li, i = 1, 3, 4′, 5 as network constraints repre-
senting source independence, coding by intermediate nodes,
edge capacity constraints, and sink nodes decoding constraints
respectively,
L1 = {[hT , rT ]T : hY S = Σs∈S hYs}
L3 = {[hT , rT ]T : hUOut(g)|(Y S∩In(g)∪UEU∩In(g)) = 0, g ∈ G }
L4′ = {[hT , rT ]T : Re ≥ hUe ,∀e ∈ EU}
L5 = {[hT , rT ]T : hY β(t)|U In(t) = 0,∀t ∈ T },
and denoting L13 = L1 ∩L3, L4′5 = L4′ ∩L5 and LA =
L1 ∩ L3 ∩ L4′ ∩ L5, a seminal result of Yan, Yeung, and
Zhang [3], [6] can be translated [29], [30] to the following
theorem.
Theorem 1 ([3], [6]): The rate region of a network A is
expressible as
Rc(A) = Projr,ω(con(Γ
∗
N ∩L13) ∩L4′5), (1)
where con(B) is the conic hull of B, and Projr,ω(B) is the
projection of the set B on the coordinates
[
rT ,ωT
]T
where
r = [Re|e ∈ EU ] and ω = [H(Ys)|s ∈ S ].
This is only an implicit characterization as it involves the
region of entropic vectors Γ∗N [3], which is unknown and even
non-polyhedral [31] for N ≥ 4. However, a key motivation
behind the result is that Γ∗N can be replaced with a polyhedral
outer bound ΓoutN , e.g. the Shannon outer bound [3]
ΓN :=
h ∈ R2N \∅
∣∣∣∣∣∣
hN − hN \{i} ≥ 0
hiK + hjK − hK − hijK ≥ 0
∀i, j ∈ N ∀K ⊆ N \ {i, j}
 ,
obtaining the outer-bound Ro ⊇ Rc via the polyhedral
projection
Ro = Projr,ω
(
ΓoutN ∩LA
)
(2)
It is precisely in this manner that a generating a converse proof
in network coding can be viewed as a process of polyhedral
projection. An explicit polyhedral outer bound (EPOB) to the
network coding rate region is a description of Ro as a series of
inequalities or rays involving exclusively the rate dimensions r
and ω. The resulting converse proofs track which inequalities
and equalities in the parent polyhedron ΓoutN ∩LA which must
be summed to obtain each of the inequalities describing the
projection Ro.
The next example solidifies these concepts.
Example 1 (Network Coding Rate Region): Consider the
network coding problem depicted in Fig. 2, in which a series
of three sources 1, 2, 3 are all made to available to each of
three encoders 4, 5, 6, each of which creates single message
which is then overhead by a subset of decoders, with each
decoder demanding only one of the three sources. This type of
network coding problem with no intermediate nodes is called
3Fig. 2. The IDSC instance A, with 3 source messages labeled 1, 2, 3 and 3
encoders whose output messages are labeled labeled 4, 5, 6. On the extreme
right hand side are 7 decoders, each of which demands a subset of the source
messages.
an independent distributed source coding (IDSC) problem. The
set of constraintsLA for this problem are
h1 + h2 + h3 = h1,2,3, h1,2,3,4,5,6 = h1,2,3
h1,4,5,6 = h4,5,6, h2,4 = h4
h2,5 = h5, h2,6 = h6
h3,4,5 = h4,5, h3,4,6 = h4,6
h3,5,6 = h5,6
(3)
With Γout defined as the intersection of all Shannon-type
information inequalities for 6 discrete random variables, the
associated EPOBRo is given by the following inequalities
ω1 ≥ 0
ω2 ≥ 0
ω3 ≥ 0
ω2 ≤ R4
ω2 ≤ R5
ω2 ≤ R6
2ω2 + ω3 ≤ R4 +R5
2ω2 + ω3 ≤ R4 +R6
2ω2 + ω3 ≤ R5 +R6
2ω1 + 6ω2 + 3ω3 ≤ R4 +R5 +R6
ω1 + 4ω2 + 2ω3 ≤ 2R4 +R5 +R6
ω1 + 4ω2 + 2ω3 ≤ R4 + 2R5 +R6
ω1 + 4ω2 + 2ω3 ≤ R4 +R5 + 2R6
(4)
We will use this problem as a running example throughout
the manuscript to illustrate the concepts, and we will demon-
strate the algorithms we will describe can generate the rate
region description EPOB (4) from the problem description
shown in Fig. 2.
B. Storage Repair Tradeoff in Exact Repair Distributed Stor-
age Systems
Of substantial recent research interest has been the tradeoff
between the amount that can be stored and the amount of infor-
mation that must be transferred to repair a failed disk in certain
coded designs for very large distributed information storage
systems [32]. By drawing graphs with receivers representing
different decoding conditions and different repair conditions
the storage repair tradeoff can be viewed as being derived
from the capacity region of a network coding problem, with
the twist in exact repair that some decoders must reproduce
not original sources, but instead edges in the computations[7].
Nevertheless, utilizing the constraints LA described in the
previous section with the adaptation of reproduction of edges,
and a common rate limitation for edges of the same type
(storage or repair), one can obtain the storage repair tradeoff
as an instance of a polyhedral projection problem [7]. While
must of the research on these problems is typically focussed on
a single source representing all of the information to be stored
and an associated two dimensional tradeoff between storage
and repair, multisource formulations [33], for instance reflect-
ing data with different latency requirements, or heterogenous
storage sizes and repair bandwidths, are possible and can be
derived as polyhedral projections of largely the same form as
(2).
C. Cache Delivery Tradeoff in Coded Caching Systems
A similar variant of network coding problems draws mo-
tivation of the possibility of storing encodings across high
demand content at wireless basestations or receivers during off
peak hours with the goal of reducing traffic on broadcast links
during peak hours. A natural tradeoff studies the size of the
cache and what must be broadcasted under worst case content
demands. By drawing appropriate hypergraphs with different
sources representing different content to request, and different
hyperedges representing cache contents and the broadcasted
common message under different content requests, and with
a common rate limitation for the broadcast messages, and
a separate common rate limitation for the cache messages
[8], it can be seen that these problems fall into the class
of network coding problems described in §II-A. Determining
their tradeoffs can thus be posed as polyhedral projection
problems of the form in (2).
D. Non-Shannon Information Inequalities
The most common way to generate tighter outer bounds
on the entropy region Γ¯∗N for N ≥ 4 is through polyhedral
projection of a constrained Shannon outer bound in a larger
series of variables [16], [10], [34]. Indeed, given a collection
of N random variables in which one wants to derive the
new non-Shannon inequality, one augments them with k
new “constrained” random variables generated according to
a “copy” construction of being independent of some random
variables while having a matching the conditional distribution
with some others [16], [10]. These copy constraints imply
linear equalities between certain subset entropies in all of the
N + k random variables, which are intersected with ΓN+k
or a polyhedral entropy outer bound created in a previous
step in the process. Then the entropies containing any of the
k constrained random variables are dropped via polyhedral
projection. The resulting cone is still an outer bound to
entropy, but can be smaller than the Shannon outer bound.
As such, the process of proving non-Shannon inequalities
itself can be posed as a polyhedral projection in which a
4Shannon outer bound is projected after intersecting it with
linear constraints.
E. Linear Rank Inequalities
Inequalities for the dimensions of Minkowski sums of
subsets of a set of subspaces can be derived through a
similar process of polyhedral projection [35], [36], [12]. These
inequalities reflect extra constraints that the rates and entropies
of messages created through linear network codes must obey
[12], [37]. The most common method utilized to generate
new such inequalities observes that random variables that are
created through linear transformations (over a finite field)
of uniformly distributed random variables (over the same
finite field), must have common information. In particular, if
X and Y are two random variables associated with such a
linear construction, then there exists a random variable Z,
the common information such that H(Z|X) = H(Z|Y ) = 0
and H(Z) = I(X;Y ) [35], [12]. Forcing the existence of
common information restricts the type of distributions that
are possible for X and Y , but these include all X and Y
created through such a linear construction. Thus, one can
obtain outer bounds on the region of entropic vectors (and
hence subspace dimensions) that be be achieved via such linear
transformations from uniforms via the following process. One
again considers N such subspaces, then creates k random
variables representing such common informations. One then
intersects series of inequalities that must be obeyed by such
rank vectors, which for instance include the Shannon type
inequalities ΓN+k, with the equalities (cases of H(Z|X) =
H(Z|Y ) = 0 and H(Z) = I(X;Y )) implied by the def-
inition of the k common informations. Then, one projects
out any dimensions associated with the common information
variables. The resulting polyhedral cones inequalities hold for
any N subspace ranks. This process, together with subspace
constructions achieving each extreme ray, has been utilized
to determine all of the inequalities among subset-sum ranks
of N ≤ 5 subspaces [35], [12], and is at present being used
by several scholars to study the cases N ≥ 6. By putting
them as outer bounds (not for entropy in general, but those
entropies achievable with linear codes) in (2), one can obtain
outer bounds on the region of rates achievable with linear
network codes.
III. POLYHEDRAL SYMMETRIES IN NETWORK
INFORMATION THEORY
Each of the polyhedral bounds to multiterminal information
theory problems obtained through polyhedral projection as
reviewed in §II can exhibit high amounts of symmetry, which
in turn may be exploited to reduce the complexity of obtaining
an explicit polyhedral outer bound. In this section, we first
present in §III-A and §III-B formal definitions for various
notions of symmetry for a polyhedron, and then demonstrate
in §III-C and §III-D how these definitions apply to the types
of polyhedral cones encountered in the network information
theory polyhedral projection problems detailed in §II.
A. Related Concepts from Polyhedra
Polyhedra have several important cascading notions of sym-
metry formalized through groups. To properly define these
groups, notation for several important concepts in polyhedra
must be fixed. A polyhedron is typically expressed as the set
of solutions to a system of linear inequalities
P =
{
x ∈ Rd|A′x ≥ b′} (5)
for some A′ ∈ RM×d and b′ ∈ RM . When working
computationally with polyhedra, it is common to consider
exclusively polyhedral cones, for which b′ = 0, as when b′
is non-zero we can pass to the homogenization
homog(P) =
{[
x0
x
]
∈ Rd+1 |−x0b′ + Ax′ ≥ 0
}
(6)
which is a polyhedral cone of one higher dimension.
A faceF of a polyhedral cone C is a convex subsetF ⊂ C
such that any line segment in C with a relative interior point
in F must also have both of its end points in F [38]. A
polyhedral cone C is said to be pointed if it contains no lines,
and the discussion for the remainder of the manuscript refers
to pointed polyhedral cones.
A face of a pointed polyhedral cone that is one dimensional
is called an extreme ray R of the cone, and can be represented
with a vector v as R = {γv|γ ≥ 0}. Pointed polyhedral
cones have a finite number of such extreme rays, and thus
in addition to being represented as the set of solutions to a
finite homogeneous system of linear inequalities
C =
{
x ∈ Rd |Ax ≥ 0} (7)
with A having linearly independent columns, pointed polyhe-
dral cones can also be represented as the conic hull of a finite
set V containing representatives of the set of their extreme
rays T
C = conic(T ) =
{∑
v∈V
γvv |γv ≥ 0 ∀v ∈ V
}
. (8)
The matrix representatives A for the inequalities and V =
[v|v ∈ V ]T for the extreme rays are thus known as a double
descriptions pair. Likewise, each higher dimensional face F
of a pointed polyhedral cone C can be represented as the conic
hullF = conic(A ) of a certain subset A ⊆ V of the extreme
ray representatives. The set of faces of the cone form a lattice
via the containment relation called the face lattice[39].
B. Symmetry Groups of Polyhedra
The most expansive and general notion of symmetry for a
polyhedral cone C is the combinatorial symmetry group.
Definition 1 (Combinatorial Symmetry Group): The combi-
natorial symmetry group CSG(C ) of a polyhedral cone is the
subgroup of the symmetric group of order |T | consisting of
those permutations (bijections ψ : T → T ) of the set extreme
rays that leave the face lattice invariant.
In other words, ψ is a combinatorial symmetry if, for any
subset A ⊆ T whose conic hull conic(A ) is a face of C ,
ψ(A ) = {ψ(R)|R ∈ A } is also a face of C .
5While the combinatorial symmetry group is the most general
notion of symmetry of a polyhedral cone, since it is repre-
sented as a subgroup of the symmetric group of order |T |, for
cones even of moderate size, it rapidly becomes infeasible to
represent, determine, and work with. Hence, one often narrows
scope to the affine symmetry group.
Definition 2 (Affine Symmetry Group): The affine symmetry
group ASG consists of only those combinatorial symmetries ψ
which can be represented as resulting from an invertible linear
transformation from the general linear group Aψ ∈ GL, in the
sense that for each extreme rayR ∈ T , ψ(R) = AψR.
A further subgroup of the affine symmetry group is the
restricted affine symmetry group RSG, can be defined after
selecting a series of extreme ray representatives V , and re-
placing each extreme ray R = {γv|γ ≥ 0} with its particular
selected representative v, effectively selecting a scale for this
representative.
Definition 3 (Restricted Symmetry Group): The restricted
symmetries of a polyhedral cone C with selected extreme ray
representatives V are then those bijections ψ : V → V for
whom there exists a Aψ ∈ GL such that ψ(v) = Aψv.
It is important to note that the same polyhedral cone can
thus have multiple restricted symmetry groups via the selection
of difficult scalings for the representatives of the extreme rays.
A final, smallest symmetry group for a polyhedron, are the
coordinate permutation symmetries.
Definition 4 (Coordinate Permutation Symmetries): The co-
ordinate permutation symmetry group PSG(C ) of a polyhedral
cone, are those affine symmetries ψ(R) = AψR which can be
represented by permutation matrices, so that the columns of Aψ
are the columns of the identity matrix.
C. Polyhedral Symmetry Groups and the Entropy Region
To illustrate these ideas and definitions in an information
theoretic context, in this section we will consider a sequence
of examples concerning the entropy cone Γ¯∗N and its outer
bound, the Shannon outer bound ΓN .
Let’s begin by considering the case of the entropy region
for two variables Γ∗2 = Γ2. This three dimensional polyhedral
cone can be described by three inequalities
Γ∗2 =

 h1h2
h12
 ∣∣∣∣∣∣
h12 − h1 ≥ 0
h12 − h2 ≥ 0
h1 + h2 − h12 ≥ 0
 (9)
and also can be represented as the conic hull of three extreme
rays
Γ∗2 =

 10
1
 ,
 01
1
 ,
 11
1
 (10)
Each subset of two of these three extreme rays forms a
two dimensional face, so any permutation of the three rays
leaves the face lattice invariant, implying that CSG(Γ∗2) = S3,
the symmetric group of order three. As there are an equal
number of rays as there are dimensions, each of the six
ray permutations in S3 is representable as an invertible ma-
trix transformation, and so the affine symmetry group and
restricted affine symmetry group match the combinatorial
symmetry group RSG(Γ∗2) = ASG(Γ
∗
2) = CSG(Γ
∗
2). The
coordinate permutation group, however is a strict subgroup
of order 2, which can be viewed as PSG(Γ2) = S2, as it
contains only the identity and the permutation swapping the
coordinates h1 and h2 and leaving h12 fixed.
Moving on to Γ3 = Γ¯∗3, we have the inequalities
Γ¯∗3 =


h1
h2
h12
h3
h13
h23
h123

∈ R7
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−h12 + h123 ≥ 0
−h13 + h123 ≥ 0
h23 − h123 ≥ 0
h1 + h2 − h12 ≥ 0
h1 + h3 − h13 ≥ 0
h2 + h3 − h23 ≥ 0
−h1 + h12 + h13 − h123 ≥ 0
−h2 + h12 + h23 − h123 ≥ 0
−h3 + h13 + h23 − h123 ≥ 0

The extreme ray representation Γ¯∗3 = conic(V ) is
V :=


0
1
1
1
1
1
1

,

1
0
1
1
1
1
1

,

1
1
1
1
1
1
1

,

0
1
1
0
0
1
1

,

1
0
1
0
1
0
1

,

0
0
0
1
1
1
1

,

1
1
1
0
1
1
1

,

1
1
2
1
2
2
2


(11)
where we will denote in the same order V :=
{v1,v2, . . . ,v8}. In addition to the 8 one dimensional faces
formed by these rays, and the 1 seven dimensional face
formed by all of Γ¯∗3 itself, some computation finds 166 other
faces, comprised of the numbers of faces of dimensions as
indicated in Table I. Finding the subgroup of S8 that fixes
these faces using GAP, we find the combinatorial symmetry
group CSG(Γ¯∗3) includes 72 permutations generated by the
following 5 permutations: swapping v1 with v2, swapping v1
with R7, swapping v5 with v6, swapping v4 with v5, and
swapping v3 with v8.
In fact, each of the generators for the combinatorial sym-
metry group is expressible with an invertible linear trans-
formation among the extreme ray representatives depicted
in (11), which proves that the group of restricted symme-
tries is in this instance again equivalent to the group of
combinatorial symmetries. Indeed, swapping v1 with v2 and
leaving the other rays fixed can be achieved by transforming
h1 7→ h2 + h13 − h23 = H(1|3) + I(2; 3) and h2 7→
h1 + h23 − h13 = H(2|3) + I(1; 3) and leaving all other
coordinates unchanged. Similarly, swapping v1 with v7 and
leaving the other rays fixed can be achieved by transforming
h1 → h3 + h12 − h23 = H(1|2) + I(2; 3).
Thus, for Γ3 = Γ¯∗3, like Γ2 = Γ
∗
2, the CSG(Γ¯
∗
3) =
ASG(Γ∗3) = RSG(Γ
∗
3)
The coordinate permutation group PSG(Γ3) = S3, as it
contains only the identity and the permutation swapping the
coordinates h1 and h2 and leaving h12 fixed.
Moving on to Γ4 ) Γ¯∗4. In general, the Shannon outer bound
ΓN is defined via the
(
N
2
)
2N−2 + N elemental inequalities
H(Xi|XN \{i}) ≥ 0, i ∈ N and I(Xi;Xj |XK ) ≥ 0, i, j ∈
61 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Γ2 3 3 1
Γ3 8 27 49 51 30 9 1
Γ4 41 510 3246 12654 32957 60130 78868 75241 52232 26112 9189 2188 330 28 1
TABLE I
NUMBERS OF FACES OF EACH DIMENSION FOR THE FIRST FEW SHANNON OUTER BOUNDS.
N , K ⊆ N \ {i, j}, i 6= j with N = {1, . . . , N}. At
N = 4, there are thus 28 such inequalities, and the cone
has 41 extreme rays [35], while tedious computation finds the
number of faces of each dimension summarized in Table I.
The combinatorial symmetry group CSG(Γ4) is a subgroup of
S28 which fixes this set of faces. Calculating such a stabilizer
subgroup through ordinary routines is daunting for such a large
group, so finding the generators and cardinality of CSG(ΓN )
for N ≥ 4 via a generic such approach appears a daunting task.
However, by leveraging the software sympol [40] or the GAP
package polyhedral [41], determining the affine symmetry
group ASG(Γ4) and restricted affine symmetry group RSG(Γ4)
is possible. By performing this calculation, and a similar one
for ASG(Γ5),ASG(Γ6),ASG(Γ7), and studying the structure
of these groups with GAP, the following observation can be
deduced.
Theorem 2 (Affine Symmetries of the Shannon Outer Bound):
For N ∈ {3, 4, 5, 6, 7} the affine symmetry group of the
Shannon outer bound, ASG(ΓN ) = RSG(ΓN ) is isomorphic
to C2 × SN × SN , the direct product between the cyclic
group of order 2, the symmetric group of order N , and the
symmetric group of order N . The normal subgroup isomorphic
to C2 fixes each of the elemental inequalities of the form
H(Xi|XN \i) ≥ 0, while swapping I(Xi;Xj |XK ) ≥ 0
with I(Xi;Xj |X(K ∪{i,j})c) ≥ 0 for each i, j ∈ N , i 6= j
and K ⊆ N \ {i, j}. One normal subgroup isomorphic to
SN permutes the elemental inequalities H(Xi|XN \i) ≥ 0 to
H(Xpi(i)|XN \{pi(i)}) for each pi ∈ SN while leaving all of the
other elemental inequalities of the form I(Xi;Xj |XK ) ≥ 0
fixed. A second normal subgroup leaves each of the elemental
inequalities of the form H(Xi|XN \i) ≥ 0 fixed while permut-
ing I(Xi;Xj |XK ) ≥ 0 to I(Xpi(i);Xpi(j)|Xpi(K )) ≥ 0 for
each pi ∈ SN . Accordingly |ASG(ΓN )| = 2(N !)2.
As the coordinate permutation symmetry group PSG(ΓN ) =
SN is created by random variable permutations, it is clear
that the number of affine symmetries of the entropy region
is double the square of the number of coordinate permutation
symmetries, and is hence far larger.
D. Polyhedral Symmetries in Multiterminal Converse Proofs
When proving a converse via polyhedral projection for the
types of network information theory problems summarized in
§II, in addition to the symmetries of the entropy cone and
its outer bound, the symmetries of the network information
theory problem play a role. In this section, we describe some
of these problem symmetries in the context of the type of
general network coding problems as described in §II-A and
encapsulated in (2), as each of the remaining types of problems
described in the remaining subsections of §II each have the
same form as (2).
In a polyhedral projection problem, there are two polyhedra:
the parent polyhedron and the polyhedron resulting from the
projection, and both of these can exhibit polyhedral symme-
tries. We will observe that both of these types of symmetries
can aid in reducing the complexity of computing an explicit
rate region. For projections of the form (2), one can deduce
some of the symmetries of the parent polyhedron by restricting
the symmetries of the selected outer bound to entropy ΓoN to
those that fix the set of linear constraints LA, as summarized
in the following lemma.
Lemma 1 (Computing Some Network Coding Symmetries):
Subgroups of the symmetries of the parent polyhedron ΓoN∩LA
in (2) can be determined as follows
ASG(ΓoN ∩LA) ≥ Stabilizer(ASG(ΓoN ),LA) (12)
RSG(ΓoN ∩LA) ≥ Stabilizer(RSG(ΓoN ),LA) (13)
PSG(ΓoN ∩LA) ≥ Stabilizer(PSG(ΓoN ),LA) (14)
where Stabilizer determines the stabilizer subgroup of the first
argument that fixes the second argument, and the groups act on
the set of constraints LA in the natural way (multiplication of
each inequality by an invertible matrix for ASG and RSG and
permutation of random variable labels for PSG).
However, as the following example shows, because they
remove both dimensions and inequalities rendered redundant,
the equalities in the problem constraints LA can in fact yield
symmetries beyond those among those of ΓoN , as they remove
some of these inequalities, enabling a larger group.
Example 2 (Network Coding Constraint Symmetry): Substi-
tuting the equalities (3) associated with the constraints for the
network coding problem of Example 1 depicted in Fig. 2 into
the inequalities describing the entropy cone Γ6, one obtains a
cone with 264 inequalities, of which 167 can be removed as
being redundant after substitution of the equalities (3), leaving
a cone with 79 inequalities and 54 dimensions associated with
the subset entropies remaining after the substitutions from (3).
Calculating this cone’s restricted symmetry group with the GAP
package polyhedral [41], one finds that RSG(ΓN ∩ LA) is a
group with 20 generators and |RSG(ΓN ∩LA)| is 358,318,080.
Recalling that |RSG(Γ6)| = 2(6!)2 = 1, 036, 800 it is easily
discerned that the substitution of the equalities have removed
so many inequalities that |RSG(ΓN ∩ LA)| is far larger than
Stabilizer(RSG(ΓoN ),LA).
Nonetheless, when the polyhedral cone ΓN ∩LA becomes
too high dimensional to be amenable to direct computation of
symmetry groups, Lem. 1 can be used to infer some polyhedral
symmetries implied by the problem. With respect to sets of
linear constraintsLA arising from network coding problems in
particular Stabilizer(PSG(ΓoN ),LA) is known as the network
symmetry group [28].
7Definition 5 (Network Symmetry Group): The network sym-
metry group of a network coding rate region problem of the
form described in §II-A, is the subgroup of random variable
permutations SN that fixes the constraint setLA setwise.
A key benefit of the network symmetry group for network
coding rate region problems is that it also forms at least a
subgroup of the coordinate symmetry group of the projected
rate region PSG(Ro). Indeed, permuting the network coding
source and edge rates with the same permutation as their
associated random variables leaves the rate region fixed.
Example 3 (Network Coding Rate Region Symmetry): The
network symmetry group for the problem from Example 1
depicted in Fig. 2 is the subgroup of random variable label
permutations S6 that fixes the constraints depicted in (3). As
will be shown with another example in §VI, the GAP package
ITCP provided along with the manuscript can calculate this
network symmetry group as 〈(5, 6), (4, 5)〉, which is a group of
order 6 whose generators swap encoders 5 and 6, and encoders
4, 5 independently. Observe that Ro in (4) is fixed under this
group, and hence it is a symmetry of both Ro and the parent
polyhedron. While this group is tiny relative to the restricted
symmetry group for this problem uncovered in Example 2, even
it is already sufficient to demonstrate a substantial reduction in
the computational complexity of polyhedral projection in the
coming sections.
IV. POLYHEDRAL PROJECTION WITH CHM
With the notions of polyhedral symmetries described in
§III-B, and the demonstration of their substantial size and non-
triviality in network information theory problems provided
by the examples in §III-C and §III-D, we are ready to turn
to the subject of how to exploit symmetry when performing
polyhedral projection to determine network information theory
rate region as described in §II.
The symmetry exploiting polyhedral projection algorithm
we will describe builds upon the convex hull method [18] for
projecting polytopes (bounded polyhedra). As such, we will
first review the operation of the convex hull method in this
section. Thereafter, in §V we will detail three different ways
that known symmetry groups can be exploited to reduce the
complexity of the convex hull method, yielding together a new
algorithm symChm.
A. Review: The Convex Hull Method
Denote by projk(P) the projection of a polyhedron P ⊆
Rd onto its first k dimensions
projk(P) ,
{
x ∈ Rk ∣∣∃y ∈ Rd−k s.t. (x,y) ∈P } (15)
CHM [18] is an algorithm to project polytopes by building
successively better inner bounds to the projected polytope
projk(P) via the solution of carefully selected linear programs
overP . The pseudocode for our implementation [19] of CHM
is listed as algorithm 1. Note that we assume that the input
polyhedron P is bounded and full-dimensional, so that the
dimension of its affine hull is d. Tests for full-dimensionality
and methods for the elimination of any redundant variables
Input: Polyhedron P and k, the dimension of projection
Output: Vertex-facet set pair (V,H) of projk(P)
(V,H)← initialhull(P, k)
while ∃{hx ≥ b} ∈ H s.t. isterminal(P,h,b) = 0 do
v← extremepoint(P,h)
H ← updatehull(v, V,H)
V ← V ∪ v
end
return (V,H)
Algorithm 1: Convex Hull Method
Input: Polyhedron P and k, the dimension of projection
Output: (V,H) corresponding to initial hull of projection
V ← φ
p1 ← extremepoint(P, [1, 0, . . . 0]1×k)
p2 ← extremepoint(P, [−1, 0, . . . 0]1×k)
V ← V ∪ {p1,p2}
h← hyperplane(V )
i← 3
while i ≤ k do
pi ← extremepoint(P,h)
V ← V ∪ {pi}
h←hyperplane(V )
i← i+ 1
end
H ← facets(V )
return (V,H)
Procedure initialhull(P, k)
and inequalities of the input can be be implemented based on
the guidelines in [42]. The algorithm relies on the fact that,
if c ∈ Rk, then a point on the boundary of projk(P) that
attains the solution to the linear program with cost vector c
over projk(P), can be found by projecting the extreme point
in P attaining the solution of the linear program with cost
vector [cT ,0Td−k]
T over P , so that
min
x∈projkP
cTx = min
y∈P
[cT ,0Td−k]x, and, (16)
arg min
x∈projkP
cTx = projk
(
arg min
y∈P
[cT ,0Td−k]x
)
.(17)
Furthermore, any extreme point of projk(P) can be described
as a projection of some extreme point of P , meaning that
finding all extreme points of projk(P) is simply a matter of
solving a series of linear programs over P and projecting the
point attaining the optimum solution.
Input: Set of vertices V and corresponding set of
inequalities H , new vertex v
Output: Set of inequalities H ′ corresponding to
V ′ = V ∪ {v}
C ← homog(H)◦
{r1, ..., rt} ← DDiteration(C , {[1 v1, . . . , vd]y ≤ 0})
H ′ ← {ineq(r1), . . . , ineq(rt)}
return H ′
Procedure updatehull(v, V,H)
8B. Boundedness Transformation
Note that CHM is made to project polytopes, but when
calculating the bounds on network coding rate regions and
performing the other types of network information theory cal-
culations described in §II, we will be interested in projecting
pointed polyhedral cones in Rd≥0, as all linear information
inequalities are homogeneous inequalities while constraints
arising from a network coding instance are homogeneous
equations. Fortunately, an unbounded polyhedron C can be
transformed to create a polytopeB(C ) such that the projection
of the unbounded polyhedron C can be obtained from projec-
tion of B(C). While there are several such transformations,
including the one in [18], we describe a transformation that
is more efficient in terms of dimension of B(C ) (=d). For an
arbitrary polyhedron in P ⊆ Rd≥0, one can apply the trans-
formations described in this section to homog(P) ⊆ Rd+1≥0 .
Let Hx ≥ 0 be the inequality description associated with
a polyhedral cone C . This cone can be transformed into a
polytope C ′ = {x ∈ Rd≥0|Hx ≥ 0 ∧ (1Tk ,0td−k)x ≤ 1}.
Lemma 2: The inequality representation of projk(C ′) is equal
to the inequality description of projk(C ) plus the additional
inequality 1Tk x1:k ≤ 1.
Proof: The inequalities in the inequality representation of
projk(C ) must be the only homogeneous inequalities in the
representation of C ′, as adding a non-homogeneous inequality
[1Tk ,0
t
d−k]x ≤ 1 to C cannot affect their minimality. Next,
we must show that 1Tk x1:k ≤ 1 is the only non-homogeneous
inequality that is non-redundant for projk(C
′). Assuming the
contrary, there must be an inequality aTx1:k ≤ b that is
also non-redundant for projk(C
′). Every inequality bound-
ing projk(C
′) can be obtained as a conic combination of
inequalities in the inequality representation of C ′. Hence,
(b,aT ) = λH + λ0(1,1
T
k ), where λ is a non-negative real
vector and λ0 is a non-negative real number. Furthermore,
since (1Tk ,0
t
d−k)x ≤ 1 is the only non-homogeneous in-
equality in the inequality representation of C ′, λ0 6= 0. Now,
λH ≥ 0 is a homogeneous inequality satisfied by projection,
and hence can be written as a conic combination of non-
redundant homogeneous inequalities in the inequality repre-
sentation of projk(C
′). This means, aTx ≤ b can be written
as a conic combination of inequalities bounding projk(C )
and 1Tk x1:k ≤ 1, contradicting our assumption that it is non-
redundant w.r.t. projk(C
′). 
Using lemma 2, given the inequality description of
projk(C
′), we can obtain the inequality representation of
projk(C ) by simply deleting the only non-homogeneous in-
equality present in the representation.
Example 4 (Boundedness Transformation for Ex. 1): In con-
text of the IDSC instance in Fig. 2, the bounding inequality is
of the form
ω1 + ω2 + ω3 +R4 +R5 +R6 ≤ 1. (18)
C. Convex Hull Method: low-level details
The first step in CHM, encapsulated in procedure initialhull,
is the construction of an inner bound to projk(P), which
is the convex hull of d + 1 points on the boundary of
projk(P), that is itself full-dimensional. In order to obtain
the initial inner bound for the process, we first obtain two
boundary points of projkP by solving two linear programs,
miny∈P [−1,0Td−1]y and miny∈P [1,0Td−1]y. We then select
the normal vector c of any hyperplane containing these
points (proc. hyperplane), and new boundary points of the
projection are obtained as projk arg miny∈P [c,0d−k]y and
projk arg miny∈P [−c,0d−k]y. This process of finding a hy-
perplane containing all previously known boundary points and
finding new boundary points is repeated until we obtain k+ 1
boundary points of the projection that give a full dimensional
initial inner bound of the projection (in other words, until we
obtain k+1 convex-independent boundary points in Rk). This
process needs to be repeated at most k+1 times, owing to the
full-dimensionality of P . Given the set V containing k + 1
boundary points of the projection forming a full-dimensional
inner bound, computing the associated inequality description
conv(V ) corresponds to a k+1×k+1 matrix inversion (proc.
facets). This gives us a double description pair of the first full
dimensional inner bound of the projection.
Example 5 (Initial Hull for Ex. 1): We now describe the
construction of initial hull in the context of IDSC instance in
Fig. 2, which in this case is the polytope B1 , conv({vi|i ∈
{1, . . . , 7}}). The vertices of B1 are obtained by solving a
series of linear programs with carefully chosen objective func-
tions. The summary of the initialhull(·) procedure can be found
in table II. The first and second Linear programs have objective
functions ω1 and −ω1 respectively. At any later step i > 2,
the normal vector (denoted as h in initialhull(·) line 2) of any
of the several hyperplanes containing vertices v1, . . . ,vi−1 is
computed using procedure hyperplane(·). The objective func-
tion is then h itself or its negation−h. The assumption, that the
projection polytope is full-dimensional, implies that at least one
of these two linear programs must yield a vertex that is convex
independent w.r.t. the vertices found so far. Once, we have
found k + 1 = 7 convex independent vertices, the inequality
description of the convex hull of v1, . . . ,v7 is obtained using
the facets(·) procedure (line 2 of initialhull(·)). Internally, the
procedure facets(·) constructs the inequality description by in-
verting the matrixA1 associated with the inequality description
of the cone P1 , C (B1)◦. The inequality description of P1
isP1(A1,0) where,
A1 ,

−1 − 12 0 0 0 − 12 0−1 0 0 0 0 0 0
−1 − 12 0 0 0 0 − 12−1 0 0 0 0 −1 0
−1 0 − 14 0 − 14 − 14 − 14−1 0 0 0 −1 0 0
−1 0 0 − 25 15 15 15

(19)
The extreme rays ofP1, obtained by computingA−11 , are given
9by the columns of matrix Y where,
Y ,

0 1 0 0 0 0 0
1 −1 0 −1 0 0 0
1 −1 −1 −2 1 −1 0
1
2 −1 − 12 −1 0 − 12 2
0 −1 0 0 0 1 0
0 −1 0 1 0 0 0
−1 −1 1 1 0 0 0

(20)
The inequality description of B1 can be then obtained by
reading off the columns of matrix Y as,
2R6 ≤ 2ω1 + 2ω2 + ω3 (h1)
ω1 + ω2 + ω3 +R4 +R5 +R6 ≤ 1 (h2)
2ω2 + ω3 ≤ 2R6 (h3)
ω1 + 2ω2 + ω3 ≤ R5 +R6 (h4)
−ω2 ≤ 0 (h5)
2ω2 + ω3 ≤ 2R4 (h6)
−ω3 ≤ 0 (h7)
(21)
Once the initial hull is computed, at each stage of the CHM
algorithm, a DD pair is maintained for the current inner bound
to projkP . Each inequality in the inequality description of
the inner bound carries with it a label, indicating whether or
not it is terminal or non-terminal. The initial inner bound has
all of its inequalities labelled as non-terminal. A non-terminal
inequality cTx ≥ b is then selected (proc. isterminal), and
the linear program minx∈P [cT0Td−k]x is solved over the high
dimensional polyhedron. If the solution obtained is b, the in-
equality is marked as terminal. Otherwise, the extreme point of
P , obtained in the process, i.e. v = arg minx∈P [cT0Td−k]x
attaining the solution is projected to get a new boundary point
projkv of projkP . The procedure extremepoint(P, c) thus
returns projk
(
arg miny∈P [cT ,0Td−k]x
)
. The DD pair of the
inner bound is then updated (proc. updatehull) by adding the
new boundary point, viewing it as a new inequality in the
polar cone, via a single DD algorithm update step [43] (proc.
DDiteration), and any new inequalities thus introduced are
marked as non-terminal. In this double description iteration,
the new extreme point (ray of homogenization) is viewed as a
new inequality for the polar of this homogenization, and the
resulting new extreme rays are, by passing again back through
the polar, are thus directly interpreted (by procedure ineq) as
new inequalities of the inner bound created by adding this ray.
Finally, a new non-terminal facet is selected and the process
is repeated until all of the facets are labelled as terminal, at
which point the inner bound has been proven equal to projkP .
To illustrate these remaining iterations of CHM after the
initial hull is computed, the next example provides a summary
of the remaining iterations for the case of the running example.
Example 6 (CHM for Ex. 1): Table III gives a summary of all
linear programs solved, new vertices revealed, and non-facets
revealed after initial hull is computed in the context of IDSC
instance in Fig. 2.
These remaining iterations also make use of the
updatehull(·) procedure, involving a double description set,
and the next example demonstrate how this procedure works
for the first update after the initial hull for Example 1.
Example 7 (updatehull immediately after initialhull, Ex. 1):
The input to the updatehull(·) procedure is the inequalities (see
(21)) and vertices (see table II) ofB1, along with the newly re-
vealed vertex v8. Since v8 was obtained as the optimum vertex
of the linear program with cost function−2ω1−2ω2−ω3+2R6,
it violates inequality h1. In this case, it is the only inequality
in the inequality description of B1 violated by v8. Thus, the
inequality description of B2 , conv({vi|i ∈ {1, . . . , 8}})
must contain all inequalities in the inequality description ofB1
except h1. As for the new inequalities that hold for B2, the
original CHM algorithm proposed by Lassez et. al. would resort
to a combinatorial search, where the search space would be all
6-subsets of {vi|i ∈ {1, . . . , 8}}, any of which define a unique
supporting halfspace for B2, provided it contains v8 . The
authors’ implementation of CHM, instead reduces the problem
of updating B1 with v8 to that of intersecting C (B1)◦ with
a halfspace obtained by putting v8 through homogenization
and polar transformation. To avoid confusion, we present a
description of this procedure, in the context of B1 itself, as
opposed to C (B1)◦ (which can be thought of as primal vs dual
interpretations of the same procedure, with duality in question
being the polar duality).
In general, let J+ and J− be the sets of inequalities that
strictly satisfy and violate the newly revealed vertex respec-
tively. The main lemma of the double description method (see
[43], lemma 3) dictates that it suffices to consider conic combi-
nations of pairs of inequalities in J+×J− to construct the new
inequalities of the inequality description of the augmented inner
bound. Fig. 4 describes the incidence relationships between
newly revealed vertex v8 and the facets of B1. In this case,
J+ = {h1} and J− = {h3,h4}. Furthermore, the strength-
ened main lemma of the double description method (see [43],
lemma 8), shows that it suffices to restrict attention to the pairs
(hi,hj) ∈ J+×J− that are adjacent i.e. the intersection of the
associated facets have dimension k−2 where k is the dimension
of the polytope in question. Fukuda et al. [43] also provide
simple tests of adjacency, and a technique for computing conic
combination coefficients to be used to combine the inequalities,
which we omit for the sake of conciseness. In our example,
every pair of inequalities in J+ × J− is adjacent, and they can
be combined as follows to obtain new inequalities h9 and h10.
−2ω1−2ω2 −ω3 +R6 ≤ 0(h1)
+2ω2 +ω3 −R6 ≤ 0(h3)
−2ω1 ≤ 0(h9)
(22)
−2ω1 − 2ω2 −ω3 +R6 ≤ 0 (h1)
+ω1 + 2ω2 +ω3 −R5 −R6 ≤ 0 (h4)
ω2 +
1
2
ω3 −R5 ≤ 0 (h10)
(23)
In addition to adding these new inequalities, the routine up-
datehull, updates the vertex facet incidence relationships for
the new inner boundB2, to those shown in Fig. 5.
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LP objective function new vertex homogenized vertex
1 ω1 v1 = ( 12 , 0, 0, 0,
1
2
, 0) r1 = (
1
2
, 0, 0, 0, 1
2
, 0)
2 −ω1 v2 = (0, 0, 0, 0, 0, 0) r2 = (0, 0, 0, 0, 0, 0)
3 ω1 −R2 v3 = ( 12 , 0, 0, 0, 0, 12 ) r3 = ( 12 , 0, 0, 0, 0, 12 )
4 −ω1 + R2 v4 = (0, 0, 0, 0, 1, 0) r4 = (0, 0, 0, 0, 1, 0)
5 ω2 v5 = (0, 14 , 0,
1
4
, 1
4
, 1
4
) r5 = (0,
1
4
, 0, 1
4
, 1
4
, 1
4
)
6 −ω2 − −
7 ω2 −R1 − −
8 −ω2 + R1 v6 = (0, 0, 0, 1, 0, 0) r6 = (0, 0, 0, 1, 0, 0)
9 ω3 v7 = (0, 0, 25 ,
1
5
, 1
5
, 1
5
) r7 = (0, 0,
2
5
, 1
5
, 1
5
, 1
5
)
TABLE II
SUMMARY OF THE LINEAR PROGRAMS SOLVED DURING THE INITIALHULL(·) PROCEDURE IN CHM.
LP objective function (facet) new vertex non-facets new facets
10 −2ω1 − 2ω2 − ω3 + 2R6 (h1) v8 = (0, 0, 0, 0, 0, 1) h1
−ω1 ≤ 0 (h9)
2ω2 + ω3 ≤ 2R5 (h10)
11 2ω2 + ω3 − 2R6 (h3) v9 = (0, 0, 13 , 13 , 13 , 0) h3
ω2 ≤ R6 (h11)
2ω2 + ω3 ≤ R4 + R6 (h12)
12 2ω2 + ω3 − 2R4 (h6) v10 = (0, 0, 13 , 0, 13 , 13 ) h6
ω2 ≤ R4 (h13)
2ω2 + ω3 ≤ R4 + R5 (h14)
ω1 + 4ω2 + 2ω2 ≤ 2R4 + R5 + R6 (h15)
13 −ω3 (h7) - - -
14 2ω2 + ω3 −R5 (h10) v11 = (0, 0, 13 , 13 , 0, 13 ) h10 ω2 ≤ R5 (h16)
15 ω2 −R5 (h16) - - -
16 2ω2 + ω3 −R4 −R6 (h12) - - -
17 ω3 −R4 (h13) - - -
18 ω1 + 4ω2 + 2ω3 − 2R4 −R5 −R6 (h7) - - -
19 ω1 + 2ω2 + ω3 −R5 −R6 (h4) v12 = ( 12 , 0, 0, 12 , 0, 0) h4
2ω2 + ω3 ≤ R5 + R6 (h17)
2ω1 + 6ω2 + 3ω3 ≤ 2R4 + 2R5 + 2R6 (h18)
ω1 + 4ω2 + 2ω3 ≤ R4 + 2R5 + R6 (h19)
ω1 + 4ω2 + 2ω3 ≤ R4 + R5 + 2R6 (h20)
20 −ω1 (h9) - - -
21 2ω2 + ω3 −R4 −R5 (h14) - - -
22 ω1 + ω2 + ω3 −R4 −R5 −R6 (h2) - - -
23 −ω2 (h16) - - -
24 ω2 −R5 (h16) - - -
25 ω1 + 4ω2 + 2ω3 −R4−R5 − 2R6 (h20) - - -
26 2ω1 + 6ω2 + 3ω3 − 2R4 − 2R5 − 2R6 (h18) - - -
27 2ω2 + ω3 −R5 −R6 (h17) - - -
28 ω1 + 4ω2 + 2ω3− ≤ R4− 2R5 −R6 (h19) - - -
TABLE III
SUMMARY OF THE LINEAR PROGRAMS SOLVED AFTER THE INITIALHULL(·) PROCEDURE IN CHM.
Fig. 3. Complement of the vertex-facet incidence graph of inner bound B1,
produced at the end of procedure initialhull(·). The nodes on top represent
the facets (see (21)), while the nodes at the bottom represent the vertices
of B1 (see table II). The grayed-out vertices lie outside B1, and are yet
undiscovered. The numbers on the edges give the strictness with which an
inequality is satisfied.
D. CHM Complexity: Worst Case and a Series of Examples
In this subsection, we consider a simple family of HMSNC
instances and gauge the practical performance of CHM for
computation of the associated EPOBs, along with a discussion
of worst case complexity of CHM and its various components.
When computing an EPOB for a HMSNC instance with N
random variables, with Γout = ΓN , one starts with the polytope
defined by the inequality representation containing elemental
Shannon-type inequalities [44], network constraints and the
bounding inequality
∑
i∈[k] ωi +
∑
j∈[N ]\[k]Rj ≤ 1. This
polytope is then projected to ω, r coordinates using CHM and
from the resultant inequality representation we simply remove
the bounding inequality, giving us the inequality representation
of the EPOB.
Example 8: U2k networks [45] are a family of matroidal
networks, that can be constructed from uniform matroids of
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Fig. 4. The graph in Fig. 3, superimposed with incidence relationship between
facets h1, . . . ,h7 and the newly revealed vertex v8. The colors red, yellow
and green represent violation, equality, or strict satisfaction of a particular
inequality by v8. The inequalities violated by v8 (h1) are combined with the
inequalities strictly satisfied by v8 (h3,h4) to produce the new inequalities
that hold for the augmented inner bound (h9,h10).
Fig. 5. Complement of the vertex-facet incidence graph of inner bound B2,
produced at the end of procedure updatehull(·) after augmenting B1 with
newly revealed vertex v8.
rank 2 on ground set of size k, using the construction of
Dougherty, Freiling and Zeger[46]. Fig. 6 shows the plot of no.
of linear programs solved by CHM and time taken by CHM
as a function of k, which is the size of a U2k network. The
number of linear programs solved by CHM, which in this case,
is the sum of number of facets and number of vertices of the
EPOB, grows linearly w.r.t. k. On the other hand, the runtime
grows exponentially w.r.t. k. The growth in runtime reflects the
exponential growth in the dimension of the polyhedra being
projected, as the outer bound Γk, which is used to compute
these EPOBs, lives in a 2k − 1 dimensional space.
Now we point out worst case complexities of some of the
building blocks of CHM, which are daunting, in keeping with
the worst case complexities of most polyhedral computation
algorithms. Note that the rate region outer bounds computed
in example 8 are very well-behaved when compared to Mc-
Mullen’s upper bound of O(mb k2 c)[47] on the no. of vertices
of a k dimensional polytope specified by m inequalities,
as are many polyhedra. It is possible, and in fact highly
likely based on experience with examples, that the EPOBs
for HMSNC instances and other network information theory
problems satisfy a tighter worst case bound on the number
of extreme rays when Γout = ΓN . This is related to the
enumeration of extremal polymatroids, i.e. extreme rays of
the cone ΓN , which remains an open problem, although it
is lower bounded by the number of connected matroids [48],
[49], [50], which has been more carefully studied.
Owing the capability to generate severely degenerate poly-
hedra having many bases per extreme point, the simplex
method, which is used in CHM to solve linear programs
exactly by employing rational arithmetic, in worst case com-
3 3.5 4 4.5 5 5.5 6 6.5 7 7.5 80
20
40
60
80
100
120
size of instance
tim
e 
(s
ec
on
ds
) /
 N
o.
 o
f L
Ps
/ N
o.
 o
f f
ac
et
s
 
 
time
No. of LPs
No. of facets
Fig. 6. The runtime, number linear programs solved, and no. of facets of rate
region outer bound, for computing EPOB for a U2k network vs k, the size of
network, with Γout = Γk i.e. the Shannon outer bound.
plexity analysis can require exponentially many pivots in d
for all known pivoting methods. Hence, in the worst case,
assuming that the only points of projection obtained during
the course are the extreme points of the projection, CHM
could solve O(mb k2 c) + m linear programs, one per vertex
and facet of projection, with each having exponential runtime,
given that the projection has m facets. Furthermore, the double
description method, used in CHM to incrementally build the
projection polytopes, does not have an output sensitive time
complexity [51], as it is known to be susceptible to the
insertion order of inequalities. In the case of CHM, this means
that the order in which we find the extreme points of the
projection, greatly affects the number of rays in intermediate
double description pairs. Every iteration of DD method, the
number of extreme rays can get squared, in the worst case.
On the other hand, compared with Fourier-Motzkin, the
most commonly taught method for small polyhedral projec-
tions, CHM can have vastly improved computational com-
plexity. In Fourier-Motzkin, one calculates not only the pro-
jected final polyhedron, but also every intermediate projected
polyhedron of intermediate dimension between that of the
parent polyhedron. These polyhedra of intermediate dimension
typically have far larger numbers of inequalities and extreme
rays than those of the parent or projected polyhedron, hence
for problems such as the network coding rate regions, non-
Shannon inequalities, linear rank inequalities, etc. in which
the number of dimensions being removed is exponential in
the number of dimensions being kept, algorithms such as
CHM which work directly and exclusively in the projected
polyhedron by solving linear programs have substantially
lower complexity than Fourier-Motzkin.
While the worst case analysis of the building blocks of
CHM paints an ominous picture, both simplex method and
double description method have been practically successful in
solving moderate to large problem instances, which is essen-
tially what the authors expect of CHM, and what Ex. 8 and
nearly one million other worked examples [28] demonstrates.
As solving linear programs and computing double descrip-
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tions updates are inherent to algorithms aiming to reduce
complexity relative to Fourier Motzkin by working directly in
the projected space, it is typically in the polyhedral computa-
tion literature to assess their complexity in terms of numbers
of linear programs that must be solved, the dimensions and
numbers of constraining inequalities in these linear programs,
and the number of double descriptions steps that must be
performed [39]. As each step of CHM solves a linear program
which reveals a new extreme point of the projected region,
it is clear that the number of linear programs which must
be solved is equal to the number of extreme points of the
projected region, with each such linear program having a
dimension and number of inequalities consistent with the
parent polyhedron. Similarly, CHM must compute an equal
number of double descriptions steps. Bearing in mind that
solving linear programs with simplex and computing double
descriptions steps can in worst case have high complexity,
but are routinely performed in many contexts, and in fact are
necessary for any projection algorithm working exclusively
in the projection dimensions, in the next section we shift
our attention further reducing the complexity of CHM by
decreasing the number of linear programs, their dimensions,
and double descriptions steps that must be solved.
V. A POLYHEDRAL PROJECTION ALGORITHM THAT
EXPLOITS SYMMETRY
Having assembled the necessary ingredients in previous
sections, in this section we are prepared to present the main
contribution of the manuscript: a polyhedral projection algo-
rithm that can exploit known symmetry groups of the projected
polyhedron and the parent polyhedron, and the demonstration
of its complexity reduction benefits when computing network
information theory rate regions.
The projection algorithm we have created, named symCHM,
whose pseudocode is presented in 2, exploits symmetry to re-
duce the complexity of CHM in three different ways. Addition-
ally, substantial storage/memory reduction is achieved. These
reductions build from symmetry exploiting techniques in the
polyhedral computation literature. Bremner et. al. [52] and
Rehn [53] consider the problem of exploiting the knowledge
of restricted affine symmetries in polyhedral representation
conversion, which is the problem of computing the inequality
representation of a polyhedron, given the extreme ray repre-
sentation (or vice versa). On the other hand, Bo¨di et. al [54],
[55] study how subgroups of RSG consisting of permutation
matrices can be utilized to reduce the dimension of linear
and integer programs. The results of Bo¨di, and other papers
explaining how to exploit constraint symmetries to reduce the
dimensions of linear programs however, are easily extended
the more general notions of symmetries, such as affine and
restricted affine symmetries, considered in this manuscript.
In a nutshell, the symmetry exploiting complexity reduc-
tions applied to CHM to create symCHM, and the associated
parts of the pseudocode in Alg. 2 that we be described in the
remaining parts of this section in detail are as follows. As
does CHM, symCHM builds a series of increasingly larger
inner bounds to the projected polytope by solving carefully
selected linear programs over the parent polytope. However,
each step of the inner bounds created by symCHM are forced
to include the known symmetries of the projected polyhedron.
This enables memory savings (§V-A), by only storing one
representative for each equivalence class of symmetric inequal-
ities and extreme rays created by this known symmetry group.
It also enables substantial computational savings (§V-B), as it
enables the number of linear programs that must be solved to
be reduced from the number of extreme points of the projected
polyhedron to the number of equivalence classes (under the
known symmetry group) of extreme points. A second type
of complexity reduction (§V-C) is achieved by adapting tech-
niques from Bremner et. al. [52] to reduce the complexity of
the double descriptions step that must be performed when each
new equivalence class (under symmetry) of extreme points are
revealed. Finally, a third type of complexity reduction (§V-D)
is achieved, under a method similar to that exploited in Bo¨di
et. al. [54], [55], by reducing the dimension of the linear
program necessary to check whether a given equivalence class
of facets (under the action of the symmetry group), is terminal.
Exploring further implications of this final idea, in §V-E, we
point out that in certain network information theory problems
focussed not on entire rate regions, but scalar quantities,
this final complexity reduction via dimension reduction is
especially helpful.
Input: Polyhedron P ⊆ Rn, projection dimension d < n
and symmetry group G ≤ Sk of projk(P)
Output: Transversal pair (TV ,TH) of projd(P)
(TV ,TH)← syminitialhull(P, k)
while ∃{hx ≥ b} ∈ TH s.t. isterminal(P,h,b) = 0 do
v← extremepoint(P,h)
TH ←symupdatehull(v, V,H)
TV ← TV ∪ {v}
end
return (TV ,TH)
Algorithm 2: Symmetry exploiting CHM
Input: Transversal pair (TV ,TH), vertex v and group G
Output: Transversal T ′H associated with
T ′V = TV ∪ {v}
(TVC ,THC )← homog(TH)◦
{r1, ..., rt} ← symDD(TVC ,THC , {(1 vT )y ≤ 0}, G)
T ′H ← {ineq(r1), . . . , ineq(rt)}
return T ′H
Procedure symupdatehull(v, V,H)
A. Space Reduction via Symmetry
Let V and H be the set of vertices and facets respectively
of projk(P). For an affine symmetry g ∈ G and a vertex v of
projk(P) denote by v
g to be the vertex to which v maps to
under action of g and let vG, the orbit of v under G, be the
set of all vertices to which v can map to under action of G.
vG contains all vertices that are G-equivalent to v. The set of
all orbits in V under action of G forms a partition of V and
is denoted as OV . Since each facet is simply the convex hull
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Input: Transversal pair TVC ,THC of the set of extreme
rays and facets of a cone C ⊆ Rd+1, inequality
aTx ≤ 0, group G
Output: Transversal of set of extreme rays of
C
⋂∩g∈G{aTx ≤ 0}g
VC ← T GVC , HC ← T GHC
(P,N,Z)← DD(VC , HC ,a)
VC
v≤ ← P ∪ Z
HC
v≤ ← HC ∪ {aTx ≥ 0}
(VCv= , HCv= )← tightenfacet(P ∪ Z,HCv≤ )
A ← repDD((VCv= ,a, G)
for a′ ∈ A do
(P,N,Z)← DD(VCv= , HCv= ,a′)
VCv= ← P ∪ Z
HCv= ← HCv= ∪ {a′Tx ≤ 0}
end
TVC′ ← nonisomorphic((P \NG) ∪ lift(VCv= ,a), G)
return TVC′
Procedure symDD(TVC ,THC ,aTx ≤ 0, G)
of a set of vertices, the action of the ASG can be extended
to H i.e. we define the orbit of a facet h ∈ H denoted as
hG and OH to be set of all orbits of facets. The transversal
T of a set of orbits O is a set containing one representative
per orbit in O , and transversals of OV of OH are denoted
as TV and TH respectively. Based on the aforementioned
McMullen’s Upper Bound, it is possible that the size of the
double description of projk(P) is prohibitively large. In this
case, we can trade space requirement for orbit computation,
which is a basic procedure in computational group theory [56],
by storing only the transversals of the inequality and vertex
orbit sets.
B. Exploiting Symmetry to Solve Fewer Linear Programs
The transversal TH of the facets of the inner bound carries
with it an indicator variable indicating if it is terminal or
non-terminal. At an intermediate step in the algorithm, a non-
terminal facet cTx ≥ b is selected from the current inner
bound’s facet transversal TH . Just as in CHM, the linear
program miny∈P [cT ,0Td−k]y is solved, and if the result is
b, the facet is marked as terminal. If the result is not b,
the projection of the extreme point attaining the minimum,
projk arg miny∈P [c
T ,0Td−k]y, is added to the transversal TV .
This act of adding this single extreme point v to the inner
bound’s vertex transversal has the same effect as having added
the entire orbit vG to the full list of extreme points in CHM.
In ordinary CHM, to find these extreme points, |vG| linear
programs would have had to be solved, whereas in symCHM,
only one LP is required to obtain all of them, followed by an
orbit computation. Similarly, if a facet of an inner bound is
found to be terminal, all the facets is its orbit under G can
be labeled as terminal, amounting to further reduction in the
number of LPs solved.
Example 9 (Fewer LPs for Ex. 1 ): In case of the example
in Fig. 2, as stated in Ex. 3, the network symmetry group G
is of order 6, generated by permutations (4, 5) and (5, 6). To
begin with, the knowledge of symmetry can be used to make the
initial inner bound symmetric. Thus all permutations of vertices
of initial inner bound B1 under the network symmetry group
an be added to B1 and B1 is augmented each time using an
iteration of the double description method much on the lines
of the inner bound updates in CHM. Tables IV and V show
the vertex and facet orbits of the symmetric initial inner bound
BG1 so constructed. The key complexity reduction here is that
additional vertices are obtained via simple orbit computation as
opposed to substantially more expensive linear programs. Fig.
7 shows vertex facet incidences between vertex orbits and facet
orbits ofBG1 .
Orbit Label Member vertices
O1V v2 = (0, 0, 0, 0, 0, 0)
O2V
v4 = (0, 0, 0, 0, 1, 0)
v6 = (0, 0, 0, 1, 0, 0)
v8 = (0, 0, 0, 0, 0, 1)
O3V v7 =
(
0, 0,
2
5
,
1
5
,
1
5
,
1
5
)
O4V v5 =
(
0,
1
4
, 0,
1
4
,
1
4
,
1
4
)
O5V
v1 =
(
1
2
, 0, 0, 0,
1
2
, 0
)
v3 =
(
1
2
, 0, 0, 0, 0,
1
2
)
v12 =
(
1
2
, 0, 0,
1
2
, 0, 0
)
TABLE IV
VERTEX ORBITS OF THE SYMMETRIC INITIAL HULL BG1 OBTAINED BY
PROCEDURE SYMINITIALHULL.
Orbit Label Member facets
O1H
2ω2 + ω3 ≤ 2R6 (h3)
2ω2 + ω3 ≤ 2R4 (h6)
2ω2 + ω3 ≤ 2R5 (h10)
O2H −ω1 ≤ 0 (h9)
O3H −ω2 ≤ 0 (h5)
O4H −ω3 ≤ 0 (h7)
O5H ω1 + ω2 + ω3 + R4 + R5 + R6 ≤ 1 (h2)
O6H 2ω1 + 6ω2 + 3ω3 ≤ 2R4 + 2R5 + 2R6 (h18)
TABLE V
FACET ORBITS OF THE SYMMETRIC INITIAL HULL BG1 OBTAINED BY
PROCEDURE SYMINITIALHULL.
While the previous example provided some detail regarding
the mechanics of this complexity reduction with the running
example, of additional interest is the types of complexity
reductions of this type that can be achieved in other problems
of interest. The next example addresses this question.
Example 10 (Reduction in # of LPs): Consider the 6 prob-
lems displayed in Fig. 8, which include the running example
and 5 other small network coding/IDSC problems, each with
network symmetry group of order 6 as displayed under their
diagram. Fig. 9 displays the number of linear programs that
CHM must solve versus the number of linear programs that
symCHM must solve to compute the rate region for these
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Fig. 7. Complement of the incidence graph between vertex orbits and facet
orbits of the symmetric initial inner bound BG1 obtained by syminitialhull(·)
procedure.
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Fig. 8. Six hypergraph network coding problems that are independent
distributed source coding problems that have network symmetry groups of
order 6.
problems. In each instance, a large reduction is achieved in the
number of linear programs that must be solved.
C. Exploiting Symmetry when Updating the Inner Bound’s
Double Description Pair
When a new extreme point v is added to the transversal
TV , the transversal of the inequalities TH must be updated
(proc. symupdatehull) to reflect the new inequalities that
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Fig. 9. The symmetry exploiting complexity reductions described in §V-B
and §V-D enable the number of linear programs solved by CHM (left) to
be reduced to the number of linear programs solved by symCHM (right).
Furthermore, for checking whether a facet is terminal, the linear program can
be reduced to the dimensions indicated by the colors in the legend.
the addition of the extreme points vG to the symmetric
inner bound creates (we call this new polytope the symmetric
improvement). In ordinary CHM, this would have been done
through of |vG| steps of the DD method applied to the
complete inequality description of the symmetric inner bound.
However, based on Lemma 3, which is the same insight
from which the incidence decomposition method [52] for
representation conversion of symmetric polyhedra is derived,
we can perform DD steps of smaller size (proc. symDD) to
obtain the new facets that must be added to the transversal.
The size of a DD step, in this context is the number of extreme
rays in the input double description step.
Lemma 3: Let P(`)k be an inner bound on projk(P) whose
ASG has Gp as a subgroup, and let v be a new vertex of a
symmetric improvementP(`+1)k . If, inP
(`+1)
k , {f1, . . . , ft} is
the set of facets incident to v then, {fg1 , . . . , fgt } is the set of
facets incident to vg .
Lemma 3 ensures that as long as we calculate the facets of
P
(`+1)
k incident to v correctly, and include any of these facets
that are G-inequivalent into the new transversal TH after
removing those non-terminal inequalities that the new extreme
points violate, the new facet transversal will reflect all of the
G-inequivalent facets of P(`+1)k . The key issue in calculating
the facets incident to v in P(`+1)k correctly is that there may
be some vertices in vG \ {v} that are adjacent to v.
To address this issue, we first determine the double descrip-
tion pair of cone Cv= , given as,
Cv= , C ∩ {[1 vT ]x = 0}, (24)
where C is the homogenized polar of the current inner bound
C = homog(P`k)
◦. The double description pair associated
with C is computed from the associated transversals in line
6 of proc. symDD. The double description pair of Cv= is
determined by first determining the double description pair
of Cv≤ = C ∩ {(1,vT )x ≤ 0} through an iteration of
double description step, in lines 6 and 6 of proc. symDD. The
procedure DD, used for this purpose, returns sets P,Z and N
of extreme rays, where P and N are the extreme rays of C
that strictly satisfy and violate the inequality {(1,vT )x ≤ 0}
respectively, while the set Z contains the extreme rays of C
that evaluate to zero w.r.t. {(1 vT )x ≤ 0} in addition to the
new extreme rays that are computed as conic combinations of
rays in P and N . The set of extreme rays of Cv= is the set
Z, i.e. the rays of Cv≥ that have inequality {(1,vT )x = 0}
incident to them, while its inequality representation is formed
by the subset of inequalities in HˆC that are adjacent to
{(1,vT )x ≤ 0}. The computation of double description pair
of Cv= is condensed into proc. tightenfacet on line 6 of proc.
symDD. Note that cone Cv= has dimension one lower that
of Cv≤ along with having only a subset of its extrem rays
and facets. The symmetry exploitation is achieved by using
only Cv= from this poin onwards, to compute the symmetric
update. To check to see if any vertices in vG\{v} are adjacent
to v, and if so, which ones, we can determine the set A ,
defined as,
A =
{
(1, zT )
∣∣∣∣z ∈ vG \ {v} minx∈Cv=(1 zT )x < 0
}
(25)
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Procedure repDD (line 6 of symDD) is used to compute
the set A . The rays of VCv= are further refined by adding
the inequalities {wTx ≤ 0} for each w ∈ A if any,
through |A | further DD steps. This refinement is carried out
in line 6 of proc. symDD. The new inequality transversal
of P(`+1)k is can be created by removing any G-equivalent
inequalities from P`k’s inequality description (i.e. rays in
the homogenized polar) in these |A | + 1 DD steps, and by
adding the representatives of the new rays introduced at the
end of these |A | + 1 DD steps, in line 6 of proc. symDD,
where proc. lift is used to embed the refined set of rays of
Cv= into the higher dimensional space in which C existed.
The consideration of symmetry in this step of updating the
inequality description of the inner bound, reduced both the
number of DD steps required for CHM and their size. Indeed,
only |A |+1 DD steps must be performed to find the result of
adding |vG| new extreme points. Also, the size of each these
DD steps is substantially smaller, since the cone Cv= is being
dealt with in the |A | latter DD steps, rather than C .
Example 11 (Symmetric DD Update for a Cube): This is
a simple example elaborating how procedure symDD works.
Consider a cubeP3 ⊆ R3 (Fig. 10-a) with inequality represen-
tation,
H = {0 ≤ xi ≤ 1, i ∈ {1, 2, 3}}, (26)
and extreme points,
V =
{
(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1),
(1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1)
}
(27)
P3 is the projection of any hypercube P ⊆ Rd, d ≥ 4.
The symmetric group S3 is a group of symmetries of P3, as
P3 is stabilized setwise under any permutation of coordinate
dimensions. A simplex P (l)3 ⊆ P3 ⊆ R3 (Fig. 10-b) is the
convex hull of V (l) ⊆ V ,
V (l) = {(0, 0, 0), (0, 0, 1), (0, 1, 0), (1, 0, 0)}, (28)
and has inequality representation,
H(l) = {0 ≤ xi, i ∈ {1, 2, 3}} ∪ {x1 + x2 + x3 ≤ 1}. (29)
Let P(l)3 be the inner bound at the lth iteration of symCHM.
Now consider the problem of computing the inequality rep-
resentation H(l+1) of the symmetric update P (l+1)3 , i.e. the
convex hull of V (l) ∪ vS3 where v is the vertex (1, 0, 1),
which is presumably found by solving a linear program over
the aforementioned hypercube P (line 2 of symCHM). The
first input to procedure symDD is the transversal of the orbits
of the rays of C = homog(P (l)3 )
◦ ⊆ (R4)◦, given as,
TC = {(0,−1, 0, 0), (−1, 1, 1, 1)}, (30)
which bears one to one correspondance with transversal of
orbits of S3 in H(l). The second input is the inequality
y0 + y1 + y3 ≤ 0, which corresponds to vertex v, after
homogenization and polar. The initial double description step
inserts this inequality in C , giving the double description pair
of cone C ∩{y|y0+y1+y3 ≤ 0} ⊆ (R4)◦ which corresponds
to the polytope shown in Fig. 10-c, in the original space.
C ∩ {y|y0 + y1 + y3 ≤ 0} has inequality representation,
HCv≥ = T1 ∪ T2 ∪ T3 where,
T1 = {y0 + yi ≤ 0,∀i ∈ {1, 2, 3}}
T2 = {y0 ≤ 0}
T3 =
 ∑
i∈{0,1,3}
yi ≤ 0

, (31)
where the last inequality is the newly added inequality, and
extreme rays,
V Cv≤ =
{
(0,−1, 0, 0), (0, 0, 0,−1), (0, 0,−1, 0),
(−1, 0, 1, 1), (−1, 1, 1, 0)
}
(32)
The first two rays in V Cv≤ belong to the set P in line 6
of symDD and last three rays belong to set Z, while the
set N contains the ray (−1, 1, 1, 1), which in original space
corresponds to the inequality x1+x2+x3 ≤ 1, is not part of the
inequality representation of the symmetric updates, and is to be
removed from consideration along with all its permutations in
line 6 at the end of proc. symDD(NS3 = N in this case). The
cone Cv= is obtained by making last inequality in HC tight,
and has inequality representation,
HCv= =
{
− y1 ≤ 0,−y1 + y2 − y3 ≤ 0,
− y3 ≤ 0,−y1 − y2 ≤ 0
}
, (33)
which is obtained by substituting y0 = −y1 − y3 in the first
4 inequalities of HC . Note that the last inequality in HCv=
is redundant, i.e. the cone Cv= remains unchanged even after
removing this inequality. Such redundancy can be detected,
using e.g. the algebraic adjacency oracle described by Fukuda
et al. in [43]. In the framework of Bremner et. al.[52], this
would require solving of a linear program, a situation which
is alleviated in our case by the knowledge of both descriptions
of C . Cone Cv= is shown in Fig. 10-d, and has extreme rays
obtained from set Z in line 6 of symDD,
V Cv= = {(1, 1, 0), (0,−1, 0), (0, 1, 1)}. (34)
Next, we form inequalities y0 + y2 + y3 ≤ 0 and y0 + y1 +
y2 ≤ 0, corresponding to other vertices in the orbit of v i.e.
vG \ {v} = {(0, 1, 1), (1, 1, 0)}. Substituting y0 = −y1 − y3
in these inequalities, we get inequalities −y1 + y2 ≤ 0 and
y2 − y3 ≤ 0. The set A is formed by checking if any rays in
V Cv= fail to satisfy these inequalities. In this case, ray (0, 1, 1)
fails inequality −y1 + y2 ≤ 0 and ray (1, 1, 0) fails inequality
y2 − y3 ≤ 0, implying that A = {(1, 0, 1, 1), (1, 1, 1, 0)}.
Standard DD steps are now performed (line 6 of symDD), for
inserting inequalities −y1 + y2 ≤ 0 (obtained by substituting
y0 = −y1−y3 in y0 +y2 +y3 ≤ 0) and y2−y3 ≤ 0 in Cv=
(obtained by substituting y0 = −y1−y3 in y0+y1+y2 ≤ 0),
as shown in Fig. 10-e and Fig. 10-f respectively. The cone in
Fig. 10-f has extreme rays,
{(0,−1, 0), (0, 0, 1), (1, 1, 1), (1, 0, 0)}, (35)
which after prepending coordinate y0 = −y1 − y3 become,{
(0, 0,−1, 0), (−1, 0, 0, 1),
(−2, 1, 1, 1), (−1, 1, 0, 0)
}
⊆ (R4)◦ (36)
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Fig. 10. Symmetric update of an inner bound of a 3D cube. Part (a) shows the 3D cube in question with symmetry group S3 which is the projection polytope
to be computed, part (b) shows a 3D simplex that forms a symmetric inner bound to the projection, by the virtue of a symmetry group S3. The inequalities
and extreme points of (c) are shown in (28) and (29) respectively. Part (c) shows the updated inner bound obtained by adding vertex v = (1, 0, 1) to the
description. Polar of homogenization of the polytope in (c) lies in (R4)◦, which is referred to as Cv≤ , whose rays are shown in (32). The cone in part (d)
is Cv= , that lives in (R3)◦, whose rays are shown in (34). Parts (e) and (f) show the lower dimentional double description steps performed to obtain the
symmetric update. The extreme rays of the cone in part (f) are shown in (35)
In the original space, these correspond to the inequalities,
{−x2 ≤ 0,x3 ≤ 1,x1 + x2 + x3 ≤ 2,x1 ≤ 1} (37)
which are the inequalities incident to vertex v = (1, 0, 1)
in the symmetric update. The inequalities incident to rays in
vG \ {v} are all obtained as permutations of those incident to
v, according to lemma 3. Finally, the inequality description of
the symmetric update is obtained by permuting inequalities in
(37) under S3 and taking union with the inequalities associated
with set P \NS3 .
H(l+1) = {0 ≤ xi ≤ 1,∀i ∈ {1, 2, 3}} ∪
 ∑
i∈{1,2,3}
xi ≤ 2

(38)
The previous example was included for the purposes of
demonstrating the need for consideration of adjacency of
different elements of the orbit of the newly discovered extreme
point. The next example continues the demonstration of the
running example 1 for the symmetric bound update double
descriptions step.
Example 12 (Symmetric Update for Ex. 1): the running
example in Fig. 2, after construction the initial symmetric inner
bound BG1 , consider the situation where a new vertex v10 is
obtained by solving a linear program. The orbit of v10, i.e.
vG1 where G is the network symmetry group, contains two
additional vertices v9 and v11. The problem we now face is
that of constructing the inequality description of convex hull of
vertices ofBG1 and V
G
10. In the procedure symDD(·), an initial
asymmetric double description step is carried out to compute
the inequality description ofBG1 augmented by v10. Following
equations illustrate the construction of new inequalities that
hold for the inner bound obtained by augmentingBG1 by vertex
v10 via an iteration of the double description method,
1
2
∗(2ω2+ ω3 −2R6 ≤ 0) (h3)
+
1
2
∗(2ω2+ ω3 − 2R4 ≤ 0) (h6)
2ω2+ ω3 −R4 −R6 ≤ 0 (h12)
(39)
1
2
∗( −ω3 ≤ 0)(h7)
+
1
2
∗(2ω2+ ω3 − 2R4 ≤ 0)(h6)
ω2+ −R4 ≤ 0(h13)
(40)
1
2
∗(2ω2+ ω3 −2R5 ≤ 0) (h10)
+
1
2
∗(2ω2+ ω3 − 2R4 ≤ 0) (h6)
2ω2+ ω3 −R4 −R5 ≤ 0 (h14)
(41)
1
2
∗(2ω1+ 6ω2+3ω3 −2R4 − 2R5 −2R6 ≤ 0) (h18)
+
1
2
∗( 2ω2+ω3 −2R4 ≤ 0) (h6)
ω1 +4ω2+2ω3 −2R4 −R5 −R6 ≤ 0 (h15)
(42)
Fig. 11 graphically describes the asymmetric double descrip-
tion step just carried out. We call the resultant asymmetric inner
17
Fig. 11. Illustration of the asymmetric Double Description step in line 6 of
procedure symDD(·). The colors red, yellow and green represent violation,
equality, or strict satisfaction of a particular inequality by v10. The inequality
violated by v10 i.e. h6 is combined with each inequality strictly satisfied by
v10 i.e. h2,h3,h10, and h2, to produce the new inequalities that hold for
the augmented inner bound i.e. h12,h14,h15,h13.
Fig. 12. Complement of the incidence graph between vertex orbits and facet
orbits of the second symmetric inner bound BG2 obtained by symDD(·)
procedure. This bound is in fact the final bound, as all its faces are terminal.
bound B2. After the asymmetric double description step, the
cone Cv=10 is constructed, as described in table VI. Additional
double description steps, if needed, are now carried out on
the cone Cv=10 . In this case, no additional steps are needed as
the set A (given in (25)) is empty. Thus the new symmetric
inner bound BG2 can be constructed by simply considering
permutations of facets incident to v10 in B2. The vertex and
facet orbits of BG2 so constructed are described in tables VII
and VIII respectively, while Fig. 12 shows the vertex-facet orbit
incidences ofBG2 .
In many contexts, the known symmetry group of the pro-
jected polyhedron may not include all of its symmetries. The
next example shows the effect of increasing knowledge of
symmetry on a symmetric double descriptions pair updates,
the reduction of the number of LPs to solve, and the resulting
reduction in run-time of an implementation, when projecting
a hypercube.
Example 13 (Varying Symmetry Knowledge when Projecting
a Hypercube): When polytopeP is a hypercube inR12, which
we want to project down to R9, the sizes of DD steps under
varying knowledge of symmetry is shown in Fig. 13. In this
case, the number of double description steps does not reduce i.e.
|A | = |vG| − 1, in line 6 of proc. symdd, for every symmetric
update. The main tool to gauge the efficiency of the symmetric
updates deescribed in this section, we consider the sizes of
extreme ray descriptions input to the double description steps.
The average stepsizes under knowledge of no symmetries,
cyclic group C9 and symmetric group S9 are 978.97, 245.38
and 120.54 respectively. Fig. 15 shows the number of LPs
solved under varying knowledge of symmetry for projectingP
to different dimensions, while Fig. 14 shows the time required
for projection vs the dimension under varying knowledge of
symmetry.
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Fig. 13. Sizes of double description steps for finding ith vertex of the
projection of a 12-dimensional hypercube to 9 dimensions versus i, under
varying knowledge of symmetry.
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Fig. 14. Number of LPs solved for projection of a 12-dimensional hypercube
versus the dimension of projection, under varying knowledge of symmetry.
D. Exploiting Symmetry to Reduce the Dimension of the
Linear Program
The complexity reductions in the previous two sections
are based on exploiting knowledge of the symmetry group
of the projected polyhedron that can be inferred from those
of the parent polyhedron to project. However, building on
standard symmetry exploitation techniques for symmetric lin-
ear programs [54], [55], knowledge of symmetries of the
18
Vertex of B2 adjacent to v10 Homogenized Polar Inequality Cv=10 Inequality
v1 =
(
1
2
, 0, 0, 0, 1
2
, 0
)
ω◦ + 1
2
ω◦1 +
1
2
R◦5 ≤ 0 12ω◦1 − 13ω◦3 + 16R◦5 − 13R◦6 ≤ 0
v3 =
(
1
2
, 0, 0, 0, 0, 1
2
)
ω◦ + 1
2
ω◦1 +
1
2
R◦6 ≤ 0 12ω◦1 − 13ω◦3 − 13R◦5 + 16R◦6 ≤ 0
v5 =
(
0, 1
4
, 0, 1
4
, 1
4
, 1
4
)
ω◦ + 1
4
ω◦2 +
1
4
R◦4 +
1
4
R◦5 +
1
4
R◦6 ≤ 0 14ω◦2 − 13ω◦3 + 14R◦4 − 112R◦5 − 112R◦6 ≤ 0
v4 = (0, 0, 0, 0, 1, 0) ω◦ + R◦5 ≤ 0 − 13ω◦3 + 23R◦5 − 13R◦6 ≤ 0
v8 = (0, 0, 0, 0, 0, 1) ω◦ + R◦6 ≤ 0 − 13ω◦3 − 13R◦5 + 23R◦6 ≤ 0
v2 = (0, 0, 0, 0, 0, 0) ω◦ ≤ 0 − 13ω◦3 − 13R◦5 − 13R◦6 ≤ 0
v7 =
(
0, 0, 2
5
, 1
5
, 1
5
, 1
5
)
ω◦ + 2
5
ω◦3 +
1
5
R◦4 +
1
5
R◦5 +
1
5
R◦6 ≤ 0 115ω◦3 + 15R◦4 − 215R◦5 − 215R◦6 ≤ 0
TABLE VI
CONSTRUCTION OF CONE Cv=10 . A NEW DUMMY VARIABLE ω IS USED TO CORRESPOND TO THE EXTRA DIMENSION ADDED BY HOMOGENIZATION. ◦ ON
TOP OF A VARIABLE CORRESPONDS TO THE POLAR DUAL OF THAT VARIABLE. THUS, A VERTEX v1 =
(
1
2
, 0, 0, 0, 1
2
, 0
)
IS HOMOGENIZED TO GET A RAY(
1, 1
2
, 0, 0, 0, 1
2
, 0
)
WHICH IS INTERPRETED AS AN INEQUALITY IN THE SECOND COLUMN UNDER POLAR DUALITY. VERTEX v10 =
(
0, 0, 1
3
, 0, 1
3
, 1
3
)
UNDER THE SAME MAPPING YIENDS INEQUALITY ω◦ + 1
3
ω◦3 +
1
3
R◦5 +
1
3
R◦6 ≤ 0, WHICH IS MADE TIGHT TO GIVE ω◦ = − 13ω◦3 − 13R◦5 − 13R◦6 . IT IS
THEN SUBSTITUTED IN COLUMN 2 INEQUALITIES TO YIELD COLUMN 3 INEQUALITIES DESCRIBING Cv10=
Orbit Label Member vertices
O1V v2 = (0, 0, 0, 0, 0, 0)
O2V
v4 = (0, 0, 0, 0, 1, 0)
v6 = (0, 0, 0, 1, 0, 0)
v8 = (0, 0, 0, 0, 0, 1)
O3V v7 =
(
0, 0,
2
5
,
1
5
,
1
5
,
1
5
)
O4V v5 =
(
0,
1
4
, 0,
1
4
,
1
4
,
1
4
)
O5V
v1 =
(
1
2
, 0, 0, 0,
1
2
, 0
)
v3 =
(
1
2
, 0, 0, 0, 0,
1
2
)
v12 =
(
1
2
, 0, 0,
1
2
, 0, 0
)
O6V
v9 =
(
0, 0,
1
3
,
1
3
,
1
3
, 0
)
v10 =
(
0, 0,
1
3
, 0,
1
3
,
1
3
)
v11 =
(
0, 0,
1
3
,
1
3
, 0,
1
3
)
TABLE VII
VERTEX ORBITS OF THE SECOND SYMMETRIC INNER BOUND BG2
OBTAINED BY PROCEDURE SYMDD(·).
parent polyhedron can also be heavily exploited to reduce the
dimension of the linear programs that must be solved.
Taking the subgroup of any known symmetries of the parent
polyhedron that fixes the cost in the linear program to solve,
one may reduce the dimension of the constraint space (parent
polyhedron) by adding the constraints restricting it to the
subspace that is fixed under this subgroup without affecting the
minimal cost obtained by solving the LP. The can be executed
for both known coordinate permutation symmetries, as well as
known affine and restricted affine symmetries.
In the case of symCHM, this capability to reduce the
dimension of the LP without affecting the cost can be exploited
when checking if a given facet is terminal by solving the
associated lower dimensional linear program. Only in the event
that a facet is found to be non-terminal is it necessary to solve
a higher dimensional linear program to ensure a new extreme
Orbit Label Member facets
O1H Deemed non-terminal
O2H −ω1 ≤ 0 (h9)
O3H −ω2 ≤ 0 (h5)
O4H −ω3 ≤ 0 (h7)
O5H ω1 + ω2 + ω3 + R4 + R5 + R6 ≤ 1 (h2)
O6H 2ω1 + 6ω2 + 3ω3 ≤ 2R4 + 2R5 + 2R6 (h18)
O7H
ω2 ≤ R4 (h13)
ω2 ≤ R5 (h16)
ω2 ≤ R6 (h11)
O8H
ω1 + 4ω2 + 2ω3 ≤ 2R4 + R5 + R6 (h15)
ω1 + 4ω2 + 2ω3 ≤ R4 + 2R5 + R6 (h19)
ω1 + 4ω2 + 2ω3 ≤ R4 + R5 + 2R6 (h20)
O9H
2ω2 + ω3 ≤ R4 + R6 (h12)
2ω2 + ω3 ≤ R4 + R5 (h14)
2ω2 + ω3 ≤ R5 + R6 (h17)
TABLE VIII
FACET ORBITS OF THE SECOND SYMMETRIC INNER BOUND BG2
OBTAINED BY PROCEDURE SYMDD(·).
point of the projection’s inner bound is revealed.
Example 14 (LP Dimension Reduction for Fig. 8): By
applying these dimensionality reduction using the coordinate
permutation symmetries (network symmetry group), one can
reduce the dimension of the LP checking for terminal facets
when symCHM is applied to the networks in Fig. 8 according
to the legend in Fig. 9.
E. Symmetry Exploitation in Weighted Sum-Rate Computation
and Related Problems
An especially attractive application of the dimension reduc-
tion trick mentioned in the previous section applies not only
to symCHM for full polyhedral projection, but also to simpler
problems in network information theory such as weighted
sum-rate problems.
Here, we are given an outer bound Γout on the entropy
region, a HMSNC instance A, weights λ1, . . . , λk for each of
the k sources and capacities rk+1, . . . , rN of the edges. The
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Fig. 15. Time is seconds required for projection of a 12-dimensional
hypercube versus the dimension of projection, under varying knowledge of
symmetry.
weighted sum-rate bound associated with Γout, is the solution
to the following linear program:
max
P
∑
i∈[k]
λiωi (43)
where,
P , {(ω˜, r˜, h˜) ∈ Γout ∩L ′ ∩L ′′|r˜i = ri,∀i ∈ [N ] \ [k]}
(44)
A key consideration that enables the dimension reduction is
the symmetries of the following vector,
δ = (λ1, . . . , λk, rk+1, . . . , rN )
T (45)
under the action of the symmetry group G of Γout∩L ′∩L ′′ ⊆
RM . If G is an ASG of P , let G′be the subgroup of G s.t.
G′ =
{
[b,A] ∈ G
∣∣∣∣∣ [δT0TM−N ](A− IM ) = 0M ,[δT0TM−N ]b = 0
}
(46)
If G′ is the subgroup of G that fixes vector (45), the solution
of the linear program in equation (43) can be obtained by
solving the following linear program instead,
max
FixG′ (P)
∑
i∈[k]
λiωi (47)
where FixG′(P) is defined as,
FixG′(P) = {y ∈P |Ay + b = y, ∀[b,A] ∈ G′ } . (48)
The dimension of FixG′(P) is expected to be much smaller
than that of P . For example, if G′ is made up of permutation
matrices, i.e. it is a subgroup of SM , the dimension of
FixG′(P) is equal to number of orbits of G′ in set [M ].
On the same lines as NSG, one can compute symmetry
groups of access structures in secret sharing[57], and directed
graphs in the context of guessing games [58]. Computation
of lower bounds on worst case information ratio in secret
sharing and upper bounds on guessing numbers of graphs,
using information inequalities, has the same semantics as the
computation of weighted sum-rate bounds in network coding,
allowing symmetry to be exploited in identical manner.
VI. THE INFORMATION THEORETIC CONVERSE PROVER
Provided along with this manuscript is a GAP [23] pack-
age, the Information Theoretic Converse Prover (ITCP)[59],
that implements the described techniques and algorithms. To
ensure that the proofs are exact and not riddled with floating
point precision issues, the inbuilt rational arithmetic of GAP
from GMP[60] is exploited along with exact rational linear
programming are achieved via an interface to QSopt ex linear
programming solver [61]. The default outer bound on entropy
region, with respect to which EPOBs and other bounds can be
computed, is the Shannon outer bound ΓN . ITCP also contains
an inbuilt database of 215 non-Shannon inequalities that
are inequivalent under random variable permutations, which
includes the inequality of Zhang and Yeung [62] and those
of Dougherty,Freiling and Zeger [63]. The user can optionally
specify a subset of these inequalities to be considered in the
computation.
While the series of examples throughout the manuscript
have served the purpose of illustrating the ideas, in this section
we aim to demonstrate how to use the GAP package to perform
the types of calculations described in the manuscript. To this
end, a series of examples are accompanied with the associated
transcripts from sessions with the GAP package.
The first example demonstrates how to compute a network
symmetry group with ITCP.
Example 15 (Computing a Network Symmetry Group with
ITCP): Fig. 16 contains the transcript of a GAP session in
which ITCP is utilized to calculate a network symmetry group.
The network coding instance used here is an IDSC [64] system,
that is constructed so that it has a desired symmetry group. As
mentioned in §III-D, the network symmetry group is the direct
product of two groups the form G1 × G2 where group G1 is
a group of permutations of source labels while group G2 is a
group of permutations of edge labels. The instance considered
here has size 8 while its NSGG has order 20, and is isomorphic
to S2 × D5, where D5 is the dihedral group corresponding to
the symmetries of a regular pentagon. Starting from group G
and 5 encoders, this instance can be constructed by, 1) adding
decoders demanding sources {1, 2}, having access to a set in
the orbit of {4, 5} under G, and 2) adding decoders demanding
sources {3}, having access to a set in the orbit of {4, 6} under
G.
The next example demonstrates how to calculate an infor-
mation theoretic converse EPOB via ITCP.
Example 16 (Shannon Outer Bound for the Fano Network):
Fig. 17 contains the transcript of a GAP session in which ITCP
is utilized to calculate the Shannon outer bound to a network
coding rate region. The HMSNC instance considered in this
example is the Fano network, which is a well-known matroidal
network [46], whose network symmetry group is trivial. The
EPC is computed using the Shannon outer bound Γ7. If we
substitute Ri = 1,∀i ∈ {1, . . . , 7} \ {1, 2, 3} in the rate region
shown in the sample session, we get the region described by
Dougherty, Freiling and Zeger in [65], which is a 3 dimensional
cube, while the more general list of inequalities describing the
region are calculated and given here.
20
Sample ITCP session for example 15
gap> # Define a size 8 IDSC instance
> idsc:=[ [ [ [ 1, 2, 3 ], [ 1, 2, 3, 4, 5, 6, 7, 8 ] ],\
> [ [ 4, 5 ], [ 1, 2, 4, 5 ] ], [ [ 5, 6 ], [ 1, 2, 5, 6 ] ],\
> [ [ 6, 7 ], [ 1, 2, 6, 7 ] ], [ [ 7, 8 ], [ 1, 2, 7, 8 ] ],\
> [ [ 4, 8 ], [ 1, 2, 4, 8 ] ], [ [ 4, 6 ], [ 3, 4, 6 ] ],\
> [ [ 5, 8 ], [ 3, 5, 8 ] ], [ [ 4, 7 ], [ 3, 4, 7 ] ],\
> [ [ 5, 7 ], [ 3, 5, 7 ] ], [ [ 6, 8 ], [ 3, 6, 8 ] ] ], 3, 8 ];
gap> G:=NetSymGroup(idsc);
Group([ (5,8)(6,7), (4,5)(6,8), (4,6)(7,8), (1,2) ])
gap> Size(G);
20
Fig. 16. Example 15: Computing a network symmetry group with ITCP.
Sample ITCP session for example 16
gap> # define a network instance (in this case, Fano network)
> F:=[ [ [ [ 1, 2 ], [ 1, 2, 4 ] ], [ [ 2, 3 ], [ 2, 3, 5 ] ],\
> [ [ 4, 5 ], [ 4, 5, 6 ] ], [ [ 3, 4 ], [ 3, 4, 7 ] ],\
> [ [ 1, 6 ], [ 3, 1, 6 ] ], [ [ 6, 7 ], [ 2, 6, 7 ] ],\
> [ [ 5, 7 ], [ 1, 5, 7 ] ] ], 3, 7 ];;
gap> rlist:=NCRateRegionOB(F,true,[]);;
gap> Display(rlist[2]);
0 >= -w2
0 >= -w1
0 >= -w3
+R6 >= +w3
+R5 >= +w3
+R7 >= +w1
+R4 >= +w1
+R6 +R7 >= +w2 +w3
+R4 +R6 >= +w2 +w3
+R4 +R5 >= +w2 +w3
+R6 +R7 >= +w1 +w2
+R4 +R6 >= +w1 +w2
+R4 +R5 >= +w1 +w2
Fig. 17. Example 16: Computing the Shannon outer bound on the Fano network, which has the trivial network symmetry group, with polyhedral projection
via ITCP.
We next pass to demonstrating how to use ITCP to calculate
the rate region for the running example in the manuscript.
Example 17 (Shannon Outer Bound for Ex. 1): Fig. 18 gives
the transcript of a session in GAP in which ITCP is utilized
to calculate the Shannon outer bound to a rate region for a
symmetric network. In such cases when NSG is non-trivial,
ITCP outputs only one inequality per equivalence class under
the action of NSG G. There are 18 such equivalence classes for
the IDSC instance under consideration, as shown in the sample
ITCP session, while there are a total of 94 distinct permuted
forms of these inequalities that form the facets of Rout. A total
of 119 LPs are solved during this computation, while if on
decides to ignore symmetries, 207 LPs must be solved instead.
The time required for computation of the EPOBs is 43.91 sec
and 67.72 sec, with and without the knowledge of symmetries,
respectively.
In addition to computing explicit polyhedral outer bounds
for network coding rate regions, ITCP contains driver routines
to calculate upper bounds on the sum rate of a network, lower
bounds on the worst case information ratio for a secret sharing
problem, and upper bounds on the guessing number of a graph,
all of which can exploit problem symmetry in the manner
described in §V-E. The remaining three examples demonstrate
these capabilities, with the GAP transcript indicating the
substantially lower dimensional linear program that is obtained
after using the techniques from §V-E.
Example 18 (Upper Bound on a Network Coding Sum Rate
with ITCP): Fig. 19 gives the transcript of a GAP session
in which ITCP is utilized to upper bound the sum rate for a
network coding problem. The selected problem is a size 5 HM-
SNC instance, with symmetry group of order 2, that contains
permutations {(1), (3, 4)}. By exploiting these symmetries, the
dimension of the linear program can be reduced from 28 to 22.
Example 19 (Secret Sharing Information Ratio Bound via
ITCP): Fig. 20 gives a transcript of a GAP session in which
ITCP is used to lower bound the worst case information ra-
tio lower bounds for a specified secret sharing access struc-
ture. The access structure considered here has authorized
sets {{2, 3}, {3, 4}, {4, 5}}, where there are 4 parties labeled
{2, 3, 4, 5} while the dealer of secret is labeled 1. The lower
bound is computed with respect to ΓN , which is already known
in the literature to be 32 , which is also achievable using multi-
linear scheme (see [57] §2.8). The symmetry detected in the
problem decreases the dimension of the associated linear pro-
gram from 20 to 12.
21
Sample ITCP session for example 17
gap> rlist1:=NCRateRegionOB2(idsc,true,[]);;
gap> Display(rlist1[2]);
0 >= -w2
0 >= -w3
+R4 >= 0
+R4 +R6 >= +w3
+R4 +R5 >= +w1 +w2
+R4 +1/2 R5 +1/2 R8 >= +w1 +w2 +1/2 w3
+1/2 R4 +1/2 R5 +1/2 R6 +1/2 R7 >= +w1 +w2 +1/2 w3
+2/3 R4 +2/3 R5 +1/3 R6 +1/3 R8 >= +w1 +w2 +2/3 w3
+2/3 R4 +1/3 R5 +1/3 R6 +1/3 R7 +1/3 R8 >= +w1 +w2 +2/3 w3
+1/2 R4 +1/2 R5 +1/2 R6 +1/4 R7 +1/4 R8 >= +w1 +w2 +3/4 w3
+R4 +1/2 R5 +1/2 R6 +1/2 R7 >= +w1 +w2 +w3
+R4 +1/2 R5 +1/2 R6 +1/2 R8 >= +w1 +w2 +w3
+R4 +1/3 R5 +1/3 R6 +1/3 R7 +1/3 R8 >= +w1 +w2 +w3
+2/3 R4 +2/3 R5 +1/3 R6 +2/3 R7 +1/3 R8 >= +w1 +w2 +4/3 w3
+R4 +1/2 R5 +1/2 R6 +R7 >= +w1 +w2 +3/2 w3
+R4 +1/2 R5 +1/2 R6 +1/2 R7 +1/2 R8 >= +w1 +w2 +3/2 w3
+2 R4 +R6 +R7 >= +w1 +w2 +2 w3
+R4 +R5 +R6 +R7 >= +w1 +w2 +2 w3
Fig. 18. Example 17: Using ITCP to calculate the rate region in Ex. 1.
Sample ITCP session for example 18
gap> # define a network instance
> N:= [[ [ [ 1 ], [ 1, 3 ] ], [ [ 1 ], [ 1, 4 ] ],[ [ 1, 2, 5 ],\
> [ 1, 2 ] ],[ [ 1, 2, 3 ], [ 2, 3 ] ],[ [ 2, 4 ], [ 1, 2, 4 ] ],\
> [ [ 2, 3, 4, 5 ], [ 3, 4, 5 ] ]] , 2, 5 ];;
gap> ub:=NCSumRateUB(N,[1,1,1],[]);;
Original LP dimension...28
LP dimension after considering symmetries...22
gap> ub;
2
Fig. 19. Example 18: computing a network coding sum rate bound using ITCP.
Sample ITCP session for example 19
gap> # define an access structure
> Asets:=[[2,3],[3,4],[4,5]];;
gap> lb:=SSWorstInfoRatioLB(Asets,5,[]);;
Original LP dimension...20
LP dimension after considering symmetries...12
gap> lb;
3/2
Fig. 20. Example 19: computing a secret sharing information ratio bound with ITCP.
Example 20 (Bounding the Guessing Number of a Graph with
ITCP): Fig. 20 gives a GAP transcript of a session wherein
ITCP is used to determine upper bounds on the guessing
number of a directed graph. The graph under consideration is
the cycle graph C5. The upper bound obtained using Γ5, in this
case, is 52 (see eg. [66]). The problem dimension is reduced
from 25 to 5 by exploiting symmetry.
VII. CONCLUSIONS
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