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Peter Düben
University Research Fellow of the Royal Society
European Centre for Medium-Range Weather Forecasts (ECMWF)
The European Centre for Medium-Range Weather
Forecasts (ECMWF)
www.ecmwf.int
I Research institute and 24/7 operational weather service for
medium-range, monthly and seasonal forecasts.
I Independent, intergovernmental organisation supported by 34
states.
I Based close to London in the UK; ≈ 350 member of staff.
I Home of two supercomputers.
I Home of the Integrated Forecast System (IFS).
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Predicting weather and climate: Why is it so hard?
www.gfdl.noaa.gov
Peter Düben Page 3
Predicting weather and climate: Why is it so hard?
Wehner and Prabhat
Peter Düben Page 3
Predicting weather and climate: Why is it so hard?
Bauer et al. Nature 2015
The Earth System is complex, huge and chaotic and we do not have
sufficient resolution to resolve all important processes.
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Clouds in a global weather simulation at 1 km resolution.
Figure courtesy of Nils Wedi.
Global simulations show a breath-taking level of complexity and can
represent many details of the Earth System.
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Machine learning in weather and climate modelling
I Many techniques can be labeled as “machine learning”.
I We apply machine learning all the time.
I Decision Trees and Random Forests are interesting.
I I will focus on deep neural networks.
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How can deep learning and Neural Networks be used
to improve weather and climate predictions?
Three approaches to use Neural Networks:
I Learn improved parametrisation schemes.
I Replace conventional parametrisation schemes.
I Learn differential equations.
Neural Networks may also be used to optimize high performance
data analysis, self-organising maps, to learn “model errors” in data
assimilation, to perform post-processing, bias corrections and a
zoom-in into model output,...
Everyone can do it. On a laptop. The tools are open source.
Most of the data is available.
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Lorenz’95 and parametrisation schemes:
A toy model as surrogate for the Earth System
Truth:
dXk
dt
= Xk−1
(
Xk+1 − Xk−2
)− Xk + F − hcb
J∑
j=1
Yj,k
dYj,k
dt
= −cbYj+1,k
(
Yj+2,k − Yj−1,k
)
− cYj,k +
hc
b
Xk −
he
d
I∑
i=1
Zi,j,k
dZi,j,k
dt
= edZi−1,j,k
(
Zi+1,j,k − Zi−2,j,k
)
− gZ eZi,j,k +
he
d
Yj,k
Model:
dXk
dt
= Xk−1 (Xk+1 − Xk−2)− Xk + F + U(Xk )
I We use the three-level Lorenz’95 model (Thornes et al. QJRMS
2017) to study scale interactions in a non-linear environment.
I Three levels are the truth, one level is the model.
I To find the right parametrisation scheme is tricky
(U(Xk ) ≈ − hcb
∑J
j=1 Yj,k ).
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Learn parametrisation schemes
Results from John Griffith
I We perform a long run with the Lorenz’95 truth and diagnose the
parametrisation term U = − hcb
∑J
j=1 Yj,k .
I We train a Neural Network to learn U(Xk ) for the coarse
resolution model.
I We run a parametrised model using the trained U(Xk ) and
compare results against the conventional method to fit a
polynomial.
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What about variability of Neural Network
parametrisation schemes?
Results from John Griffith
I A random forcing is often introduced into parametrisation
schemes to represent subgrid-scale variability.
I Can we get the same variability from Neural Networks?
I We performed tests with concrete dropout and Generative
Adversarial Networks.
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Results are not too bad.
Peter Düben Page 10
What about variability of Neural Network
parametrisation schemes?
Results from John Griffith
I A random forcing is often introduced into parametrisation
schemes to represent subgrid-scale variability.
I Can we get the same variability from Neural Networks?
I We performed tests with concrete dropout and Generative
Adversarial Networks.
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  1  2  3  4  5  6  7  8  9
R
o o
t  m
e a
n  
s q
u a
r e
 e
r r o
r
Root mean square spread
Conventional parametrisation
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  1  2  3  4  5  6  7  8  9
R
o o
t  m
e a
n  
s q
u a
r e
 e
r r o
r
Root mean square spread
Concrete dropout
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  1  2  3  4  5  6  7  8  9
R
o o
t  m
e a
n  
s q
u a
r e
 e
r r o
r
Root mean square spread
Generative Adversarial Networks
Results are not too bad.
Peter Düben Page 10
What about variability of Neural Network
parametrisation schemes?
Results from John Griffith
I A random forcing is often introduced into parametrisation
schemes to represent subgrid-scale variability.
I Can we get the same variability from Neural Networks?
I We performed tests with concrete dropout and Generative
Adversarial Networks.
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  1  2  3  4  5  6  7  8  9
R
o o
t  m
e a
n  
s q
u a
r e
 e
r r o
r
Root mean square spread
Conventional parametrisation
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  1  2  3  4  5  6  7  8  9
R
o o
t  m
e a
n  
s q
u a
r e
 e
r r o
r
Root mean square spread
Concrete dropout
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 0  1  2  3  4  5  6  7  8  9
R
o o
t  m
e a
n  
s q
u a
r e
 e
r r o
r
Root mean square spread
Generative Adversarial Networks
Results are not too bad.
Peter Düben Page 10
Recent results for a superparametrised model
I Rasp, Pritchard and Gentine (arXiv 2018) have trained a Neural
Network to emulate the parametrisation schemes from a
superparametrised model.
I They could replicate the benefits of superparametrisation in
comparison to the standard model using a Neural Network that
was 10 times faster.
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How can deep learning and Neural Networks be used
to improve weather and climate predictions?
Three approaches to use Neural Networks:
I Learn improved parametrisation schemes.
I Replace conventional parametrisation schemes.
I Learn differential equations.
Neural Networks may also be used to optimize high performance
data analysis, self-organising maps, to learn “model errors” in data
assimilation, to perform post-processing, bias corrections and a
zoom-in into model output,...
Everyone can do it. On a laptop. The tools are open source.
Most of the data is available.
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Why would you replace existing parametrisation
schemes?
I About ≈ 50% of the computational cost is generated by the
parametrisation schemes.
I The parametrisation schemes comprise > 90% of the model
code.
I Optimization of this code is very difficult in this part of the model
(→ less than 5% peak performance).
I On the other hand Neural Networks are highly optimized and
can even use co-designed hardware.
I Further optimization is not required.
We hope that deep Neural Networks will be almost as good as the
original parametrisation schemes but much more efficient.
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Neural Networks to replace the radiation scheme in
the operational model of ECMWF in the year 2000
I 20-30 hidden neurons.
I Trained on 80,000 vertical profiles.
I Accuracy of the new scheme was comparable.
I The new scheme was seven times faster.
I The network could be used to generate tangent linear and
adjoint code for 4DVar data assimilation.
I However, Neural Networks are currently not used in operational
models.
Chevallier et al. QJRMS 2000.
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A neural network emulator for the state-of-the-art
model configuration
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Downward solar radiation at the surface for the original radiation
scheme and the Neural Network emulator.
However, we still get model crashes in free-running model
simulations with the Neural Network and more work is needed.
Jakob Progsch, Christoph Angerer from NVIDIA and Peter Dueben, Robin Hogan, Peter Bauer from ECMWF.
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A neural network emulator for gravity wave drag
Original scheme Difference Neural Network
Tendency output for the non-orographic gravity wave drag
parametrisation scheme for the standard scheme and a neural
network emulator.
Chantry, Abdelrahman, Desai, Dueben, Palem, Palmer.
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How can deep learning and Neural Networks be used
to improve weather and climate predictions?
Three approaches to use Neural Networks:
I Learn improved parametrisation schemes.
I Replace conventional parametrisation schemes.
I Learn differential equations.
Neural Networks may also be used to optimize high performance
data analysis, self-organising maps, to learn “model errors” in data
assimilation, to perform post-processing, bias corrections and a
zoom-in into model output,...
Everyone can do it. On a laptop. The tools are open source.
Most of the data is available.
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We could base the entire model on Neural Networks.
Who needs Navier Stokes?
I We know the equations of motion but we cannot solve them.
I Discretisation and sub-grid-scale variability generates significant
errors.
I The data handling system of ECMWF provides access to over
210 petabyte of primary data and the data archive of ECMWF
grows by about 233 terabyte per day.
I Data assimilation for weather forecasts is very difficult.
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Global weather forecast based on Neural Networks
I Retrieve hourly data of geopotential height at 500 hPa from
ERA5 re-analysis for training (> 65000 global data sets).
I Map the data to a coarse lon/lat grid (60x31).
I Use the state of the model at timestep i as input and the state of
the model at timestep i + 1 as output.
I Use a 9× 9 stencil around the grid point that should be
predicted.
I Add time of day and year as well as the coordination of a
gridpoint (lon+lat) as input variables to the network.
I The Pole needs special treatment.
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Global weather forecast based on Neural Networks
The Neural Network model can compete with a dynamical model of
similar complexity.
Dueben and Bauer GMD 2018
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Global weather forecast based on Neural Networks
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The simulations show reasonable dynamics.
Just adding further inputs does not necessarily help.
Model runs crash after a couple of weeks.
Dueben and Bauer GMD 2018
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Global weather forecast based on Neural Networks
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Global weather forecast based on Neural Networks
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Global weather forecast based on Neural Networks
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Challenges 1
Weather and climate models are very complex with non-linear
interactions between model components at different time-scales.
There is no fundamental reasons not to use a black box.
However,...
I We have a good knowledge about the Earth System and the
leading equations of motion are known for almost all of its
components. How can we use this knowledge?
I We do not know how to remove biases via an adjustment of
parameters. How shall we deal with this?
I How to adjust fluxes between model components and how to
secure conservation laws?
I How to pick hyper-parameters (#neurons, #layers, activation,
loss,...) with no use of excessive trial and error testing?
I How can we generate networks that reproduce results if
hyper-parameters or training data is changed?
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Challenges 2
I How can we get beyond “dense” networks to use scalable
methods (convolution, pooling,...)? How to establish the right
connectivity between neurons?
I There is no guarantee that the model will interact correctly with
the Neural Network parametrisation and the model response
may be non-trivial.
I How can we diagnose physical knowledge from the network?
How can we “debug” a network?
I How can we stabilize long-term integrations or represent
complex interactions between model features.
I Fields are very diverse (specific humidity, precipitation,
geopotential height, surface pressure,...).
I What can be used as a “better” truth? Superparametrisation,
Large Eddy Simulations, high-resolution simulations.
I Can a Neural Network parametrisation scheme explore the full
phase space (all weather regimes) during training?
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The way forward
I To study known differential equations to
learn how to derive blueprints for neural
network architectures.
I To study model source code to learn
how to derive blueprints for the design
of network architectures.
I To study the representation of
sub-grid-scale processes and
systematic errors when using neural
networks.
I To scale the application of neural
networks in W&C models beyond
today’s limits.
Weather and climate
models
Deep learning
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An example: The Burgers equation
Let’s represent a non-linear system that is approximated by the
Burgers’ equation:
∂u
∂t
= ν
∂2u
∂x2
− u ∂u
∂x
+ p.
The conventional approach:
∂ui
∂t
= ν
ui+1 − 2ui + ui−1
∆x2
−ui ui+1 − ui−12∆x +c0 +c1 ·ui +c2 ·u
2
i +c3 ·ui ·ζ.
The data-science approach: The way forward:
Standard Neuron InputOutput Standard connection
Differential quotient 1 Differential quotient 2 Product pooling
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Conclusions
I It is likely that machine learning tools will play an important role
in future weather and climate models (parametrisations and
forecasts).
I This requires a better understanding how knowledge of the
physical system can be projected into the network configurations
and how to “debug” biases etc..
I In general, challenges are similar when compared to the
development of conventional models (Earth System complexity,
non-linearity and scale interactions, exponential error growth,
numerical instabilities, the sphere, conservation properties,
model biases, uncertainty and insufficient coverage of
observations,...)
I However, there are still significant challenges specific to neural
networks approaches that need to be tackled.
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Neural Networks in a nutshell
www.wikipedia.org
I Neural Networks can learn from input/output pairs to emulate a
non-linear process.
I Neurons have weighted connections to each other and the
weights are trained to produce the optimal results.
I All results in this paper are based on dense feed-forward
networks.
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Training from observations
I Not all data is usable and there is climate change
(for example ice-free Arctic).
I Different satellites have different properties and there are
missing data points.
I It is possible that the parameter space of the parametrisation
scheme will be huge.
I High temporal resolution is required to train components for
models at high resolution.
We should start with model output and short term predictions.
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First step: Learn the equations of Lorenz’95
dXk
dt
= Xk−1 (Xk+1 − Xk−2)− Xk + F + U(Xk ) → dXkdt = NN(Xk )
I We estimate the right-hand-side of the equation with a Neural
Network that is trained from the truth run.
I We couple the estimate of the right hand side with an explicit
Adams-Bashforth timestepping scheme.
→We can perform iterative forecasts into the future.
I For the Lorenz model we can either use all variables as in and
outputs (“global”) or just the correct stencil to update a single
variable (“local”).
Peter Düben Page 30
First step: Learn the equations of Lorenz’95
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Pro: The forecast error is reasonable in comparison to conventional
models.
Con: We failed to project the differential equation into the Network
even for this very simple case.
Dueben and Bauer GMD 2018.
Peter Düben Page 31
First step: Learn the equations of Lorenz’95
-10
-5
 0
 5
 10
 15
 20
 25
 0  0.5  1  1.5  2  2.5  3  3.5  4
X
1
Time in MTUs
Global NN
Local NN
Truth
 0
 1
 2
 3
 4
 5
 6
 7
 8
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
L 1
 f o
r e
c a
s t  
e r
r o
r
Time in MTUs
Global NN
Local NN
Dynamical model
Pro: The trajectories are realistic.
Pro: The forecast error is reasonable in comparison to conventional
models.
Con: We failed to project the differential equation into the Network
even for this very simple case.
Dueben and Bauer GMD 2018.
Peter Düben Page 31
First step: Learn the equations of Lorenz’95
-10
-5
 0
 5
 10
 15
 20
 25
 0  0.5  1  1.5  2  2.5  3  3.5  4
X
1
Time in MTUs
Global NN
Local NN
Truth
 0
 1
 2
 3
 4
 5
 6
 7
 8
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
L 1
 f o
r e
c a
s t  
e r
r o
r
Time in MTUs
Global NN
Local NN
Dynamical model
Pro: The trajectories are realistic.
Pro: The forecast error is reasonable in comparison to conventional
models.
Con: We failed to project the differential equation into the Network
even for this very simple case.
Dueben and Bauer GMD 2018.
Peter Düben Page 31
First step: Learn the equations of Lorenz’95
-10
-5
 0
 5
 10
 15
 20
 25
 0  0.5  1  1.5  2  2.5  3  3.5  4
X
1
Time in MTUs
Global NN
Local NN
Truth
 0
 1
 2
 3
 4
 5
 6
 7
 8
 0  0.2  0.4  0.6  0.8  1  1.2  1.4
L 1
 f o
r e
c a
s t  
e r
r o
r
Time in MTUs
Global NN
Local NN
Dynamical model
Pro: The trajectories are realistic.
Pro: The forecast error is reasonable in comparison to conventional
models.
Con: We failed to project the differential equation into the Network
even for this very simple case.
Dueben and Bauer GMD 2018.
Peter Düben Page 31
