Abstract-This paper presents the FISH (FPGA-Initiated Software-Handled) framework which allows FPGA accelerators to make system calls to the Linux operating system in CPU-FPGA systems. A special FISH Linux kernel module running on the CPU provides a system call interface for FPGA accelerators, much like the ABI which exists for software programs. We provide a proofof-concept implementation of this framework running on the Intel Cyclone V SoC device, and show that an FPGA accelerator can seamlessly make system calls as if it were the host program. We see the FISH framework being especially useful for high-level synthesis (HLS) by making it possible to synthesize software code that contains system calls.
I. INTRODUCTION
Tightly-coupled CPU-FPGA devices, such as the Intel/Altera SoC [1] and the Xilinx SoC/MPSoC [2] execute hybrid applications which often run on top of Linux as a Linux host program + FPGA accelerator combination. These systems tend to contain resources that are controlled by the Linux kernel, such as memory, storage, and peripherals. If the Linux host program needs one of these resources, it makes a Linux system call which grants it temporary privileged access. If an FPGA accelerator needs one of these resources, it is unclear how it would gain access. The ability to make system calls from an FPGA accelerator (or some equivalent method to access system resources) is clearly a potential benefit in CPU-FPGA systems, and has been studied in the past [3] [4] .
A. System Calls in FPGA High-Level Synthesis
When creating a hybrid application, developers can use high-level synthesis (HLS) frameworks, such as the Intel OpenCL SDK [5] or LegUp [6] . Since the input to high-level synthesis is usually high-level software-like code, there could be a natural inclination to include system calls in the accelerated code. This is because software code tends to contain many system calls (often implicitly) to carry out common tasks like I/O, memory allocation, timers, etc. The inclination toward system calls could be especially strong when the HLS user is software-oriented. To this end, the ability to make system calls from the FPGA could ultimately allow system call-laden software code to be accelerated by a high-level synthesis tool.
B. The Anatomy of the Linux System Call
The Linux Programmer's Manual describes the system call as the fundamental interface between an application and the Linux kernel [7] . Linux provides hundreds of different system calls, each of which provides a particular kernel resource. Each call is assigned a unique system call ID.
When a program makes a system call, it must use the Application Binary Interface (ABI) provided by Linux. The ABI enforces a calling convention that requires the user program to store arguments to the system call in appropriate CPU registers, and call the CPU-architecture-specific system call instruction whilst providing the system call ID. At this point the CPU changes from user mode to privileged mode, and the ID is used to jump to the appropriate subroutine that handles the system call being requested.
The goal of this work is to provide an interface that FPGA accelerators can use to request system calls from the Linux kernel, similar to what an ABI provides for software programs.
II. THE FPGA-INITIATED SOFTWARE-HANDLED (FISH) FRAMEWORK FOR SYSTEM CALLS
We propose a framework that provides Linux system calls to FPGA accelerators in CPU-FPGA systems. At a high level, the proposed framework consists of three logical components:
1. Linux host program 2. FPGA accelerator 3. FISH Linux kernel module The host program runs on the Linux operating system, launches the FPGA accelerator. When the FPGA accelerator needs to make a system call, it requests it from the FISH Linux kernel module (kmodule). The FISH kmodule carries out the system call on behalf of the accelerator. When the system call is complete, the FISH kmodule signals the accelerator, and computation on the accelerator resumes.
A. A Standard System Call Interface for FPGA Accelerators
Parallels can be drawn between our framework and the traditional ABI used by software, as shown in Figure 1 . The accelerator is analogous to the user program and both the accelerator and the user program must prepare for a system call by providing data (system call ID and system call arguments). While the data is the same, the medium for transfer is different. The user program writes the data to the CPU registers, but the accelerator uses some global memory accessible by the CPU. Once the data is ready, the accelerator defers control to the FISH kmodule, similar to how the user program defers control to kernel-mode execution of system call handling code placed in memory by the Linux kernel. When the FPGA accelerator initiates a system call, it is handled by the process shown in Figure 2 . The steps in the process are described below:
1. Accelerator stores in memory the data needed by the FISH kmodule to handle the system call: host program's PID, system call ID, arguments to the system call, and buffers 2. Accelerator signals the FISH kmodule to start the system call 3. FISH kmodule reads the information in memory 4. FISH kmodule consumes system resources on behalf of the accelerator 5. FISH kmodule modifies the host program's task_struct object to ensure persistent change as a result of the system call 6. The result of the system call (if applicable) is written to the buffer in memory 7. FISH kmodule signals the FPGA accelerator that the system call has finished 8. Accelerator reads the results of the system call from the buffer in memory (if applicable) 9. The persistent effects of the system call are visible to the host program in its execution further down the line.
Figure 2: Steps for handling an FPGA-initiated system call B. FPGA to Kernel Module Communication
The framework requires a signaling method between the FPGA and the FISH kernel module for two purposes: to signal the start of a system call (step 2), and to signal the completion of the system call (step 7).
In addition to signaling, the following data must also be passed between the FPGA and the kernel (step 3):
1. Host program's PID 2. System call ID 3. Arguments to the system call 4. Data buffers The host program's PID is passed so that the kmodule is aware of which host program is associated with the accelerator. The system call ID is passed to identify which system call is being requested. Some system calls have input arguments which have to be passed from the accelerator to the FISH kmodule. In the event that an argument is a pointer to a buffer, memory for the buffers must be allocated and initialized by the accelerator.
In the diagram shown in Figure 2 , the data is transferred through system memory. This is a natural way to pass data, as CPU-FPGA systems generally have a global memory which is accessible by both CPU and FPGA. With other system topologies, alternative media may be used.
C. Handling the System Call in the FISH Kernel Module
In the FISH framework, the FISH kmodule is used as the intermediary between system resources/services and the FPGA accelerator. This kmodule runs on the CPU in privileged mode in place of the accelerator, and executes the code needed to consume system resources and services.
The FISH kernel module remains asleep until it is awoken by the accelerator (step 2). It then determines which system call is being invoked (via system call ID), and the process for which this system call is being invoked (via PID). The kernel module then calls modified versions of the Linux ABI subroutines that handle the requested system calls. As these system-call subroutines were originally written to be called by a user process, they must first be modified before the FISH kernel module can call them. An example of a necessary modification is when a context-specific call is made by the subroutine (such as one requesting data or settings specific to the current process), which would have different effects being called from a kernel module context rather than from a user process running in kernel mode.
D. Handling System Calls with Persistent Effects
Some system calls have a persistent effect on the calling process. For example, a call to open() allocates a file descriptor until the process exits or until close() is called. The FISH kmodule needs to provide this persistence. Further, for the system calls to behave seamlessly, the persistent effect must be visible to both the host program and the FPGA accelerator. In other words, a file opened by the FPGA accelerator must be accessible by the host, and vice versa.
To keep track of the running processes and their various state data, the Linux kernel uses a table of task_struct objects. Every process has a task_struct object which keeps track of process-specific information like execution state, file descriptor tables, child processes, etc. To achieve the required persistent effects of system calls, the FISH kmodule modifies the host process's task_struct object (step 5). Any system call further down the line consults the task_struct ensuring the persisting effects of prior system calls.
III. IMPLEMENTING THE FRAMEWORK
This section describes our proof-of-concept implementation of the proposed framework on an Intel DE1-SoC board containing the Intel Cyclone V SoC (which includes an ARM Cortex-A9 Dual-Core CPU @ 925 MHz) and 1GB of DDR3 800 MHz memory. A custom Linux distribution with kernel version 3.18 was used. The DDR3 memory was used as the global memory to transfer data between the CPU and the FPGA. The Cyclone V SoC's Generic Interrupt Controller (GIC) that allows FPGA to CPU interrupts was used for FPGAto-FISH kmodule signaling. LegUP HLS [6] was used to create the accelerator HDL which was then hand-modified to initiate three common system calls open(), close(), and write(). These system calls provide access to the filesystem from the FPGA, which is has been of interest to researchers in the past [8] .
A. Allocating the Shared Data Buffers
In order to pass data between the accelerator and the FISH kernel module, the DE1-SoC board's DDR3 memory was used as the shared global memory. Since the Linux kernel manages this memory, it was necessary to allocate buffers before transferring data. Using a malloc() was problematic, as the allocated memory could be paged and scattered in memory, and the LegUP-generated accelerator cannot read discontiguous pages in memory. To solve this problem, Linux's Contiguous Memory Allocator (CMA) was used. Note that contiguous memory is not a general requirement of the FISH framework. For example, some hardware architectures may provide accelerators access to an MMU allowing paged memory access.
B. Implementing the Accelerator
The LegUp HLS tool was used as a starting point to generate the accelerator. The C-language function shown in Figure 3 was accelerated using the HLS tool.
Figure 3: C Function that was accelerated using LegUp HLS
LegUp creates a memory-mapped register interface for the accelerator which the host program uses to control it. In addition to the default registers, the following were added:
1. PID 2. System Call ID 3. System Call Arguments 0 -3 4. System Call Return Value The PID, SC ID, and SC arguments registers are used to provide their namesake data to the FISH kmodule. The return value register is used by the FISH kernel module to pass on the return value of the completed system call to the accelerator. A write to this register doubles as the finished signal, telling the accelerator that the system call has completed.
The LegUp tool instantiates a Verilog module for each Clanguage function that is synthesized. Since LegUp does not support synthesis of system calls, it instantiates an empty Verilog submodule in place of the system call but generates the rest of the accelerator circuit, including the logic for controlling the empty submodules and for consuming the submodules' results. The empty submodules for open(), close(), and write() were therefore implemented by hand. These submodules were made to set the accelerator's registers (mentioned above), initialize argument buffers in the CMA memory if required, and send the interrupt request to the kernel to trigger the system call.
C. Implementing the FISH Kernel Module
The FISH kernel module was implemented to handle the system calls requested by the accelerator. When the kernel module is loaded into the kernel, it registers a threaded IRQ handler for the IRQ coming from the accelerator. A threaded interrupt handler is itself interruptible, which is necessary for calling some of the system call handler functions. For example, system call code that requires thread synchronization functionality can only run if the thread itself can be interrupted (and de-scheduled) by the Linux scheduler. Handling the system call tasks in a thread is also beneficial to the overall system performance compared to having more uninterruptible high-priority code. The irq handler function first reads the accelerator's registers and uses the PID to get the task_struct object corresponding to the host program. It then uses the System Call ID to call the appropriate handler function (for example, sys_open_handler as shown in Figure 4) . Abbreviated code for sys_open_handler is shown in Figure  4 . The host program's task_struct object is used to get its files table (files_struct). Using a modified version of the Linux function __alloc_fd, a file descriptor is allocated. The file is then opened and installed into the host program's file descriptors table using __fd_install. __fd_install(files, fd, f); return fd; } calls were measured using the ARM processor's timers, accessed with gettimeofday(). The latencies of the acceleratorinitiated system calls were measured using the Intel SignalTap signal analyzer to count the number of accelerator clock cycles elapsed between sending the start signal to the system call submodule, and receiving the finished signal. This gave the "HW-Initiated (Total)" times shown in Figure 5 . Similarly, a cycle count was also recorded between sending the interrupt to the FISH kernel module and receiving back a response, to measure how long the kernel module took to handle each system call. This time is shown as the "HW-Initiated (Kmodule)" time in Figure 5 .
Figure 5: Latencies of Pure-SW and HW-initiated system calls
The measured latencies show that the open(), close(), and write() FPGA-initiated system calls take roughly 1x-2x as long to finish compared to their software-only counterparts. These numbers show that the FISH framework is capable of providing an System Call interface with reasonably low overhead.
V. RELATED WORK
Other works have studied FPGA-to-OS interfaces running on CPU-FPGA systems. For example, ReconOS [9] is a RTOS which provides system resources to hardware in the FPGA. Their approach uses a hardware interface in the FPGA which communicates with an interrupt handler on the CPU side, much like our work. Instead of using the interrupt handler to handle the system call request immediately, it wakes up a user level delegate thread which is spawned for each hardware thread by ReconOS to request the system resource from the OS on behalf of the FPGA.
HThreads [10] is another RTOS whose goal is to allow tighter interaction between software and hardware threads. A special scheduler in HThreads allows synchronization between software and hardware threads. This approach could allow delegated system call access to the FPGA by running a software thread whose sole job is to make a system call. This thread would block (using the OS's software-to-hardware synchronization capability) until the hardware thread needs the system call.
Thomas et al created the PushPush [11] linker to allow linking of software and hardware components into a single application. Using PushPush, an application of interleaved software and hardware computation can be created, meaning the software portion could make system calls. ReconOS, HThreads, and PushPush offer a system call mechanism that effectively uses a user-level thread to make the call on behalf of the FPGA.
BORPH [4] is a modified Linux operating system that presents hardware interfaces in FPGA which serve as message passers to the Linux kernel. Their work focuses on providing UNIX file system access to FPGA circuits [8] . An important difference from FISH is that BORPH's interface provides direct FPGA to OS filesystem access, with no interaction between a host program and the accelerator.
VI. CONCLUSION
This paper presented a kernel module-based approach for providing a Linux system call interface to FPGA accelerators in CPU-FPGA systems. Using a proof-of-concept implementation, we showed that this approach can deliver good performance with latencies that are not too far from system calls in software. With further work, we believe that this approach can be useful in many situations where the Linux OS is used on CPU-FPGA systems. Future work could include integrating this mechanism into a high-level synthesis tool, and expanding the library of HDL code and kernel module subroutines to support additional system calls. 
