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Abstract
In this thesis we use observational data to study and determine specific
characteristics of coronal phenomena. The first object of focus are the so
called apparent superslow waves. These are illusionary waves, an optical effect
that can be created due to trapped continuum Alfvén waves in magnetic surfaces
in solar prominences. One such surface oscillates at its own frequency. There is
no or negligible mutual influence with neighbouring flux surfaces. With a certain
variation of these frequencies through the filament, an illusionary effect of a
propagating wave can be created. This is not an actual magnetohydrodynamic
(MHD) wave, as there is no transfer of matter or energy, but it can be mistaken
for one. Simulations of Kaneko and Yokoyama (2015) have shown that these
apparent superslow waves have lower propagation velocities than even the slow
MHD waves. In addition, they slow down over time.
We observe a prominence with SDO/AIA on 2015 March 15 and find the presence
of oscillatory motion. We aim to demonstrate that interpreting this motion as
an MHD wave is faulty. We also connect the decrease of the apparent velocity
over time with the phase mixing process, which depends on the curvature of
the magnetic field lines. By measuring the displacement of the prominence at
different heights to calculate the apparent velocity, we show that the propagation
slows down over time. We also show that this propagation speed drops below
what is to be expected for even slow MHD waves for those circumstances.
We use a modified Kippenhahn-Schlüter prominence model to calculate the
curvature of the magnetic field and fit our observations accordingly. This allows
for inferring the magnetic geometry of the prominence.
The second object of focus is the thermal conductivity in coronal loops. Thermal
conductivity is the ability of a medium to conduct heat. The higher the value,
the higher the rate at which the heat transfer occurs. In solar plasmas, the
commonly used value for this quantity is the thermal Spitzer conductivity, being
9.2× 10−7T 5/2 erg s−1 cm −1 K−1. An observational way of determining this
quantity is by studying slow waves in coronal loops. The density and temperature
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fluctuations due to these waves are not in phase, as thermal conductivity induces
a phase shift between them. Using this premise, Van Doorsselaere et al. (2011)
tested the value of the Spitzer thermal conductivity. Their observational result is
of the same order of magnitude as Spitzer conductivity. Wang et al. (2015) also
used the same premise to observationally determine this quantity. They however
find a phase shift lower than expected, resulting in a thermal conductivity value
roughly three times lower than Spitzer.
We use SDO/AIA observations of coronal loops exhibiting the presence of slow
waves to determine the density and temperature fluctuations. From the phase
shift between these two, we determine the thermal conductivity in order to test
the validity of the Spitzer value and its temperature dependence. When not
taking our error margins into account, we found that the vast majority of our
determined thermal conductivities exceed Spitzer’s value. This might be due to
the fact that other factors, such as compressive viscosity and radiative cooling,
also induce a phase shift. But as we take only the thermal conductivity as
contributor, a higher value would need to compensate for these other factors that
have been left out of the analysis. However, as our error margins are very high,
in most cases a few order of magnitude higher than the thermal conductivities
themselves, it is difficult to make any real judgement here. When it comes to
evaluating the temperature dependence, our dataset makes it difficult to confirm
or deny that the thermal conductivity increases with rising temperature. While
our results seem to roughly follow that trend, our temperature range is rather
limited, and the error margins again make any results questionable. A possible
way to expand this further is by repeating our method on more loops with more
varying temperatures. Our current findings seem to indicate that our method in
its current format is too inaccurate to make a proper comparison to other studies.
Beknopte samenvatting
In deze thesis gebruiken we observationele data om coronale fenomenen te
bestuderen en om karakteristieke eigenschappen van deze fenomenen te bepalen.
Het eerste studie onderwerp betreft de zogenaamde schijnbaar supertrage
golven. Deze illusionaire golven kunnen onstaan als een optisch effect wanneer
Alfvén golven vast zitten in magnetische oppervlakken in zonnefilamenten. Een
enkele golf oscilleert met zijn eigen frequentie. Hierbij is er weinig tot geen
invloed van de naburige golven. Wanneer deze frequenties bij de verschillende
oppervlakten op een specifieke manier variëren doorheen het filament, kan
er een illusionair effect van een propagerende golf ontstaan. Dit is feitelijk
geen magneto hydrodynamische (MHD) golf, aangezien er geen overdracht van
materie of energie aanwezig is, maar kan wel met een dergelijke golf verward
worden. Simulaties van Kaneko and Yokoyama (2015) hebben aangetoond dat
schijnbaar supertrage golven een voortbewegingssnelheid hebben die zelfs trager
is dan de trage MHD golven. Bovendien verlaagt de snelheid van de golf met
verloop van tijd.
We observeren een filament met SDO/AIA van 15 maart 2015 en vinden de
aanwezigheid van een oscillerende beweging. Ons doel is om aan te tonen dat
deze beweging niet als MHD golf geïnterpreteerd moet worden. We verbinden
ook de afname van snelheid over tijd aan het proces van fase-mixen, wat afhangt
van de draaiing van de magnetische veldlijnen. Door de verplaatsing van het
filament op verschillende hoogtes te meten, bepalen we de schijnbare snelheid
en tonen aan dat deze afneemt over tijd. Ook tonen we aan dat deze snelheid
trager is dan de te verwachten snelheid van trage MHD golven voor de gegeven
omstandigheden. We gebruiken een aangepast Kippenhahn-Schlüter model om
de draaiing van het magneet veld te bepalen en fitten in overeenkomst onze
observaties. Dit staat ons toe om de magnetische geometrie af te leiden.
Het tweede studie onderwerp is de bepaling van de thermische conductiviteit
in coronale lussen. Thermische conductiviteit bepaalt hoe een medium hitte
geleidt. Hoe hoger de waarde, hoe sneller de overdracht van warmte plaatsvindt.
v
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In zonneplasmas is de meest gebruikte waarde hiervoor de thermische Spitzer
conductiviteit: 9.2× 10−7T 5/2 erg s−1 cm −1 K−1. Een observationele manier
om deze grootheid te bepalen is via de studie van trage golven in coronale lussen.
De dichtheid en temperatuur fluctueren door de golven, maar niet in fase. De
thermische conductiviteit introduceert een fase verschuiving tussen de twee.
Gebruikmakende van deze aanname testten Van Doorsselaere et al. (2011) de
waarde bepaald door Spitzer. Hun observationele resultaat is van de zelfde orde
grootte als de thermische Spitzer conductiviteit. Wang et al. (2015) gebruikten
dezelfde aanname om ook de waarde van Spitzer te testen. Zij bekwamen echter
een lagere fase verschuiving dan verwacht, met als resultaat een thermische
conductiviteit ruwweg drie keer lager dan Spitzer.
We gebruiken SDO/AIA observaties van coronale lussen die trage golven
bevatten en bepalen de fluctuaties in dichtheid en temperatuur. Uit het
fase verschil tussen deze twee bepalen we de thermische conductiviteit. We
gebruiken onze resultaten om Spitzer’s waarde en temperatuur afhankelijkheid
te testen. Zonder naar de foutenmarges te kijken vinden we dat onze resultaten
merendeels hoger zijn. Dit kan zijn door het feit dat er ook andere mechanismen
van belang zijn, zoals samendrukkende viscositeit en radiatieve koeling, die
een fase verschuiving kunnen induceren. Aangezien wij alleen met thermische
conductiviteit rekening houden kunnen we een hogere waarde verwachten ter
compensatie voor het effect van deze andere mechanismen. De grootte van onze
foutenmarges aan de andere kant maken het moeilijk om enig definitief oordeel
te vellen. Wat betreft de temperatuur afhankelijkheid, maakt onze dataset het
moeilijk om deze te bevestigen danwel te ontkrachten. Onze resultaten lijken
de trend ruwweg te volgen, maar ons temperatuur domein is gelimiteerd en de
foutenmarges zijn te significant. Een mogelijke manier om dit uit te breiden is
om onze analyse te herhalen voor lussen met meer uiteenlopende temperaturen.
Onze bevindingen lijken aan te tonen dat onze methode in zijn huidige vorm te
onaccuraat is om enige resultaten te vergelijking met andere studies.
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The Sun is the central body of our solar system. The Earth revolves around
it at a distance of approximately 150 million kilometres, making it the third
closest of 8 planets. Despite the fact that it supports life on Earth, the Sun
itself is not all that special. It is one of approximately 100 billion stars in the
Milky Way galaxy, and just like all the other stars it consists mainly of hydrogen
and helium (particle densities of 92.1% and 7.8%, respectively), with only very
small traces of other elements (Pasachoff 2003; Moldwin 2008).
1.1 The Sun: overview
The Sun was formed about 4.5 billion years ago from an enormous gas and
dust cloud called the solar nebula. Due to gravitational instability, a fragment
within this cloud started to collapse, and as it gathered more material from its
surroundings the proto-sun was formed (proto being the Greek word for ‘first’).
This process is also known as accretion. As the proto-sun continued gathering
even more material, its density and temperature kept increasing until it reached
the critical temperature needed for thermonuclear fusion of hydrogen. At this
point, the Sun was officially born. Nowadays, it has a mass of about 1.989×1030
kg, which is roughly equal to 3 × 105 times the mass of the Earth (Moldwin
2008). The radius of the Sun (R) is approximately 6.955× 106 km, such that
more than a million Earth-sized planets would fit inside (Pasachoff 2003). The
total luminosity of the Sun is about 4× 1026 W. This means that the amount
of energy we receive at the surface of the Earth is about 1.4 × 103 W/m2, a
quantity also called the solar constant (Moldwin 2008). Since the Sun is a
1
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non-solid body (a giant ball of gas), it spins with a differential rotation. At the
solar equator, one rotation takes approximately 25 days. This period increases
up to about 29 days at a latitude of ±40◦ and reaches 35 days at the poles
(Attrill 2008; Steed 2011). With a spectral type of G2, the Sun resides near
the centre of the main sequence on the Hertzsprung-Russell diagram, as can be
seen in figure 1.1 (Aerts 2010). This diagram represents stellar evolution. The
Figure 1.1: A Hertzsprung-Russell diagram, including the location of the Sun.
The Hertszprung-Russell diagram is a representation of stellar evolution. The
horizontal axis displays temperature and the vertical axis displays luminosity.
While still burning hydrogen in the core, a star resides on the main sequence.
It moves upwards over time, meaning a star becomes hotter and brighter.
Afterwards, the star becomes a giant or supergiant depending on its mass. Later
still, lighter stars end up as white dwarfs, while heavier ones become neutron
stars or black holes (Aerts 2010). Figure courtesy of the European Southern
Observatory, adapted from https://www.eso.org/public/images/eso0728c/.
horizontal axis represents effective temperature while the vertical axis represents
luminosity. The main sequence is the diagonal band on the diagram running
from the bottom right (cool and dim stars) to the upper left (hot and bright
stars). While a star is still burning hydrogen in its core, it resides here. The
Sun, having reached roughly the half-way point of its lifespan is thus located
on the main sequence. This thus means that in about 5 billion years, nearly all
hydrogen inside the core will be depleted and the thermonuclear fusion inside
the solar core will stop: the Sun will then be nearing the end of its life. The first
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thing that happens at this point is that the core will contract due to the lack
of radiation pressure to counteract the gravitation. This is accompanied by a
rise of the core temperature and an expansion of the outer layers. The Sun now
becomes a red giant and its luminosity increases up to 1000 fold. Eventually,
after a complicated process of core contraction, thermonuclear fusion in shells
around the core, expansion and expulsion of the outer layers through a series
of thermal pulses, each accompanied with massive increases of the luminosity,
the Sun will become a planetary nebula, and finally a white dwarf. In this final
stage, the Sun will be approximately the size of the Earth, but with a mass of
about 3× 105 times that of the Earth (Pasachoff 2003; Aerts 2010).
1.1.1 Solar structure
The Sun is a massive ball of plasma, consisting of different concentric layers
or zones, as can be seen in the schematic representation of the solar interior in
Figure 1.2.
Figure 1.2: Schematic representation of the Sun’s interior. Figure courtesy of the
astronomy education group of the university of Nebraska-Lincoln, adapted from
http://astro.unl.edu/classaction/outlines/sunsolarenergy/sun_structure.html.
The innermost part of the Sun is called the core. This is where the thermonuclear
fusion of hydrogen takes place. The core extends up to about 0.25R, where
the typical temperature is about 8× 106 K. Progressing radially outwards, the
next two regions are the radiative zone and the convection zone, named after
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the dominant way in which energy is transported outwards. The radiative zone
extends up to about 0.7R, where the typical temperature is about 5× 105 K.
The convection zone extends up to and slightly above 1R where the typical
temperature is about 4300 K. Near the outer boundary of, but still within the
convection zone is the photosphere. This name comes from the Greek word
phos, meaning ‘light’, because most of the visible light originates in this region.
It is also commonly referred to as the surface of the Sun. For this reason,
the location of the photosphere is set at 1R. The typical temperature here
is about 6600 K. The convection zone extends another 0.5 Mm beyond this,
which is less than 10−4R. Every area up to, and including the convection
zone is called the solar interior. The next region is the first part of the solar
exterior: the chromosphere. This part of the Sun is most visible with the naked
eye and white light telescopes during the beginning and the end of a solar
eclipse. Then, with most of the surface of the Sun blocked by the lunar disc,
the chromosphere becomes visible as a red band that encircles the Sun, hence
this region is named after the Greek word chroma, which translates to ’colour’.
The chromosphere extends up to about 2.5 Mm beyond the convection zone,
where the typical temperature is about 104 K. The outermost part of the Sun
is also most easily observed during a total solar eclipse. When both the surface
and the chromosphere are blocked from view, a halo of white light is observed
surrounding the Sun. This part is called the corona, also the Latin word for
‘crown’ (Moldwin 2008; Pasachoff 2003; Priest 2014).
Figure 1.2 reveals a number of other features of the Sun: sunspots, granulation
and solar prominences. Sunspots are concentrations of magnetic field that affect
the transportation of energy in their immediate surroundings and can be seen
as dark patches on the brighter solar surface. The central region is called the
umbra, which is the darkest part. Around lie the filamentary penumbra which
are slightly brighter. A nearly horizontal outflow of plasma is present here called
the Evershed flow, named after its discoverer (Evershed 1909; Rempel et al.
2009). While a number of successful simulations already modelled this outflow,
recent modelling by Rempel connected it with several other flows present in
and around the sunspot area (Rempel 2015). An example of a sunspot with
indication of its components can be seen in figure 1.3. Sunspots will play an
important role in section 1.2.2, where we discuss the solar cycle. Looking at the
area surrounding the sunspot in figure 1.3 reveals that the photosphere seems
to exhibit a pattern of grains or cells. This is granulation, with the individual
cells being called granules. They are caused by convection and depending on
their size can be categorised in two different types: granulation on scale of 1
Mm and supergranulation on scale of 20-70 Mm (Priest 2014). A final feature
shown in figure 1.2 are solar prominences. As they are of great importance in
chapter 3, we will dedicate section 1.3 to discuss them in great detail.
Thermonuclear fusion in the core provides the Sun’s energy. One might therefore
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Figure 1.3: Image of a sunspot, showing the dark umbra surrounded by the
penumbra. The area around the sunspot clearly shows the presence of granula-
tion. Image adapted from https://www.spaceweatherlive.com/en/help/what-are-
sunspots.
expect that the temperature is highest in the core and decreases radially outward.
This however is not the case, as can be seen in figure 1.4, which shows a schematic
representation of the temperature distribution from the photosphere to the low
corona.
When moving outwards through the radiation and convection zones, the
temperature does indeed decrease, but upon reaching the top of the photosphere,
the temperature reaches an unexpected local minimum value. The temperature
then rises slowly through the chromosphere, after which it increases significantly
in a small region between the chromosphere and the corona called the transition
region. Finally, it rises slowly throughout the corona. The unexpected rise
in temperature is called the coronal heating problem. The physical reason
behind this phenomenon is not yet completely understood or agreed upon. It is
generally accepted that there is not one single mechanism responsible for the
effect, but that coronal heating is caused by the joined contributions of several
separate mechanisms. However, there are a number of relevant facts that are
supported by observational evidence.
• Magnetic reconnection in the solar corona can dissipate magnetic energy
into the corona.
• Many wave modes are present in the corona that can contribute, though
the extend of this effect is currently unclear.
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Figure 1.4: Schematic representation of the temperature distribution throughout
the solar atmosphere. This graph clearly shows the coronal heating problem, as
the temperature rises with increasing distance from the Sun in the chromosphere,
transition region and low corona. Figure courtesy of Rempel (2015).
• The solar corona should not be treated as isolated, but instead coupled
with the chromosphere as a complex solar atmosphere.
• Coronal heating is intrinsically non-steady
Yet due to the complexity of this solar atmosphere and large variety of spatial
and temporal scales in observed (possible) contributing processes, much else is
either unknown or not agreed upon (Erdélyi and Ballai 2007; Klimchuk 2006;
De Moortel and Browning 2015).
1.2 The solar magnetic field
Nowadays almost every study of solar activity involves in some extent the solar
magnetic field. However, this was not the case until September of 1859. The
English astronomer Richard Carrington was making observations of the forms
and positions of sunspots when he witnessed what he described as ‘two patches
of intense and white light’. He then noticed that about one day later a great
geomagnetic storm broke out. At that time, Carrington was not willing to
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jump to conclusions about a possible connection. It then took roughly eighty
years before a complete description of these events were presented, yet the
observations by Carrington provided the first direct link between solar activity
and magnetism. The phenomena observed by Carrington are today known as
solar flares (Cliver and Keer 2012; Attrill 2008; Schwenn 2006; Charbonneau
2013).
1.2.1 Generation of the magnetic field
While the generation of the solar magnetic field is still a highly debated topic,
it is generally believed that a hydromagnetic solar dynamo process operating in
the Sun’s interior lies at its foundation. Basically, the dynamo converts kinetic
energy from electrically conducting material into magnetic energy. Needed for
a dynamo is interaction between magnetic fields and turbulence in the solar
interior, an electrically conducting and rotating medium. The rotation brings
a coriolis force, which breaks the left-right symmetry of the turbulence. This
generates a large-scale net helicity, which is believed to be the source of the
solar magnetic field. However, while this fulfils many of the observed large scale
magnetic patterns, certain small scale magnetic structuring is unaccounted for.
This is the reason for the inclusion of small scale, local dynamos in numerical
simulations. This local dynamo only depend on the way convection tangles the
magnetic field, and thus does not need a rotating medium (Charbonneau 2014;
Stenflo 2012).
1.2.2 Solar cycles
One of the longest known observable properties of the Sun is its variability. The
earliest detection of this is based on sunspot numbers, which are found to vary
with a period of about 11 years. Called the solar cycle, this variation can also
be found in the sunspot shape and size and in other phenomena, such as flares
and solar radiation. Solar maximum is the term used when the activity is at
its peak, and solar minimum is when there is the least activity. The change
of sunspot number can be clearly seen in figure 1.5, which plots the fractional
surface coverage of sunspots in function of solar latitude and time. As we know,
the Sun’s magnetic field is directly linked with solar activity. It is therefore
not surprising that the structure and orientation of the magnetic field changes
with the solar cycle as well. During solar minimum, it is ordered and simple,
resembling closely a dipole magnetic field. During solar maximum, the magnetic
field is much more chaotic and disorganised. After a single period of 11 years
the polarity of the Sun’s magnetic field is reversed. This is why the magnetic
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Figure 1.5: The butterfly diagram, showing the fractional surface coverage
of sunspots in function of solar latitude and time. This figure clearly shows
that the majority of sunspots are located between latitudes of 30° North and
30° South, but also that the amount of surface coverage, and thus sunspot
number varies significantly over a time period of 11 years. Figure modified from
https://solarscience.msfc.nasa.gov/images/bfly.gif.
field cycle of the Sun is a 22-year cycle, also called the double solar cycle or the
Hale cycle (Attrill 2008; Moldwin 2008; Charbonneau 2010; Balogh et al. 2015;
Charbonneau 2010).
1.2.3 Structure of the magnetic field
The structure of the solar magnetic field is largely dominated by three features
of the solar atmosphere: coronal holes, active regions and the quiet Sun (Attrill
2008; Steed 2011; Brooks et al. 2015).
The quiet Sun
The quiet Sun regions are those that are not coronal holes or active regions.
The quiet Sun is characterised by a ‘salt and pepper’ magnetic field, meaning
that this structure is a random mixture of mixed polarity magnetic field regions
and is dominated by small scale, closed coronal loops and ‘open’ field lines.
Figure 1.6 shows a magnetogram image of a part of the quiet Sun, where one
can see the mix of positive and negative polarity areas. While at first it was
believed that the quiet Sun is the region where the slow solar wind originates
(Attrill 2008), Brooks et al. (2015) showed with the use of solar velocity maps
that the matter is in fact more complicated, with a number of known and
unknown contributors to the slow solar wind. The quiet Sun exhibits typical
magnetic field strengths between 0 and 2000 G, the temperatures distribution
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Figure 1.6: Magnetogram of the quiet Sun, taken by SDO/HMI on 14 March
2017. White denotes positive polarity magnetic field, while black denotes
negative polarity, showing that the quiet Sun is basically a chaotic mixture of
both. This is also called ’salt and pepper’ magnetic field. Image generated
using the ESA and NASA funded Helioviewer Project.
has a strong peak at about 106 K and typical densities are about 2× 107 − 108
cm−3 (Domínguez Cerdeña et al. 2006; Warren and Brooks 2009; Attrill 2008).
Coronal holes
Coronal holes are observed in the solar corona as large, dark areas with a
decrease in EUV and X-ray emission, as can be seen in figure 1.7. Their
temperatures are lower than their immediate surroundings, up to about 8× 105
K at a hight of 1.1R. There is some controversy regarding the temperature
above that height as some observations suggest a decrease to about 3× 105 K
at 1.3− 1.4 R, while others suggest an increase to about 1.5× 106 at 1.5 R
(Priest 2014; Cranmer 2009). Coronal holes are most commonly formed (and
persist) near the solar poles during solar minimum, while low-latitude coronal
holes can also exist during solar maximum. The magnetic field of coronal holes
is described as ‘open’, meaning it appears to be only connected to the Sun at
one end and reaches far into interplanetary space before reconnecting to the
Sun at the other end. Not reconnecting would mean the presence of a magnetic
monopole, which violates Gauss’ law. The typical magnetic field strengths
in coronal holes is low, about 5 - 10 G (Priest 2014). This magnetic field
configuration is also the main reason why these regions appear dark: the plasma
within is not confined to the solar corona and escapes along the field lines into
interplanetary space. This causes coronal holes to have lower density than their
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surrounding areas, and thus resulting in their dark appearance. The density is
about a factor 2 to 3 times lower than the quiet Sun (Priest 2014). The outflow
of plasma is what constitutes the fast solar wind. The ‘open’ magnetic field
structure causes coronal holes to be largely dominated by either a positive or a
negative magnetic flux. There exist exceptions where there are mixed magnetic
fields, most commonly in the form of small dipoles, which are also known to
exist within coronal holes.
Figure 1.7: 193 Å SDO/AIA image of the solar surface on 24 March 2017. The
large dark spot on the otherwise bright solar surface is a coronal hole. Image
generated using the ESA and NASA funded Helioviewer Project.
Active regions
Active regions are areas of elevated magnetic flux density and high magnetic
complexity, often associated with a collection of sunspots. The magnetic field
strength typically lies between 3000 and 4000 G, but can sometimes be as high
as 6100 G (Priest 2014). In contrast to coronal holes, the magnetic field of
active regions form closed loops that are most commonly formed at latitudes
between +40◦ and −40◦, with the majority between +30◦ and −30◦. In section
1.4 we will greatly expand on these coronal loops, as they play a key role in
chapter 4. Once emerged, they can remain present in the solar atmosphere for
a significant amount of time, ranging from a few days up to weeks and even
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months. The typical density of active regions is about 109 − 1010 cm−3, while
the typical temperature is over 3× 106 K (Attrill 2008; Priest 2014). Figure
1.8 shows a magnetogram image of a part of the Sun with an active region,
showing it consists mainly of two parts: one of positive polarity (white) and
one of negative polarity (black).
Figure 1.8: Magnetogram of the active region 12648, taken by SDO/HMI
on 7 April 2017. White denotes positive polarity magnetic field, while black
denotes negative polarity, showing that the active region mainly consists of two
components, one of each polarity. Image generated using the ESA and NASA
funded Helioviewer Project.
1.3 Solar filaments
Solar filaments are huge magnetic structures consisting of large amounts of solar
plasma suspended in the solar corona. Compared to their coronal surroundings
typically they are roughly 100 times cooler and denser, with temperatures up
to 104 K and electron densities of 109 to 1011 cm−3 (for an extended review on
solar prominences, see Labrosse et al. 2010; Mackay et al. 2010). Solar filaments
will play a key role in chapter 3.
1.3.1 General overview
Despite being technically the same, a major distinction is defined between
prominences and filaments. The nature of this separation is purely observational.
Prominences are seen as bright phenomena above the solar limb and are observed
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in emission. Filaments are seen as dark figures against the brighter solar disk
and are observed in absorption. Throughout this manuscript, both names will be
used interchangeably. Figure 1.9 displays a solar prominence and filament next
to each other, showing the observational differences. Another distinction is made
between quiescent and active prominences. As the name suggests, quiescent
prominences are more stable with longer lifetimes. Sometimes surviving up
to several months, quiescent prominences can remain present during several
solar rotations. Generally larger than their active counterparts, they can have
dimensions reaching 104 to 105 km in length, 103 to 104 km in thickness and
104 to 105 km in height. In order to properly display the scope of this size,
figure 1.10 compares a solar prominence with the size of the Earth. Active
prominences display more dynamical features and are more commonly found in
the proximity of active regions. They have lower altitudes and shorter lifetimes
(hours to days) than their quiescent counterparts. Large scale instabilities in
either type of prominence can cause eruptions which are often linked with
phenomena such as flares and coronal mass ejections.
Figure 1.9: Comparison between a solar prominence (left panel) and a solar
filament (right panel). Due to its location above the solar limb, the prominence
is seen as a bright phenomena against the dark background of empty space
(image adopted from Heinzel et al. 2008). Due to its location over the solar
disk, the filament is seen as a dark streak against the bright background of the
Sun (image modified from https://apod.nasa.gov/apod/ap150210.html). Both
images were observed in Hα, with the Hinode/SOT telescope.
SOLAR FILAMENTS 13
Figure 1.10: Image of a prominence with an indicator for the size of the Earth
to give an intuitive feel on the size of the solar phenomenon. This image was
observed by SOHO/EIT in the 304 Å channel on 21 April 2005. Figure adapted
from Labrosse et al. (2010).
1.3.2 Structure
Generally, a filament consists of 3 structural components (Parenti 2014). The
spine is most obvious when observed over the solar disk (thus with a filament).
It is seen as very dark and runs horizontally along the axis of the entire structure.
The barbs are more difficult to distinguish, strongly depending on the line of
sight direction. They protrude from the side of the filament as lateral plasma
extensions all the way down to the chromosphere. Figure 1.11 displays a solar
filament where the barbs are clearly visible (encircled in green). The two
Figure 1.11: Hα image of a solar filament that clearly shows its different
components. The filament spine is observed as a dark streak across the solar
disk, with the barbs (encircled in green) protruding from the side (Image adapted
from Parenti 2014).
extreme ends, also called legs, are the achoring points of the prominence to
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the photosphere. High resolution observations, especially in Hα, show that all
three components themselves consist of thin thread-like structures. Figure 1.12
shows a high resolution Hα observation of a solar filament that shows these
substructures (Mackay et al. 2010; Parenti 2014). The widths of these threads
Figure 1.12: Hα image of a solar filament showing that each of the basic
components consists of thin thread-like sub-structures. This high resolution
image is obtained from the Swedish Solar Telescope. (Image adapted from
Mackay et al. 2010).
are found to be about 200 km and are grouped together in thin bundles within
the filament structures. Their lengths seem to vary, with relatively shorter
threads in quiescent filaments and comparatively longer ones in active filaments.
Where the prominence as a whole can have a lifespan of up to several days,
individual threads are much shorter lived, only surviving up to a few minutes.
Their orientation is not necessarily aligned with the structural components they
belong to but, instead they are thought to align with the local magnetic field
(Lin et al. 2005a,b, 2008; Martin et al. 2008; Parenti 2014).
1.3.3 Magnetic structure
Solar prominences are always located above so called Polarity Inversion Lines
(PILs). These are lines on the photosphere where the radial magnetic field
component changes sign. When a PIL is located on the quiet Sun, an associate
filament is called a quiescent filament. A PIL, found inside a ’nest’ of multiple
bipolar pairs of spots, hosts active region filaments, while PILs located at the
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border of active region can contain intermediate filaments. These PILs can be
found on the quiet Sun, inside ’nests’ of multiple bipolar pairs of spots or at
the border of active regions (Gaizauskas 1998; van Ballegooijen et al. 1998).
The region surrounding these PILs are called filament channels. Here, the
chromospheric spicules are aligned with the PIL. Spicules are fast moving jets
present all over the Sun. They move outward at typical velocities between
15 and 45 km s−1 before falling back a few minutes later. Having lifetimes
of 2 to 6 minutes, they can form arcs when falling back via a different path
than initially shot up (Beckers 1972; Skogsrud et al. 2015). An Hinode/SOT
observation showing spicules can be seen in figure 1.13. Fibril observations can
Figure 1.13: Hinode/SOT observation in the Ca II H line of solar spicules,
observed on 29 January 2011, showing their ubiquitous presence. Image adapted
from Okamoto and De Pontieu (2011).
be interpreted as showing the direction of the chromospheric magnetic field. As
such, in filament channels, they are thus all aligned with the PIL. Here they
also display a streaming pattern, which is opposite on both sides of the channel.
The horizontal component of the magnetic field on the other hand points in
the same direction on both sides. This magnetic field extends a significant
height into the corona, in which the prominence itself is embedded (Foukal
1971a,b; Hyder 1965; Rust 1967; Priest 1989; Webb et al. 1998; Parenti 2014).
A schematic overview of the magnetic structure of the filament channel can be
seen in figure 1.14.
Both filaments and filament channels can be classified depending on their
chirality as either dextral or sinistral. This depends on the direction of the axial
magnetic field as seen from the side of positive polarity of the PIL, as can be
seen in figure 1.15. For a filament channel in strong magnetic field regions, even
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Figure 1.14: Schematic overview of the magnetic structure of a filament channel.
It shows how the spicules are anti-parallel to one another on both sides and
parallel to the PIL. Image adopted from Mackay et al. (2010)
.
Figure 1.15: Overview of the characteristics of dextral and sinistral chirality.
When observing from the point of view of the positive polarity side, if the
magnetic field along the channel points to the right (left) we have dextral
(sinistral) chirality. Image adopted from Mackay et al. (2010).
one without the presence of a prominence, Hα imaging is required to determine
this chirality. The same is true for intermediate magnetic field regions, though
the image needs to be of considerably high resolution. In weak magnetic field
regions, magnetograms can be used to determine the polarity of the magnetic
elements that the spicules are attached to (Martin 1998; Parenti 2014). As the
prominence itself is embedded in the magnetic field of the filament channel,
which extends to significant heights, the chirality of the prominence can be
derived by simply looking at the chirality of the filament channel. It can also
be determined by direct measurements of the magnetic field along the PIL for
a comparison of the polarity. A final method is by looking at the direction
of the filament barbs, which is most clear in Hα filtergrams. In this case,
prominences can be classified as either right-bearing or left-bearing depending
on the direction of the barbs when observed from above. Right-bearing filaments
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always have dextral chirality while left-bearing filaments always have sinistral
chirality (Martin 1998; Leroy et al. 1983). Figure 1.16 clarifies this concept.
Figure 1.16: Overview of the filament barb orientation for both the right-bearing
and left-bearing case. Image modified from Martin (1998).
One should note however that using barbs to determine chirality is not ideal. In
their study, (Hao et al. 2016) found that within the same filament, barbs of both
bearing can be present when different parts of the structure contain different
magnetic topologies. A filament channel can be partly flux rope structure and
partly sheared arcade, with these two separately having opposing barb bearings.
This despite the filament as a whole having a single chirality. In the 2310 cases
studied by Pevtsov et al. (2003), 21 percent display mixed bearing, implying
strong evidence for the lack of a one-to-one correspondence of barb baring to
chirality.
Observational studies have shown that the chirality is strongly dependent on
their location on the Sun: filaments located in the northern hemisphere are
mainly dextral, while those in the southern hemisphere are mainly sinistral.
The study of 571 prominences observed between May and December 2015
showed that 94.8% of those in the northern and 87.4% of those in the southern
hemisphere, or 91.6% in total follow this preference. These percentages change
slightly when only considering observations from a specific phase of the solar
cycle (Ouyang et al. 2017).
1.3.4 Prominence magnetic structure models
When it comes to modelling the magnetic structure of filaments, one of the most
important aspects to take into account is the role of magnetic dips. These are
areas where the field lines are horizontal and curved upwards, and thus capable
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of supporting the cool plasma against gravity (Kippenhahn and Schlüter 1957).
The nature of these dips can be split into two main cases:
• The weight of the prominence plasma distorts the magnetic field structure
and creates the magnetic dip. One highly important example is the
Kippenhahn-Schlüter model prominence model. Here, the shape of the
field lines in the magnetic dip is determined by the balance between the
magnetic and gravitational forces.
• The dip is not caused by the prominence and would thus exist even without
the presence of the prominence plasma. The magnetic fields in filament
channels contain strong electric currents, and when plasma β, the ratio
of plasma to magnetic pressure, is smaller than one, these currents flow
close to parallel with the field lines. This means we are dealing with a
nearly force-free magnetic field, which can contain dips in its field lines.
It is naturally possible that some prominences are a mixture of the two, where
a dip exists prior to the formation of the prominence, but is heavily distorted
by its presence. In the remainder of this section we will go into more depth for
some specific models.
Kippenhahn-Schlüter model
As mentioned above, the Kippenhahn-Schlüter model assumes that the magnetic
field dip is caused by the presence of the prominence plasma. In the model,
the filament is represented by an infinitely thin sheet of matter that is oriented
vertically to the solar surface. The magnetic field is taken to be completely
perpendicular to the prominence, not considering any parallel magnetic field
components. Furthermore, they take the length of the filament to be infinite
and neglect any curvature of the underlying solar surface. The model assumes
a horizontal current sheet in the filament, which induces a Lorentz force that
balances the gravitational forces, as neither gas pressure nor radiation pressure
would be up for that task (Anzer 1969; Kippenhahn and Schlüter 1957; Parenti
2014). A schematic overview of the Kippenhahn-Schlüter magnetic field model
can be found in figure 1.17. Any details on the modelling aspects will be saved
for chapter 3, where we will be using the model to determine the magnetic
field curvature variations throughout a filament. The Kippenhahn-Schlüter
model is a very important one, as many filament thread models are based on
it (Malherbe and Priest 1983; Malherbe et al. 1983; Heinzel and Anzer 2001;
Heinzel et al. 2005; Low and Petrie 2005).
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Figure 1.17: Diagram of the Kippenhahn-Schlüter prominence magnetic field
model. The gray area in the diagram indicates the filament plasma, which is
located in the dip of the magnetic field. For this model, it is the presence of the
plasma that distorts the magnetic field and created this dip. Image adapted
from Gilbert et al. (2000).
Emperical Wire Model
Martin and Echols (1994) created a model where the magnetic field does not
have a dip caused by the presence of the solar filament material. In fact, the
model proposes that the plasma is located on magnetic arches, which are highly
sheared in the direction along the PIL, but contain no dips all together. The
different components of the filament are strongly represented in this model.
Some field lines run along the entirety of the filament, outlining the spine. Other
shorter ones spread out from it and connect to minority polarity elements on
either side of the PIL, representing the barbs. This exclusive connection is a
key detail, as only this way dextral channels contain right-bearing filaments
and sinitral channels contain left-bearing ones. The absence of dips means that
other, non-magnetic forces need to be present to counteract the gravity. The
model however does not address this. A schematic overview of the empirical
wire model can be found in figure 1.18.
Sheared Arcade Model
A first example of a model that includes dips, but that are not caused by the
filament mass is the sheared arcade model. Sheared magnetic arcades can be
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Figure 1.18: Schematic overview of the empirical wire model of Martin and
Echols (1994). The green field lines denote the filament spine, while the red
and blue ones show the barbs. All panels display the same dextral filament,
seen from different perspectives. Image adapted from Howe et al. (2008).
formed by many causes, like shearing motions of photospheric footpoints near
the PIL, the emergence of the upper part of a flux rope, or general large scale
vortical motion. In any case, oppositely directed flows drag the innermost
portion of the PIL into a zone of weaker overlying field. This creates elongated
low-lying field lines, bulging upwards and becoming dipped. After relaxing,
this system brings forth a variety of field-line paths. Some of these are dipped
field lines that lean across the PIL, creating inverse polarity. Others reconnect
in the corona, yielding twisted field lines. As a result, the filament channel is
neither fully normal nor fully inverse polarity (Antiochos et al. 1994; DeVore and
Antiochos 2000; DeVore et al. 2005; Aulanier and Schmieder 2002; Rachmeler
et al. 2013; Karpen et al. 2005). A schematic overview of this model can be
found in figure 1.19.
1.3.5 Flux Rope Models
This final type of model we will discus is one where the weight of the plasma
plays no essential role in the structure of the magnetic field. Weakly twisted flux
rope models are often used for observations of non-erupting events, which are
commonly observed in Hα. In this type of model the magnetic field is dominated
by the axial component (similar to the sheared arcade model). A key feature
for the weakly twisted flux rope is the existence of a coronal arcade overlying
the flux rope, which provides the magnetic tension forces that hold down the
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Figure 1.19: Overview of the sheared arcade model. The left panel shows
the magnetic field lines, with the red ones being the sheared field lines and
the green the overlying potential loops. The right panel displays the polarity
distribution, red being normal polarity and blue inverse polarity. Image adapted
from Aulanier and Schmieder (2002).
flux rope to the low corona. The most important difference with the sheared
arcade model is that the overlaying arcade and flux rope are independent flux
systems, while with the sheared arcade model there exists only a single flux
system. The helicity of the flux rope is generally consistent with the direction
of overlying coronal arcade. The prominence plasma is located in dips of the
helical windings, which implies that the polarity of the magnetic field at the
prominence is inverse compared to the surrounding photospheric fields.
1.3.6 Numerical simulations
Another important tool for studying different aspects of solar filaments is
numerical modelling. Terradas et al. (2015) performed a numerical study
of the time evolution of solar prominences embedded in sheared magnetic
arcades. They represent the prominence by a density enhancement compared to
a background, which is connected to the photosphere through the magnetic field.
Depending on the used parameters, they find prominences that are completely
detached from the photosphere, as well as prominences that are connected to the
photosphere by solar material. They also report the formation of Rayleigh-Taylor
instabilities and oscillatory phenomena. The Rayleigh-Taylor instability itself
has been the main topic of several numerical MHD models (Hillier et al. 2011;
Khomenko et al. 2014; Keppens et al. 2015). Two more aspects of solar filaments
studied through numerical simulations are their formation and the plasma cycle.
The general idea that they are formed via in situ condensation of coronal plasma
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(Parker 1953; Field 1965) is supported by EUV observations (Berger et al. 2012;
Liu et al. 2012). This condensation must be present continuously to compensate
for mass loss. An analogy with the water cycle on Earth can be drawn here:
chromospheric plasma evaporates, reaching higher altitudes in the corona, where
radiative condensations accumulate mass in prominence blobs that ultimately
fall back to the chromosphere (Xia and Keppens 2016; Oliver et al. 2014, 2016),
which gives rise to the plasma cycle.
Numerical simulations are also used to study prominence oscillations. Zhang et al.
(2012) used Hinode high resolution observations and attempted to reproduce the
observed damped oscillations by performing a one-dimensional hydrodynamical
numerical simulation. In their results they show that the oscillation period
derived from the simulation closely matches the observed one and their findings
seem to support that the projected gravity is the restoring force, as mentioned
by Luna and Karpen (2012). Terradas et al. (2013) calculated two-dimensional
numerical models that connect the magnetic field to the photosphere and include
an overlying arcade. Oscillatory motion is simulated by injecting mass into the
equilibrium state of the system. These authors found that vertical oscillations
are always stable for their equilibrium parameters when there is no perpendicular
propagation. On the other hand, longitudinal oscillations, which are mainly
related to slow magneto-acoustic-gravity waves, can become unstable because
they are more strongly affected by gravity. This two-dimensional model was
later expanded to a three-dimensional model (Terradas et al. 2015, 2016) while
using the same concepts as in the two-dimensional model. In these simulations
the main objective was to tie the time evolution of the prominence to the
different parameters of the configuration, where plasma β, the ratio of plasma
to magnetic pressure, is one of the more critical parameters. Kolotkov et al.
(2016) developed an analytical model for transverse oscillations. In this model,
they account for both the magnetic dip and mirror current, which is a current
located below the prominence that is generated by the conductive properties
of the photosphere. In their results, they find the properties of vertical and
horizontal oscillations and show that the system is in fact stable when the force
of the mirror current is accounted for.
1.4 Coronal loops
When observing the solar corona in the x-ray band, it appears very
inhomogeneous. This is mostly due to the fact that a lot of coronal plasma is
confined in magnetic flux tubes that are anchored with both footpoints to the
solar photosphere. Heating up this plasma to a temperature higher than its
surroundings increases its pressure and density. As an optically thin plasma,
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the intensity of its radiation is roughly proportional to the square of the density.
This means that the tube becomes much brighter than the surrounding area
after heating, making it appear like an arch with higher intensity. This is more
commonly known as a coronal loop. Thus, when observing in the X-ray band,
the corona reveals itself to contain high numbers of coronal loops. It is for this
reason that we can say that they are considered to be the building blocks of
the X-ray corona (Reale 2014). Example observations of coronal loops in the
171 Å channel of SDO/AIA can be found in figure 1.20.
Figure 1.20: Coronal loops observed by SDO/AIA on February 2014 in the 171 Å
channel. Image adapted from https://sdo.gsfc.nasa.gov/gallery/potw/item/492
1.4.1 Coronal loop classification
Many different types of loops populate the solar corona, yet finding a clear
way of defining and classifying them proves to be a difficult task. One way
that has existed for some time now is to classify them in five different types,
depending on the location of their footpoints and their origins. These then are
interconnecting loops, quiet region loops, active region loops, post-flare loops
and simple flare loops. The first three of these have self-explanatory names.
Interconnecting loops connect different active regions, quiet region loops are
found on the quiet Sun and active region loops have both their footpoints rooted
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in the same active region. Both post-flare loops and simple flare loops appear
after a flare. They differ less in concept and more in temperature and density.
The typical length, temperature, and density varies among the types (Sheeley
et al. 1975; Svestka et al. 1977; Craig et al. 1978; Priest 1978). Typical values
for physical quantities of loops can be found in table 1.1.
Interconnecting Quiet region Active region Post-flare Simple flare
L 20 - 700 20 - 700 10 - 100 10 - 100 5 - 50
T 2 - 3 ×106 1.8 ×106 104 - 2.5 ×106 104 - 4 ×106 . 4 ×107
n 7 ×1014 0.2 - 1.0 ×1015 0.5 - 5.0 ×1015 1015 . 1018
Table 1.1: Typical length L (Mm), temperature T (K) and density n (m−3) for
the different types of loops. Table adapted from Priest (1978).
More recent observations of loops in different spectral bands and theories about
differences in intrinsic properties have given rise to another classification, one
based on the temperature regime. This yields three types: cool, warm, and hot
loops (Reale 2014). Cool loops have temperatures between 105 and 106 K and
are mostly observed in UV lines (Foukal 1976; Brekke et al. 1997). Warm loops
have temperatures between 106 and 1.5 × 106 K and are mostly observed in
EUV lines (Lenz et al. 1999). Hot loops have temperatures around and above
2 × 106 K and are mostly observed in X-ray and hot UV lines (Vaiana et al.
1973). These values are summarised in table 1.2.
Cool Warm Hot
T 105 - 106 106 - 1.5× 106 ≥ 2× 106
band UV EUV x-ray and hot UV
Table 1.2: Typical temperatures T (K), and preferred wavebands for observations
of cool, warm, and hot loops. Table adapted from Vaiana et al. (1973).
Figure 1.21 displays two observations of the same active region containing two
sunspots at the same time in different wavelengths. The left image is in the
EUV band and thus shows the presence of warm loops. We only see part of the
loops, close to the connection point to the sunspot. Loop material further away
is located higher in the corona, thus having a higher temperature, making it
less visible in the EUV band. The right image is in the X-ray band and shows
the presence of hot loops. Here, we see loops connecting the two sunspots of the
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active region. Note how the temperature difference causes loops clearly present
in one image to be barely noticeable in the other.
Figure 1.21: Two images of the same region, observed on 14 November 2006.
The left image is taken in the EUV band (171 Å) by TRACE, the right image
is taken in the X-ray band by Hinode/XRT. Despite being of the same region
at the same time, both images seemingly display different sets of loops. The
warm loops present at the edge of an active region in the left image are very
hard to see in the right one. Similarly, the hot loops connecting the core of the
active region in the right image are practically invisible in the left one. Image
modified from Reale (2014).
1.4.2 Coronal loop morphology
As coronal loops are essentially quantities of solar plasma trapped in magnetic
flux tubes, they are completely governed by the coronal magnetic field. This
makes determining their morphology seem like a trivial task by mapping the
magnetic structure. The reality is different however, as measuring the magnetic
fields proves to be very difficult (White et al. 1991; Uchida 1970; Nakariakov
et al. 1999; Nakariakov and Ofman 2001). Automated tracing algorithms can
provide useful information however. The basic premise is to identify and measure
the geometry of the loop from one footpoint to the other. Despite the fact
that automated tracing may be restricted to partial segments, or be mislead
by other features, it can provide counts of detectable structures, or track a
single loop over time to detect time-dependent variations. This can be used to
constrain theoretical magnetic field extrapolation models (Aschwanden et al.
2008a). The coronal magnetic field, describing coronal loops with a semicircular
shape is a good approximation. This can be clearly seen in figure 1.20, as
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the footpoints are rooted near the solar limb, showing the majority of the
loop’s material against the dark background. Assuming a semicircular shape
helps determining the length even when projection effects introduce apparent
deformations. These deviations are common however. While the exact geometry
may not be that important for the structure and evolution of the confined
plasma, since it follows the field lines regardless of shape, it is important for the
implications on the magnetic field topology and reconstruction. A large number
of works to determine accurately loop geometry using various methods have
been completed over the years (Saito and Billings 1964; Berton and Sakurai
1985; Reale et al. 2000b,a; Aschwanden 2002; Reale 2014; Aschwanden et al.
2008b).
Another important aspect of loop geometry is the cross-section. Yohkoh/SXT
observations have shown that the cross-section remains approximately constant
along the length. A systematic analysis of a sample population shows that loops
tend to be only roughly 30 percent wider at the midpoint compared to the
footpoint, which is not considered a significant difference. This is in contrast
with what one would expect from a bipolar field (Reale 2014). A possible
explanation is that presence of significant twisting of the magnetic field lines
develops electric currents, which causes significant deviation from a potential
field (Reale 2014; Klimchuk et al. 1992; Klimchuk 2000).
It has long been assumed that coronal loops consist of bundles of thin strands.
The size of these substructures make it very challenging to study them however.
Recent studies use data from SDO/AIA and the High-resolution Coronal Imager
(Hi-C) to investigate the limits on the finest loop strands, as they are important
in a number of coronal heating models. The AIA 193 Å did not yield the
most optimal results, being only marginally resolved. The Hi-C 193 Å images
however, sampled at the full resolution of 0.1" proved to be fully resolved. From
the data, size distributions of loops widths were constructed, resulting in a most
frequent loop width of about 550 km (Peter et al. 2013; Aschwanden and Peter
2017; Reale 2014; Vekstein 2009).
When oscillatory motion is introduced to coronal loops however, the concept of
thread substructures needs to be re-examined. Through the use of simulations,
it was shown that a loop initially composed of closely packed thin strands
(with different temperatures and densities) subjected to oscillatory motion has
this internal structure quickly destroyed. The strands intermix and form new
structures, both smaller and larger in size compared to the original strands,
showing that a separate hydrodynamic evolution for each strand is a faulty
concept. This thus casts serious doubts on multi-stranded loops models (Magyar
and Van Doorsselaere 2016). Despite having lower resolution than the Hi-C,
TRACE still manages to properly show the threads, as can be seen in figure
1.22.
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Figure 1.22: Trace observations of coronal loops from 9 November 2000 where it




As the first space weather mission of NASA’s Living With a Star (LWS)
programs, the Solar Dynamics Observatory (SDO) was launched on 11 February
2010 from the Kennedy Space Center. It provided scientific data for the first
time on 1 May 2010. SDO’s purpose is to provide a better understanding of solar
activity that can influence life on Earth and our technological systems. Its main
goal is to determine the structure and generation of the magnetic field of the
Sun and to investigate how magnetic energy is released into the heliosphere in
order for events, such as solar flares and coronal mass ejections, to be predicted.
By monitoring the conditions before such events, SDO hopes to provide an
insight to their precursors and the topological configuration needed to drive
these events, so they can be predicted for future solar cycles (Pesnell et al. 2012).
SDO is comprised out of three science instruments: The Atmospheric Imaging
Assembly (AIA) is a full-disk solar imager with a variety of passbands (Lemen
et al. 2012), Extreme Ultraviolet Variability Experiment (EVE) measures EUV
and XUV irradiance (Woods et al. 2012), and Helioseismic and Magnetic Imager
(HMI) produces magnetic flux images and magnetic field maps (Scherrer et al.
2012). Figure 1.23 shows an image of the SDO spacecraft and its instruments.
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Figure 1.23: Image of the SDO spacecraft. Figure adapted from Pesnell et al.
(2012)
1.5.2 The Atmospheric Imaging Assembly
The vast majority of the observational data used in this dissertation is from
one of SDO’s instruments: The Atmospheric Imaging Assembly (this will be
expanded upon in chapters 3 and 4). The AIA provides full-disk images of
the solar corona and the transition region up to 0.5 R above the solar limb.
Using four different telescopes, it takes narrow-band images in ten pass bands,
centred on specific lines. These lines, together with their primary ions, their
characteristic emission temperature and the region of the atmosphere it is most
suited to observe are shown in Table 1.3. The temperature response functions,
functions that describe the sensitivity of an imager to emission at different
wavelengths or temperatures, for the six coronal passbands can be found in
figure 1.24. These will be important for Chapter 4. The main goal of the AIA
instrument is to advance knowledge of the mechanisms of solar variability and
the phenomenon of energy storage and release (Lemen et al. 2012).
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Passband Primary ion log(T) Region of atmosphere
94 Å Fe XVIII 6.8 flaring corona
131 Å Fe VIII, XXI 5.6, 7.0 transition region, flaring corona
171 Å Fe IX 5.8 quiet corona, upper transition region
193 Å Fe XII, XXIV 6.2,7.3 corona and hot flare plasma
211 Å Fe XIV 6.3 active region corona
304 Å He II 4.7 chromosphere, transition region
335 Å Fe XVI 6.4 active region corona
1600 Å C IV continuum 5.0 transition region, upper photosphere
1700 Å continuum 3.7 temperature minimum, photosphere
4500 Å continuum 3.7 photosphere
Table 1.3: Overview of the different passbands of the AIA instrument, with the
corresponding primary ion, charateristic emission temperature (log(K)), and
the corresponding regions of the solar atmosphere that they are used to observe.
Table adapted from (Lemen et al. 2012).
Figure 1.24: Temperature response functions for the six coronal passbands (94
Å, 131 Å, 171 Å, 193 Å, 211 Å, 335 Å) of the SDO/AIA instrument. Image
adapted from (Lemen et al. 2012).
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1.6 Overview of the dissertation
In chapter 2 we present an overview about oscillatory motion in plasmas, as
both our main research topics deal with waves in some form. It starts with
describing plasmas and ideal MHD and continuing with the numerics of waves.
The content of this and next chapter are thus needed for understanding the
workings of the research, which is described in the follow-up chapters.
In chapter 3 we present our first research topic: apparent superslow waves
in solar filaments. Phase mixing of standing continuum Alfvén waves and/or
continuum slow waves in solar filaments can create the apparent effect of a
wave propagating across the magnetic field. This is not an actual MHD wave
however, as there is no displacement of matter or transfer of energy. We will
prove that the oscillatory motion observed by SDO/AIA on 2015 March 15 is
not an MHD wave, but can instead be attributed to these apparent superslow
waves. This will be done by determining the (apparent) propagation velocity.
The result will be too low for slow MHD waves and will slow down over time,
both properties agreeing with the concept of apparent superslow waves. We
then proceeded to apply seismology by fitting our velocity results to a modified
Kippenhahn-Schlüter model in order to determine characteristics of the filament
magnetic field structure.
In chapter 4 we present the research about thermal conductivity in coronal
loops. We test the Spitzer thermal conductivity, the value commonly used in
solar plasmas using observations of coronal loops. When slow waves are present
in these loops, the temperature and density values also fluctuate but not in
phase. Thermal conductivity induces a shift between them. We use this premise
to observationally determine the thermal conductivity. Determining also the
average temperature of the loop, we also test the temperature dependence of
the Spitzer conductivity.
Finally, the conclusions of this dissertation are summarised in chapter 5.
Chapter 2
Plasma physics and MHD
waves
When considering everyday life, humans tend to only encounter matter in
three states: solid, liquid and gas. This however does not remain valid when
looking beyond earthly scales. Astronomers agree that, when ignoring dark
matter, more than 90 percent of the matter in the universe is of the fourth state:
plasma. Crudely it can be described as a completely ionised gas, consisting of
freely moving positively charged ions, or nuclei, and negatively charged electrons
(Goedbloed and Poedts 2004). We can however relax this condition, as plasma
behaviour is already encountered when the ionization is only partial. So the
question then becomes, how much ionization is required for a gas to be considered
a plasma? For this we consider the Saha equation, which gives the amount of









where ni and nn are the particle densities of ions and neutrals respectively,
Ui is the ionization energy, T the temperature, me the mass of an electron, k
Boltzmann’s constant, h Planck’s constant. When considering for example air
at room temperature, we have nn = 3× 1025 m−3, T = 300K, and Ui = 14.5
eV (ionization potential for nitrogen). This gives us a very small ratio for
the density of ions to neutral, namely ninn ≈ 2 × 10
−122  1. The degree of
ionization can thus be considered negligible, meaning air at room temperature is
not a plasma. However, for typical coronal conditions (T = 106 K and n = 1012
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m−3), we get a value for the ratio of ninn = 2.4 × 10
18  1. This means that
coronal material is indeed plasma (Goedbloed and Poedts 2004).
This chapter will largely be based on Goedbloed and Poedts (2004); Chen
(2016); Nicholson (1983); Priest (2014).
2.1 Ideal MHD
The ideal MHD equations describe the motion of a perfectly conducting fluid
interacting with a magnetic field. They thus consist of a combination of the
Maxwell’s equations, gas dynamics equations, and equations describing the
interactions. First, the Maxwell’s equations describe the electric and magnetic










∇ ·E = τ
ε0
, (2.4)
∇ ·B = 0, (2.5)
with c ≡ (ε0µ0)−1/2, ε0 is the permittivity of vacuum, and µ0 is the permeability
of vacuum. Secondly, the ideal equations of gas dynamics describe the evolution
of the density ρ, pressure p, and velocity v:
Dρ
Dt
+ ρ∇ · v = 0, (2.6)
Dp
Dt
+ γp∇ · v = 0, (2.7)
with γ the ratio of specific heats and where DDt ≡
∂
∂t + v · ∇, which is the
Langrangian time-derivative, evaluated while moving with the fluid. These two
equations basically describe the conservation of mass and entropy respectively.
With the two sets of equations we have so far, there is no interaction between the






= −∇p+ ρg + j×B + τE (2.8)
E + v×B = 0. (2.9)
This first equation expresses the acceleration of a fluid element caused by
the force consisting of the pressure gradient, gravity (g), and electromagnetic
contributions. The second equation expresses that the electric field in a co-
moving frame should vanish when resistivity is 0. A standard assumption in
ideal MHD is to restrict to non-relativistic velocities (v  c). This allows us to
make the following approximations, using eq. 2.9:
∣∣∣∂E
∂t









|∇ ×B| ≈ B
l0
(2.11)
where t0 and l0 are the typical time and length scales of the plasma. This in









 |∇×B| ∼ B
l0
(2.12)
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The non-relativistic assumption also allows the following approximations, using
eqs. 2.9 and 2.4 for the first and eq. 2.13 for the second:
τ |E| = ε0(∇ ·E)|v ×B|























This introduces a simplification to equation 2.8:









which lets us drop eq. 2.4 from ideal MHD altogether. This, together with
using eqs. 2.9 and 2.13 gives us the basic equations of ideal MHD:
∂ρ
∂t








(∇×B)×B = 0 (2.18)
∂p
∂t
+ v · ∇p+ γp∇ · v = 0 (2.19)
∂B
∂t
−∇× (v×B) = 0 (2.20)
∇ ·B = 0 (2.21)
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The above formulation states the ideal MHD equations with ρ, v, p, and B as
the basic variables. We also want the evolution equation for the internal energy










with mi the mass of the ions, Z the ion charge number, γ the ratio of specific
heats at constant pressure and volume, respectively. Inserting eq. 2.22 into 2.19
gives us the evolution equation using the internal energy as variable:
De
Dt
+ (γ − 1)e∇ · v = 0. (2.24)
Finally, using eq. 2.24, inserting eq. 2.13 into eq. 2.18, inserting eq. 2.9 into








+ ρv · ∇v +∇p− j×B = 0 (2.26)
∂e
∂t
+ v · ∇e+ (γ − 1)e∇ · v = 0 (2.27)
∂B
∂t
+∇×E = 0 (2.28)
∇ ·B = 0 (2.29)
Before we introduce the mechanics of wave motion, we modify the ideal MHD
equations, eqs. 2.25 to 2.29, using the following vector identities and definition:
−j×B = ((∇B) ·B−B · ∇B) 1
µ0
(2.30)
∇×E = −B · ∇v + B∇ · v + v · ∇B (2.31)
p = (γ − 1)ρe (2.32)
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These equations give the final version of the ideal MHD equations:
∂ρ
∂t









+ v · ∇e+ (γ − 1)e∇ · v = 0 (2.35)
∂B
∂t
− B · ∇v + B∇ · v + v · ∇B = 0 (2.36)
∇ ·B = 0 (2.37)
We now make eqs. 2.33 to 2.37 dimensionless by using three quantities for
the units of length, mass, and time. We thus chose a typical length scale ln,
typical value for the plasma density ρn, and typical value for the magnetic field
magnitude Bn. From this, we get typical values for the basic speed (the Alfvén
speed) and time through:




































Applying this to eqs. 2.33 to 2.37 does not change them, except that all
quantities now are the dimensionless quantities with the bar atop them, and the
1
µ0
factor disappears. For notation’s sake, we drop the bars again and continue
with dimensionless quantities.
2.2 Linear MHD waves
We consider an infinite homogeneous plasma at rest and proceed by introducing
perturbations (waves). In order to solve the ideal MHD equations, we linearise
these equations, writing the quantities as:
ρ = ρ0 + ρ1, (2.39)
p = p0 + p1, (2.40)
v = v0 + v1, (2.41)
e = e0 + e1, (2.42)
where the background values are denoted by the subscript 0 and the
perturbations by the subscript 1. Since we take the background plasma at rest,
we have v0 = 0. Inserting this into eqs. 2.33 to 2.37 and discarding nonlinear
terms (terms containing more than 1 perturbed quantity) we get the following
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set of linearised MHD equations:
∂ρ1
∂t




+ (γ − 1)(e0∇ρ1 + ρ0∇e1)
+ ((∇B1) ·B0 −B0 · ∇B1) = 0 (2.44)
∂e1
∂t
+ (γ − 1)e0∇ · v1 = 0 (2.45)
∂B1
∂t
+ B0∇ · v1 −B0 · ∇v1 = 0 (2.46)
∇ ·B1 = 0 (2.47)
We introduce two characteristic speeds describing the background state, the









with c the sound speed and |b| ≡ vA the scalar Alfvén speed. We now transform
the linearised MHD equations to the velocity representation. We rewrite eq.
2.46 using the vector identity ∇(a ·b) = (∇a) ·b + (∇b) · a, and insert together





(b · ∇)2I + (b2 + c2)∇∇− b · ∇(∇b + b∇)
]
· v1 = 0 (2.50)
At this point, we will only consider plane wave solutions. This means that we
will write the density as:
ρ(r, t) = ρ̂e(k·r−ωt)i, (2.51)
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and the same applies for magnetic field and velocity. This reduces the
differentials into multiplications with certain factors:
∇ → ik (2.52)
∂/∂t→ −iω (2.53)
Choosing our background magnetic field carefully, so that
b = (0, 0, b), (2.54)
k = (k⊥, 0, k||), (2.55)
thus allows us to transform eq. 2.50:([
ω2 − (k · b)2
]
I− (b2 + c2)kk + k · b(kb + bk)
)
· v̂ = 0 (2.56)
Rewriting this equation in its separate components gives us:−k
2










This takes the form of Av̂ = −ω2v̂, which is an eigenvalue problem and can
thus be solved through |A+ ω2I| = 0. Writing out the determinant gives us:
(−k2⊥(b2 + c2)− k2||b2 + ω2)− k2||b2 + ω2(−k2||c2 + ω2) −
(−k⊥k||c2)(−k2||b2 + ω2)(−k⊥k||c2) = 0 (2.58)
Using k2 ≡ k2⊥ + k2||, this becomes:
(ω2 − k2||b2)[ω4 − k2(b2 + c2)ω2 + k2||k2b2c2] = 0 (2.59)
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2.2.1 Alfvén waves
A first solution (eigenfrequency) is for the so called Alfvén waves, with:
ω = ±ωA
ωA ≡ k · b
= k||b
= kb cos θ (2.60)
with θ being the angle between k and b (or thus B0). As the above equation
shows, we have two solutions here: one where the waves propagate in the
direction of B0 (ω = ωA) and one where the waves propagate in the opposite
direction (ω = −ωA). The resulting solutions (eigenfunctions) are given by:
v̂x = v̂z = B̂x = B̂z = Ŝ = p̂ = 0
v̂y = −B̂y 6= 0
Alfvén waves are incompressible and purely transverse.
2.2.2 Fast and slow magneto-acoustic waves






2 + c2)± 12
√
(b2 + c2)2 − 4(k2||/k2)b2c2 (2.61)
where the ± sign denotes wave propagation to the right (+) and to the left (−).






1− σ cos2 θ] (2.62)
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where the ± sign refers to the fast (+) and slow (−) modes respectively. In this






which is a function of the two characteristic speeds b and c. The magneto-
acoustic waves are so called because they consist of both magnetic (b) and






















Note that αs ≤ 0 and αf ≥ 0. The velocity and magnetic field perturbations
(v̂ and B̂) are in the plane of k times B. The fast and slow velocity fields are
orthogonal to each other. The fast and slow magnetic field perturbations are
both orthogonal to k.
2.3 Sound waves
Another type of waves described by fluid equations, but simpler than the
linear MHD waves are the sound waves. They are obtained by taking the the
wavevector and magnetic field as parallel, meaning that we take k⊥ in eq. 2.57
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to be 0. This reduces the eigenvalue problem to:
(ω2 − k2b2)v̂x = 0
(ω2 − k2b2)v̂y = 0
(ω2 − k2c2)v̂z = 0
The noteworthy solution is given by
ω = ±kc
v̂x = v̂y = 0, (2.65)
with v̂z arbitrary. These represent plane sound wave travelling to the right or
left (+ sign or − sign respectively) and are compressible and longitudinal.
2.4 Dispersion diagrams
Two things to note are that the resulting eigenfrequencies are well ordered:
0 ≤ ω2s ≤ ω2A ≤ ω2f ≤ ∞ (2.66)
and the eigenfunctions are mutually orthogonal:
v̂s⊥v̂A⊥v̂f . (2.67)
When plotting the frequencies in function of either k|| or k⊥ while keeping the
other constant, we notice a very strong anisotropy. These plots, obtained from
eqs. 2.60 and 2.62, are called the dispersion diagrams and can be found in figure
2.1. These diagrams clearly show the ordering principle for the three waves,
previously expressed by eq. 2.66.
Expanding the square root term in equation 2.62 allows us to have a deeper
look at approximately perpendicular propagation. In this case, we have θ ≈ π2 ,
k||  k and k⊥ ≈ k. This thus means that σ cos2 θ is a small number (≈ 0), we
can thus rewrite:√







Figure 2.1: Dispersion diagrams for Alfvén, fast, and slow waves. The top three
panels take a constant k⊥ value and varying k|| while the bottom three panels
take a constant k|| value and varying k⊥. Each row consists of three panels,
each with a different value for c/b. Figure adapted from Goedbloed and Poedts
(2004).
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≈ 12k










2(b2 + c2)(1 +
√
1− σ cos2 θ)
≈ 12k




= k2(b2 + c2) (2.70)
ω2A = k2||b2 (2.71)
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From this we can see that ω2s ≤ ω2A ≤ ω2f , and also that the Alfvén and slow
frequencies behave very similar for small values of k|| and even that both become
0 for the limit k|| → 0. This can be clearly seen in the top panel of figure 2.1,
where the curves for ωs and ωA (lower 2 curves) approach each other and the 0
value when nearing k|| = 0.
When looking at purely parallel propagation, we have θ = 0, k|| = k and k⊥ = 0.









b2 + c2 (2.72)









2 + c2 ± |b2 − c2|




2(b2 + c2 − |b2 − c2|)




2(b2 + c2 + |b2 − c2|)
= k2||max(b2, c2) (2.75)
ω2A = k2||b2 (2.76)
Again we can see that ω2s ≤ ω2A ≤ ω2f . We can also notice that depending on the
values for b and c, the Alfvén frequency coincides with either the slow frequency
(when b2 < c2, as can be seen in the right bottom panel of figure 2.1) or the
fast frequency (when b2 > c2, as can be seen in the left bottom panel of figure
2.1). When b2 = c2, all three frequencies coincide, as can be seen in the middle
bottom panel of figure 2.1.
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2.5 Phase and group diagrams
From the dispersion relations, we can derive two important quantities: the
phase velocity and the group velocity. The phase velocity gives the speed of





with n ≡ kk . The group velocity, the propagation speed of a packet of waves




For the three MHD waves, the phase velocity will depend on the angle θ between
k and B0, but not on the magnitude k itself. For Alfvén waves, we get the
phase velocity by using eq. 2.60 and obtain:
(vph)A ≡ b cos θn. (2.79)
The endpoints of vector vph for different values of θ will together form two
circles, both touching the origin. This creates the phase diagram. Figure 2.2
displays one of these circles. We can use this to get the group diagram, which
Figure 2.2: One circle of the phase diagram of Alfvén waves. Figure adapted
from Goedbloed and Poedts (2004).
is the envelope at unit time of the wave fronts of a superposition of plane waves
that have all passed through the origin at t = 0 in different directions. As the
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endpoints of vph of all the Alfvén waves lie on one of the circles, their wave
fronts all go through a single point, as shown in the left panel of figure 2.3. The
group diagram for Alfvén waves just consists of two points, namely ±b along
B0, as can be seen in the right panel of figure 2.3. The group velocity for Alfvén
Figure 2.3: Construction of the group diagram (left panel), and the group
diagram itself (right panel) for Alfvén waves. No matter in which direction a
wave is going when passing through the origin, its wave front will always cross
either point b or −b. Figure adapted from Goedbloed and Poedts (2004).
waves is thus given by:
(vgr)A = b. (2.80)
In other words: Alfvén wave point disturbances, and their associated energy
flow, just propagate along single magnetic field lines.
For the fast and slow waves, a similar derivation can be made, but it is easier
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√




with t ≡ [(b/b)×n]×n = (cos θ, 0,− sin θ). All of these velocities are summarised
in figure 2.4, which depict the phase and group velocities for different values of
c/b. Notice how the fast and slow waves behave in exactly the opposite manner:
the fast magneto-sonic waves may be considered as generalised sound waves
with significant contributions of the magnetic pressure, while the slow magneto-
sonic waves may be considered as sound waves with strong magnetic guidance.
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Figure 2.4: Phase diagrams (top panels) and group diagrams (bottom panels)
of the MHD waves for three different values for c/b. In these plots, the group
velocities are normalised as v̄ ≡ v/max(b, c). Figure adapted from Goedbloed
and Poedts (2004).
For certain coronal surroundings, such as solar filaments, these velocities are
well calculated. This is a key aspect of chapter 3, where we will present an
observationally determined propagation speed in one such filament slower than
that of even the slow waves. This shows that the observed oscillatory motion
cannot be attributed to MHD waves, but something else, which will be explained
in chapter 3.
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2.6 Inhomogeneity
Taking inhomogeneity of plasmas into account introduces a number of interesting
phenomena. It is observed that almost all astrophysical plasmas show
inhomogeneity, going from interstellar nebulae to the solar wind and, perhaps
more prominently, a strong structuring in the corona (with coronal loops and
prominences, relevant to this thesis). While inhomogeneous coronal structures
exhibit various geometries, Heyvaerts and Priest (1983) considered a planar
geometry for the sake of simplicity. In their configuration, x is the direction
of the inhomogeneity and z is the direction of the unperturbed magnetic field,
which is excited by footpoint motion in the y direction (see figure 2.5). This
Figure 2.5: Figure adapted from Heyvaerts and Priest (1983).
magnetic structure leads to sheared Alfvén waves, and is given by
B0 = B0(x)z + b(x, z, t)y. (2.82)
When considering for example open field lines, excited with a fixed frequency





When the wavelength is fixed due to boundary conditions, as in the situation
of closed field lines for example, each magnetic surface has its own frequency
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given by:
ω(x) = k||vA(x). (2.84)
Note that, as expected from the set up, both cases have the wavelength and
frequency depending on x, meaning that we have independent propagation
at each magnetic surface. Heyvaerts and Priest (1983) studied the damping
effect of this phase mixing on both propagating and standing waves. In both
cases, the oscillations grow more and more out of phase as the propagation
increases, leading to increased friction, which in turn creates significant energy
dissipation. The damping of high frequency waves with low Alfvén speeds could
be completed in a few thousand km. Heyvaerts and Priest (1983) also take a
close look at instabilities, especially Kelvin-Helmholtz instability and tearing
modes. They concluded that propagating waves appeared to be strictly stable
to both kind of perturbations. Phase mixed standing Alfvén waves however are
highly susceptible to instabilities.
Next to the damping described earlier, phase mixing can have another interesting
effect. When cross-field propagation is observed in solar filaments, it is usually
attributed to magnetosonic MHD waves. Kaneko et al. (2015) and Schmieder
et al. (2013), however, have shown that this may in fact be faulty. Magnetic
surfaces in the prominence can contain trapped continuum Alfvén waves. In ideal
MHD, a single flux surface oscillates at its own frequency without any influence
on or from neighbouring flux surfaces, as seen in eq. 2.84. (negligible effect
in non-ideal MHD). Depending on the variation of the frequency through the
filament, an illusionary effect of a propagating wave can be created that can be
confused with an MHD wave. In their work, they make numerical simulations of
waves excited inside a flux rope. The flux rope structure is created by imposing
converging and shearing motion onto an arcade field. Waves are triggered with
changes in the magnetic field topology and inducing a thermal imbalance in
the plasma. The results of the simulation clearly display wave-like motion,
moving outward with a low and decreasing speed, as can be seen in figure 2.6.
This figure shows the time evolution of the velocity component perpendicular
to a slit taken across the flux rope. Red means positive velocity, while blue
means negative, with the dashed line indicating the wave-like motions. These
are however not actual MHD waves. Kaneko et al. (2015) showed that they
are merely an apparent effect due to phase-mixing. They have also shown that
these apparent waves slow down over time with propagation velocities lower
than fast and even slow modes. These apparent superslow waves are the main
subject of the first research topic presented in this manuscript and will be
greatly expanded upon in chapter 3.
Resonant absorption is another phenomena that inhomogeneous plasmas can
exhibit. Consider a cylindrical plasma formation containing an inhomogeneity
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Figure 2.6: Time evolution of the velocity component perpendicular to the
plane along a slit across a fluxrope from the numerical simulation of Kaneko
and Yokoyama (2015). Red means positive velocity, while blue means negative.
The horizontal and vertical axes represent the time and distance from the center
of the flux rope, respectively. The diagonal threads indicated by the dotted
lines indicate the illusionary effect of wave-like motion. Image adapted from
Kaneko et al. (2015).
such that the Alfvén speed is maximal at the axis and decreases outwards.
When the phase speed of a global, collective mode matches the local Alfvén
speed, it is in resonance with that Alfvén wave. This would cause the amplitude
of the Alfvén wave to steadily increase. Naturally, this increase cannot increase
indefinitely due to resistivity and viscosity, meaning that a form of energy
dissipation must take place, which causes the plasma to heat up. Resonant
absorption seems to work well in the modelling of coronal loop oscillation
damping (Erdélyi and Ballai 2007; Goossens et al. 2002).
2.7 Background flow
In the past sections, we have taken the background velocity to be zero. Keppens
and Demaerel (2016) determined what happens when a background flow is
introduce, or thus when the uniform medium is in motion with v0 6= 0. Since
the laws of motion are the same in all inertial frames, we expect no difference.
Using a background flow, Keppens and Demaerel (2016) determined the phase
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1− σ cos2 θ, (2.86)
vAph = ±vA cos θ. (2.87)






+c2)2 and θ is the angle between k and b. In the equation for
the phase diagrams of the fast and slow waves, the first ± sign differentiates
between the forward and backward waves, while the second ± sign differentiates
between fast (+ sign) and slow (− sign) waves. Determining the group diagrams
shows that they are the same as the static case, displaced by v0. This is to be
expected, since different inertial frames should make no difference here. Figure
2.7 displays a phase diagram for specific velocity values, which is identical to the
static case shifted by v0. Figure 2.8 displays an example of a 3d group diagram.
This can be graphically obtained using the same method we described in section
2.4. When plotting the phase diagrams of the backwards and forwards waves
seperately, Keppens and Demaerel (2016) note that degeneracy exists for the
fast and slow waves, but not the Alfvén waves. Similar plots for the group
diagrams reveals a clear difference between the backwards and forwards Alfvén
waves, as can be seen in figure 2.9.
These plasma flows have a strong impact on current tokamak experiments,
as they strongly influence the plasma’s equilibrium, stability and transport
properties. In these tokomaks, the flows are mainly toroidal as they arise due
to neutral beam injections, yet poloidal flows are not unheard of (Crombé et al.
2005). Astrophysical plasmas, such as coronal phenomena and accretion tori
or discs, have long been observed as flowing. In these cases, there is also the
effect of an external gravitational field that can influence the stability. These
circumstances make it practically impossible to solve analytically, creating the
need for a numerical solution. Such numerical simulations, aimed at studying
the equilibrium and stability of plasmas, thus need to take both flow and gravity
into account. One such code is FINESSE (finite element solver for stationary
equilibria). It computes axisymmetric MHD equilibria for a number of both
astrophysical and laboratory plasmas, including a poloidal flow (Beliën et al.
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Figure 2.7: Example of a 3D phase diagram, with v0 = 2.0, c2 = 1.0, v2A =
1.5 and the angle between v and b equal to π/3. The red arrow indicates
the Alfvén speed vector, while the blue error indicates the flow vector. The
spheres indicating slow, Alfvén, and fast waves are colored green, red, and blue
respectively. Figure adapted from (Keppens and Demaerel 2016).
2002). The stability code PHOENIX makes use of a finite element representation
for the dynamics across flux surfaces in combination with a Galerkin method
(a method that converts a continuous operator problem, such as a differential
equation, to a discreet problem). Used in combination with FINESSE, it is
capable of determining stability of transsonic flows (high velocity poloidal flows)
for both tokamaks as accretion disks and coronal structures. This duo of codes
has proven very effective to describe a variety of cases. In their work, Blokland
et al. (2007) present a new reference test case with purely toroidal flow. They
also display their results on the resistive internal kink mode and the toroidal flow
induced Alfvén Eigenmode. While the inhomogeneity will be very important
in chapter 3, we will not be taking flow into consideration for the research
presented in the next chapters.
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Figure 2.8: Example of a 3D group diagram, with v0 = 0.9, c2 = 1.0, v2A =
1.5 and the angle between v and b equal to π/3. The red arrow indicates
the Alfvén speed vector, while the blue error indicates the flow vector. The
spheres indicating slow, Alfvén, and fast waves are colored green, red, and blue
respectively. Figure adapted from (Keppens and Demaerel 2016).
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Figure 2.9: Group diagram of the forward and backward Alfvén waves, with
v0 = 1.0, c2 = 1.5, v2A = 1.5 and the angle between v and b equal to 2π/3.
Figure adapted from (Keppens and Demaerel 2016).
Chapter 3
Apparent superslow waves in
solar filaments
3.1 Oscillatory motion in filaments
This chapter was previously published as Raes et al. (2017). The data
analysis, derivations, modelling and visualisations are work of the author,
as well as most of the text in the manuscript, with the exception of
section 3.4.1, which was written by A.N. Wright.
Oscillatory motion in prominences and other coronal structures, such as loops
and plumes, have been of scientific interest for a while now. While they have been
observed by Hα spectrograms as early as the 1930s (Dyson 1930), theoretical
studies on the subject long predate observational evidence owing to a potential
link with the coronal heating problem (Joarder and Roberts 1992; Mackay
et al. 2010; Díaz et al. 2003). The ability to study oscillations has advanced
drastically over the years thanks to improved observational methods, such as
two-dimensional spectrographs and image stabilisers, and analysis tools, such
as wavelet transforms (Oliver and Ballester 2002). At the moment the main
method to detect these motions is through the periodic Doppler shifts of spectral
lines or observed displacements. For prominences these observations have shown
that the oscillations are mostly localised and undergo strong damping over time
(Mackay et al. 2010). Depending on the amplitude of the oscillations they can
be divided into two groups: small-amplitude oscillations and large-amplitude
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oscillations (Arregui et al. 2012).
Small-amplitude oscillations can be distinguished due to containing one of three
aspects:
1. Only a restricted part of the prominence is subjected to the oscillation
2. The amplitude of the oscillation is rather small
3. The relation to flare activity is usually non-existent.
Aside from the size of the amplitude, the most important characteristic of large-
amplitude oscillations is the fact that the entirety of the prominence undergoes
the movement, in which displacements from the equilibrium position range from
a few thousand to a few ten thousand km. For a long time it was believed that
large-amplitude oscillations were only caused by the collision of the filament with
a Moreton wave (a flare-associated wave that propagates in the chromosphere;
Moreton 1960; Okamoto et al. 2004) . More recent observations however exhibit
the presence of large-amplitude oscillations without the presence of a remote
flare and thus without the accompanying Moreton wave; other triggering events
could be magnetic reconnection between a filament barb and a nearby emerging
flux (Isobe et al. 2007) or a subflare (Jing et al. 2003).
A handful of models have been introduced to explain large-amplitude oscillations.
One of the earliest is the Kleczek & Kuperus model (Kleczek and Kuperus
1969). In this model, the filament is represented as a slab with the magnetic
field running along it. The oscillatory motion is perpendicular to the main axis
of the slab and the magnetic tension plays the role of the restoring force. Jing
et al. (2003) used this model as a basis for the interpretation of three filament
observations on 2001 October 24, 2002 March 20, and 2002 March 22. One of the
main conclusions of this work is that the direction of the observed oscillations
conflicts with that of the Kleczek & Kuperus model. The observations seem to
show that the displacements are mostly oriented along the filament axis, but
the magnetic tension drives transverse motions, perpendicular to the actual
oscillation (Jing et al. 2006). Vršnak et al. (2007) proposed a model of a flux
rope geometry with oscillations analogous to a longitudinal-mode standing wave
on a spring fixed at both ends. This model however also predicts motions that
are oriented perpendicular to the local magnetic field, which is a phenomenon
not found in observations. One of the more recent works on the topic is by
Ruderman and Luna (2016). In their model, the oscillation consists of the
unified motion of multiple cool, dense threads along the magnetic field. A
nearby energetic event, such as a flare, subflare, or microflare, is taken as the
triggering event. The restoring force is the projected gravity in the flux tube
dips and the oscillation is damped by mass accretion of the threads (Luna and
Karpen 2012; Ruderman and Luna 2016).
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In recent years, there have been a number of numerical simulations regarding
prominence oscillations. Zhang et al. (2012) used Hinode high resolution
observations and attempted to reproduce the observed damped oscillations
by performing a one-dimensional hydrodynamical numerical simulation. In
their results they show that the oscillation period derived from the simulation
closely matches the observed one and their findings seem to support that the
projected gravity is the restoring force, as mentioned by Luna and Karpen
(2012). Terradas et al. (2013) calculated two-dimensional numerical models
that connect the magnetic field to the photosphere and include an overlying
arcade. Oscillatory motion is simulated by injecting a mass enhancement
into the equilibrium state of the system. These authors found that vertical
oscillations are always stable for their equilibrium parameters when there is no
perpendicular propagation. On the other hand, longitudinal oscillations, which
are mainly related to slow magneto-acoustic-gravity waves, can become unstable
because they are more strongly affected by gravity. This two-dimensional model
was later expanded to a three dimensions model (Terradas et al. 2015, 2016)
using the same concepts as in the two-dimensional model. In these simulations
the main objective was to tie the time evolution of the prominence to the
different parameters of the configuration, where the plasma β is one of the most
critical parameters. Kolotkov et al. (2016) developed an analytical model for
transverse oscillations. In this model, they account for both the magnetic dip
and the mirror current, which is a current located below the prominence that
is generated by the conductive properties of the photosphere. In their results,
they find the properties of vertical and horizontal oscillations and show that the
system is in fact stable when the force of the mirror current is accounted for.
While these observational and theoretical works have been around for some
time now, applying seismology to solar oscillations is a more recent application
(Ballester 2014). Seismology entails the analysis of oscillation or wave properties
to study the conditions of the medium through which they travel, which can be
applied to a number of different fields. Helioseismology has, in the past four
decades, revealed an extensive amount of information about the solar interior, to
the extent that our knowledge of the properties of the inside of the sun measures
up to our knowledge about the interior of the earth (Christensen-Dalsgaard
2002). Asteroseismology aims for similar results, but for all types of stars in
order to improve stellar structure and evolution models (Aerts et al. 2010). Solar
atmospheric seismology was introduced in the 1970s (Rosenberg 1970; Uchida
1970; Roberts et al. 1984) but fully realised in the late 1990s (Nakariakov et al.
1999; Nakariakov and Ofman 2001; Goossens et al. 2002; Arregui et al. 2007;
Andries et al. 2005; Van Doorsselaere et al. 2011; Wang et al. 2016).
One can use MHD seismology to determine physical parameters of plasma
structures, such as coronal magnetic fields, transport coefficients and heating
function. When considering prominence seismology, large- and small-amplitude
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oscillations can be used as observational tools (Ballester 2014). Related
observations have been reported in a magnetospheric context, where phase
motions have been observed at the ionospheric footpoints of field lines supporting
Alfvén waves (see Wright and Mann 2006, for a review of the observations and
theory used to interpret them).
As mentioned in section 2.6, observations of cross-field propagations in solar
filaments can be mistakenly attributed to MHD waves, while instead they are
an illusionary effect due to phase mixing. In this chapter, we aim to add
more observational evidence for these apparent superslow wave propagation in
prominences, by showing that the oscillatory motion observed in a filament on
2015 March 15 can be attributed to this concept. This will be carried out using
observations from SDO/AIA to determine the apparent phase velocity of the
observed movement. Section 2 explains the data reduction in more details. The
calculation of the apparent phase velocity and subsequent results can be found
in section 3. In section 4 we connect the phase mixing process with the decrease
of apparent velocity over time using a model for the prominence magnetic field
with the aim of using the superslow waves for seismology. We fit the model to
the data to infer the magnetic configuration. Our conclusions are formulated in
section 5. This chapter was previously published as Raes et al. (2017).
3.2 Observations
The SDO/AIA observations of the prominence were carried out from 00:00 UT
- 10:00 UT on 2015 March 15. This case was chosen by visual inspection. It is
observed at 600 arcsec solar west, 130 arcsec solar south, which is approximately
half a solar radius from the solar centre. The location is near active region 12297.
The prominence is clearly visible in SDO/AIA filters, mainly in wavelengths of
193 and 304 Å . The left panel of Figure 3.1 shows the prominence in AIA 193
Å, where it can be seen as a dark region against the brighter solar disk.
3.2.1 Observed oscillatory motion
The AIA 193 Å observations clearly show an eruptive event near the active
region 12297 from 00:00 UT - 03:00 UT. Consequently, oscillatory motion can
be seen until approximately 10:00 UT, but it is most prominent from 03:10
UT - 06:20 UT. The exact moment when the eruption excites the oscillatory
motion cannot be found in the observations. In section 3.4.6 we show that
the oscillatory motion starts around 02:15 UT, but the eruption itself visually
blocks any sign of this. In order to verify whether these motions are MHD
waves or not, we determine the (apparent) phase velocity of the wave. This can
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Figure 3.1: Prominence observed by AIA on 2015 March 15 at 03:10 in the 193
Å channel. The left panel shows the data in a non-manipulated format. The
darker area denotes the filament and the brighter area is the solar background.
The right panel shows the data set after a first manipulation by using a cut-off
value. In this format, the prominence can be seen as a black shape against a
white background. Compared to the non-manipulated data, the prominence
can be seen much more clearly.
Figure 3.2: Prominence observed by AIA on 2015 March 15 at 03:10 in the 193
Å channel. Here we show the data after a final manipulation: in this format
only the prominence edges are displayed. The red lines over the prominence are
the different slices at which the displacement measurements are taken.
be achieved with accurate measurements of the wave amplitude over time at
different heights (lateral distances on the image) of the prominence. For this
we need to determine the location of the prominence edges.
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3.2.2 Data reduction
The data from SDO AIA has a cadence of 12 s. We use a total of 2990 frames,
covering a time span from 00:00 UT to 10:00 UT on 2015 March 15, from the
193 Å channel. Each frame consists out of 4096 by 4096 data points, but most
of these data are obsolete however, as only a small part of the solar surface
contains the prominence and the oscillatory motion is only observed in a smaller
time interval. Cutting the unnecessary parts we get 980 frames consisting of 349
by 380 data points. A first step to locating the edges of the prominence is to
introduce an intensity cut-off in these data. By changing all data values below
this cut-off value to zero and all data values above or equal to this cut-off to
one, we can find a clearer picture for which part of the image is the prominence.
Through a process of trial and error we find that a cut-off value of 30200 DN
yields the best result. We now have a data set where a data point with a value
of 0 belongs to the prominence and a data point with a value of 1 denotes the
solar background. The right panel of Figure 3.1 shows an image of these data
format: a black blob against a white background. As can be seen, these data
show the prominence edges very clearly.
The location of the edges can now be found by comparing neighbouring data
points in the y-direction. When two neighbouring data points have the same
value (either 0 or 1), we regard them as belonging to same medium (either
prominence or solar disk). When two neighbouring data points have different
values, these two points form a transition from solar disk to prominence or vice
versa. In other words, where the difference between two sequential data points
is non-zero, we are looking at the prominence edge. This way, we create a new
dataset in which a value of 1 denotes the location of an edge and a value of 0
denotes the rest. An image of this dataset can be seen in Figure 3.2.
We take a set of slices across the filament to obtain the displacement of
the oscillatory motion at different heights. For each slice we determine the
intersection of the slice with the northern edge of the filament, for each frame.
Subsequently we calculate the distance between this intersection and a fixed
reference point on the slice. The exact location of this reference point is not of
great importance: we want to know when the displacement is maximal, not its
exact value. Measuring the projected distance between the slices and setting the
lowest slice at height 0, Figure 3.3 shows the displacement over time at projected
height 1530 km. The effect of projection due to the angle of the observation
is not taken into account, such that all speeds and distances measured in this
article are projected distances.
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3.3 Results
To get an initial estimate of the apparent phase velocity, we gather the
amplitudes of the slices at each height into a single plot, as shown in Figure
3.4. In this figure a constant offset proportional to the height is added to the
displacement of each subsequent slice. For this reason, no numerical values are
given on the vertical axis, as otherwise the highest slice would seem to have
a much higher amplitude than the lowest. We note that there are instances
with a lot of noise in the data. This is because the intensity profile does not
always follow a smooth shape, making automated edge detection noisy. Going
over each data frame separately and manually selecting the edge would have
resulted in much less noise. However, we used a systematic approach to avoid
any bias. Luckily, the noise is minimal around the peaks of each displacement
graph, so we can still determine the moment of maximum displacement accurate
enough. This is also the reason why we use the northern edge of the filament,
where there is less noise. Figure 3.4 gives an interpretive grasp on the apparent
velocity; as the apparent wave moves through the filament, the peak time occurs
later for each subsequent slice (Schmieder et al. 2013). We thus need the times
of each local maximum of the amplitudes for each projected height to find the
apparent phase velocity. As the highest slice is too close to the boundary of
the prominence, its results are unreliable and are not used for further analysis.
To find the maxima of the other slices, we fit a parabola to each peak of every
slice as can be seen by the red lines for the slice of height 2175 km in Figure 3.3.
For the fits we took an interval of about 1200 s for the first peak and 2400 s for
the second and third peaks, all centred on a rough estimate of the maximum.
The times can be found in table 3.1 and are plotted in Figure 3.5. The time of
0 s corresponds with the end of the eruption, which is 2015 March 03:10 UT.
Height (km) Peak 1 (sec) Peak 2 (sec) Peak 3 (sec)
0 1390 5580 9501
1530 1447 6013 9557
4589 1751 6156 10438
6118 1584 6225 10527
Table 3.1: Overview of the times of maximal amplitude for each slice.
We can easily get the velocities from each peak by interpolating these points.
This gives us 14, 8, and 4 km/s for the three peaks, respectively. Using the same
moment in time for t = 0 as defined above, gives an evolution of phase velocity
over time as shown in Figure 3.6. We first notice the decline of the apparent
phase velocity over time, as expected from the theoretical work by Kaneko et al.
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Figure 3.3: Displacement measurements of the filament at height 2175. The
red lines at each peak are fitted parabola to find the time of the maxima.
(2015) and the numerical simulations by Kaneko and Yokoyama (2015). This
indicates that we are dealing with apparent superslow waves instead of MHD
waves. When looking at the expected values of phase velocity for MHD waves,
one would presume approximately 20 km/s or higher for solar prominences
(Mackay et al. 2010). While the first observed apparent phase velocity of 14
km/s could still be considered ambiguous, the values of 8 and 4 km/s are
vastly lower than expected speed for even the slow mode. This suggests that
interpreting the observed oscillatory motion of the prominence as MHD waves
is not correct.
3.4 Seismology
In this section we attempt to combine the works of Kaneko et al. (2015) and
Luna et al. (2012) to fit our observations of the superslow propagation to the
change of frequency using a magnetic field model.
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Figure 3.4: Displacement measurements of the filament at all heights. The blue
curve is at a height of 0 km, the green curve at height 2175 km, the red curve at
height 6527 km, the grey curve at height 8703 km, and the black curve at height
10879 km; these are projected heights. The time difference between maxima for
subsequent slices is smallest during the first maximum, larger for the second
maximum, and largest for the third maximum.
3.4.1 Phase mixing and phase motion
There are many instances in MHD where individual field lines exhibit natural
oscillations along their length that are essentially decoupled from neighbouring
field lines. Examples include Alfvén waves, slow modes, and the gravity-driven
sloshing modes considered by Luna and Karpen (2012). Since the frequency of
the oscillation varies from one field line to another, considering a set of field
lines in a smoothly varying medium leads to a continuum of permitted natural
frequencies.
This has been studied previously in two-dimensional systems where the flux
function is a natural coordinate. For example, Wright et al. (1999) show how the
scales and motion phase structures in standing Alfvén waves may be predicted.
Kaneko and Yokoyama (2015) provide a similar analysis for interpreting coronal
















Figure 3.5: Plot of the times of maximal displacement for the different projected
heights. The slopes indicate that the velocity decreases over time for each peak.
Alfvén waves in a simulation. In this subsection we indicate how the ideas
of phase mixing and phase motion may be generalised to a three-dimensional
system.
To facilitate the analysis it is natural to introduce a field-aligned coordinate
system in which the two perpendicular directions are identified with coordinates
α and β, for example Euler potentials. The following analysis applies when
the continuum frequency may be denoted by ωc(α, β). Since these coordinates
are constant on a field line it also guarantees that the frequency is the same
everywhere along a particular field line. The coordinates are completed by a
field aligned coordinate (γ). Whilst it may be difficult to define (α, β, γ) as
orthogonal coordinates globally in certain cases, such as when there is a field
aligned equilibrium current, there is no problem if we are considering a smaller
subdomain in the vicinity of a chosen field line as we do here.
We begin with considering the natural undamped continuum oscillations.
Assuming the system to have been excited at t = 0, the subsequent state
(for t > 0) of the perturbation quantity ξ may be represented by
ξ(α, β, γ, t) = a(α, β, γ) exp [−iωc(α, β)t] , (3.1)
where the complex coefficient a(α, β, γ) is determined from initial conditions.
The quantity ξ could represent any leading order continuum field, such as a
component of velocity, magnetic field, displacement, etc., associated with the
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Figure 3.6: Overview of the apparent phase velocities over time. The time for
each velocity corresponds with the time when the first maximal amplitude was
reached for that wave at height 0. The dotted line is the fitted phase velocity
using eq. 3.59.
natural oscillation. For some systems there may be several harmonics present,
in which case these should be summed over. For simplicity we assume that
there is only a single mode that dominates the behaviour. Depending upon the
system considered, the above expression could be an exact representation or
one that is asymptotically valid.
The field aligned eigenmode structure is contained in the coefficient a, as is
the initial cross-field variation of ξ. In a one-dimensional system, Mann et al.
(1995) showed how the solution develops increasingly small scales (∝ 1/t) in
the perpendicular direction owing to phase mixing, which is a property of a
time-dependent evolution. Here we generalise their results (and those of Wright
et al. 1999) to three dimensions. Taking ∇⊥ of eq. 3.1 gives
∇⊥ξ ≈ −i(∇ωc)tξ (3.2)
after omitting a term (∇⊥a) exp[−iωct], which may be justified if a varies slowly
with α and β, or because as t increases the term retained on the righthand side
of eq. 3.2 dominates.
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We can see how this is consistent with the development of small scales via phase
mixing by introducing local wavenumbers for the variation with α and β,







Here κα and κβ are the wavenumbers in α and β and have units that are the
inverse of the units of their respective coordinates. These wavenumbers should
be distinguished from the perpendicular components of the usual wave vector k,
which has units of 1/length. The different wavenumbers may be related through
the scale factors (h) that relate elemental coordinate increments to physical
distances: dr = eαhαdα+ eβhβdβ + eγhγdγ, where eα is a unit vector in the α
direction, etc. In this notation ∇⊥ = (eα/hα)∂/∂α+ (eβ/hβ)∂/∂β, and noting
that ∇⊥ξ ≈ ik⊥ξ, eq. 3.3 yields






















Equating components of the second and fourth expressions in eq. 3.5 gives the
expected relations between the various wavenumbers,
kα = κα/hα, kβ = κβ/hβ . (3.6)
Eqs. 3.2 and 3.5 give a direct and elegant expression for the perpendicular wave
vector as
k⊥ ≈ −(∇ωc)t, (3.7)
which is a generalisation to three dimensions of the results of Mann et al. (1995),
(Wright et al. 1999) and Kaneko and Yokoyama (2015) for lower dimensional
systems, which developed phase mixing in only one perpendicular coordinate.
The above expression allows phase mixing in both perpendicular directions,














If the phase mixing lengths are expressed in the same units as α and β, rather












The development of the phase mixing length can be pictured simply as the
tendency for each field line to oscillate with its own natural frequency. Even if
all the field lines start to oscillate with the same phase, they soon drift out of
phase with one another as time passes. Not only does the phase mixing process
generate perpendicular scales, but points of constant phase can be seen to move
across field lines. This phase motion has been seen in magnetospheric data of
Alfvén waves (see the review by Wright and Mann 2006) and the simulations of
coronal oscillations by Kaneko and Yokoyama (2015). These studies note that
the direction of motion is related to the spatial variation of ωc. The results of
these papers for the perpendicular phase velocity in physical space generalise to








If the excitation occurred at a time ti, the subsequent properties are found by
replacing t with t− ti in the above formulae.
Even though some of the steps in the above formulation are approximate, the
results have been shown to be remarkably robust and valid. For example,
Alfvén waves are only strictly decoupled when appropriate symmetry is present.
Nevertheless, Mann et al. (1995) and Kaneko and Yokoyama (2015) show
how they can provide an accurate interpretation of simulations which lack
this symmetry. Indeed, even when one-dimensional theory is applied to two-
dimensional simulations, the expressions work remarkably well (Rickard and
Wright 1994).
3.4.2 Apparent phase speed
The generalised expressions for the phase speed that have been derived in both
the magnetospheric and solar literature (Wright et al. 1999; Kaneko et al. 2015)
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with ω the natural/continuum frequency of the field line in a flux surface at
radius r. The assumption for writing this formula is that the phase speed
(Alfvén speed in this case) is a flux function and that the radial coordinate
corresponds to the flux coordinate. Adopting the work of Luna et al. (2012), we







with g the gravitational acceleration at the solar surface and RC the radius of
curvature of the fieldline. If we now assume that the radius of curvature RC is
a flux function, then we can use the same formalism as Kaneko et al. (2015) to
describe the superslow propagation. To obtain the dependence of the radius of
curvature on the height in the prominence, we use the Kippenhahn-Schlüter
prominence magnetic field model (Kippenhahn and Schlüter 1957).
3.4.3 Kippenhahn-Schlüter model
The Kippenhahn-Schlüter prominence magnetic field model is given by:
Bx = Bx0,
By = By0,









where the x-direction is across the filament, the y-direction is along the filament,





with R the specific gas constant, T the temperature (assumed constant), µ̃ the
mean atomic mass, and g the gravitational acceleration. Figure 3.7 shows a






Figure 3.7: Diagram of the magnetic field configuration of a solar prominence.
Figure modified from Gilbert et al. (2000). The prominence itself is shown by the
shaded area, denoted by C1. This area is modelled by the Kippenhahn-Schlüter
model. The value zc denotes the centre of the magnetic field twist we introduce
in section 3.4.4.


























= z + c. (3.16)
Different values of c give different altitudes in the prominence, which correspond
to the different slices of observations we have, as seen in Figure 3.4.


























x′ = 1, (3.20)
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This results in a constant value for the radius of curvature, which is contradictory
to what we expect. For the concept of apparent superslow waves, we need a
radius of curvature that varies with height in the prominence, so that we have
a varying angular frequency in the standing waves. We can therefore conclude
that the assumed model by eq. 3.13 is too simplistic for this purpose and we
thus introduce a modification.
3.4.4 Modified Kippenhahn-Schlüter model
We modify the model so that the magnetic field in the direction along the
prominence depends on the distance to the centre of the prominence, introducing
a twist in the magnetic field. We thus take the magnetic field as follows:
Bx = Bx0,
By = By0S2 (x2 + (z − zc)2),









with zc the vertical position of the centre of the filament and S a measure for the
strength of the magnetic field twist. A visualisation of this modified model can
be found in figure 3.8. To get the radius of curvature in this three-dimensional
scenario, we use a slightly different approach, as we only need the derivative of
the field line parametrisation. A field line with parametric equation r(s) must




Splitting this in components gives us:
dx
dt
= λ(t)Bx(x, y, z), (3.28)
dy
dt
= λ(t)By(x, y, z), (3.29)
dz
dt
= λ(t)Bz(x, y, z), (3.30)
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Figure 3.8: visualisation of the modified Kippenhahn-Schlüter model. In both
boxes, the top plane is z = zc, while the middle of the x-axis and y-axis are
zero. The top panel shows the xz-plane, where the dip structure similar to the
grey area in figure 3.7 are visible. A small angle with the y-axis is made to show
that the fieldlines are not laying in planes perpendicular to the xz-plane, but
that they have a y-component to them. The bottom panel shows the yz-plane,
further showing the y-component in the fieldlines. Here one can see that this
y-component is weakest near the center (x = 0, y = 0, z = zc) and grows





gives us the same result as eq. 3.16. We then introduce a
parametrisation as before as follows:
{
x = s,



























Using eq. 3.34 with eqs. 3.26 and 3.27 confirms this value for λ(s). Combining
eqs 3.26 and 3.27 with λ(s) then gives us
y′ = By0
S2Bx0
(x2 + (z − zc)2)
= By0
S2Bx0








+ C1 − zc)2). (3.36)
Second order differentiations of these equations then give:































Only considering the centre of the filament (x = 0), this becomes:
x′ = 1, (3.41)
y′ = By0
S2Bx0
(C1 − zc)2, (3.42)
z′ = 0, (3.43)
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x′′ = 0, (3.44)






After calculating the second order derivatives, the radius of curvature for a
three-dimensional fieldline in the centre of the prominence can then be calculated
as follows:
Rc =
(x′2 + y′2 + z′2)3/2√






























Rewriting this equation using
u = By0/Bx0, (3.48)
w = Bz0/Bx0, (3.49)







(1 + u2A4). (3.51)
Before we continue, we will test whether or not or modified model is still in
equilibrium. For this, we need the downwards gravity to be cancelled out
by the upwards gravity. This latter quantity is defined by the Lorentz force
(J×B). Modifying the Kippenhahn-Schlüter model creates a number of extra


























x2 + (z − zc)2
)
(z − zc) (3.54)
As the centre of the filament is given by x = 0 and z = zc, we notice that
the additional Lorentz force terms in both the x and z direction are directed
inwards, effectively pinching the system. Something similar can not be said for
the y direction, as the additional term is neither inwards, nor unidirectional over
the entire domain. All three terms have the constant B
2
y0
S2 in front, with By0
the scale of the magnetic field along the filament and S a measure for the twist
we induced. This thus means that the additional Lorentz force term along the
filament (as well as the two pinching ones) are small in case of a weaker guiding
field and a small twist. Our modified Kippenhahn-Schlüter model would thus
be in approximate equilibrium of these conditions are fulfilled.
3.4.5 Apparent phase velocity
Applying this result to the formula for the angular frequency of Luna et al.










1 + u2A4 , (3.55)
which is a function of height. Before we can use this, we need to calculate the
∂ω(r)
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where A is as we defined in eq. 3.50. The r coordinate here is the same as our
C1 coordinate, making the ∂A∂r factor equal
1










































1 + u2A4 . (3.58)















A first thing to notice is that the w quantity vanishes completely. As it is the
only quantity that contains Bz0, this means that the apparent phase velocity is
independent of the scale of the magnetic field in the vertical direction. It only
depends on time, guide field, and height. Assuming that A in eq. 3.59 is large
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(C1 − zc) (3.60)
In this limit for large A (corresponding to a large flux rope, with a slowly
varying twist), the parameter for the magnetic twist magnitude u is no longer
present in the equation. Surprisingly, the phase speed of the apparent superslow
propagation only depends on the distance to the centre of the flux rope.
3.4.6 Fitting the observations
We thus fit our three observed phase velocities (14, 8, and 4 km/s) to their
observed times (t equals 1390, 5580, and 9501 s) in order to get values for
ti and C1 − zC . Doing so yields a value of −2170 s for ti and 103 Mm for
C1 − zc. A plot of this fit can be found in figure 3.6. An excitation time of
2170 s roughly equals one half apparent oscillation period. This means that the
time of excitation of our wave happened about one oscillation period before we
observed the end of the eruption, thus around 02:45 UT. From a physical point
of view, C1 − zc basically gives the distance from the centre of the magnetic
field twist to the filament. According to various works and observations, the
prominence itself is located low in the dip of the magnetic field lines, also called
a cavity (as can be seen in Figure 3.7). This approximate circular structure
can reach up to twice the height of the prominence itself and extends well
above its top (Gibson and Fan 2006; Gibson et al. 2010; Mackay et al. 2010;
Xia et al. 2012). Looking at the fact that the filament height can reach up
to 105 km, the obtained value for the prominence cavity size is compatible
with the earlier observations. We tried using other observations from AIA and
SDO at later times to confirm our results about the height. This proved to
be fruitless however, as no observations are clear enough for a proper sign of
the flux rope or cavity. Since our value for C1 − zc is positive, we can deduce
that the centre of the magnetic field twist is located to the left of our slices in
Figure 3.1. This can be confirmed by looking at the oscillation frequency of
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the different slices. Figure 3.4 shows us that the oscillation frequency decreases
when moving through the slices from left (height 0) to right (height 7637 km).
Eq. 3.12 tells us that decreasing frequency corresponds with increasing radius
of curvature, which in our modified Kippenhahn-Schlüter model conforms to
moving away from the centre of magnetic field twist.
3.4.7 Alfvén and slow waves
The longitudinal oscillations described by Luna et al. (2012) are not the only
modes that can create the effect of apparent waves. When using Alfvén waves







We take the wavenumber k and the density ρ to be constant. Using the modified






(z − zc)4. (3.62)
The r coordinate in eq. 3.11 is the same as the z coordinate in this situation.













S4 (z − zc)3√
B2x0 +
B2y0
S4 (z − zc)4
. (3.64)
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It turns out that with the exception of the minus sign, the apparent phase
velocity when using Alfvén waves is the same as when using the gravity waves.
This can be attributed to the fact that in our modified Kippenhahn-Schlüter
model, the radius of curvature is proportional to B−2. When using these
quantities for the angular frequencies, and thus apparent phase velocity, these
similarities result in near identical outcomes. In any case, Alfvén waves have
displacements perpendicular to the field and this does not seem to be compatible
with the observations.
We could also consider slow waves for the purpose of apparent superslow waves.
However, for this to be valid, we need a smooth transition in temperature. This
is not the case, as there is a fast variation in temperature between the filament
core and surrounding corona (Xia et al. 2012; Soler et al. 2009). Therefore, slow
waves have not been considered for this purpose.
3.5 Conclusions
Oscillatory motion has been detected in the 2015 March 15 prominence observed
with SDO/AIA (193 Å). Data reduction was performed to properly locate the
edge of the prominence. This allowed us to measure the amplitude of the
oscillation across a set of slices. From this we derived the velocity of the
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propagation for three separate wave-like motions; these speeds are 14, 8, and 4
km/s. Both the low values and the presence of the decrease over time shows
that this motion cannot be interpreted as MHD waves. Instead, we suggest that
this is evidence for superslow propagation, which is an illusionary effect created
by phase mixing of standing and/or slow waves trapped in closed magnetic
structures in the prominence. The case we studied is possibly not an exception,
but it could very well be that apparent superslow waves occur rather often in
solar prominences.
We have generalised the concept of superslow waves to three dimensions and
extended it to gravity waves in prominences, as proposed by Luna and Karpen
(2012), where we have assumed that the radius of curvature of the prominence
field lines is a flux function.
When using the measurements for seismology we can conclude that the
Kippenhahn-Schlüter model is too simple to get any results, as the radius
of curvature is constant everywhere. Using a modified model including a
spatially varying guide-field we derive the dependence of the radius of curvature
with height. We can conclude that the scale of the magnetic field in the
vertical direction plays no role in the concept of apparent superslow waves.
Fitting our formula for the apparent speed in the superslow propagation to the
data, we learn that the moment of excitation happens roughly one oscillation
period before the end of the eruption and we obtain a value of 103 Mm for the
distance between the filament and flux rope axis. Thus, for the first time, we
have performed seismology of superslow propagating waves to characterise the




Thermal conductivity describes, as the name suggests, the ability of a medium
to conduct heat. The higher the thermal conductivity, the higher the rate at
which the heat transfer occurs. In solar plasmas, the commonly used value for
this quantity is the thermal Spitzer conductivity and is given by:
κ|| = 9.2× 10−7T 5/2 (4.1)
in units of erg s−1 cm−1 K−1. It was derived using the Boltzmann equation for
the velocity distribution function for the gas particles and assuming that:
• The Fokker-Plank equation may be used to describe the effect of interaction
between particles
• A steady state is established
• The velocity distribution function can be taken as the sum of a Maxwellian
function plus a small term, the latter’s square may be neglected
(Spitzer 1956; Cohen et al. 1950; Spitzer and Härm 1953).
In their paper, Van Doorsselaere et al. (2011) tested the value of the Spitzer
thermal conductivity. They used SDO/AIA observations of a loop that exhibited
slow waves and determined the density and temperature fluctuations due to
the waves. The fluctuations of these quantities are not in phase, as thermal
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conductivity induces a phase shift between them. Physically this can be
attributed due to the fact that the temperature fluctuations suffer from energy
losses to (or gains from) surrounding material. How fast this energy exchange
occurs, or thus the thermal conductivity, relative to the rate of density change
causes the temperature to peak at different time than the density, inducing a
phase shift. Van Doorsselaere et al. (2011) determined the relation between
shift and thermal conductivity (which will be explained in detail in section 4.1)
and found the value for the thermal conductivity to 7.5 × 109 erg s−1 cm −1
K−1. With a temperature of 1.7× 106 K, their results are in the same order
of magnitude as the Spitzer conductivity. Using the same method, Wang et al.
(2015) challenged the Spitzer value. SDO/AIA data show a solar flare on 2013
December 28 that excited longitudinal waves in a hot nearby coronal loop. In
their results, they find a phase shift lower than expected, resulting in a thermal
conductivity value roughly three times lower than Spitzer. In this chapter,
we will also be testing the validity of the Spitzer thermal conductivity, by
applying the aforementioned method on a total of fifteen datasets. Subsequently
determining the average temperature of each loop, we also try to evaluate the
temperature dependence.
4.1 Methods
4.1.1 Differential emission measure
An important tool we have used in this research is the differential emission
measure (DEM). It can be used to obtain information about the thermal
structuring of the solar corona by providing a measure of the temperature
distribution of the plasma along the line of sight (LOS). Deriving a DEM from
a set of observations is no trivial task however (Guennou et al. 2012; Cheung
et al. 2015). For our research we will be using the DEM code developed by
Plowman et al. (2013). The DEM is defined in terms of the densities along the
line of sight, so that∫
E(T )dT ≡
∫
n2(l)dl = EM, (4.2)
with E(T ) the DEM for a given temperature T, n(l) the densities along the
line of sight, and EM the emission measure, a quantity we will be using later.
Observed intensities are then given by:
gn =
∫
Rn(T )E(T )dT, (4.3)
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with gn the observed intensity and Rn the instrument response function, as
previously mentioned in section 1.5.2, see figure 1.24. The code of Plowman
et al. (2013) assumes that the DEM consists of a linear combination of base
elements Bj (a set of narrow temperature bins, six being the default number in





This lets us rewrite the observed intensities as:
gn =
∫













R2n(T )dT normalization constants for the instrument response
functions so that the Ank =
∫
Rn(T )Bk(T )dT matrix is symmetric with diagonal
elements of unity. The code of Plowman et al. (2013) thus then solves for the
DEM coefficients ek (as the number of basis elements equals the number of
channels used in our data, a single value decomposition can be used for solving,
the details of which can be found in their paper). In this chapter, we will use
differential emission measures in order to calculate the temperature and density
of coronal loops in order to study the correlation between the phase shift in
perturbation in these two quantities and the thermal conductivity of the loop.
4.1.2 Phase shift
In their work, Owen et al. (2009) used numerical simulations to study slow
waves with five minute periodicity induced in a coronal medium with an
equilibrium temperature of 106 K and equilibrium density of 10−15 g cm−3.
The main importance lies with the inclusion of damping mechanisms, energy
dissipative processes that induce energy losses in the oscillatory motion, reducing
the amplitude. The three mechanisms included by Owen et al. (2009) are
compressive viscosity (energy loss due to internal friction of the medium),
optically thin radiation (energy loss due to emission), and thermal conductivity
(energy loss due to transference of heat). A first conclusion they reached is
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the fact that the contribution of both compressive viscosity and optically thin
radiation is negligible compared to thermal conductivity (see also De Moortel
and Hood 2003, 2004). The top panel of Figure 4.1 displays the result of their
simulation only containing this mechanism. Aside from the obvious damping
of the wave as it propagates, another effect becomes apparent: the presence of
thermal conduction introduces a phase shift between the energy and density
perturbations. While not plotted, energy can represent temperature here, as the
same phase shift between temperature and density is found. Zooming in on the
dotted box of the top panel of figure 4.1 shows this effect more clearly, as can
be seen in the bottom panel. In this chapter we will attempt to measure this
phase shift in loops with slow waves present in order to calculate the thermal
conductivity, but first we shall derive this phase shift.
4.1.3 Deriving the phase shift
Before we can use the phase shift to determine the thermal conductivity, we
need to derive the relation between these two quantities. We start with the
























p = CρT (4.10)
with z being along the direction of the magnetic field, and where we neglect the
gravity, viscosity, and radiation terms (Krishna Prasad et al. 2014). Linearising
these equations, where we take the background velocity as zero and ignoring
METHODS 85
Figure 4.1: Simulation results for slow wave damping due to thermal conduction.
Velocity, energy and density are displayed, showing that the amplitude decreases
as the wave propagates due to the damping effect of thermal conduction. The
bottom panel displays a zoom of the dotted box area of the top panel in order
to emphasise the phase shift. Figure adapted from Owen et al. (2009)






















p0 + p1 = C(ρ0T0 + ρ0T1 + ρ1T0) (4.14)
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Splitting eq. 4.14 into its constant and perturbed parts gives us:
{
p0 = Cρ0T0









































































































Considering plane wave solutions, or thus assuming that both our temperature
and density are in the form of{
Trel = T̃ ei(ωt−kzz),
ρrel = ρ̃ei(ωt−kzz),
(4.23)







With this, we can rewrite eq. 4.22 as
iωT̃ = (γ − 1)iωρ̃− dγc2sk2z T̃
⇓


















) = ρ̃(γ − 1)
(4.24)
Assuming we have a phase shift between the temperature and density, we rewrite
them both to include this:{
T̃ = Ť eiR
ρ̃ = ρ̌ei(R+4φ),
(4.25)
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where we can now assume that Ť and ρ̌ are real without loss of generality. We







) = ρ̌(γ − 1) (4.26)














]) = ρ̌(γ − 1)
The right hand side here is a real number. That means that for the equality
to hold, the left hand side must be one as well. This thus implies that the
















This equation, together with eq. 4.18 gives us the relation between the observed
temperature density phase shift and the thermal conductivity. We will be using
this to determine the thermal conductivity of all our coronal loops.
4.2 Data reduction
For this project, we analysed a total of 15 datasets, each representing a coronal
loop exhibiting slow waves. They were selected by individually examining a
large amount of active region loops, checking for the presence of waves. This
was done by creating intensity space-time maps. We traced a section of the
loop and divided it into several cross-sections. Each such section is assigned
an intensity value, taken to be the average of each pixel in that region. This
results in a 1D array of intensity along the length of the loop. Repeating this for
multiple time frames allows for the construction of an intensity space-time map.
Fluctuations in one such map then indicates the presence of waves. Table 4.1
shows an overview of all the loops we used for this research, including specifics
concerning date of observations, active region of the loop, number of segments
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(the aforementioned cross-sections) and number of time frames. The number
of segments is equivalent to the length of the loop in pixels. An example of
Number Date AR segments time frames
1 08/10/11 11309 37 900
2 08/10/11 11312 38 900
3 08/10/11 11313 29 900
4 10/12/11 11366 51 750
5 10/12/11 11372 60 745
6 10/12/11 11374 24 900
7 10/12/11 11374 27 900
8 10/12/11 11374 73 900
9 10/12/11 11374 78 900
10 10/07/15 12381 56 400
11 16/06/16 12553 52 1405
12 30/08/14 12149 41 750
13 30/08/14 12152 81 750
14 30/08/14 12152 83 750
15 30/08/14 12152 82 750
Table 4.1: Overview of all fifteen data sets.
one such dataset can be found in figure 4.2. We start by performing a DEM
analysis on each segment for each time frame. This was done using the DEM
code of Plowman. The simple but fast method used in the code allows the
computation of over 1000 DEMs per second of a specified active region observed
by AIA. (For the full details on the implementation of their code, see Plowman
et al. 2013). A sample DEM from dataset number 1 can be seen in figure 4.3.
A quick examination of the plot shows us that the emission from the observed
segment contains two components. One component that emits mostly from
the temperature range of 105.5 to 106 K, and one that emits mostly from the
temperature range of 106.2 to 106.8 K. Since the solar corona is optically thin
and consequently, since the observed intensities are the result of the integrated
emission along the line of sight, it is possible that only one of these emission
components corresponds to the coronal loop while the other arises from the
emission of either the solar background or foreground. Ideally, the component
with highest emission should correspond to the loop, as that is what we see in
the image. However, the response function of the individual filter also affects
the image intensities (see eq. 4.3) and since the second component is also of
considerable magnitude, it becomes impossible to distinguish which component
is which. We thus continue working with both and identify and reject the
background emission later. A next step is to determine the emission measure.
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Figure 4.2: SDO/AIA 171 Å observation of loop number 1. Active region 11309
is located in the centre. The bright streaks originating from it are coronal loops.
The one that has its boundaries indicated by red lines is loop number 1 from
table 4.1.




which has to be done separately for both components. This makes the
integrations not completely trivial as the distinction between components is
not always as clear as the sample DEM in figure 4.3. Here, a clear separation
of the two components is obvious. It would thus be easy to define the proper
temperature range of each and do the integration accordingly. However, in a
significant number of the DEMs, the two components blend into each other,
making it less straightforward to define a proper separation point. Basing the
separation on the location of the peaks and local minima in between seems like
a possibility at first, but this also proves impractical in many cases. Where
both components of our sample in figure 4.3 have one clear absolute maximum
and seemingly zero value in between, this is not always the case. There are
often occurrences where one or both components have multiple relative maxima
in their temperature range. An example of such an unclear DEM can be
seen in figure 4.4. This altogether makes it practically impossible to create
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Figure 4.3: Sample DEM taken from the coronal loop in active region AR11309
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log(T)[k]
Figure 4.4: Sample DEM taken from the coronal loop in active region AR11309
on 2011 October 8. Here, the cooler component exhibits multiple peaks, making
it unclear to estimate by eye the temperature of this component.
an automated routine to integrate both components separately for each loop
segment and time frame. The method we used instead was to fit Gaussians to
the DEM in log scale. Figure 4.5 shows the same DEM as figure 4.3 in logscale
with fits to both components. With the parameters of the Gaussians known,
getting the integration and thus EM of both components is trivial. This in turn
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Figure 4.5: Sample DEM taken from the coronal loop in active region AR11309
on 2011 October 8 in log scale. A Gaussian is fitted separately to both
components in order to determine the location of the peak and the EM.
allows us to calculate the electron density of the loop. Eq 4.2 shows us how
the EM is related to the electron density of the loop. Assuming it constant in
the line-of-sight and taking the loop width to represent the depth as the loop






with w the loop width. This latter quantity is obtained through taking the
cross sectional intensity profile of a time averaged image in 171 Å and fitting a
Gaussian. The full width at half maximum then represents the width of the
loop, which we assume to be a good proxy for the depth. Keep in mind that
this gives us number density, while eq. 4.27 was derived using mass density.
However, we also used relative perturbations, which makes the distinction
irrelevant. Applying eq. 4.29 to an EM only makes sense if it corresponds to the
component that is the coronal loop. However, since we currently are uncertain
of which component that is, we are using both. In the end, the unrealistic results
of the wrong component will be discarded. Aside from the density, we also need
the temperature. This can also be deduced from the DEM: the location of the
peak for each component is the temperature of that component. For that we
use the mean position of the fitted Gaussians.
Now that we have both density and temperature of both components at every
segment for each time frame, we can determine which component actually
represents the coronal loop. A first method is inspection by eye of density maps.
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Separate for both components, we make a plot of the density fluctuation over
time for all the segments. An example of such density map can be seen in figure
4.6. It should be noted that a Fourier filtering was applied to the density data
in order to get only the fluctuations caused by the slow waves. The method
with which this was achieved will be explained later in this section. The left
panel shows the density fluctuation derived using the first DEM component.
Here one can clearly see the oscillatory behaviour one would expect from a loop
that exhibits waves. The alternating high and low densities created ridges, with
the slanting angle being a measure for the propagation velocity. The right panel
shows the density fluctuation derived using the second DEM component. Some
fluctuation can be spotted here albeit with lower amplitude, but compared to
the first component, the density seems to be more uniform, resulting in a more
blurred looking density map. They do not seem to represent a propagating
wave front along the loop as we see in the left panel. This would thus strongly
suggest that it is the first DEM component that represents the coronal loop.
The second component must thus be the coronal foreground, as it is of higher
temperature than the first.
Another way to determine the correct component is by looking at the
temperature variation throughout the segments. As the coronal loop varies
in height in the corona along the segments, it will also vary in temperature.
The coronal foreground (or background for that matter) will have significantly
less variation among the different segments. We thus take the temperature of
each segment (taking the average over time for each segment) and expect a
higher standard deviation for the component that corresponds to the coronal
loop compared to the background/foreground component. The result of this
method can be seen in table 4.3, which shows that in general the first component
displays higher temperature variation compared to the second component. This
thus confirms our previous conclusion that it is the first, cooler DEM component
that represents the coronal loop. We will thus work with this component, even
when the previously mentioned methods do not seem to agree for a specific
dataset.
Looking at the DEMs for each dataset, we always notice that the general shape
of the components stays the same. The first component is in nearly all cases
roughly Gaussian shaped, while the second component consists out of a sharper
peak with a wing like expansion for hotter temperatures. This seems to indicate
that both components represent the same environment in all datasets. Because
of this, we expect a contradiction to the aforementioned methods is more likely
due to inaccuracies in the raw data and used methods, and not because the
components have switched meaning.
The next step is to determine the fluctuations of the density and temperature
due to the presence of slow waves in the coronal loop. Figure 4.7 shows the
temperature and density of a single segment over time. While both plots show
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Figure 4.6: Density map of loop number 1. The left panel shows the density
fluctuation based on the first DEM component, while the right panel is based
on the second DEM component. The first component clearly shows the presence
of ridges caused by alternating high and low density. These represent the slow
waves, with the slanting angle being a measure for the propagation velocity. A
Fourier filtering has been applied to the data for creating these maps in order
to only show the oscillatory motion caused by the slow waves.
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Figure 4.7: Global variation of the density and temperature of segment 10 of
coronal loop number 1.
clear variations of the quantities, we cannot use this in the current format as
they are the global fluctuations caused by the cumulative effect of the general
dynamic nature of solar plasma. As we intend to relate the thermal conductivity
with the phase shift between temperature and density oscillations caused by the
slow waves, we need to filter out the other effects. Applying a Fourier filtering
allows us to obtain the fluctuations caused by the waves. To obtain a proper
temporal window for this, we first make an estimate of the oscillation period.
This is done by using the intensity space-time maps. One proper segment
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is selected through inspection by eye. We then calculate the average of this
segment and its two neighbouring ones to create the mean light curve. We
then apply a wavelet analysis on this, with the resulting peak period being the
oscillation period. The temporal window for the Fourier analysis is then centred
on this value. The width of the window varies. For shorter periods (less then 3
minutes) we take 60 s while for longer periods (up to 13 minutes) we take up
to 180 s. Doing this Fourier analysis yields the fluctuations needed. Figure 4.8
shows the relative fluctuations of density and temperature due to the presence
of slow waves in the coronal loop. While these plots show a clear view of the
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Figure 4.8: Fluctuation of the density and temperature attributed to the
presence of slow waves in the coronal loop.
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fluctuations themselves, they fail to give us a firm grasp on the delay between
the two fluctuations. Displaying both quantities in the same plot could give a
first evidence of this. The amplitudes of both are on a different scale however,
so a slight adjustment is needed to obtain an acceptable visual representation.
Figure 4.9 displays the relative fluctuation of both temperature and density of
loop number 1 in segment 10, with the density reduced by a factor of fifty to
bring both amplitudes in the same range. Because of this rescaling, no values
are assigned to the vertical axis. Here we can see that both fluctuations seem












Figure 4.9: Comparative view of the density (blue) and temperature (red)
fluctuations of loop number 1 in segment 10. The former have been reduced
by a factor of fifty in order to bring them in the same value range to better
visualise the delay between the two variations. Because of this, no values have
been assigned to the vertical axis.
to follow the same trend. In order to obtain the thermal conduction, we apply
eq. 4.27. Rearranging this equation around gives us the thermal conductivity
from the phase shift. Using a simple cross-correlation yields a value for the
time delay. Using the oscillation period obtained from the intensity space-time
maps we get the phase shift and consequently thermal conductivity for every
segment of the coronal loop. The cross-correlation also provides a third way for
distinguishing between the two DEM components. The one representing solar
background or foreground does not have a correlation between temperature and
density. Determining the cross-correlation values for this component must thus
yield considerably lower results compared to the component that does. The
results of this method can be found in table 4.3. As described above, the DEM
provides a temperature value of the loop for each segment, for each time frame.
Averaging over time gives as a single value per segment. Subsequently averaging
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over each section gives us a single temperature and thermal conductivity for
one coronal loop. We apply this to each loop shown in table 4.1.
4.3 Discussion
The methods explained above, especially where it comes to how we distinguish
the two DEM components, do still have exceptions and irregularities. We will
therefore first classify them accordingly. The values of the thermal conductivity
parallel to the magnetic field, temperature, cross-correlation and temperature
variation can all be found in tables 4.2 and 4.3.
4.3.1 Good cases
Loops where all the methods (density map inspection, cross-correlation value and
temperature variation) agree on the first component representing the coronal
loop are classified as good loop. These are loop numbers 1, 2, 4, 6, 7 and
9. Figure 4.10 shows a plot of all the thermal conductivities determined in
this research, the one from Van Doorsselaere et al. (2011) and the Spitzer
conductivity. The stars represent the values deduced from the good coronal
loops. Their size are a measure for the cross-correlation value of that point, the
bigger the star, the higher the cross-correlation. This thus gives a measure of
their reliability. It should also be noted that in general the cross-correlation
value is significantly higher for these good loops compared to the others.
4.3.2 Inconclusive cases
In four cases, two of the methods agree with the notion of the first DEM
component representing the coronal loop, but the third method seems to
indicate otherwise. These will be classified as inconclusive loops. These loops,
with their conflicting method, are:
• loop 3, cross-correlation value of second component higher
• loop 5, density map yields no visual conformation
• loop 12, density map yields no visual conformation
• loop 14, temperature variation of second component higher
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The inconclusive loops are represented as triangles in figure 4.10, with their size
giving a measure of the reliability as with the good loops.
4.3.3 Bad cases
Two of the loops either mostly or completely disagree with the notion that
the first DEM component represents the coronal loop. Loop number 8 only
has the temperature variation indicating the first component. It should be
noted, however, that the values for this case are significantly lower compared
with the good loops and even the inconclusive loops. The same is true for
the cross-correlation values. Loop number 15 has all three methods seemingly
indicating that the second DEM component represents the coronal loop. As with
loop 8, the cross-correlation and temperature variation values are significantly
low compared with the good and inconclusive cases. However, as the general
shape of the DEM is similar to every other loop (Gaussian like shape for the
first component and sharper peak with extended wing like structure in the
hotter region), we will still be using the first DEM component for determining
the thermal conductivity. The bad loops are represented as squares in figure
4.10, with their size giving a measure of the reliability as with the good and
inconclusive loops.
4.3.4 Irregular cases
Three of the loops stand out from the rest for various reasons and will thus be
discussed separately. The first of which is loop number 10. At first inspection,
it seems to be a good loop, with the density maps and cross-correlation values
strongly indicate that the first component represents the coronal loop. The
temperature variation also seems to confirm this, yet these values are rather
low. Using either component however, the thermal conductivity turns out to
be a negative value. A possible explanation for this problem is that thermal
conductivity might not be the only factor that contributes to the phase shift
between temperature and density fluctuation. Another contributor such as
compressive viscosity or radiative cooling could thus ’push’ the shift over 90
degrees. As can be seen in eq. 4.27, we take the tangent of this phase shift,
resulting in a negative value. This is unfortunately an issue we cannot work
around. This loop will thus not be included in the final results.
Loop 11 is a similar case. Here we also obtained a negative value for the thermal
conductivity at first. We managed to find a workaround for this case however,
in order to keep the dataset usable. For all the other loops, we determine
the thermal conductivity in every segment and take the average for the total
100 THERMAL CONDUCTIVITY OF CORONAL LOOPS
thermal conductivity of the loop. For this loop, we instead calculate the phase
shift in every segment and proceed to calculate the average phase shift. We
then use this in every segment for the thermal conductivities and finally take
the average for a final value for the loop. This does yield a positive, usable
thermal conductivity of 1.99× 108 erg K−1 cm−1 s−1. Attempting this same
workaround on loop 10 yields another negative value, meaning we cannot use it
still.
The final irregular loop is number 13. Again, at first inspection it appears to be
a good loop, except for the fact that the difference in cross-correlation values of
the two components is negligible (both approximately 0.49). In the calculation,
however, there is a specific segment that generates a problem. The shift between
temperature and density is smaller than, but very close to 90 degrees. This
yields for that single segment a thermal conductivity value in the order of 1016.
Averaging over all the segments yields a total thermal conductivity value in the
same order. To obtain a usable result, we can use the same workaround as loop
11. Taking the average phase shift over the segments and using this for every
segment yields an acceptable value in the order of 109.
These latter two irregular loops are represented by a cross in figure 4.10, again
with the size giving a measure of the reliability.
Loop number thermal conductivity absolute error temperature
1 1.30× 1010 1.27× 1010 5.9× 106
2 3.29× 109 2.88× 109 6.8× 106
3 9.36× 109 2.24× 1010 5.6× 106
4 8.26× 109 6.23× 1016 6.3× 106
5 8.71× 107 7.06× 109 6.3× 106
6 9.52× 108 1.46× 109 5.2× 106
7 6.63× 108 3.80× 109 5.3× 106
8 5.07× 109 7.50× 1010 8.4× 106
9 7.01× 109 1.05× 1010 8.1× 106
10 −4.31× 108 1.56× 109 7.2× 106
11 7.99× 109 6.41× 109 7.9× 106
12 2.70× 108 2.83× 109 5.4× 106
13 7.93× 109 8.02× 108 8.3× 106
14 1.92× 109 1.52× 1010 8.4× 106
15 8.96× 108 1.99× 1010 8.1× 106
Table 4.2: Overview of the thermal conductivity, absolute error and temperature
results of all fifteen data sets. thermal conductivity is given in erg K−1 cm−1
s−1 and temperature is given in K. The thermal conductivity of loop 10 is
given in red, as it is a negative value which is physically impossible.
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Loop number cc1 cc2 ∆ T1 ∆ T2
1 0.63 0.56 0.93 0.0035
2 0.82 0.38 0.033 0.0047
3 0.37 0.48 0.012 0.0027
4 0.45 0.35 0.29 .0034
5 0.50 0.38 0.020 0.0019
6 0.55 NAN 0.057 0.023
7 0.43 0.32 0.096 /
8 0.35 0.38 0.0034 0.00067
9 0.60 0.31 0.11 0.0013
10 0.74 0.44 0.0043 0.00064
11 0.34 0.41 0.0074 0.017
12 0.59 NAN 0.76 0.14
13 0.49 0.49 0.0069 0.0015
14 0.34 0.30 0.0045 0.015
15 0.37 0.49 0.0045 0.014
Table 4.3: Overview of the cross-correlation values and temperature variation
of both components of all fifteen datasets. cc1 and cc2 stand for de cross-
correlation of the first and second component respectively. These values are
dimensionless. ∆ T1 and ∆ T2 stand for the temperature variation of the
first and second component respectively. For this, we determine the standard
deviation of the segment temperatures and divide by the average of the segment
temperatures. Dividing by the average gives us a relative temperature variation,
which gives us a more accurate view on the situation than the absolute variation,
as the second component is significantly hotter than the first. As such these
values are also dimensionless. The values given in red are those which go against
the general expectation of the first DEM component representing the coronal
loop. They are thus the ones where the cross-correlation value of the second
DEM component is highest and where the temperature variation of the second
loop is highest.
4.4 Conclusions and future work
The final results are visualised in figure 4.10, where the thermal conductivities
(all except the faulty negative value) are plotted in function of temperature. The
line shows the Spitzer thermal conductivity, while the diamond in the hotter
part of the plot is the value determined by Van Doorsselaere et al. (2011). A
first thing to note is that this plot does not contain error bars. While the final
thermal conductivity is deduced by taking the average over all the segments,
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the error can be obtained as the standard deviation of the segments. These
can be found in table 4.2 and are found to be extremely high. Going over our
results, we see that this is caused by the fact that in every loop there are always
a few segments that stand out. Similar to irregular loop number 10, there is
always at least one segment with the highest cross-correlation results in a phase
shift above 90 degrees, resulting in a negative conductivity. When the amount
of segments with phase shift above 90 degrees is low, and the shift itself is not
close to 90 degrees, the final result after averaging over all the segments is in
the expected order of magnitude. A single segment with negative value however
is enough for a very high standard deviation. In our case, as can be seen in
table 4.2, the errors are often several orders of magnitude higher than the
thermal conductivities themselves. The reason for these exceptional segments is
uncertain. A possibility is the accumulative errors from the data and methods
used shifts the cross-correlation peak above 90 degrees. Momentarily we have
no way around this. For possible future work we would like to apply a different
approach on some of the methods, specifically the Gaussian fitting of the DEMs.
Fitting Gaussians in log scale is a good method, but could be improved upon.
A better method could result in a more stable shift between temperature and
density fluctuations among the different segments and thus resolve the issue.
All except two inconclusive loops exceed the Spitzer thermal conductivity. This
could be due to the already aforementioned concept that not only thermal
conductivity induces a shift between the temperature and density fluctuations.
But as we have been taking it as the only contributing factor, we can expect
higher values to compensate for the other factors which have been left out of
the analysis to a certain degree. However, the other damping mechanisms Owen
et al. (2009) discussed, compressive viscosity and optically thin radiation, were
found to have negligible effect compared to thermal conductivity. These were
also discussed by De Moortel and Hood (2003), whose results agree with Owen
et al. (2009), stating that neither are effective dissipative mechanisms in coronal
conditions. We would thus not expect that their contribution would cause
thermal conductivity values more than one order of magnitude higher than
Spitzer’s, yet this seems to be the case for a number of loops, including some
categorised as good cases. As we deem it unlikely that they underestimated the
effects in their work, it is momentarily unclear why our results seem to disagree.
Evaluating the temperature dependence, our dataset makes it difficult to confirm
or deny that the thermal conductivity increases with rising temperature. While
our results seem to roughly follow that trend, our temperature range is rather
limited and our error margins are too high to make any real judgement. A
possible way to extend this work in the future is by broadening the temperature
domain of our loop samples. Focussing on data sets outside our current
temperature domain could allow us to more properly evaluate the temperature
dependence. Improving on the error analysis is also a main requirement.
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At the moment, without taking the large error margins into account, our
results seem to indicate that Spitzer is more or less valid in this temperature
range, in contrast with the findings of Wang et al. (2015), who studied a higher
temperature regime. Their methodology is the same as ours: Gaussians are fitted
to DEMs and used to determine the temperature and density fluctuations. A
first difference lies in the fitting. While their DEMs also display two components,
the first one is fitted with the superposition of two Gaussians. A second, more
important difference lies in the distinguishing between the components. While
we take the cooler component to represent the coronal loop, Wang et al. (2015)
assume the hotter component to represent the loop. A third difference lies in the
cross-correlation, where they first fit damped sine functions to the temperature
and density oscillations while we do not. A final difference lies in the used
segments. While we take our final result from the averaging over all the segments,
Wang et al. (2015) focus on a single one in order to study the oscillatory motion.
We can not say for certain that these differences in methodology cause our
contradicting results. We also see that the results of Wang et al. (2015) fall
within our error margins, meaning that without improving our error analysis,
we are unable to reach any specific conclusions on this matter. A possible
future work is to repeat our work for the 2013 December 28 loop and examine
whether we also find a value lower than Spitzer’s in accordance with Wang et al.
(2015) or a higher one, following the trend of the majority of our studied loops.
Improving upon our error analysis is again required here.
A final possible future work is to test our own result by using a different method
to determine the phase shift. Instead of cross-correlation, we could use the




= (γ − 1) cosφ, (4.30)
with AT the amplitude of the temperature fluctuations, An the amplitude of
the density fluctuations and γ = 5/3. This could provide a measure validity of
both methods.
Our final conclusion is that at the present state, our presented method is
unable to properly determine the thermal conductivity and compare it to
previously determined results. Our current error margins are often larger than
the results themselves, making the latter themselves unreliable. This also
makes a comparison with results of other studies unreliable, as they are always
contained within our error margins. This thus makes the method as presented
in this thesis unusable for its purpose in its current format.
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Figure 4.10: Thermal conductivity results. The stars, triangles, squares and
crosses represent the different coronal loops processed for this work for the good,
inconclusive, bad, and irregular cases respectively, with the size of the symbol
depending on the cross correlation value between temperature and density
variation. The number next to the symbol indicates which dataset from table
4.1 the result comes from. The different type of symbols indicate the different
types of cases as explained in sections 4.3.1-4.3.4. The diamond is the value
determined by Van Doorsselaere et al. (2011), which was prior to this work the




The content of this dissertation mainly consisted of exploring two research topics:
apparent superslow waves in solar filaments and the thermal conductivity
in coronal loops. This final chapter will summarise all methods used and
conclusions reached, or thus basically display my life’s work.
Chapter three describes in full our first research topic: apparent superslow
waves in solar filaments. Kaneko et al. (2015) and Schmieder et al. (2013)
have shown that phase mixing of standing continuum Alfvén waves and/or
continuum slow waves in solar filaments (and other coronal structures) can
create the apparent effect of a wave propagating across the magnetic field.
Observations would display cross-field propagation, which would usually be
attributed to magnetosonic MHD waves, but that would be faulty in this case.
Our primary goal here is to observationally show the presence of these apparent
waves. This was done using SDO/AIA data of 2015 March 15, from 00:00 UT -
10:00 UT. By measuring the displacement of the oscillatory motion at different
filament heights we determined the apparent phase velocity. We succeeded in
measuring three subsequent periods, resulting in phase speeds of 14, 8, and
4 km/s. The expected value for slow waves in these circumstances is about
20 km/s, meaning our results are significantly lower. We also clearly notice a
decrease of velocity over time, both of which agree with the concept of apparent
superslow waves. This indicates that the observed oscillatory motion cannot be
interpreted as MHD waves, but instead should be considered as evidence for
apparent superslow propagation. We then proceeded to apply seismology to
characterise the filament magnetic structure by fitting our velocity results to a
modified Kippenhahn-Schlüter model. First, we conclude that the scale of the
vertical magnetic field plays no role in apparent superslow waves. Second, we
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obtain a value of 103 Mm for the distance between the filament and flux rope
axis. This research is the first time that seismology of propagating superslow
waves is used to determine magnetic characteristics of a filament.
Chapter four details the research about thermal conductivity in coronal loops.
The standard value used for this quantity in solar plasmas is the one determined
by Spitzer, namely 9.2×10−7T 5/2 erg s−1 cm−1 K−1. In our work, we tested this
value and its temperature dependence by determining the thermal conductivity
using observations in coronal loops. When slow waves are present in these loops,
the temperature and density values also fluctuate. These two quantities are
not in phase however, as thermal conductivity induces a shift between them.
In our work, we used this premise to observationally determine the thermal
conductivity. Using SDO/AIA data of 15 coronal loops exhibiting slow waves,
we used DEMs to obtain their temperature and density. We then applied a
Fourier filtering to obtain the oscillations attributed to purely the slow waves.
A cross-correlation was used to determine the phase shift between the two
quantities and by extension the thermal conductivity of each loop. Measuring
also the average temperature of the loop thus gives us 15 values of thermal
conductivity as a function of the temperature. One of these results was unusable,
as an average phase shift over 90 degrees yield a physically impossible negative
value. Without taking the error margins into account, comparing the rest with
the Spitzer conductivity shows that they are roughly in line, somewhat higher
in most cases. While this seems to indicate that Spitzer is more or less valid
in this temperature range at first sight, our too large error margins makes it
unable to draw any real conclusions. The limited temperature range and large
error margins makes in difficult to draw any conclusion on the temperature
dependence. In its current format, our method seems unsuitable for properly
determining and comparing the thermal conductivity in coronal loops.
The results of the presented work regarding the apparent superslow wave give
an interesting addition to the limited knowledge of a phenomenon that does not
have a lot of attention dedicated to it yet. The results regarding the thermal
conductivity in coronal loop, despite the interesting premise are not yet capable
of dedicating much due to the current error margins. The first next step to be
taking here must be in improvement of the method in order to bring down the
error so that comparisons can be made with previous studies.
Bibliography
C. Aerts. Stellar Structure and Evolution. 2010.
C. Aerts, J. Christensen-Dalsgaard, and D. W. Kurtz. Asteroseismology. 2010.
J. Andries, I. Arregui, and M. Goossens. Determination of the Coronal Density
Stratification from the Observation of Harmonic Coronal Loop Oscillations.
Astrophysical Journal Letters, 624:L57–L60, May 2005. doi: 10.1086/430347.
S. K. Antiochos, R. B. Dahlburg, and J. A. Klimchuk. The magnetic field of
solar prominences. Astrophysical Journal Letters, 420:L41–L44, January 1994.
doi: 10.1086/187158.
U. Anzer. Stability Analysis of the Kippenhahn-Schlüter Model of Solar
Filaments. Solar Physics, 8:37–52, July 1969. doi: 10.1007/BF00150656.
I. Arregui, J. Andries, T. Van Doorsselaere, M. Goossens, and S. Poedts. MHD
seismology of coronal loops using the period and damping of quasi-mode kink
oscillations. Astronomy and Astrophysics, 463:333–338, February 2007. doi:
10.1051/0004-6361:20065863.
I. Arregui, R. Oliver, and J. L. Ballester. Prominence Oscillations. Living
Reviews in Solar Physics, 9, April 2012. doi: 10.12942/lrsp-2012-2.
M. J. Aschwanden. The Differential Emission Measure Distribution in the
Multiloop Corona. Astrophysical Journal Letters, 580:L79–L83, November
2002. doi: 10.1086/345469.
M. J. Aschwanden and H. Peter. The Width Distribution of Loops and Strands
in the Solar Corona Are We Hitting Rock Bottom? The Astrophysical Journal,
840:4, May 2017. doi: 10.3847/1538-4357/aa6b01.
M. J. Aschwanden, J. K. Lee, G. A. Gary, M. Smith, and B. Inhester.
Comparison of Five Numerical Codes for Automated Tracing of Coronal Loops.
Solar Physics, 248:359–377, April 2008a. doi: 10.1007/s11207-007-9064-9.
107
108 BIBLIOGRAPHY
M. J. Aschwanden, J.-P. Wülser, N. V. Nitta, and J. R. Lemen. First Three-
Dimensional Reconstructions of Coronal Loops with the STEREO A and B
Spacecraft. I. Geometry. The Astrophysical Journal, 679:827-842, May 2008b.
doi: 10.1086/529542.
G. D. R. Attrill. Low coronal signatures of coronal mass ejections. PhD thesis,
University of London, University College London (United Kingdom, 2008.
G. Aulanier and B. Schmieder. The magnetic nature of wide EUV filament
channels and their role in the mass loading of CMEs. Astronomy and
Astrophysics, 386:1106–1122, May 2002. doi: 10.1051/0004-6361:20020179.
J. L. Ballester. Prominence Seismology. In B. Schmieder, J.-M. Malherbe,
and S. T. Wu, editors, Nature of Prominences and their Role in Space
Weather, volume 300 of IAU Symposium, pages 30–39, January 2014. doi:
10.1017/S1743921313010703.
A. Balogh, H. Hudson, K. Petrovay, and R. von Steiger. The Solar Activity
Cycle. 2015. doi: 10.1007/978-1-4939-2584-1.
J. M. Beckers. Solar Spicules. Annual Review of Astronomy and Astrophysics,
10:73, 1972. doi: 10.1146/annurev.aa.10.090172.000445.
A. J. C. Beliën, M. A. Botchev, J. P. Goedbloed, B. van der Holst, and
R. Keppens. FINESSE: Axisymmetric MHD Equilibria with Flow. Journal
of Computational Physics, 182:91–117, October 2002. doi: 10.1006/jcph.2002.
7153.
T. E. Berger, W. Liu, and B. C. Low. SDO/AIA Detection of Solar Prominence
Formation within a Coronal Cavity. Astrophysical Journal Letters, 758:L37,
October 2012. doi: 10.1088/2041-8205/758/2/L37.
R. Berton and T. Sakurai. Stereoscopic determination of the three-dimensional
geometry of coronal magnetic loops. Solar Physics, 96:93–111, March 1985.
doi: 10.1007/BF00239795.
J. W. S. Blokland, B. van der Holst, R. Keppens, and J. P. Goedbloed.
PHOENIX: MHD spectral code for rotating laboratory and gravitating
astrophysical plasmas. Journal of Computational Physics, 226:509–533,
September 2007. doi: 10.1016/j.jcp.2007.04.018.
P. Brekke, O. Kjeldseth-Moe, and R. A. Harrison. High-Velocity Flows in
an Active Region Loop System Observed with the Coronal Diagnostic
Spectrometer (Cds) on SOHO. Solar Physics, 175:511–521, October 1997.
doi: 10.1023/A:1004950330900.
BIBLIOGRAPHY 109
D. H. Brooks, I. Ugarte-Urra, and H. P. Warren. Full-Sun observations for
identifying the source of the slow solar wind. Nature Communications, 6:
5947, January 2015. doi: 10.1038/ncomms6947.
P. Charbonneau. Dynamo Models of the Solar Cycle. Living Reviews in Solar
Physics, 7:3, September 2010. doi: 10.12942/lrsp-2010-3.
P. Charbonneau. Where is the solar dynamo? In Journal of Physics Conference
Series, volume 440 of Journal of Physics Conference Series, page 012014,
June 2013. doi: 10.1088/1742-6596/440/1/012014.
P. Charbonneau. Solar Dynamo Theory. Annual Review of Astronomy and Astro-
physics, 52:251–290, August 2014. doi: 10.1146/annurev-astro-081913-040012.
F. F. Chen. Introduction to Plasma Physics and Controlled Fusion. 2016. doi:
10.1007/978-3-319-22309-4.
M. C. M. Cheung, P. Boerner, C. J. Schrijver, P. Testa, F. Chen, H. Peter,
and A. Malanushenko. Thermal Diagnostics with the Atmospheric Imaging
Assembly on board the Solar Dynamics Observatory: A Validated Method
for Differential Emission Measure Inversions. The Astrophysical Journal, 807:
143, July 2015. doi: 10.1088/0004-637X/807/2/143.
J. Christensen-Dalsgaard. Helioseismology. Reviews of Modern Physics, 74:
1073–1129, November 2002. doi: 10.1103/RevModPhys.74.1073.
E. W. Cliver and N. C. Keer. Richard Christopher Carrington: Briefly Among
the Great Scientists of His Time. solphys, 280:1–31, September 2012. doi:
10.1007/s11207-012-0034-5.
R. S. Cohen, L. Spitzer, and P. M. Routly. The Electrical Conductivity of
an Ionized Gas. Physical Review, 80:230–238, October 1950. doi: 10.1103/
PhysRev.80.230.
I. J. D. Craig, A. N. McClymont, and J. H. Underwood. The Temperature
and Density Structure of Active Region Coronal Loops. Astronomy and
Astrophysics, 70:1, November 1978.
S. R. Cranmer. Coronal Holes. Living Reviews in Solar Physics, 6:3, September
2009. doi: 10.12942/lrsp-2009-3.
K. Crombé, Y. Andrew, M. Brix, C. Giroud, S. Hacquin, N. C. Hawkes,
A. Murari, M. F. F. Nave, J. Ongena, V. Parail, G. van Oost, I. Voitsekhovitch,
and K.-D. Zastrow. Poloidal Rotation Dynamics, Radial Electric Field, and
Neoclassical Theory in the Jet Internal-Transport-Barrier Region. Physical
Review Letters, 95(15):155003, October 2005. doi: 10.1103/PhysRevLett.95.
155003.
110 BIBLIOGRAPHY
I. De Moortel and P. Browning. Recent advances in coronal heating.
Philosophical Transactions of the Royal Society of London Series A, 373:
20140269–20140269, April 2015. doi: 10.1098/rsta.2014.0269.
I. De Moortel and A. W. Hood. The damping of slow MHD waves in solar
coronal magnetic fields. Astronomy and Astrophysics, 408:755–765, September
2003. doi: 10.1051/0004-6361:20030984.
I. De Moortel and A. W. Hood. The damping of slow MHD waves in solar
coronal magnetic fields. II. The effect of gravitational stratification and field
line divergence. Astronomy and Astrophysics, 415:705–715, February 2004.
doi: 10.1051/0004-6361:20034233.
G. Del Zanna and H. E. Mason. Solar active regions: SOHO/CDS and TRACE
observations of quiescent coronal loops. Astronomy and Astrophysics, 406:
1089–1103, August 2003. doi: 10.1051/0004-6361:20030791.
C. R. DeVore and S. K. Antiochos. Dynamical Formation and Stability of
Helical Prominence Magnetic Fields. The Astrophysical Journal, 539:954–963,
August 2000. doi: 10.1086/309275.
C. R. DeVore, S. K. Antiochos, and G. Aulanier. Solar Prominence Interactions.
The Astrophysical Journal, 629:1122–1134, August 2005. doi: 10.1086/431721.
A. J. Díaz, R. Oliver, and J. L. Ballester. Fast MHD oscillations of a 3-
dimensional prominence fibril. Astronomy and Astrophysics, 402:781–789,
May 2003. doi: 10.1051/0004-6361:20030285.
I. Domínguez Cerdeña, J. Sánchez Almeida, and F. Kneer. The Distribution of
Quiet Sun Magnetic Field Strengths from 0 to 1800 G. The Astrophysical
Journal, 636:496–509, January 2006. doi: 10.1086/497955.
F. Dyson. title. Monthly Notices of the Royal Astronomical Society, 91:239,
May 1930.
R. Erdélyi and I. Ballai. Heating of the solar and stellar coronae: a review.
Astronomische Nachrichten, 328:726–733, October 2007. doi: 10.1002/asna.
200710803.
J. Evershed. Radial movement in sun-spots. Monthly Notices of the Royal
Astronomical Society, 69:454, March 1909. doi: 10.1093/mnras/69.5.454.
G. B. Field. Thermal Instability. The Astrophysical Journal, 142:531, August
1965. doi: 10.1086/148317.
P. Foukal. Morphological Relationships in the Chromospheric Hα Fine Structure.
Solar Physics, 19:59–71, August 1971a. doi: 10.1007/BF00148824.
BIBLIOGRAPHY 111
P. Foukal. Hα Fine Structure and the Chromospheric Field. Solar Physics, 20:
298–309, November 1971b. doi: 10.1007/BF00159759.
P. V. Foukal. The pressure and energy balance of the cool corona over sunspots.
The Astrophysical Journal, 210:575–581, December 1976. doi: 10.1086/154862.
V. Gaizauskas. Filament Channels: Essential Ingredients for Filament Formation
(Review). In D. F. Webb, B. Schmieder, and D. M. Rust, editors, IAU Colloq.
167: New Perspectives on Solar Prominences, volume 150 of Astronomical
Society of the Pacific Conference Series, page 257, 1998.
S. E. Gibson and Y. Fan. Coronal prominence structure and dynamics: A
magnetic flux rope interpretation. Journal of Geophysical Research (Space
Physics), 111:A12103, December 2006. doi: 10.1029/2006JA011871.
S. E. Gibson, T. A. Kucera, D. Rastawicki, J. Dove, G. de Toma, J. Hao,
S. Hill, H. S. Hudson, C. Marqué, P. S. McIntosh, L. Rachmeler, K. K.
Reeves, B. Schmieder, D. J. Schmit, D. B. Seaton, A. C. Sterling, D. Tripathi,
D. R. Williams, and M. Zhang. Three-dimensional Morphology of a Coronal
Prominence Cavity. The Astrophysical Journal, 724:1133–1146, December
2010. doi: 10.1088/0004-637X/724/2/1133.
H. R. Gilbert, T. E. Holzer, J. T. Burkepile, and A. J. Hundhausen. Active
and Eruptive Prominences and Their Relationship to Coronal Mass Ejections.
The Astrophysical Journal, 537:503–515, July 2000. doi: 10.1086/309030.
J. P. H. Goedbloed and S. Poedts. Principles of Magnetohydrodynamics. August
2004.
M. Goossens, J. Andries, and M. J. Aschwanden. Coronal loop oscillations. An
interpretation in terms of resonant absorption of quasi-mode kink oscillations.
Astronomy and Astrophysics, 394:L39–L42, November 2002. doi: 10.1051/
0004-6361:20021378.
C. Guennou, F. Auchère, E. Soubrié, K. Bocchialini, S. Parenti, and N. Barbey.
On the Accuracy of the Differential Emission Measure Diagnostics of Solar
Plasmas. Application to SDO/AIA. I. Isothermal Plasmas. The Astrophysical
Journal Supplement Series, 203:25, December 2012. doi: 10.1088/0067-0049/
203/2/25.
Q. Hao, Y. Guo, C. Fang, P.-F. Chen, and W.-D. Cao. Can we determine
the filament chirality by the filament footpoint location or the barb-bearing?
Research in Astronomy and Astrophysics, 16:1, January 2016. doi: 10.1088/
1674-4527/16/1/001.
112 BIBLIOGRAPHY
P. Heinzel and U. Anzer. Prominence fine structures in a magnetic equilibrium:
Two-dimensional models with multilevel radiative transfer. Astronomy and
Astrophysics, 375:1082–1090, September 2001. doi: 10.1051/0004-6361:
20010926.
P. Heinzel, U. Anzer, and S. Gunár. Prominence fine structures in a
magnetic equilibrium. II. A grid of two-dimensional models. Astronomy and
Astrophysics, 442:331–343, October 2005. doi: 10.1051/0004-6361:20053360.
P. Heinzel, B. Schmieder, F. Fárník, P. Schwartz, N. Labrosse, P. Kotrč,
U. Anzer, G. Molodij, A. Berlicki, E. E. DeLuca, L. Golub, T. Watanabe,
and T. Berger. Hinode, TRACE, SOHO, and Ground-based Observations of
a Quiescent Prominence. The Astrophysical Journal, 686:1383-1396, October
2008. doi: 10.1086/591018.
J. Heyvaerts and E. R. Priest. Coronal heating by phase-mixed shear Alfven
waves. Astronomy and Astrophysics, 117:220–234, January 1983.
A. Hillier, H. Isobe, K. Shibata, and T. Berger. Numerical Simulations of the
Magnetic Rayleigh-Taylor Instability in the Kippenhahn-Schlüter Prominence
Model. Astrophysical Journal Letters, 736:L1, July 2011. doi: 10.1088/
2041-8205/736/1/L1.
R. Howe, R. W. Komm, K. S. Balasubramaniam, and G. J. D. Petrie, editors.
Subsurface and Atmospheric Influences on Solar Activity, volume 383 of
Astronomical Society of the Pacific Conference Series, 2008.
C. L. Hyder. The Polarization of Emission Lines in Astronomy. II.
Prominence Emission-Line Polarization and Prominence Magnetic Fields.
The Astrophysical Journal, 141:1374, May 1965. doi: 10.1086/148224.
H. Isobe, D. Tripathi, A. Asai, and R. Jain. Large-Amplitude Oscillation of an
Erupting Filament as Seen in EUV, Hα, and Microwave Observations. Solar
Physics, 246:89–99, November 2007. doi: 10.1007/s11207-007-9091-6.
J. Jing, J. Lee, T. J. Spirock, Y. Xu, H. Wang, and G. S. Choe. Periodic Motion
along a Solar Filament Initiated by a Subflare. Astrophysical Journal Letters,
584:L103–L106, February 2003. doi: 10.1086/373886.
J. Jing, J. Lee, T. J. Spirock, and H. Wang. Periodic Motion Along
Solar Filaments. Solar Physics, 236:97–109, June 2006. doi: 10.1007/
s11207-006-0126-1.
P. S. Joarder and B. Roberts. The modes of oscillation of a prominence. I -
The slab with longitudinal magnetic field. Astronomy and Astrophysics, 256:
264–272, March 1992.
BIBLIOGRAPHY 113
T. Kaneko and T. Yokoyama. Numerical Study on In-Situ Prominence Formation
by Radiative Condensation in the Solar Corona. The Astrophysical Journal,
806:115, June 2015. doi: 10.1088/0004-637X/806/1/115.
T. Kaneko, M. Goossens, R. Soler, J. Terradas, T. Van Doorsselaere,
T. Yokoyama, and A. N. Wright. Apparent Cross-field Superslow Propagation
of Magnetohydrodynamic Waves in Solar Plasmas. The Astrophysical Journal,
812:121, October 2015. doi: 10.1088/0004-637X/812/2/121.
J. T. Karpen, S. E. M. Tanner, S. K. Antiochos, and C. R. DeVore. Prominence
Formation by Thermal Nonequilibrium in the Sheared-Arcade Model. The
Astrophysical Journal, 635:1319–1328, December 2005. doi: 10.1086/497531.
R. Keppens and T. Demaerel. Stability of ideal MHD configurations. I. Realizing
the generality of the G operator. Physics of Plasmas, 23(12):122117, December
2016. doi: 10.1063/1.4971811.
R. Keppens, C. Xia, and O. Porth. Solar Prominences: “Double, Double...
Boil and Bubble”. Astrophysical Journal Letters, 806:L13, June 2015. doi:
10.1088/2041-8205/806/1/L13.
E. Khomenko, A. Díaz, A. de Vicente, M. Collados, and M. Luna. Rayleigh-
Taylor instability in prominences from numerical simulations including partial
ionization effects. Astronomy and Astrophysics, 565:A45, May 2014. doi:
10.1051/0004-6361/201322918.
R. Kippenhahn and A. Schlüter. Eine Theorie der solaren Filamente. Mit 7
Textabbildungen. Zeitschrift für Astrophysik, 43:36, 1957.
J. Kleczek and M. Kuperus. Oscillatory Phenomena in Quiescent Prominences.
Solar Physics, 6:72–79, January 1969. doi: 10.1007/BF00146797.
J. A. Klimchuk. Cross-Sectional Properties of Coronal Loops. Solar Physics,
193:53–75, April 2000. doi: 10.1023/A:1005210127703.
J. A. Klimchuk. On Solving the Coronal Heating Problem. Solar Physics, 234:
41–77, March 2006. doi: 10.1007/s11207-006-0055-z.
J. A. Klimchuk, J. R. Lemen, U. Feldman, S. Tsuneta, and Y. Uchida. Thickness
variations along coronal loops observed by the Soft X-ray Telescope on
YOHKOH. Publications of the Astronomical Society of Japan, 44:L181–L185,
October 1992.
D. Y. Kolotkov, G. Nisticò, and V. M. Nakariakov. Transverse oscillations and
stability of prominences in a magnetic field dip. Astronomy and Astrophysics,
590:A120, May 2016. doi: 10.1051/0004-6361/201628501.
114 BIBLIOGRAPHY
S. Krishna Prasad, D. Banerjee, and T. Van Doorsselaere. Frequency-dependent
Damping in Propagating Slow Magneto-acoustic Waves. The Astrophysical
Journal, 789:118, July 2014. doi: 10.1088/0004-637X/789/2/118.
N. Labrosse, P. Heinzel, J.-C. Vial, T. Kucera, S. Parenti, S. Gunár,
B. Schmieder, and G. Kilper. Physics of Solar Prominences: I Spectral
Diagnostics and Non-LTE Modelling. Space Sci. Rev., 151:243–332, April
2010. doi: 10.1007/s11214-010-9630-6.
J. R. Lemen, A. M. Title, D. J. Akin, P. F. Boerner, C. Chou, J. F. Drake, D. W.
Duncan, C. G. Edwards, F. M. Friedlaender, G. F. Heyman, N. E. Hurlburt,
N. L. Katz, G. D. Kushner, M. Levay, R. W. Lindgren, D. P. Mathur, E. L.
McFeaters, S. Mitchell, R. A. Rehse, C. J. Schrijver, L. A. Springer, R. A.
Stern, T. D. Tarbell, J.-P. Wuelser, C. J. Wolfson, C. Yanari, J. A. Bookbinder,
P. N. Cheimets, D. Caldwell, E. E. Deluca, R. Gates, L. Golub, S. Park, W. A.
Podgorski, R. I. Bush, P. H. Scherrer, M. A. Gummin, P. Smith, G. Auker,
P. Jerram, P. Pool, R. Soufli, D. L. Windt, S. Beardsley, M. Clapp, J. Lang,
and N. Waltham. The Atmospheric Imaging Assembly (AIA) on the Solar
Dynamics Observatory (SDO). Solar Physics, 275:17–40, January 2012. doi:
10.1007/s11207-011-9776-8.
D. D. Lenz, E. E. DeLuca, L. Golub, R. Rosner, and J. A. Bookbinder.
Temperature and Emission-Measure Profiles along Long-lived Solar Coronal
Loops Observed with the Transition Region and Coronal Explorer.
Astrophysical Journal Letters, 517:L155–L158, June 1999. doi: 10.1086/
312045.
J. L. Leroy, V. Bommier, and S. Sahal-Brechot. The magnetic field in the
prominences of the polar crown. Solar Physics, 83:135–142, February 1983.
doi: 10.1007/BF00148248.
Y. Lin, O. Engvold, L. Rouppe van der Voort, J. E. Wiik, and T. E. Berger.
Thin Threads of Solar Filaments. Solar Physics, 226:239–254, February 2005a.
doi: 10.1007/s11207-005-6876-3.
Y. Lin, J. E. Wiik, O. Engvold, L. Rouppe van der Voort, and Z. A. Frank.
Solar Filaments and Photospheric Network. Solar Physics, 227:283–297, April
2005b. doi: 10.1007/s11207-005-1111-9.
Y. Lin, S. F. Martin, O. Engvold, L. H. M. Rouppe van der Voort, and M. van
Noort. On small active region filaments, fibrils and surges. Advances in Space
Research, 42:803–811, September 2008. doi: 10.1016/j.asr.2007.05.052.
W. Liu, T. E. Berger, and B. C. Low. First SDO/AIA Observation of Solar
Prominence Formation Following an Eruption: Magnetic Dips and Sustained
BIBLIOGRAPHY 115
Condensation and Drainage. Astrophysical Journal Letters, 745:L21, February
2012. doi: 10.1088/2041-8205/745/2/L21.
B. C. Low and G. J. D. Petrie. The Internal Structures and Dynamics of Solar
Quiescent Prominences. The Astrophysical Journal, 626:551–562, June 2005.
doi: 10.1086/430046.
M. Luna and J. Karpen. Large-amplitude Longitudinal Oscillations in a Solar
Filament. Astrophysical Journal Letters, 750:L1, May 2012. doi: 10.1088/
2041-8205/750/1/L1.
M. Luna, J. T. Karpen, and C. R. DeVore. Formation and Evolution of a Multi-
threaded Solar Prominence. The Astrophysical Journal, 746:30, February
2012. doi: 10.1088/0004-637X/746/1/30.
D. H. Mackay, J. T. Karpen, J. L. Ballester, B. Schmieder, and G. Aulanier.
Physics of Solar Prominences: II Magnetic Structure and Dynamics. Space
Sci. Rev., 151:333–399, April 2010. doi: 10.1007/s11214-010-9628-0.
N. Magyar and T. Van Doorsselaere. The Instability and Non-existence of
Multi-stranded Loops When Driven by Transverse Waves. The Astrophysical
Journal, 823:82, June 2016. doi: 10.3847/0004-637X/823/2/82.
J. M. Malherbe and E. R. Priest. Current sheet models for solar prominences. I
Magnetohydrostatics of support and evolution through quasi-static models.
Astronomy and Astrophysics, 123:80–88, June 1983.
J. M. Malherbe, E. R. Priest, T. G. Forbes, and J. Heyvaerts. Current sheet
models for solar prominences. II - Energetics and condensation process.
Astronomy and Astrophysics, 127:153–160, October 1983.
I. R. Mann, A. N. Wright, and P. S. Cally. Coupling of magnetospheric
cavity modes to field line resonances: A study of resonance widths. Journal
of Geophysical Research, 100:19441–19456, October 1995. doi: 10.1029/
95JA00820.
S. F. Martin. Filament Chirality: A Link Between Fine-Scale and Global
Patterns (Review). In D. F. Webb, B. Schmieder, and D. M. Rust, editors,
IAU Colloq. 167: New Perspectives on Solar Prominences, volume 150 of
Astronomical Society of the Pacific Conference Series, page 419, 1998.
S. F. Martin and C. R. Echols. An observational and conceptual model of the
magnetic field of a filament. In R. J. Rutten and C. J. Schrijver, editors,
NATO Advanced Science Institutes (ASI) Series C, volume 433 of NATO
Advanced Science Institutes (ASI) Series C, page 339, 1994.
116 BIBLIOGRAPHY
S. F. Martin, Y. Lin, and O. Engvold. A Method of Resolving the 180-Degree
Ambiguity by Employing the Chirality of Solar Features. Solar Physics, 250:
31–51, July 2008. doi: 10.1007/s11207-008-9194-8.
M. Moldwin. An Introduction to Space Weather. February 2008.
G. E. Moreton. Hα Observations of Flare-Initiated Disturbances with Velocities
˜1000 km/sec. Astronomical Journal, 65:494, 1960. doi: 10.1086/108346.
V. M. Nakariakov and L. Ofman. Determination of the coronal magnetic field
by coronal loop oscillations. Astronomy and Astrophysics, 372:L53–L56, June
2001. doi: 10.1051/0004-6361:20010607.
V. M. Nakariakov, L. Ofman, E. E. Deluca, B. Roberts, and J. M. Davila.
TRACE observation of damped coronal loop oscillations: Implications for
coronal heating. Science, 285:862–864, August 1999. doi: 10.1126/science.
285.5429.862.
D.R. Nicholson. Introduction to plasma theory. Wiley series in plasma physics.
Wiley, 1983. ISBN 9780471090458. URL https://books.google.com.py/
books?id=fyRRAAAAMAAJ.
T. J. Okamoto and B. De Pontieu. Propagating Waves Along Spicules.
Astrophysical Journal Letters, 736:L24, August 2011. doi: 10.1088/2041-8205/
736/2/L24.
T. J. Okamoto, H. Nakai, A. Keiyama, N. Narukage, S. UeNo, R. Kitai,
H. Kurokawa, and K. Shibata. Filament Oscillations and Moreton Waves
Associated with EIT Waves. The Astrophysical Journal, 608:1124–1132, June
2004. doi: 10.1086/420838.
R. Oliver and J. L. Ballester. Oscillations in Quiescent Solar Prominences
Observations and Theory (Invited Review). Solar Physics, 206:45–67, March
2002. doi: 10.1023/A:1014915428440.
R. Oliver, R. Soler, J. Terradas, T. V. Zaqarashvili, and M. L. Khodachenko.
Dynamics of Coronal Rain and Descending Plasma Blobs in Solar Prominences.
I. Fully Ionized Case. The Astrophysical Journal, 784:21, March 2014. doi:
10.1088/0004-637X/784/1/21.
R. Oliver, R. Soler, J. Terradas, and T. V. Zaqarashvili. Dynamics of Coronal
Rain and Descending Plasma Blobs in Solar Prominences. II. Partially Ionized
Case. The Astrophysical Journal, 818:128, February 2016. doi: 10.3847/
0004-637X/818/2/128.
BIBLIOGRAPHY 117
Y. Ouyang, Y. H. Zhou, P. F. Chen, and C. Fang. Chirality and Magnetic
Configurations of Solar Filaments. The Astrophysical Journal, 835:94, January
2017. doi: 10.3847/1538-4357/835/1/94.
N. R. Owen, I. De Moortel, and A. W. Hood. Forward modelling to determine the
observational signatures of propagating slow waves for TRACE, SoHO/CDS,
and Hinode/EIS. Astronomy and Astrophysics, 494:339–353, January 2009.
doi: 10.1051/0004-6361:200810828.
S. Parenti. Solar Prominences: Observations. Living Reviews in Solar Physics,
11:1, December 2014. doi: 10.12942/lrsp-2014-1.
E. N. Parker. Instability of Thermal Fields. The Astrophysical Journal, 117:
431, May 1953. doi: 10.1086/145707.
J. M. Pasachoff. The Complete Idiot’s Guide to The Sun. August 2003.
W. D. Pesnell, B. J. Thompson, and P. C. Chamberlin. The Solar Dynamics
Observatory (SDO). solphys, 275:3–15, January 2012. doi: 10.1007/
s11207-011-9841-3.
H. Peter, S. Bingert, J. A. Klimchuk, C. de Forest, J. W. Cirtain, L. Golub,
A. R. Winebarger, K. Kobayashi, and K. E. Korreck. Structure of solar
coronal loops: from miniature to large-scale. Astronomy and Astrophysics,
556:A104, August 2013. doi: 10.1051/0004-6361/201321826.
A. A. Pevtsov, K. S. Balasubramaniam, and J. W. Rogers. Chirality of
Chromospheric Filaments. The Astrophysical Journal, 595:500–505, September
2003. doi: 10.1086/377339.
J. Plowman, C. Kankelborg, and P. Martens. Fast Differential Emission Measure
Inversion of Solar Coronal Data. The Astrophysical Journal, 771:2, July 2013.
doi: 10.1088/0004-637X/771/1/2.
E. Priest. Magnetohydrodynamics of the Sun. May 2014.
E. R. Priest. The structure of coronal loops. Solar Physics, 58:57–87, June
1978. doi: 10.1007/BF00152555.
E. R. Priest, editor. Dynamics and structure of quiescent solar prominences;
Proceedings of the Workshop, Palma de Mallorca, Spain, Nov. 1987, volume
150 of Astrophysics and Space Science Library, 1989. doi: 10.1007/
978-94-009-3077-3.
L. A. Rachmeler, S. E. Gibson, J. B. Dove, C. R. DeVore, and Y. Fan.
Polarimetric Properties of Flux Ropes and Sheared Arcades in Coronal
Prominence Cavities. Solar Physics, 288:617–636, December 2013. doi:
10.1007/s11207-013-0325-5.
118 BIBLIOGRAPHY
J. O. Raes, T. Van Doorsselaere, M. Baes, and A. N. Wright. Observations of
apparent superslow wave propagation in solar prominences. Astronomy and
Astrophysics, 602:A75, June 2017. doi: 10.1051/0004-6361/201629431.
F. Reale. Coronal Loops: Observations and Modeling of Confined Plasma. Living
Reviews in Solar Physics, 11:4, December 2014. doi: 10.12942/lrsp-2014-4.
F. Reale, G. Peres, S. Serio, R. M. Betta, E. E. DeLuca, and L. Golub. A
Brightening Coronal Loop Observed by TRACE. II. Loop Modeling and
Constraints on Heating. The Astrophysical Journal, 535:423–437, May 2000a.
doi: 10.1086/308817.
F. Reale, G. Peres, S. Serio, E. E. DeLuca, and L. Golub. A Brightening Coronal
Loop Observed by TRACE. I. Morphology and Evolution. The Astrophysical
Journal, 535:412–422, May 2000b. doi: 10.1086/308816.
M. Rempel. Numerical Simulations of Sunspot Decay: On the Penumbra-
Evershed Flow-Moat Flow Connection. The Astrophysical Journal, 814:125,
December 2015. doi: 10.1088/0004-637X/814/2/125.
M. Rempel, M. Schüssler, R. H. Cameron, and M. Knölker. Penumbral Structure
and Outflows in Simulated Sunspots. Science, 325:171–, July 2009. doi:
10.1126/science.1173798.
G. J. Rickard and A. N. Wright. Alfven resonance excitation and fast wave
propagation in magnetospheric waveguides. Journal of Geophysical Research,
99:13, January 1994. doi: 10.1029/94JA00674.
B. Roberts, P. M. Edwin, and A. O. Benz. On coronal oscillations. The
Astrophysical Journal, 279:857–865, April 1984. doi: 10.1086/161956.
H. Rosenberg. Evidence for MHD Pulsations in the Solar Corona. Astronomy
and Astrophysics, 9:159, November 1970.
M. Ruderman and M. Luna. Damping of prominence longitudinal oscillations
due to mass accretion. ArXiv e-prints, May 2016.
D. M. Rust. Magnetic Fields in Quiescent Solar Prominences. I. Observations.
The Astrophysical Journal, 150:313, October 1967. doi: 10.1086/149333.
K. Saito and D. E. Billings. Polarimetric Observations of a Coronal Condensation.
The Astrophysical Journal, 140:760, August 1964. doi: 10.1086/147970.
P. H. Scherrer, J. Schou, R. I. Bush, A. G. Kosovichev, R. S. Bogart, J. T.
Hoeksema, Y. Liu, T. L. Duvall, J. Zhao, A. M. Title, C. J. Schrijver, T. D.
Tarbell, and S. Tomczyk. The Helioseismic and Magnetic Imager (HMI)
Investigation for the Solar Dynamics Observatory (SDO). Solar Physics, 275:
207–227, January 2012. doi: 10.1007/s11207-011-9834-2.
BIBLIOGRAPHY 119
B. Schmieder, T. A. Kucera, K. Knizhnik, M. Luna, A. Lopez-Ariste, and
D. Toot. Propagating Waves Transverse to the Magnetic Field in a Solar
Prominence. The Astrophysical Journal, 777:108, November 2013. doi:
10.1088/0004-637X/777/2/108.
R. Schwenn. Space Weather: The Solar Perspective. Living Reviews in Solar
Physics, 3:2, August 2006.
N. R. Sheeley, Jr., J. D. Bohlin, G. E. Brueckner, J. D. Purcell, V. Scherrer,
and R. Tousey. XUV observations of coronal magnetic fields. Solar Physics,
40:103–121, January 1975. doi: 10.1007/BF00183155.
H. Skogsrud, L. Rouppe van der Voort, B. De Pontieu, and T. M. D. Pereira. On
the Temporal Evolution of Spicules Observed with IRIS, SDO, and Hinode.
The Astrophysical Journal, 806:170, June 2015. doi: 10.1088/0004-637X/806/
2/170.
R. Soler, R. Oliver, and J. L. Ballester. Magnetohydrodynamic Waves in a
Partially Ionized Filament Thread. The Astrophysical Journal, 699:1553–1562,
July 2009. doi: 10.1088/0004-637X/699/2/1553.
L. Spitzer. Physics of Fully Ionized Gases. 1956.
L. Spitzer and R. Härm. Transport Phenomena in a Completely Ionized Gas.
Physical Review, 89:977–981, March 1953. doi: 10.1103/PhysRev.89.977.
K. Steed. Solar Influences in the Heliosphere: Understanding Coronal Mass
Ejections and their Associated Magnetic Clouds. PhD thesis, 2011.
J. O. Stenflo. Basal magnetic flux and the local solar dynamo. Astronomy and
Astrophysics, 547:A93, November 2012. doi: 10.1051/0004-6361/201219833.
Z. Svestka, A. S. Krieger, R. C. Chase, and R. Howard. Transequatorial loops
interconnecting McMath regions 12472 and 12474. Solar Physics, 52:69–90,
April 1977. doi: 10.1007/BF00935791.
J. Terradas, R. Soler, A. J. Díaz, R. Oliver, and J. L. Ballester.
Magnetohydrodynamic Waves in Two-dimensional Prominences Embedded
in Coronal Arcades. The Astrophysical Journal, 778:49, November 2013. doi:
10.1088/0004-637X/778/1/49.
J. Terradas, R. Soler, M. Luna, R. Oliver, and J. L. Ballester. Morphology and
Dynamics of Solar Prominences from 3D MHD Simulations. The Astrophysical
Journal, 799:94, January 2015. doi: 10.1088/0004-637X/799/1/94.
120 BIBLIOGRAPHY
J. Terradas, R. Soler, M. Luna, R. Oliver, J. L. Ballester, and A. N. Wright.
Solar Prominences Embedded in Flux Ropes: Morphological Features and
Dynamics from 3D MHD Simulations. The Astrophysical Journal, 820:125,
April 2016. doi: 10.3847/0004-637X/820/2/125.
Y. Uchida. Diagnosis of Coronal Magnetic Structure by Flare-Associated
Hydromagnetic Disturbances. Publications of the Astronomical Society of
Japan, 22:341, 1970.
G. S. Vaiana, A. S. Krieger, and A. F. Timothy. Identification and Analysis of
Structures in the Corona from X-Ray Photography. Solar Physics, 32:81–116,
September 1973. doi: 10.1007/BF00152731.
A. A. van Ballegooijen, N. P. Cartledge, and E. R. Priest. Magnetic Flux
Transport and the Formation of Filament Channels on the Sun. The
Astrophysical Journal, 501:866–881, July 1998. doi: 10.1086/305823.
T. Van Doorsselaere, N. Wardle, G. Del Zanna, K. Jansari, E. Verwichte,
and V. M. Nakariakov. The First Measurement of the Adiabatic Index
in the Solar Corona Using Time-dependent Spectroscopy of Hinode/EIS
Observations. Astrophysical Journal Letters, 727:L32, February 2011. doi:
10.1088/2041-8205/727/2/L32.
G. Vekstein. Probing nanoflares with observed fluctuations of the coronal
EUV emission. Astronomy and Astrophysics, 499:L5–L8, May 2009. doi:
10.1051/0004-6361/200911872.
B. Vršnak, A. M. Veronig, J. K. Thalmann, and T. Žic. Large amplitude
oscillatory motion along a solar filament. Astronomy and Astrophysics, 471:
295–299, August 2007. doi: 10.1051/0004-6361:20077668.
T. Wang, L. Ofman, X. Sun, E. Provornikova, and J. M. Davila. Evidence
of Thermal Conduction Suppression in a Solar Flaring Loop by Coronal
Seismology of Slow-mode Waves. Astrophysical Journal Letters, 811:L13,
September 2015. doi: 10.1088/2041-8205/811/1/L13.
T. Wang, L. Ofman, X. Sun, E. Provornikova, and J. M. Davila. Evidence of
thermal conduction suppression in hot coronal loops: supplementary results.
In A. G. Kosovichev, S. L. Hawley, and P. Heinzel, editors, Solar and Stellar
Flares and their Effects on Planets, volume 320 of IAU Symposium, pages
202–208, 2016. doi: 10.1017/S1743921316000326.
H. P. Warren and D. H. Brooks. The Temperature and Density Structure of
the Solar Corona. I. Observations of the Quiet Sun with the EUV Imaging
Spectrometer on Hinode. The Astrophysical Journal, 700:762–773, July 2009.
doi: 10.1088/0004-637X/700/1/762.
BIBLIOGRAPHY 121
D. F. Webb, B. Schmieder, and D. M. Rust, editors. New Perspectives on Solar
Prominences, volume 150 of Astronomical Society of the Pacific Conference
Series, 1998.
S. M. White, M. R. Kundu, and N. Gopalswamy. Strong magnetic fields
and inhomogeneity in the solar corona. Astrophysical Journal Letters, 366:
L43–L46, January 1991. doi: 10.1086/185905.
T. N. Woods, F. G. Eparvier, R. Hock, A. R. Jones, D. Woodraska, D. Judge,
L. Didkovsky, J. Lean, J. Mariska, H. Warren, D. McMullin, P. Chamberlin,
G. Berthiaume, S. Bailey, T. Fuller-Rowell, J. Sojka, W. K. Tobiska, and
R. Viereck. Extreme Ultraviolet Variability Experiment (EVE) on the Solar
Dynamics Observatory (SDO): Overview of Science Objectives, Instrument
Design, Data Products, and Model Developments. Solar Physics, 275:115–143,
January 2012. doi: 10.1007/s11207-009-9487-6.
A. N. Wright and I. R. Mann. Global MHD Eigenmodes of the Outer
Magnetosphere. In K. Takahashi, P. J. Chi, R. E. Denton, and R. L. Lysak,
editors, Magnetospheric ULF Waves: Synthesis and New Directions, volume
169 of Washington DC American Geophysical Union Geophysical Monograph
Series, page 51, 2006.
A. N. Wright, W. Allan, R. D. Elphinstone, and L. L. Cogger. Phase mixing
and phase motion of Alfvén waves on tail-like and dipole-like magnetic field
lines. Journal of Geophysical Research, 104:10159–10176, May 1999. doi:
10.1029/1999JA900018.
C. Xia and R. Keppens. Formation and Plasma Circulation of Solar Prominences.
The Astrophysical Journal, 823:22, May 2016. doi: 10.3847/0004-637X/823/
1/22.
C. Xia, P. F. Chen, and R. Keppens. Simulations of Prominence Formation
in the Magnetized Solar Corona by Chromospheric Heating. Astrophysical
Journal Letters, 748:L26, April 2012. doi: 10.1088/2041-8205/748/2/L26.
Q. M. Zhang, P. F. Chen, C. Xia, and R. Keppens. Observations and simulations
of longitudinal oscillations of an active region prominence. Astronomy and






Address: Larkenstraat 34, 3670 Meeuwen-Gruitrode, Belgium





2010 - 2013 MSc in Astronomy
KU Leuven
2007- 2010 BSc in Physics
UHasselt
Teaching Experience
• Calculus I (physics, KU Leuven), Teaching assistant (1 semester)
• Calculus II (physics, KU Leuven), Teaching assistant (1 semester)
• Mathematics for economy (economy, KU Leuven), Teaching assistant (3
semesters)
• Mathematics I (computer science, KU Leuven), Teaching assistant (1
semester)





• Dutch, native language
• English, fluent
Publications
Raes J. O., Van Doorsselaere T., Baes, M. and Wright, A. N, Observations
of apparent superslow wave propagation in solar prominences, Astronomy &




CENTRE FOR MATHEMATICAL PLASMA-ASTROPHYSICS
Celestijnenlaan 200B box 333
B-3001 Leuven
jo.raes@kuleuven.be
