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The paper proposes a class of the additive predictive regression models for asset 
returns to deal with the problems associated with the endogeneity and instability about 
the linear predictive regression models when the predictor financial instruments are 
non-stationary and highly persistent. We use local-to-unity to describe the persistent 
characteristics of the predictor variables. The main novelties are the estimation and 
test for the nonparametric additive model within the framework of nearly-integrated 
predictors, and many results we find are new to the predictability of asset returns 
literatures. We first estimate the additive model with projection method, which begins 
with local linear estimation of the regression surface and obtains each additive 
component by projecting the regression surface on the other independent variable. 
Secondly, we estimate the model with two-stage estimation, which is based on local 
linear estimation of the partial residuals from the projection estimation. The 
bandwidths for the projection estimation and the two-stage estimation are both chosen 
to minimize RMSE. Thirdly, the model is estimated by a cubic smoothing spline with 
the backfitting algorithm and the smoothing parameters are chosen to minimize GCV. 
With Monte Carlo simulations, we find that the nonparametric additive model 
outperforms the linear benchmark model for most of the time. By combining the 
generalized likelihood ratio test with the wild bootstrap, we find evidence for stock 
return predictabilities of different frequencies with persistent predictors as well as 
nonlinear relationships between the predictors and the returns. Simulation studies also 
show that the test has a reasonable power and test size. We apply the nonparametric 
additive model to study the predictability of the S&P 500 Composite Index returns, 
and we observe that our model captures the variations in the index returns well over 
1968 to 2008. In addition, we find that there exists predictability of the index returns 
with corresponding dividend yields and E/P ratios as well as nonlinear relationship 
between the predictors and the index returns.  
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price ratio），股息生息率（dividend yield），市盈率（earning-price ratio），账
面市值比率（book-to-market ratio），名义利率（nominal interest rate），通胀
率（inflation rate），收益差价（yield spread），市场波动率（market volatility），
动量（momentum），新股发行（new issuance activities），等等。
Basu（1977）[7]和Keim和Stambaugh（1986）[51]发现价格盈利率与股票收
益之间具有关联，French, Schwert, 和Stambaugh (1987)[37] 发现股票收益率与
收益波动率之间具有关联，Campbell和Shiller (1988)[17]发现通过将滞后的价格
股利率与滞后的利率增长率相结合可以很好的预测股票市场收益率，Campbell
(1988)[16] 和Fama 和French (1988, 1989)[32][33] 指出股息生息率和利率期限结
构对股票收益率有预测能力，Breen, Glosten, 和Jagannathan (1989)[9] 指出短
期利率可以预测股票收益率，Fama (1990)[31] 发现滞后的产业产出与股票市
场收益率之间具有关联，Fama 和French (1992, 1996)[34][35] 指出账面市值比
率，规模，和动量可以预测股票收益率，Lo 和MacKinlay (1997)[61] 指出通过把
握时机可以从市场盈利，Bossaerts 和Hillion (1999)[8]，Sullivan，Timmermann，
和White (1999)[84]，Goyal 和Welch (2003b)[41] 等找到证据证明股票指数收益
率的时间序列具有可预测性，Amihud (2002)[1] 证明市场流动性可以预测股票


















法获得持续盈利的事实相悖。Goyal 和Welch (2003a)[40] 指出股息生息率难以
稳健地预测美国市场的股票收益率。Cooper, Gutierrez, 和Marcum (2005)[24]发
现现实中的投资者无法利用账面市值比率、规模、滞后市场收益等变量从股票




































测能力；Zhu 和Liu (2006)[96] 提出最小自相关估计法，从中找到股票收益






















(2003) [6]和Bandi (2004)[5]采用局部时间（local time）的非参数方法研究
了非平稳的扩散过程，Juhl (2005)[48]研究了单位根情形下的函数系数模
型，Wang 和Phillips (2006) [90]采用局部时间的方法研究了一般性的协整回归














模型，Karlsen，Myklebust 和Tjøstheim (2007) 研究了随机非平稳时间序列情
形下的非参数估计理论，Wang 和Phillips (2008)[91]研究了具有内生性问题的
非参数结构回归模型，Gao, King, Lu 和Tjøstheim (2008) [39]以及Sun, Cai 和Li








































yt = α + βxt−1 + ut (2.1)
xt = θ + ρxt−1 + vt (2.2)
其中，yt和 xt是时期 t的股票收益和预测变量序列。在关于预测变量的一阶线
性自回归模型（2.2）中，参数ρ的数值表示序列的自相关度。当 ρ=1时, xt是单
位根 I(1)序列，当 ρ < 1时，xt是平稳的 I(0)序列，当 ρ = 1 + c/T 时（ c是有
限常数，T 是样本大小），xt 是临近单位根（local-to-unity）的序列。其中，当
c > 0时，xt具有弱发散的性质。我们着重考虑 ρ = 1 + c/T 且 c ≤ 0的情形。
Goyal 和Welch (2003b)[41], Torous, Valkanov, 和Yan (2004)[87], Lewellen

















期的 ut 与 vt 彼此相关，ut = φvt + et，其中，φ = σuv/σ
2
v。ut 和 vt 的相关系数














年度、季度和月度数据，发现使用不同频率的数据估计出的 ut 和 vt 之间均有
高度的负相关关系。由于模型（2.1）和（2.2）均代表时期 t的数据，ut与 vt 相
关的假设是合乎实际的，例如，许多预测变量均受到股票价格的影响1, 因而模
型（2.1）的误差项很可能对xt也有影响，同时，模型（2.1）中遗漏的与预测变量










































布：(1)当预测模型的误差项 ut 和 vt 之间是不相关的(δ ≈ 0)，或者，(2)当预测
变量是严格平稳的序列(c ¿ 0)。Phillips(1987)[69]严格证明了当 c逼近负无穷





加或标准正态或不标准的临界值。具体而言，当 δ 6= 0并且 xt是单位根的情况
下，系数 β的 t统计量具有非标准的分布。Fuller(1996)[38]定理10.3.2指出，β的
t统计量依分布收敛于 δτ̂ + (1− δ2)1/2Z。
t
d−→ δτ̂ + (1− δ2)1/2Z
其中，
d−→表示依分布收敛。τ̂ = (s−2 ∑Tt=2 x2t−1)1/2(ρ̂OLS − 1)，s2 = (T −
2)−1
∑T




结果失去意义。Campbell 和Yogo (2006)[18] 等构建了预测变量自回归系数 ρ的














置信区间，表明在大多数情况下置信区间不仅包含 ρ = 1的单位根情况也包
含ρ < 1的平稳的情况。因此，通过假设临近单位根，ρ = 1 + c/T，将可以模拟
自回归系数的不确定性。同时，当 c = 0时，临近单位根的假设包含了单位根
的极端情况。Cavanagh, Elliott, 和Stock (1995)[20]，Lanne (2002)[55]，Valkanov
(2003)[89]，Torous, Valkanov,和Yan (2004)[87]，和Campbell和Yogo (2006)[18]都
曾在临近单位根的假设下分析过股票收益的预测性。



















足Jc(0) = 0和dJc(s) = cJc(s)ds + dW (s)。W (s) 是单位区间上的标准布朗运
动，Z 是和 (W (s), Jµc (s))独立的标准正态随机变量。t的渐进分布不依赖于样本






定性。Bossaerts 和Hillion (1999)[8]，Cooper, Gutierrez 和Marcum (2005) [24],
Marquering 和Verbeek (2004) [64], Sullivan, Timmermann 和White (1999)[84],
Paye 和Timmermann (2006)[68], 以及Cai 和Wang (2008)[15]等研究也发现一系
列的关于预测不稳定性的证据。
与模型预测不稳定相关的另一观点则认为线性的预测回归模型无法准确地


























的，(|ρ| < 1)，Stambaugh (1999)[83]运用Kendall (1954)[52]的结论:
E(ρ̂OLS − ρ) = −(1 + 3ρ)/T + O(T−2)
得到 ρ的偏度调整的估计量 ρ̂adjust = ρ̂OLS + (1 + 3ρ̂)/T，其中 ρ̂是对 ρ的估
计量。ρ的一阶偏度调整的估计量 ρ̂1 = ρ̂OLS + (1 + 3ρ̂OLS)/T。结合 E(β̂OLS −
β)=φE(ρ̂OLS − ρ)，其中 φ = σuv/σ2v，得到一阶偏度调整的估计量：










yt = α + βxt−1 + φvt + et，Amihud和Hurvich (2004)[2]提出 β的二阶偏度调整估
计量。ρ的两阶段偏度调整估计量是 ρ̂2 = ρ̂OLS + (1 + 3ρ̂1)/T = (T−1 + 3T−2) +
(1 + 3T−1 + 9T−2)ρ̂OLS，残差项 vt的调整的估计量 v2t = xt− θ̂− ρ̂2xt−1，因此他
们提出 β的纠正偏差的估计量（记作ARM估计量）可以通过将 yt对常数，xt−1，
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