Abstract. The goal of the paper is to analytically examine escape probabilities for dynamical systems driven by symmetric α-stable Lévy motions. Since escape probabilities are solutions of a type of integro-differential equations (i.e., differential equations with nonlocal interactions), asymptotic methods are offered to solve these equations to obtain escape probabilities when noises are sufficiently small. Three examples are presented to illustrate the asymptotic methods, and asymptotic escape probability is compared with numerical simulations.
Introduction
Stochastic dynamical systems are mathematical models from complex phenomena in biological, geophysical, physical and chemical sciences, under random fluctuations. Unlike the situation for deterministic dynamical systems, an orbit of a stochastic system could vary wildly from one sample to another. It is thus desirable to have efficient tools to quantify stochastic dynamical behaviors. The escape probability is such a tool.
Non-Gaussian random fluctuations are widely observed in various areas such as physics, biology, seismology, electrical engineering and finance [15, 7, 9] . Lévy motions are a class of non-Gaussian processes whose sample paths are discontinuous in time. For a dynamical system driven by Lévy motions, almost all orbits are discontinuous in time. In fact, these orbits are càdlàg (right-continuous with left limit at each time instant), i.e., each of these orbits has countable jumps in time. Due to these jumps, an orbit could escape an open domain without passing through its boundary. In this case, the escape probability is the likelihood that an orbit, starting inside an open domain D, exits this domain first by landing in a target domain U in D c (the complement of domain D).
For brevity, in this paper we only consider scalar stochastic dynamical systems. Let {X t , t 0} be a real-valued Markov process defined on a complete filtered probability space (Ω, F , {F t } t 0 , P). Let D be an open domain in R. Define the exit time
where D c is the complement of D in R. Namely, τ D c is the first time when X t hits D c . When X t has càdlàg paths which have countable jumps in time, starting at x ∈ D, the first hitting of D c may occur either on the boundary ∂D or somewhere in D c . For this reason, we take a subset U of the closed set D c , and define the likelihood that X t exits firstly from D by landing in the target set U as the escape probability from D to U, denoted by p(x). That is,
If X t is a solution process of a dynamical system driven by a symmetric α-stable Lévy motion, by [8, 10] , the escape probability p(x) solves the following Balayage-Dirichlet "exterior" value problem:
where A is the infinitesimal generator of X t and ϕ is defined as follows
However, Eq. (1) is usually an integro-differential equation and it is hard to obtain exact representations for its solutions. Here we use asymptotic methods to examine its solutions. More precisely, (i) for a dynamical system driven by a Brownian motion combined with a symmetric α-stable Lévy motion, an asymptotic solution of Eq.(1), or escape probability p(x) from D to U, is obtained by a regular perturbation method; (ii) for a dynamical system driven by a symmetric α-stable Lévy motion alone, the escape probability p(x) is obtained by a singular perturbation method. This paper is arranged as follows. In Section 2, we introduce symmetric α-stable Lévy motions and their infinitesimal generators. In Section 3, a regular perturbation method is applied to examine escape probability for dynamical systems driven jointly by Brownian motion and symmetric α-stable Lévy motions. Escape probabilities for dynamical systems driven by symmetric α-stable Lévy motions alone are studied in Section 4 by a singular perturbation method. Three examples are presented in Section 5.
Preliminaries
In this section, we recall basic concepts and results that will be needed throughout the paper.
(iv) L t is right continuous with left limit.
The characteristic function for L t is
We only consider scalar Lévy motions here. The function Ψ : R → C is called the characteristic exponent of the Lévy process L t . By Lévy-Khintchine formula, there exist a nonnegative number Q, a measure ν on R satisfying ν({0}) = 0 and
and also a real number γ such that
The measure ν is called the Lévy measure, Q is the diffusion, and γ is the drift.
We now introduce a special class of Lévy motions, i.e., the symmetric α-stable Lévy motions L α t . Definition 2.2. For α ∈ (0, 2). A scalar symmetric α-stable Lévy motion L α t is a Lévy process with characteristic exponent
Thus, for a scalar symmetric α-stable Lévy motion L α t , the diffusion Q = 0, the drift γ = 0, and the Lévy measure ν is given by
.
Let C 0 (R) be the space of continuous functions f on R satisfying lim
0 (R) be the set of f ∈ C 0 (R) such that f is twice differentiable and the first and second order derivatives of f belong to
where f ∈ C 2 0 (R). For any ε > 0, εL α t is also a scalar symmetric α-stable Lévy motion, and its Lévy measure ν ε (B) = ν(
Applying the representation of ν, one can obtain that
Escape probability of a SDE with a Brownian motion and a symmetric α-stable Lévy motion
Let {W (t)} t 0 be a scalar standard F t -adapted Brownian motion, and L α t a scalar symmetric α-stable Lévy motion with α ∈ (0, 2) and independent of W t . Consider the following scalar stochastic differential equation, with drift b, diffusion σ and intensity ε(> 0) of Lévy noise,
Assume that the drift b and the diffusion σ( = 0) satisfy the following conditions:
Under (H b ) and (H σ ), it is well known that there exists a unique strong solution to Eq.(3)(see [11] ). This solution will be denoted by X t (x). By Theorem 3.3 in [10] , the escape probability
and the 'exterior' conditions
We consider the solution for p(x), when ε > 0 is sufficiently small. Assume that p(x) has the following regular expansion
Substituting (6) into (4) and equating like powers of ε, we obtain a system of equations for the recursive determination of p j (x). The leading-order equation
with boundary conditions
Using the boundary conditions, we solve Problem (7) and (8) to get
Then Eq. (9) is transformed into the following equation
By solving Problem (11) and (10) we get
Thus we have an asymptotic expression for escape probability, i.e., solution of Eq.(4), for ε sufficiently small,
4. Escape probability of a SDE with a symmetric α-stable Lévy motion
Consider the following stochastic differential equation with a symmetric α-stable Lévy motion, with 1 < α < 2, on R
where the drift b satisfies (H b ). By [14, Theorem 3.1], Eq.(13) has a unique solution X t (x). From Theorem 3.3 in [10] , the escape probability p(x), for X t (x) from D = (A, B) to U = [B, ∞), satisfies the following integro-differential equation
with the 'exterior' conditions
We now try to construct an asymptotic solution of (14), (15) and (16) for sufficiently small ε > 0. We consider the following four different cases, depending on the dynamical behavior of the corresponding deterministic dynamical systemẋ = b(x).
Case 1: b(x) > 0 for x ∈ (A, B). In this case the deterministic dynamical systeṁ x = b(x) has no equilibrium states and all orbits move to the right.
Thus it is reasonable to require that p(x) → 1 as ε → 0. We assume that p(x) has the following expansion
Substituting (17) into (14) and equating like powers of ε, we obtain a system of equations for the recursive determination of p j (x). The leading-order equation for p 0 (x) is
and thus p 0 (x) = 1 for x ∈ (A, B), because p(x) → 1 as ε → 0. Since p 0 (x) does not satisfy the boundary condition (15), it is necessary to construct a boundary layer correction to p 0 (x) near x = A. We introduce a stretched variable ξ = x − A ε β with β > 0 determined later. Defining F (ξ) = p 0 (A + ξε β ) and inserting it into Eq. (14), we obtain
Set −β = α − αβ. That is, we take β = α α−1
. Multiplying Eq.(18) with ε β and letting ε → 0, we get
with the boundary condition
and the matching condition
By [5] , we know that the system (19)- (21) is solvable, although the solution cannot be expressed in terms of elementary functions. For the special example we consider in Section 5, the boundary layer function will be constructed explicitly. So,
Thus an asymptotic solution of p(x) is, for sufficiently small ε,
Case 2: b(x) < 0 for x ∈ (A, B). Again, in this case the deterministic dynamical systemẋ = b(x) has no equilibrium states and all orbits move to the left.
Thus as ε → 0, p(x) → 0. We assume that p(x) has the following expansion
Similar to Case 1, we obtain the leading-order equation for p 0 (x)
So, p 0 (x) = 0 for x ∈ (A, B), because p(x) → 0 as ε → 0. Since p 0 (x) does not satisfy the boundary condition (16), it is necessary to construct a boundary layer correction to p 0 (x) near x = B. We introduce a stretched variable ς = B − x ε β , where β is the same as one in Case 1. Defining G(ς) = p 0 (B − ςε β ) and inserting it into Eq. (14), we obtain
Multiplying Eq.(23) with ε β and letting ε → 0, we obtain
By [5] , the system (24)- (26) is solvable, although the solution cannot be expressed in terms of elementary functions. So,
Thus we obtain an asymptotic solution of Eq.(14)
Case 3: There exists ax ∈ (A, B) such that b(x) = 0 and b ′ (x) > 0. In this case the deterministic dynamical systemẋ = b(x) has one unstable equilibrium statex. Then as ε → 0, p(x) → 1 forx < x B and p(x) → 0 for A x <x. We assume that p(x) has the following expansion
As in Case 1, we obtain that the leading-order equation
So, p 0 (x) = 1,x < x B, 0, A x <x. Although p 0 (x) partially satisfies the 'exterior' conditions (15) and (16), the value of p 0 (x) aroundx is unknown. Therefore, it is necessary to construct an internal boundary layer correction to p 0 (x) near x =x.
We introduce a stretched variable
Define H(η) = p 0 (x + ηε) and insert it into Eq. (14) . Then Eq. (14) becomes
Letting ε → 0 and using the L'Hospital's rule, we get
with the matching conditions
By [5] , Eq. (28) is solvable. So,
Thus we obtain an asymptotic solution of Eq. (14) p
Case 4: There exists ax ∈ (A, B) such that b(x) = 0 and b ′ (x) < 0. In this case the deterministic dynamical systemẋ = b(x) has one stable equilibrium statex. We assume that p(x) has the following expansion
As in Case 1, we obtain the leading-order equation for p 0 (x)
So, p 0 (x) = C for x ∈ (A, B). Because of not knowing at which endpoint there will be a boundary layer correction, we construct asymptotic approximations near both endpoints. If there is a boundary layer correction near x = A and x = B, respectively, as in Case 1 and Case 2, we get near
,
Thus we have an asymptotic solution
Since F, G cannot be expressed in terms of elementary functions, it is hard to determine C. But under the condition that b(A)b(B) = 0, i.e., A and B are not equilibrium states forẋ = b(x), for a concrete example in the next section, Example 5.3, we introduce a method to determine the value of C.
The following graphs present the movement directions of solution orbits for the deterministic dynamical systemẋ = b(x) in above four cases: Remark 4.1. For other cases with more than one equilibrium state for the deterministic dynamical systemẋ = b(x), they are so complex that, if we assume that p(x) has the following expansion
boundary layer analysis of p 0 (x) couldn't be done and then the asymptotic solution for Eq. (14) isn't given explicitly. Therefore, we don't consider these cases.
Examples
In this section we consider three examples. Example 5.1, Example 5.2 and Example 5.3 correspond to our methods in Section 3, Case 1 and Case 2 of Section 4, respectively.
Example 5.1. Consider the following scalar SDE with a Brownian motion and a symmetric α-stable Lévy motion:
The unique solution is denoted as X t (x). We take (A, B) = (−1, 1) and [B, ∞) = [1, ∞). The escape probability p(x), for X t (x) from (−1, 1) to [1, ∞), satisfies the following integro-differential equation
and the exterior conditions
We seek an asymptotic solution of p(x) as follows
and
Next we use the numerical method in [4] to study Eq.(32). Figure 2 shows that if ε is fixed and α turns large, the difference between the asymptotic solution and the numerical solution of Eq.(32) will become small; if α is fixed and ε becomes large, the difference will turn large, because the asymptotic solution is for sufficiently small ε.
Example 5.2. For the deterministic dynamical systeṁ
and the potential function is
x is the normalized molecular density of tumor cells with respect to the maximum tissue capacity ( [3] ). The system has two stable states and one unstable state:
2θ ,
Without random fluctuations, system states finally approach one of the two stable states: (i) either the stable state x 1 = 0, where no tumor cells are present, namely, the tumor-free state (or the state of tumor extinction), (ii) or the other stable state x 3 , where the tumor cell density does not increase but stays at a certain constant level, namely, the state of stable tumor.
Under the environment fluctuations, the tumor density is described by the following scalar SDE with a symmetric α-stable Lévy motion, with 1 < α < 2,
The unique solution is denoted as X t (x). We take (A, B) = (x 1 , x 3 ) and (−∞, A] = (−∞, x 1 ]. The escape probability p(x), for X t (x) from (x 1 , x 3 ) to (−∞, x 1 ], i.e. the likelihood of tumor extinction, satisfies the following integro-differential equation
with the exterior conditions
by the result of Case 3 in Section 4, an asymptotic solution of p(x) is given by
whereH(x) solves the following equation
Example 5.3. Consider the following scalar SDE with a symmetric α-stable Lévy motion, with 1 < α < 2,
The unique solution is denoted as X t (x). We take (A, B) = (−1, 1) and [B, ∞) = [1, ∞) . The escape probability p(x), for X t (x) from (−1, 1) to [1, ∞), satisfies the following integro-differential equation
with the exterior conditions 
Specially, take the Lévy measure ν(du) = κ |u| 1+α · 1 |u| 1 du, where κ > 0 is a constant( [15] ). Thus, the function F can be given explicitly by Replacing ρ(x) and p(x) by 1 2π R e ixkρ (k)dk and (35), respectively, and letting ε → 0, we can obtain C from (38).
