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Resumen
En la actualidad es cada vez ma´s evidente la necesi-
dad de procesar grandes conjuntos de datos, de manera
tal de poder obtener informacio´n u´til a partir de ellos.
Sin embargo, la evolucio´n de las tecnologı´as de informa-
cio´n y comunicacio´n, en conjunto con la gran cantidad
y variedad de informacio´n disponible digitalmente, han
llevado en las u´ltimas de´cadas al surgimiento de nuevos
depo´sitos no estructurados de informacio´n, en los cuales
los datos que no se adaptan fa´cilmente al modelo rela-
cional. A tipos de datos tales como texto libre, ima´genes,
audio, video, secuencias biolo´gicas de ADN o proteı´nas,
entre otros; no se los puede estructurar ma´s en claves y
registros, o tal estructuracio´n es muy dificultosa (tanto
manual como computacionalmente), y restringe de ante-
mano los tipos de consultas que luego se pueden reali-
zar. Como muchas aplicaciones computacionales necesi-
tan recuperar datos e informacio´n desde estas grandes
bases de datos conteniendo datos no estructurados, es
necesario lograr eficiencia en formas ma´s sofisticadas de
bu´squeda que la habitual sobre datos estucturados. Ası´,
dada una consulta, el objetivo de un sistema de recupe-
racio´n de informacio´n es obtener lo que podrı´a ser u´til o
relevante para el usuario, usando una estructura de al-
macenamiento especialmente disen˜ada para responderla
eficientemente.
Palabras Claves: bases de datos masivas, computacio´n
de alto desempen˜o, recuperacio´n de informacio´n.
1. Contexto
Esta lı´nea de investigacio´n se encuentra enmar-
cada dentro del Proyecto Consolidado 3-30114 de
la Universidad Nacional de San Luis (UNSL) y en
el Programa de Incentivos (Co´digo 22/F434): “Tec-
nologı´as Avanzadas Aplicadas al Procesamiento de
Datos Masivos”, dentro de la lı´nea “Recuperacio´n
de Datos e Informacio´n”, desarrollada en el Labo-
ratorio de Investigacio´n y Desarrollo en Inteligencia
Computacional (LIDIC) de la UNSL. Actualmente
se encuentra en proceso de evaluacio´n la nueva pre-
sentacio´n.
En esta lı´nea de investigacio´n se busca desarro-
llar herramientas eficientes para sistemas de infor-
macio´n sobre bases de datos masivas, conteniendo
datos no estructurados. Por lo tanto, se analizan nue-
vas te´cnicas que permitan una buena interaccio´n con
el usuario, nuevas estructuras de datos (ı´ndices) ca-
paces de manipular eficientemente datos no estruc-
turados y que puedan utilizarse para administrar ba-
ses de datos masivas que contienen datos no estruc-
turados. Ası´, se pretende contribuir a la incorpora-
cio´n de informacio´n no estructurada en los procesos
de toma de decisiones y resolucio´n de problemas, no
considerados en los enfoques cla´sicos. Por lo tanto,
el objetivo principal de esta lı´nea es el disen˜o y desa-
rrollo de ı´ndices que sirvan de apoyo a sistemas de
recuperacio´n dedicados a conjuntos de datos no es-
tructurados masivos tales como: datos multimedia,
texto, secuencias de ADN, etc. , permitiendo que
estos sistemas cuenten con estructuras de datos efi-
cientes y escalables, para memorias jera´rquicas, que
hagan uso, de ser necesario, de te´cnicas de compu-
tacio´n de alto desempen˜o (HPC).
2. Introduccio´n y Motivacio´n
En la actualidad, gracias al uso masivo de internet,
se ha producido una significativa aceleracio´n tanto
en el crecimiento del volumen de datos capturados
y almacenados, como en la creciente variacio´n en
los tipos de datos que aparecen. En este contexto, se
hace necesario que las te´cnicas tradicionales para el
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procesamiento, ana´lisis y obtencio´n de informacio´n
u´til deban ser redefinidas para formular nuevas me-
todologı´as de abordaje.
En general, los sistemas tradicionales de compu-
tacio´n utilizan principalmente informacio´n estructu-
rada, la cual puede organizarse en claves y registros,
sobre los cuales tiene sentido aplicar bu´squedas tra-
dicionales y donde su estructura puede interpretar-
se y utilizarse en programas casi directamente. Pero,
por el volumen y variedad de los datos disponibles
actualmente, dos de las caracterı´sticas de los datos
en el a´mbito de problemas de “big data”, no es posi-
ble restringirse a bu´squedas sobre datos estructura-
dos, porque obligarı´a a representar una visio´n par-
cial del problema, dejando fuera informacio´n que
podrı´a ser relevante para la resolucio´n efectiva del
mismo. Por lo tanto, en la era de “big data” es nece-
sario administrar eficientemente informacio´n no es-
tructurada y considerar tipos de bu´squeda ma´s gene-
rales que puedan servir de apoyo, por ejemplo, en la
toma de decisiones. Uno de estos tipos de bu´squeda
ma´s generales son las bu´squedas por similitud, las
cuales se suelen sustentar sobre me´todos de acce-
so o ı´ndices me´tricos [3], que permiten responderlas
ma´s eficientemente.
Ası´, dada la gran cantidad de datos con los que
se trabaja, ante consultas de recuperacio´n de infor-
macio´n sobre bases de datos conteniendo datos no
estructurados, se pueden utilizar estos ı´ndices para
lograr eficiencia en la respuesta. Dichos ı´ndices pue-
den tener distintas caracterı´sticas que los hacen in-
dicados para aplicaciones reales: eficientes, dina´mi-
cos, escalables, resistentes a la maldicio´n de la di-
mensio´n, entre otras. Un enfoque u´til para sistemas
de recuperacio´n usando bu´squeda por similitud es
“la bu´squeda basada en contenidos”, la cual usa el
dato no estructurado en sı´ mismo para describir lo
que se busca. Para calcular la similitud entre dos
objetos, se debe definir una funcio´n de distancia
que permita describir realmente la disimilitud entre
ellos.
El modelo habitual para las bu´squedas por simili-
tud es el de espacios me´tricos; dado que, adema´s de
brindar un marco formal, es independiente del do-
minio de la aplicacio´n. Un espacio me´trico se com-
pone de un universo U de objetos y una funcio´n de
distancia d : U × U −→ R+, la cual cumple con las
propiedades de una me´trica. Sobre una base de datos
S ⊆ U , se pueden considerar dos tipos de bu´squeda
por similitud: la bu´squeda por rango y la bu´squeda
de los k vecinos ma´s cercanos. La funcio´n de distan-
cia permite medir el mı´nimo esfuerzo (costo) nece-
sario que se debe realizar para transformar un objeto
en otro. Dependiendo de los tipos de datos no es-
tructurados, el ca´lculo de la distancia puede ser muy
costoso. por lo tanto, se busca ahorrar ca´lculos de
distancia y ello se logra generalmente gracias a que
la funci’on de distancia cumple con la desigualdad
triangular.
Si se considera que la base de datos S posee n ob-
jetos, trivialmente cualquier consulta se puede res-
ponder con n evaluaciones de distancia. Sin embar-
go, en la mayorı´a de las aplicaciones sobre conjuntos
de datos masivos, como las distancias son costosas
de computar (por ej.: comparacio´n de huellas digi-
tales), no es factible aplicar la solucio´n trivial. Ası´,
para responder consultas con la menor cantidad de
ca´lculos de distancia posibles se debe preprocesar la
base de datos para construir un ı´ndice. En algunos
casos, es probable que la base de datos, el ı´ndice, o
ambos, no puedan almacenarse en memoria princi-
pal. Por lo tanto, para lograr eficiencia, se debe mi-
nimizar el nu´mero de operaciones de E/S, considerar
la jerarquı´a de memorias, en algunos casos admitir
respuestas no exactas y cuando sea posible utilizar
te´cnicas paralelas.
Ası´, en este contexto se considera como objeti-
vo obtener herramientas de recuperacio´n de infor-
macio´n, desarrollando nuevas te´cnicas y aplicacio-
nes que soporten la interaccio´n con el usuario, di-
sen˜ando ı´ndices capaces de manipular eficientemen-
te grandes volu´menes de datos no estructurados y
facilitando la realizacio´n de diferentes tipos de con-
sultas, de modo de contribuir al desarrollo de aplica-
ciones reales para problemas de big data.
3. Lı´neas de Investigacio´n
Como se pretende investigar sobre distintos as-
pectos de los sistemas de recuperacio´n de informa-
cio´n sobre grandes volu´menes de datos no estructu-
rados, se ha considerado el disen˜o de nuevos ı´ndices
y la resolucio´n de distintas consultas sobre estos ti-
pos de bases de datos y co´mo lograr eficiencia y es-
calabilidad en las soluciones al considerar grandes
volu´menes de datos.
I´ndices
Los ı´ndices que resultan apropiados, para luego
realizar bu´squedas sobre bases de datos contenien-
do datos no estructurados, son los ı´ndices me´tricos
[3]. En todos ellos se aprovecha que la funcio´n de
distancia debe cumplir la propiedad de desigualdad
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triangular para ahorrar algunos ca´lculos de distan-
cia y de esta manera tiempo, gracias a que la de-
sigualdad triangular permite estimar la distancia en-
tre cualquier objeto de consulta q y los objetos de
la base de datos, si se mantienen algunas distancias
precalculadas enttre los elementos de la base de da-
tos y elementos distinguidos. Los dos enfoques ma´s
comunes se diferencian en si esos objetos distingui-
dos son pivotes o centros. Si son pivotes se almace-
nan las distancias de todos los objetos de la base de
datos a ellos y si por el contrario son centros se par-
ticiona el espacio en zonas denominadas particiones
compactas, por cercanı´a a los centros y se almace-
na un radio de cobertura para determinar la zona de
cada centro.
En nuestro caso, nos enfocamos en disen˜ar buenos
ı´ndices que consideren:
Dinamismo: Los ı´ndices pueden construirse de
manera esta´tica, si los objetos de la base de datos
se conocen de antemano. En estos ı´ndices denomi-
nados esta´ticos las bu´squedas se realizan luego de
construido el ı´ndice. Por el contrario, si no se pue-
den tener los objetos de antemano y la u´nica manera
de construir el ı´ndice es a medida que se incorpo-
ran los elementos; es decir, de manera incremental,
se considera que las bu´squedas pueden realizarse en
cualquier momento. Esta clase de ı´ndices se deno-
minan dina´micos. Los ı´ndices esta´ticos, por conocer
a toda la base de datos, pueden seleccionar los mejo-
res objetos distinguidos para una estructura de datos
determinada. En cambio, en los ı´ndices dina´micos
esto no es posible.
Jerarquı´a deMemorias: Otro aspecto importante
para buscar una solucio´n es saber si se puede traba-
jar en memoria principal o, por el contrario, si por
ser conjuntos de datos masivos se debera´ trabajar en
otros niveles de la jerarquı´a de memorias. En caso
que el ı´ndice deba alojarse en memoria secundaria,
se deben minimizar la cantidad de ca´lculos de dis-
tancia y tambie´n el nu´mero de operaciones de E/S.
Computacio´n de Alto Desempen˜o: En algunos
casos, si no se logra la eficiencia deseada median-
te la optimizacio´n del ı´ndice en sı´ mismo, se pueden
aplicar te´cnicas de computacio´n de alto desempen˜o
(HPC) para acelerar los tiempos de respuesta a las
consultas.
Exactitud de la Respuesta: Otra manera de ace-
lerar la respuesta a una consulta por similitud es ad-
mitir una respuesta aproximada, permitiendo que la
misma sea de menor calidad o menos exacta, pero
muy ra´pida.
Dimensionalidad Intrı´nseca: los ı´ndices para
bu´squedas por similitud, al trabajar sobre el mode-
lo de espacios me´tricos, pueden tambie´n sufrir de
la llamada maldicio´n de la dimensio´n [3]; es de-
cir, los ı´ndices se degradan a medida que la dimen-
sio´n de los espacios aumenta. Existen ı´ndices que
se comportan mejor en espacios difı´ciles (dimensio´n
intrı´nseca mediana a alta) y otros que son adecuados
para espacios fa´ciles (dimensio´n intrı´nseca baja).
Como nuestro intere´s esta´ puesto sobre conjuntos
de datos masivos que contienen datos no estructu-
rados, los volu´menes de informacio´n con los que se
debe trabajar (por ejemplo, millones de ima´genes en
la Web) hace necesario que los ı´ndices sean alma-
cenados en memoria secundaria. En este caso, pa-
ra lograr eficiencia, no so´lo se debe considerar que
las bu´squedas realicen el menor nu´mero de ca´lcu-
los de distancia sino tambie´n, dado el costo de las
operaciones de E/S, se efectu´e la menor cantidad
posible de operaciones sobre el disco. Por ello, es-
ta lı´nea se dedica a disen˜ar ı´ndices especialmente
adaptados para trabajar en memoria secundaria, cu-
yo desempen˜o en las bu´squedas sea bueno. Ası´, se
ha disen˜ado e implementado una versio´n paralela
del Conjunto Dina´mico de Clusters (DSC) [8]. Es-
te ı´ndice, basado en la Lista de Clusters (LC) [2],
esta´ especialmente disen˜ado para memoria secunda-
ria y es completamente dina´mico, admite insercio-
nes y eliminaciones y tiene un buen desempen˜o en
las bu´squedas, principalmente en la cantidad de ope-
raciones de E/S. DSC ha demostrado ser muy com-
petitivo frente a otras de las buenas estructuras del
estado del arte. Por lo tanto, se buscara´ aplicar y
comparar distintas estrategias de paralelizacio´n con
el fin de determinar la ma´s adecuada.
El A´rbol de Aproximacio´n Espacial Distal (Di-
SAT), basado en el A´rbol de Aproxiacio´n Espacial
[6], es un ı´ndice esta´tico que no necesita sintoni-
zar ningu´n para´metro y es muy eficiente gracias a
definir una partiicio´n de hiperplanos con muy bue-
nas caracterı´sticas [4]. La raı´z elegida para el DiSAT
define una particio´n sobre el espacio, donde las zo-
nas que se obtienen son muy compactas y los hiper-
planos que las definen permiten diferenciarlas muy
bien. Por ello, se busca aprovechar la informacio´n
que brindan distintas particiones sobre el espacio pa-
ra clasificar los elementos de acuerdo a las zonas
en las que cada elemento cae en las distintas par-
XX Workshop de Investigadores en Ciencias de la Computacio´n 347
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
ticiones consideradas. En este caso, a cada elemen-
to se le asigna una secuencia de bits, denominada
“sketch”, donde cada bit indica de que´ lado del hi-
perplano considerado se encuentra el elemento. Es-
te conjunto de “sketches” constituye el ı´ndice en sı´
mismo. Cuando se considera una consulta, se calcula
el sketch del elemento de consulta q y se lo compara
con los sketches de todos los elementos de la base de
datos, sin calcular realmente distancias entre obje-
tos sino entre sketches y se revisan luego los objetos
ma´s prometedores primeros. En este caso, se espera
que un elemento similar a q estara´ en una particio´n
similar en el espacio. En este caso, se puede limi-
tar de antemano el nu´mero de distancias reales que
se permiten calcular, logrando una respuesta aproxi-
mada a la consulta por similitud con poco costo.
Existen en la actualidad pocas medidas que per-
mitan reflejar adecuadamente la dimensionalidad
intrı´nseca de los espacios me´tricos [3]. Sin embargo,
si se pudiera calcular la dimensionalidad intrı´nseca
de un espacio me´trico con cierta confiabilidad, se
podrı´a elegir el ı´ndice que tuviera mejor desempen˜o
en las bu´squedas para esa dimensio´n en particular.
Por lo tanto, se han propuesto nuevas medidas de
evaluacio´n de la dimensionalidad intrı´nseca y se las
ha evaluado experimentalmente junto a otras medi-
das ya conocidas, para ver cua´l de ellas puede re-
flejar de manera ma´s confiable la dimensionalidad
intrı´nseca de un espacio me´trico [7].
Por otra parte, se esta´ estudiando co´mo aprove-
char los ı´ndices para bu´squedas por similitud sobre
bases de datos masivos de datos no estructurados,
para solucionar un problema de estacionamiento de
vehı´culos, usando en este caso los ı´ndices como he-
rramienta de apoyo en un sistema de recuperacio´n
de datos e informacio´n.
En esta lı´nea de investigacio´n se esta´n desarro-
llando dos tesis de maestrı´a y un trabajo final.
Sistema Administrador para Bases de Datos
Multimedia
A pesar de que las operaciones ma´s comunes so-
bre bases de datos multimedia son las bu´squedas por
rango o de k-vecinos ma´s cercanos, existen otras
operaciones de intere´s tales como las distintas va-
riantes del join por similitud. La operacio´n de join
por similitud se considera una de las operaciones
que deberı´a brindar tı´picamente un sistema adminis-
trador para bases de datos multimedia [10].
Existen diferentes variantes para el join por simi-
litud, dependiendo del criterio de similitud Φ utiliza-
do, pero ellas tienen en comu´n que se aplican entre
dos bases de datos A y B, ambas subconjuntos del
mismo universo del espacio me´trico U que modela
a la base de datos multimedia. El resultado de cual-
quiera de las variantes del join por similitud entre
A y B obtendra´ el conjunto de pares formados por
un objeto de A y otro de B, tales que entre ellos se
satisface el criterio de similitud Φ considerado. Las
variantes ma´s conocidas son: el join por rango, el
join de k-vecinos ma´s cercanos y el join de k pares
de vecinos ma´s cercanos; entre otras.
Formalmente, dadas A,B ⊆ U , se define el join
por similitud entre A y B (A ✶
Φ
B) como el conjun-
to de todos los pares (x, y), donde x ∈ A e y ∈ B;
es decir, (x, y) ∈ A × B, tal que Φ (x, y) es verda-
dero (se satisface el criterio de similitud Φ entre x
e y). Al resolver el join por similitud es posible que
ambas, una o ninguna de la bases de datos posean
un ı´ndice; o que ambas bases de datos se indexen
conjuntamente con un ı´ndice disen˜ado para el join.
Calcular cualquiera de las variantes del join por si-
militud de manera exacta es muy costoso [9], ası´ va-
le la pena analizar posibilidades de obtener una res-
puesta aproximada al join, ma´s ra´pidamente, aunque
siempre buscando buena calidad en la respuesta.
PostgreSQL es el primer sistema de base de da-
tos que permite realizar consultas por similitud so-
bre algunos atributos, particularmente indexa para
bu´squedas de k-vecinos ma´s cercanos (ı´ndices KNN-
GiST). Estos ı´ndices pueden ser usados sobre tex-
to, comparacio´n de ubicacio´n geoespacial, etc. Sin
embargo, los ı´ndices K-NN GiST proveen plantillas
so´lo para ı´ndices con estructura de a´rbol balancea-
do (B-tree, R-tree), pero el “balance” no siempre es
bueno para los ı´ndices que se utilizan en bu´squedas
por similitud [1]. Adema´s, no se dispone de este tipo
de consultas para todo tipo de datos me´tricos. Ası´,
es importante proveer un DBMS para bases de datos
me´tricas que maneje todos los posibles datos me´tri-
cos y las operaciones de intere´s sobre ellos [5].
Ma´s au´n, dado que las respuestas a consultas de
join suelen ser conjuntos muy grandes de pares de
objetos y muchos de esos pares son muy similares
entre sı´, se planea introducir sobre las operaciones
de join la posibilidad de diversificar las respuestas
[11]; es decir, un operador de join por similitud que
asegure un conjunto ma´s pequen˜o, ma´s diversifica-
do de respuestas u´tiles y, de ser posible, ma´s ra´pido
de obtener. Estos desarrollos, entre otros, permitira´n
tener un DBMS con mayores posibilidades de apli-
cacio´n en sistemas de informacio´n reales.
Esta lı´nea corresponde a una tesis de maestrı´a.
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4. Resultados
Se ha publicado la evaluacio´n experimental de un
conjunto de estimadores de la dimensio´n intrı´nseca
de un espacio me´trico [7], que permitio´ establecer
que los mejores estimadores de dimensio´n son el ex-
ponente de distancia y el estimador basado en corre-
lacio´n.
Actualmente se esta´ evaluando experimentalmen-
te la versio´n paralela del ı´ndiceDSC, que trabaja con
grandes volu´menes de datos, disen˜ada especialmen-
te para memoria secundaria, que admite inserciones
y eliminaciones de elementos y que permitira´ res-
ponder eficientemente a lotes de consultas por si-
militud. Adema´s, se encuentra tambie´n en proceso
de evaluacio´n la propuesta de sketches basados en
el DiSAT. Se continu´a trabajando en la extensio´n de
PostgreSQL para que brinde facilidades de soporte a
ma´s tipos de consultas por similitud, sobre distintos
tipos de datos y que considere opciones de respues-
ta aproximada, como ası´ tambie´n la posibilidad de
obtener una respuesta diversificada en el caso de los
joins por similitud.
5. Formacio´n de Recursos
En esta lı´nea se esta´n realizando las siguientes te-
sis de Maestrı´a en Ciencias de la Computacio´n:
1. “Estructuras Eficientes sobre Datos Masivos
para Bu´squedas en Espacios Me´tricos”,
2. “Co´mputo Aproximado del Grafo de Todos los
k-Vecinos”,
3. “Sistema Administrador para Bases de Datos
Me´tricas”.
Adema´s, esta´ en su etapa inicial el desarrollo de
un trabajo final de la Ingenierı´a en Computacio´n.
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