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We investigate the properties of the superfluid phase in the three-dimensional disordered Bose-Hubbard model
using quantum Monte Carlo simulations. The phase diagram is generated using Gaussian disorder on the on-
site potential. Comparisons with box and speckle disorder show qualitative similarities leading to the reentrant
behavior of the superfluid. Quantitative differences that arise are controlled by the specific shape of the disorder.
Statistics pertaining to disorder distributions are studied for a range of interaction strengths and system sizes,
where strong finite-size effects are observed. Despite this, both the superfluid fraction and compressibility remain
self-averaging throughout the superfluid phase. Close to the superfluid–Bose-glass phase boundary, finite-size
effects dominate but still suggest that self-averaging holds. Our results are pertinent to experiments with ultracold
atomic gases where a systematic disorder averaging procedure is typically not possible.
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I. INTRODUCTION
The consequences of adding disorder to interacting particles
present a very important problem for many-body physics.
For bosons, where interactions play a crucial role, the dis-
ordered Bose-Hubbard model (DBHM) allows one to study
the interplay between correlation and disorder. Ever since the
seminal work of Fisher et al. [1], this model has received a
lot of attention and its properties have been explored using
renormalization-group (RG) approaches and numerical tech-
niques, as well as experiment [1–11].
In order to understand the physics of DBHM, it is useful to
first consider its clean counterpart, the Bose-Hubbard model
(BHM), where bosons are allowed to move on a lattice and
interact. This system illustrates one of the most fundamental
results of modern physics—that of a quantum phase transition
(QPT). By tuning the interaction strength, the system switches
between two distinct phases corresponding to the two possible
ground states: the delocalized superfluid (SF) and the local-
ized Mott-insulating (MI) state [12–17]. The relatively recent
innovation of synthetic materials, made possible with ultracold
atomic gases, has added a vitally important tool to study
many-body physics in experimental systems [6,18–24]. Such
systems have been used to study the SF-MI transition [25,26]
including finite-temperature properties [27,28]. DBHM is an
extension of this system, where disorder has been introduced
to the underlying periodic potential resulting in a Hamiltonian
with disorder [29,30].
Effects of disorder on clean systems have been discussed in
general terms using scaling theory [31–34]. According to the
Harris criterion [35], if the condition νd  2 is not satisfied,
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where ν is the critical exponent of the spatial correlation length
(ξ ) and d is the spatial dimension, then the clean transition and
the associated phases are sensitive to the presence of disorder,
which can lead to a variety of system specific consequences
[36]. For the Bose-Hubbard model in d = 3 dimensions, the
phase transition is in the (d + 1)-XY model universality class
that corresponds to mean-field-like critical exponents ν = 12[1]. This results in νd = 1.5 < 2 that does not satisfy the
Harris criterion and leads to a fundamental change in the phase
diagram of the DBHM. Consequently, there is a new disordered
phase, the Bose-glass (BG) phase, that is an intermediary
state between the disordered SF and the MI states (the MI
may be absent contingent on the nature of the disorder) [1].
When the MI exists, the theorem of inclusions proves that
a direct SF-MI phase transition is not possible and the BG
must necessarily intervene [5]. The BG-MI is expected to be
dominated by rare-regions effects similar to Griffiths type of
transitions [5,37,38].
The BG is a unique disordered state that is composed of an
insulating background embedded with puddles of SF [5,10].
As a result, it has the peculiar property of lacking long-range
order while having infinite superfluid susceptibility and finite
compressibility [1,3,4,8]. The SF-MI transition of the BHM
is replaced by the disordered SF-BG phase transition which,
following very general arguments due to Chayes et al. [32],
has critical exponents that satisfy νd  2. Recent work by
Yao et al. has confirmed that ν = 0.88(5) [39]. The SF-BG
transition has been studied and confirmed via a synergistic
study involving experiments with ultracold atomic gases and
large scale QMC calculations [10]. This transition is a peculiar
gapless-SF to gapless-BG percolation-driven phase transition
that nonetheless has all the qualities of a QPT [39–41]. The
nature of the low-lying excitations of the two phases appears
to be distinct: whereas for the SF they are nonlocalized sound
modes [42], the BG has localized excitations corresponding to
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the embedded SF puddles, though this requires further study.
The properties of the disordered SF and the phase diagram of
the DBHM are of key importance to our work.
A central question with regards to the DBHM originates
in the statistics of the disorder; it is typically of the static
“quenched” kind; the disorder is site dependent but fixed in
time. In most studies, disorder is only considered on the local
potential term of the Hamiltonian [5,43–47], even though
it may also be present in other terms of the Hamiltonian
and may be pertinent in experiments [10,28,29,40,48]. In
contrast to annealed disorder that can be handled by averaging
the partition function, static disorder requires averaging the
free energy over the different static realizations, making it
much more technically challenging [49]. Furthermore, the
perfect correlation in imaginary time means that the disorder
cannot be integrated out in that direction so that it can have
important consequences to the stability of the clean transition.
Such instabilities can lead to new types of behavior such
as the breakdown of self-averaging of observables [50–54].
Additionally, it is unclear as to how the particular form of the
disorder might affect the phase diagram.
In this work we use quantum Monte Carlo (QMC) to
study the properties of the SF phase all the way up to
the SF-BG interface of the DBHM at unit filling. We look
at the qualitative and quantitative aspects of the SF in the
presence of three different types of disorder: box, Gaussian,
and speckle. These are relevant to experiments with ultracold
atomic gases [6,10,48] and may also apply to experiments
with quasiperiodic lattices [55]. Following this, we study the
statistics of the order parameters and consider finite-size effects
in the SF phase. We show that along the superfluid phase the
order parameters are self-averaging, arguing that deviations
from Gaussian behavior of probability distributions are mainly
related to strong finite-size effects.
In what follows, we discuss the details of the disordered
Bose-Hubbard model and our approach in studying it. Next,
we discuss the effects of the disorder distribution on the phase
diagram, following which we present disorder statistics for the
superfluid fraction and the compressibility along the SF phase.
The last set of results considers the probability distribution of
the order parameters at specific points of the SF phase and
details on finite-size effects. We conclude with the relevance
of our work as it applies to the DBHM, in general, and to
experiments.
II. MODEL AND METHOD
We simulate the model in a cubic lattice with L sites in each
direction using the Hamiltonian
ˆH =−t
∑
〈ij〉
ˆb
†
i
ˆbj +U2
∑
i
nˆi (nˆi−1)+
∑
i
(i−μ)nˆi , (1)
where ˆb†i ( ˆbi) is the bosonic creation (annihilation) operator on
lattice site i, t is the hopping amplitude to nearest neighbors, U
is the interaction energy between pairs of bosons on the same
site, nˆi is the number operator, μ is the chemical potential that
controls the density, and i is the occupation energy for site
i; i is sampled from a disorder distribution P () with zero
mean and standard deviation , which defines the strength of
the disorder. For most of our work, we will consider a Gaussian
disorder:
P () = 1√
2π
exp
{
− 
2
22
}
. (2)
In some cases, as we shall make explicit, we also consider a
box distribution:
P () = 1
2
√
3
( +
√
3)(− +
√
3), (3)
where (x) is the Heaviside step function. An exponential
distribution corresponding to the speckle field used in ultracold
atomic systems,
P () = 1

exp
{
− ( +)

}
, (4)
is also considered in studying quantitative properties of the SF.
For speckle systems, disorder is also present in the other terms
of the Hamiltonian but has been found to have a small effect
for the small to intermediate disorder strengths considered here
[30,40]. Notice that in all cases the strength of the disorder is
identical.
To perform the calculations we have used stochastic series
expansion (SSE), a powerful finite-temperature exact method
that samples the power-series expansion of the partition func-
tion of lattice models using QMC techniques [56,57]. The
Monte Carlo sweeps involve a diagonal-update procedure
that samples the order of the expansion and a directed-loop
algorithm that samples the states over which the trace operation
is performed [58,59]. In the case of the DBHM, SSE works in
the grand-canonical ensemble and employs the occupation-
number basis set. The method has a world-line represen-
tation closely related to path-integral Monte Carlo (PIMC)
methods [60].
Although we use a finite-temperature method, we consider
low enough temperatures to obtain the ground-state properties.
The simplest estimate of the energy scale is set by the band-
width for this 3D system—equal to 12t . In ultracold atomic
experiments—systems of great interest since they can realize
the DBHM—the energy scale is set by the atomic recoil energy
ER: the kinetic energy imparted to an atom at rest by a photon
from lasers used to setup the lattice [6,10]. In these terms, we
define β = ER/kBT , where kB is the Boltzmann constant and
T is the temperature. Our simulations are done with t/ER = 1
and 12βt = 180.
Of key interest to the DBHM are two observables: the
compressibility,
κ ≡ ∂〈N〉
∂μ
= β[〈N2〉 − 〈N〉2], (5)
where N =∑i nˆi is the total number of particles, and the
superfluid fraction,
ρs = mL
2
h¯2βN
〈W 2〉, (6)
where m is the particle-mass and W is the net winding number
[61], which is easily computed since the method considers a
decomposition of the lattice Hamiltonian into bond operators
that link different lattice sites and we employ periodic bound-
ary conditions. Thus one just needs to check for operators that
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TABLE I. Identification of the phases of the disordered Bose-
Hubbard model in terms of order parameters.
Phase Superfluid fraction Compressibility
Superfluid (SF) Finite Finite
Bose glass (BG) Zero Finite
Mott insulator (MI) Zero Zero
connect sites across the boundaries of the system. Fluctuations
of N that are necessary to calculate compressibilities are
also readily achieved in the occupation-number basis. It is
possible to identify each of the three phases of the model at
zero temperature: the superfluid (SF), Bose glass (BG), and
Mott insulator (MI), as described in Table I, using these two
observables.
Calculations were performed for unit filling since a com-
mensurate filling is needed to see the emergence of the reentrant
superfluid (RSF) from the MI phase (see below). This implies
that we need to find the appropriate μ for each disorder
realization. The system is initialized in a random configuration
then equilibrated before gathering properties of interest. It is
then run long enough to reduce stochastic error. Specifically,
we have taken care so that the order parameters have relative
stochastic errors smaller than 2%. This enables us to study the
effect of disorder averages independent of statistical errors due
to sampling.
Since we will be concerned with statistical properties of
the SF in different parts of the phase diagram associated
with the underlying properties of the disorder distribution, we
have undertaken simulations for a large number of samples.
The disorder average of an observable X is denoted by [X].
Additionally, in order to get an insight into the scaling behavior,
we have also undertaken studies over a range of system sizes.
Specifically, we have considered linear lattice sizes L = 6, 8,
10, 12, 16, and 20. To obtain the probability distribution of
X for a particular L, PL(X), we consider a set of systems
with different disorder realizations. Samples within a set are
equivalent in the sense that they have exactly the same control
parameters. Each sample in a set is independently simulated,
giving us a single value of X. PL(X) is then proportional
to the histogram of these values. Also, since one of the
specific properties of interest is the Gaussian-like nature of the
different distributions, we employ a quantile-quantile measure
that enables us to study the extent to which a distribution
can be ascribed with Gaussian properties. The calculated
quantities are sorted in ascending order according to their
standard scores, zdatai , while theoretical values are calculated
from ztheoi = −1[(i − 0.5)/n], where n is the number of
samples and −1 is the standard normal quantile function.
These values are then plotted against each other; the points will
lie on a straight line of unit slope if the statistics are Gaussian.
III. RESULTS AND DISCUSSION
A. Phase diagram
Figure 1 shows the order parameters obtained after averag-
ing over 40 disorder realizations for a L = 6 lattice. We note
that this phase diagram, constructed for Gaussian disorder,
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FIG. 1. Order parameters (color scale) of the diagonal-disordered
Bose-Hubbard model at unit filling for a L = 6 cubic lattice
as a function of /U (vertical axis) and U/t (horizontal axis).
(a) Compressibility per particle [κ]. (b) Superfluid fraction [ρs]. The
light-blue squares indicate points with /U = 0.5 where we have
performed analysis of the disorder statistics (see Fig. 3). The red
crosses refer to the systems in Figs. 4–7. The white-dashed line
indicates the approximate location of the SF-BG phase boundary that
is obtained by delimitating ρs < 1/63.
bears a striking resemblance to those obtained for disorder
generated from speckle systems used in optical lattices where
P () is given by the exponential distribution of Eq. (4) [30].
It also bears the same features seen for the box disorder
of Eq. (3) [62]. Here, we employ the normalization /U
because the physics of the system is influenced by the local
energy scales that arise due to the interplay of the occupation
energies i and the interaction energy U . Specifically, local
shifts in i due to disorder can decrease (increase) the gap
associated with multiparticle occupation, thereby facilitating
(hindering) delocalization (localization). This, in turn, affects
the formation of a global SF. These effects are illustrated in the
obtained phase diagram.
The most remarkable feature arising from disorder is the
resurgence of superfluidity when the clean system would be
insulating—the so-called reentrant superfluid phase (RSF)
[5,30]. It can be noticed in Fig. 1 by the extension of finite
superfluid fractions to regions where it is zero in the clean
system that has a critical point at U/t = 29.34(2) [16,17].
The RSF typically arises as a finger and appears to be
controlled entirely by the disorder strength : this shape and
qualitative aspects arise in all three types of disorder con-
sidered. The superfluidity arises from a common percolation
mechanism [39].
Typically, the destruction of the MI requires the gap to
close locally. This mechanism is responsible for the creation of
local SF puddles that are ubiquitous in the BG phase [10]. For
the additional requirement of globally coherent superflow, the
puddles must be connected over the disorder terrain and delo-
calization must not be too energetically prohibitive. For a given
interaction strength and weak disorder, though the creation of
SF puddles is possible (for unbounded disordered system this
will be the case no matter how small the disorder), they are
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too rare for achieving global superfluidity. Additionally, with
increasing U/t , delocalization is penalized due to energetics
and, consequently, the creation of SF puddles is suppressed.
These effects explain the behavior of the superfluid fraction for
/U < 0.5 and U/t > 29.34(2). For intermediate disorder
strengths, the puddles proliferate and the particles are able to
tunnel through the disorder terrain across different puddles,
thereby leading to a globally coherent superflow. Thus the
RSF extends to large values of U/t , until the energetic cost
of delocalization is too large to support a superflow. For larger
disorder strengths, there are patches of space where, relative to
the chemical potential of the system, the disorder is so large that
it creates barriers in the form of hills or valleys that the particles
cannot traverse, resulting in the loss of global coherence. For
increasing disorder, these patches proliferate. The net effect of
these tendencies is the resulting RSF finger. To first order then,
the disorder strength plays the dominant role in describing this
aspect.
The precise disorder distribution is less important, at least
for the disorder types and strengths considered here. Notice that
negative shifts relative to the chemical potential result in deep
wells that can have two different effects. Intermediate values of
 (compared to the gap ∼U/2) can help in lowering the energy
cost associated with the multiparticle occupation leading to
delocalization of particles. However, for too large negative
shifts, the wells may be so deep as to localize particles. Positive
shifts, on the other hand, increase the cost associated with site
occupation and serve to prevent hopping and delocalization.
From Fig. 2(a), it is evident that for large superfluid fraction
(ρs) there is very little difference as the SF is able to screen the
disordered potential. For smaller values, corresponding to an
increase in U/t , the effects of disorder become pronounced
and the differences in the distributions lead to quantitative
differences in the superfluid order parameter. According to the
distributions shown in Fig. 2(b), ∼21.13% of the sites of the
box disorder have  >  compared to ∼15.87% for Gaussian
and ∼13.53% for speckle distributions. Conversely, for  <
−, box and Gaussian disorders have the same numbers as
before but the exponential distribution has no such sites. This
means that, in the exponential case, only the positive tail of the
distribution contributes to the localization effects, whereas the
negative side facilitates in delocalization. It is then unsurprising
that SF is enhanced for the speckle relative to the other types of
disorder. The differences between box and Gaussian disorders
is due to the interplay of (i) the number and distribution of
sites that have sufficiently large (negative) disorder to create
SF puddles and (ii) the number and distribution of sites that
create patches of impassible terrain either due to large positive
or negative shifts relative to the chemical potential. It appears to
be the case that the SF in this regime of parameters is enhanced
more by delocalization effects due to (i) than it is suppressed
by localization effects due to (ii).
In this paper we are concerned with the disorder related
statistical properties of the SF all the way to the SF-BG
transition. In the past, statistical properties of the SF-BG
transition and the SF phase in the presence of disorder have
been speculated on but, to the best of our knowledge, not
explicitly studied in 3D systems. Experiments with ultracold
atomic gases in disordered lattices typically find very small
changes in condensate fraction values using time-averaged
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FIG. 2. (a) Superfluid fraction as a function of U/t for different
types of disorder distribution at/U = 0.5. Error bars are too small
to be seen. (b) Disorder distributions considered in calculating the
superfluid fraction [Eqs. (2) to (4)]. Inset: zoom on the tails of the
distributions. See text for discussion.
measurements. The time averaging is a proxy for disorder
averaging, since the focus of the laser used to produce speckle
patterns typically changes in time leading to different disorder
distributions [10,30].
B. Disorder statistics along the superfluid phase
A central quantity in the investigation of disorder statistics
is the relative variance of an observable X that quantifies some
physical property, defined as
DX(L) = (X)2/[X]2, (7)
where (X)2 is the disorder variance of X. The scaling of
D to the thermodynamic limit is of paramount importance. If
DX(L) → 0 when L → ∞, X is said to be a self-averaging
property. More specifically, for DX(L) ∼ 1/Lr , if r = d,
the spatial dimension of the system, X exhibits strong self-
averaging, whereas weak self-averaging is the case when
r < d [52]. Either way, a single disorder realization in the
thermodynamic limit is sufficient to capture all the physics of
the disordered system related to X. Conversely, when DX(L)
does not vanish with increasing system sizes, X is said to
be a non-self-averaging property and it is unclear whether
it is possible to assign universal behavior in such disordered
systems [33].
Figure 3 shows the relative variances of the superfluid
fraction ρs and compressibility per particle κ for /U = 0.5
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FIG. 3. Disorder-statistical quantities of the order parameters
along the line/U = 0.5 as a function of U/t for lattice sizes L = 6,
8, and 10. (a) Compressibility per particle average (top left), variance
(top right), and relative variance (logarithmic scale, bottom). Lines
are guides to the eye. (b) Same quantities for the superfluid fraction.
Error bars are too small to be seen. See text for discussion.
at the points marked by white squares in Fig. 1. These points
traverse the interior of the SF phase, starting from the regular
SF, through the SF-MI transition point of the clean system, and
terminating in the RSF part of the phase diagram. We note that
throughout this range, D decreases for increasing lattice sizes
as is expected from general renormalization-group arguments.
This points to the existence of an attractive zero-disorder fixed
point dictating the behavior of the system at large length
scales [63,64]. The superfluid phase is, therefore, expected
to have self-averaging properties. However, it may still have
strong finite-size effects for small to intermediate system sizes
worth exploring since such systems are frequently studied in
experiments [6,10,48,55]. Towards this end, we also notice
that Dρs ,κ is monotonically increasing with U/t , indicating
that the fluctuations from sample to sample of both ρs and
κ become larger compared to their averages—they grow by
four orders of magnitude in this range. The standard deviation
associated with disorder averaging thus grows from a few
percent, which is within the size of the statistical error in every
sample, to about 100% . The basic mechanism follows from our
discussion earlier that an increased U/t leads to a reduction in
the number and uniformity in the distribution of the SF puddles.
Consequently, only a few puddles are able to participate and
maintain the global superflow. A reduction in the number of
superfluid channels makes the total flow more susceptible to
the specificities of the distribution of the disorder potential.
Basically, larger quantities of superfluid are able to screen the
effects of the disorder distribution more effectively leading to
a reduction in Dρs ,κ .
Another interesting feature that is shown in Fig. 3 is the
peak in the variance of the superfluid order parameter, (ρs )2.
This is a finite-size effect arising from the way SF domains
transform to MI (and vice versa) across the SF-MI transition
point in the clean system. For small systems the formation
of a globally connected SF puddle is highly susceptible to
the underlying disorder distribution. As U/t → (U/t )c of the
clean transition, the SF supporting domains, which are few in
small systems, transform to MI, undergoing the usual route of
critical fluctuations. This crossover behavior is eliminated as
the system size is increased. Its effect on the compressibility
is weaker because even when global SF is absent there are
still disconnected SF puddles. (Note that at /U = 0.5, for
both bounded and unbounded disorder, there is always a
finite probability for a collection of sites to locally close
the MI gap leading to formation of puddles of SF.) Such
puddles contribute locally to a finite value of compressibility
and together with zero compressibility domains due the MI
lead to a wider range of behavior to average over for κ
compared to ρs . As a result, the variance for the compress-
ibility, (κ )2, is simply a monotonically increasing function
of U/t .
C. Disorder distribution of order parameters
Next we consider the finite-size scaling and the histograms
associated with the order parameters of interest. We have
undertaken a range of simulations to prepare ensembles of
distributions for different system sizes. This is done in a way to
ensure that the disorder distribution P () is sampled evenly for
all ensembles. To start with, consider the distributions PL(ρs )
and PL(κ ) for (U/t = 22.0, /U = 0.5) shown in Fig. 4.
Deep within the SF phase, the global superflow is so large
that it basically screens the disorder potential very effectively.
This leads to very small finite-size errors. The SF channels
are not susceptible to the variations of the disorder potential
between samples. As expected, the finite-size scaling goes
from a broader Gaussian distribution at L = 6 to a narrow
distribution for L = 10. This behavior continues for interior
points in the SF and RSF where ρs is large enough to screen
the disorder potential.
More interesting features start arising near the SF-BG
boundary, where ρs is small. Consider first the point at U/t =
62.0,/U = 0.5, shown in Fig. 5. For the smallest lattice size
L = 6 we notice a significant skewness in both PL(ρs ) and
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FIG. 4. Disorder statistics of the order parameters at U/t = 22.0,
/U = 0.5. (a) Disorder averages of the superfluid fraction ρs (red)
and compressibility per particle κ (blue) as a function of inverse linear
lattice size. Lines are guides to the eye. Lattice sizes used were L =
6[556], 8[235], 10[120], and 12[70], where [. . .] indicates the number
of samples. (b) Histograms of the values for ρs (left) and κ (right)
relative to their respective averages for lattice sizes L = 6 and 10.
(c) Normal quantile-quantile plots of the associated distributions; the
red-dashed line indicates perfect normal behavior.
PL(κ ). There are a significant fraction of samples with low ρs
and κ values, pointing to both the low number of SF puddles
and to the lack of enough hopping events that lead to global
coherence. The larger than average valued tail associated to
large ρs corresponds to an aberrantly larger number of SF
puddles or an increase of connectivity. In principle, it is
possible to distinguish between the two by considering the
condensate fraction associated with the different puddles, but
it is numerically challenging owing to statistical noise [10,30].
In any case, once the system size is increased, the distribution
of puddles reaches typical trends and the histograms become
Gaussian as expected.
The final point we consider is located at U/t = 72.0,
/U = 0.5, close to the SF-BG boundary, where the relative
variance of the order parameters is the largest. This is a rather
tenuous point in the RSF part of the phase diagram. It is clear
that increasing or decreasing the disorder strength would lead
to a loss of global coherence. The percolating SF clusters and
insulating disorder clusters are so arranged that they barely
support global coherence—ρs is only about 0.2%. Results have
been presented in Fig. 6. The disorder averages clearly exhibit
very strong finite-size effects. For ρs , these effects persist up to
lattices of size L ∼ 16, beyond which the values agree within
the error bars. The same effect is visible in κ but it is not as
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FIG. 5. Disorder statistics of the order parameters at U/t = 62.0,
/U = 0.5. (a) Same quantities as in Fig. 4. Lattice sizes used were
L = 6[556], 8[235], 10[120], 12[70], and 16[29]. (b) Histograms for
lattice sizes L = 6 and 12. (c) Associated normal quantile-quantile
plots.
strong, persisting only up to L ∼ 8. This behavior is evident in
the shape of the probability distributions that are highly skewed
and broad for small lattice sizes. In the case of ρs , there is a
range of behavior for small lattices with samples at one end of
the distribution having as much as four times larger values than
the average, whereas for the other end, samples have almost
no superfluid at all.
One of the remarkable features of the histograms associated
with the small system sizesL = 6 is that a considerable number
of samples appear to be entirely insulating with no SF present
in them. Additionally, a large fraction of the samples appear
to also be significantly skewed towards having lower than
averageρs values. Contrasting this behavior against histograms
generated from box disorder where this additional skewness
is less pronounced illustrates the subtle way in which the
shape of the disorder distribution affects the statistics of the SF
puddles. As we have mentioned earlier, it appears that the SF
is favored more by the delocalization effects due to the number
of sites that can close the gap (21.13% for box vs 15.87% for
Gaussian).
However, as we consider larger systems, the distributions
consistently start narrowing and non-Gaussian features are
mitigated as both the shape of the histograms and the normal
quantile-quantile plots indicate. This reduction of the relative
variance D(L) therefore shows that both order parameters are
self-averaging properties of the model even when we approach
the phase transition.
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FIG. 6. Disorder statistics of the order parameters at U/t = 72.0,
/U = 0.5. (a) Same quantities as in Figs. 4 and 5. Lattice sizes used
were L = 6[1250], 8[528], 10[270], 12[157], 16[66], and 20[34].
(b) Histograms for lattice sizes L = 6 and 16. (c) Associated normal
quantile-quantile plots. (d) Corresponding histograms for simulations
done with box disorder.
D. Scaling of relative variances
To address the question of whether there is strong or
weak self-averaging, we made more precise estimates of the
scaling of the relative variance that are shown in Fig. 7.
We fit the relative variance to f (x) = xb to estimate the
scaling coefficient b. Recall from our earlier discussion that a
strong self-averaging implies the relative variance must scale
according to the dimension d of the system.
It is evident that the compressibility exhibits strong self-
averaging behavior, since its relative variance is undoubtedly
scaling with a b = 3 power law, as indicated by the dark-green
line that falls right on the calculated points. The situation for the
superfluid order parameter is more complicated. Although the
general trend shows a decrease in the relative variance with
increasing lattice size, we are unable to scale to very large
values of L and perform sufficient disorder averaging in order
to confidently estimate the scaling exponent. To get some idea
of what the scaling might be, we fit the data to two different
data sets that disregard small lattice sizes in order to reduce
the bias associated with large non-Gaussian behavior. The red
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FIG. 7. Relative variance of the order parameters (log scale) as
function of inverse linear lattice size (log scale) for U/t = 72.0,
/U = 0.5. (a) Compressibility per particle. The dark-green line is a
fit to a 3.0 power law. (b) For the superfluid fraction, a power law was
fitted excluding the smallest lattice size L = 6 (dashed red) and also
the three smallest L = 6, 8, and 10 (dashed blue) in order to capture
the behavior in the thermodynamic limit. The solid dark-green line is
a fit to a 3.0 power law. See text for discussion.
dashed line in Fig. 7 is obtained by excluding L = 6 points
and the corresponding fit is b = 2.13 ± 0.14. We also fit it to
the blue dashed line by additionally excluding L = 8 and 10
lattice sizes to obtain b = 2.48 ± 0.11. For larger values of L
it might very well be the case that b → 3, thereby suggesting
there is strong self-averaging even this close to the SF-BG
boundary. On the other hand, for practical purposes, even a
weak self-averaging is remarkable, given that the critical point
cannot be self-averaging in any finite system.
IV. CONCLUSIONS
Our study of the disorder statistics of the SF phase points,
beyond any doubt, to the existence of self-averaging of κ
and ρs . This property extends throughout the SF phase all
the way up to the SF-BG boundary. The self-averaging is
of the strong type for κ . Although we have not been able to
conclude the exact value of the scaling for ρs , it appears to be at
least weakly self-averaging. As a consequence we expect that
most experiments with ultracold atomic gases can safely report
observable values without being concerned about disorder
averaging. Even near the SF-BG interface we suspect that the
statistical and systematic errors associated with imaging and
time-of-flight based measurements will be much larger than
disorder averaging related errors. However, finite-size errors
might still be significant especially when system sizes are
small. Our results are directly applicable to different types of
disorder experiments, as we have studied effects of unbounded
Gaussian type of disorder that is related to the exponential type
of disorder of speckle fields [6], as well as the more idealistic
box type of disorder that can be realized in experiments with
homogeneous traps [65,66].
Although we have only reported data for ρs and κ , we
have also studied other physical quantities of the system.
In particular, the energy exhibits strong self-averaging. The
condensate fraction (n0) exhibits features similar to those of
the superfluid fraction, which indicates that it is at least weakly
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self-averaging, but once again we were unable to conclude
the exact value of the scaling of relative variances for this
case, which is even more subtle because it is computationally
challenging to reduce the stastistical errors that come from the
sampling procedure, since n0 results from the diagonalization
of the single-particle density matrix of the system—a nonlin-
ear operation. We have also considered larger values of the
disorder strength /U that are in complete agreement with
the conclusions presented here.
The results we have presented corroborate our understand-
ing of the percolation mechanism describing different aspects
of the phase diagram. We were able to show that the strength of
the disorder distribution plays the dominant role in describing
the qualitative aspects of the phase diagram. The shapes of the
distribution come into effect when quantitative comparisons
are concerned and also with regards to finite-size effects. In
the future, it would be interesting to see if our analysis can be
extended to the Bose-glass phase in order to characterize when
non-self-averaging behavior sets in. There are also interesting
prospects with regards to studying the percolation problem
in these quantum systems as well. Particularly, owing to the
tunneling type of phenomena that governs the connection of
percolating clusters, there might be significant differences in
the fractal properties of the transition when compared against
the standard classical picture [41].
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