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Resumo 
O principal objetivo deste trabalho é realizar o detalhamento matemático de um dos 
artigos de Hansen e Zuazua, no qual é examinada a regularidade de uma equação da 
onda unidimensional, com um ponto de massa no interior. O problema consiste de duas 
cordas, cada uma com comprimento finito, unidas em um ponto de massa comum. Sendo 
que, quando a· onda atravessa o ponto de massa, partindo do dado inicial, parte da onda 
é transmitida e parte da onda reflete no ponto de massa. A parte que reflete fica com a 
mesma regularidade do dado inicial; no entanto, a parte que atravessa o ponto de massa 
é regularizada em um grau. 
Abstract 
The main subject of this work is to do a detailed study of a Hansen and Zuazua 
paper where they study a one dimensional wave equation with an interior point mass. 
The problem consists of two strings in which one end of each string is attached to a 
common point mass. When a wave crosses the point mass, part of the wave is reflected 
off and part is transmitted. The part reflected keeps the same regularity of the initial 
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Ao procurarmos modelar matematicamente fenômenos físicos, muitas vezes utilizamos 
equações diferenciais. As equações resultantes podem ser equações diferenciais ordinárias 
ou equações diferenciais parciais. 
Uma das equações básicas, que expressa um destes fenômenos físicos, é a Equação da 
Onda, 
equação diferencial parcial de segunda ordem, que modela o problema das vibrações 
transversais de uma corda, dando a posição u(x, t) de um ponto x da corda, em um 
instante t. 
Muitos métodos de resolução para a Equação da Onda já foram desenvolvidos, ca-
da um contendo vantagens e desvantagens, de acordo com as características de cada 
problema. Um deles, que estaremos utilizando neste trabalho para obter resultados de 
existência e unicidade, é a teoria de Semigrupos de Operadores Lineares. 
A orientação deste trabalho é feita no sentido de examinar a regularidade de uma 
equação da onda unidimensional, com um ponto de massa no interior. O problema 
principal consiste de um sistema formado por duas cordas, cada uma com comprimento 
finito, unidas em um ponto de massa. Se considerarmos que a primeira corda ocupa 
!11 = ]-l1 , O[ C lR e que a segunda corda ocupa !12 =]O, l2 [ C lR, as deformações em cada 
corda serão descritas, respectivamente pelas funções 
u = u(x, t), 
v= v(x, t), 
t >o, 
t >o. 
Os dados iniciais são fornecidos para t = O, e a posição da massa é descrita pela 
função z = z(t), para t >O. Deste modo, obtemos o seguinte sistema 
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M Ztt(t) + D"lUx(O, t)- 0"2Vx(O, t) =O, 
u( -h, t) = v(l2, t) =O, 
u(O, t) = v(O, t) = z(t), 
u(x, O) = u0 (x), 
v(x, O)= v0 (x), 
z(O)=z0 , 
Ut(x, O) = u1(x), 
Vt(x, O)= v1(x), 
zt(O) = z1• 
t >o, X E fl1, 




X E fl1, 
X E fl2, 
Nosso principal objetivo é realizar o detalhamento matemático deste problema, con-
forme o trabalho de Hansen e Zuazua, encontrado em [3]. 
Vale ressaltar que durante o detalhamento do trabalho, foram necessárias algumas 
importantes mudanças na definição do Espaço dado por [3], para que pudéssemos utili-
zar a Teoria de Semigrupos. 
No capítulo 1, relembramos alguns importantes resultados da Teoria de Integração, 
damos algumas noções básicas sobre Distribuições e Espaços de Sobolev, e apresentamos 
alguns resultados clássicos tanto de Análise Funcional quanto da Teoria de Semigrupos 
de Operadores Lineares. 
No segundo capítulo, examinamos a Equação da Onda. Relembramos a clássica so-
lução de d'Alembert, além de enunciar resultados sobre regularidade de soluções fracas. 
No terceiro e último capítulo, analisamos a Equação da Onda com um Ponto de Mas-
sa no Interior. Vemos que a presença do ponto de massa introduz algumas mudanças 
importantes no comportamento do sistema com respeito à observação das propriedades. 
Por uma computação explícita ( Proposição 3.2.5) vemos que, quando a onda atravessa 
o ponto de massa, partindo do dado inicial 
parte da onda é transmitida e parte da onda reflete no ponto de massa. A parte que 
reflete fica com a mesma regularidade do dado inicial, mas a parte que atravessa o 
ponto de massa é regularizada em um grau (isto é, v(·, t) E If2(f!2), para todo t > 0). 





Neste capítulo estaremos apresentando um resumo dos principais resultados necessários 
para o estudo e a resolução da equação da onda, objetivo deste trabalho, que serão feitos 
nos Capítulos 2 e 3. 
1.1 Definições Básicas 
Diremos que um espaço X é de Banach, se X for um espaço vetorial normado e com-
pleto. 
Seja num conjunto aberto de JRn e X= (xl, ... ,xn) E JRn. Se a= (al, ... ,an) E lNn, 
chamaremos comprimento de a ao número la! = a1 + ... + aw Denotaremos o operador 
diferenciação, de ordem a, por 
âl<>l 
D" = ""';;:--.,--:--â "lâ<>' xl ... xnn 
e para a= (0, ... , 0), definiremos D0 f= f, para toda função f. 
Vamos chamar de C"'(!1) o conjunto das funções reais, m vezes continuamente dife-
renciáveis em !1. Por C""(!1) indicaremos a intersecção de todos os cm(n), m E lN. Ou 
seja, funções que possuem derivadas de todas as ordens. 
Consideremos a função f : n -t JR. Chamaremos de suporte de f ao fecho, em n, do 
conjunto {x E n: f(x) =I 0}. Ou seja, supp(f) é o menor fechado que contém o conjunto 
{x E !1: f(x) =ftO}. 
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Ao conjunto das funções de C""(Q) que são de suporte compacto em n, denotaremos 
Cij(Q). 
Definiremos, agora, uma noção de convergência para seqüências no espaço vetorial 
Cij(Q). 
Definição 1.1.1. Seja tPk uma seqüência de elementos de C0 (Q), e fjJ E C0 (Q). Dize-
mos que tPk converge para ,P, e denotamos por tPk -+-+ ,P, se as seguintes condições forem 
satisfeitas: 
i) Existe um compacto K contido em n tal que, o supp(tftk) está contido em K, 
\íkElN. 
ii) Para cada a E lNn, a seqüência D"'tftk converge uniformemente para D"'fjJ em n. 
O espaço vetorial C0 (Q), munido desta convergência, é representado por V(Q) e 
denominado espaço das funções testes em n. 
1.2 Funções Integráveis 
Consideremos X um espaço de Banach, I um intervalo de IR e f : I -+ X urna função . 
Diremos que urna função f é mensurável, se existirem um conjunto E C I, de medida 
nula, e uma seqüência fn :I-+ X, Un)nEJN E C(I,X), tais que fn(t)-+ f(t) quando 
n-+ oo, \it E I\ E. 
Observação 1.2.1. Se f : I -+ X é mensurável, então llfll : I -+ IR é também men-
surável. 
Urna função f, mensurável, será dita integrável, se existir urna seqüência de funções 
Un)nEJN E C(I, X) que converge uniformemente para f. Se a medida f.l(X) < +oo, então 
f f df.l = lirn f fn df.l 
, e a integral de f em I é o elemento 1 f E X. 
Proposição 1.2.1. Seja f : I -+ X uma função mensurável. A função f é integrável 
se, e somente se, llfll é integrável. Mais ainda, 
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li! til ~f 11!11· 
Diremos que uma seqüência fn : I -+ X converge quase sempre ( q.s) para uma função 
f : I-+ X, se (fn)nEIN converge para f, em I\E , para algum conjunto de medida nula 
EEI. 
Teorema 1.2.1. (Convergência Monótona) Seja Cfn)nEJN uma seqüência crescente 
de funções integráveis de I em X tais que s~p f fn < oo. Então Cfn(x))nEJN converge 
q.s, em n, a um limite finito, denotado por f(x). Mais ainda, f é integrável e 
! f= lim jfn-n-too 
Teorema 1.2.2. (Convergência Dominada de Lebesgue) Consideremos Cfn)nEIN 
uma seqüência de funções integráveis de I em X, que converge q.s para uma função 
f : I-+ X. Se existe uma função integrável g : I-+ JR., tal que llfnll ~ g, para todo n, 
então f é integrável e 
! f= lim jfn· n-too 
Lema 1.2.1. (Lema de Fatou) Seja Cfn)nEJN uma seqüência de funções integráveis de 
I em X tal que, para cada n, fn(x) 2 O q.s, em !1, e s~p f fn < oo. Se para cada x E !1 
definirmos f(x) = lim inf fn(x). Então f é integrável e 
n-too 
f f ~ lim inf/ fn· n-too 
1.3 Distribuições 
Consideremos X e Y espaços de Banach reais. Dizemos que uma aplicação T : X -+ Y 




A imagem de T é o conjunto 
R(T)={vEY: v=Tu para algum uEX}. 
Definição 1.3.1. Um operador linear T : X --+ Y é dito limitado se 
llTxll 
IITII = ~~~ W < oo. 
Observação 1.3.1. Todo operador linear limitado é contínuo. 
Uma distribuição sobre n é qualquer forma linear T: :D(n) --+ 1R que é contínua no 
seguinte sentido: 
Se 4> E :D(n), representaremos T(cf>) por (T, cf>). 
É fácil verificar que a coleção das distribuições sobre n é fechada em relação a soma 
e em relação ao produto por escalar, sendo portanto, um espaço vetorial o qual denota-
remos por :D'(O). · 
Dada uma função f localmente integrável em n, fica bem determinada a distribuição 
T1 : :D(n) --+ 1R sobre n dada por 
v'P E :z:>(n). (1.3.0.1) 
Proposição 1.3.1. (Lema de Du Bois Raymond) Seja f uma função localmente 
integrável em n. Então Tt = O se, e somente se, f = O quase sempre em n. 
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Definição 1.3.2. Consideremos uma distribuição T sobre n e k = (kb ... , kn) E JNn. A 
derivada de ordem k de T é definida como sendo o funcional linear DkT definido em 
D(n) por 
Segue do Lema de Du Bois Raymond que as distribuições TJ são univocamente de-
terminadas por f. 
D'(Q) possui um subespaço que é identificado com o espaço das funções localmente 
integráveis, através da aplicação injetora f >-t Tr. Deste modo, identificamos TJ à função 
f que a define. Podemos, assim, formar classes de equivalência. As funções (classes), 
que pertencem ao espaço das funções localmente integráveis, possuem derivadas de todas 
as ordens no sentido das distribuições. Há, entretanto, distribuições não definidas por 
funções localmente integráveis, como é o caso da distribuição 5 de Dirac. 
Vamos agora relembrar um resultado muito conhecido de análise, bastante útil na 
resolução de integrais. 
Proposição 1.3.2. (Teorema de Green) Sejam Q c JR3 um domínio limitado onde 
vale o Teorema da Divergência eu, v E ~(fi). Então 
r (vb.u + V'u.V'v) dx = r v ââu du Jn lan v 
r (vb.u + ub.v) dx = r (v ââu- u âv) d<7 k hn v ~ 
onde v denota a normal externa em âQ e ~:, ~~ são as derivadas direcionais de u e v 
na direção normal. 
Dem: Ver [4] 
Teorema 1.3.1. (Teorema da Divergência) Sejam n c JR3 um domínio limitado 
com fronteira de classe C1 e F um campo vetorial de classe C1 em n. Então 
lan F(y).v(y) du(y) =L divF(x) dx 
onde v(y) denota a normal exterior a âQ no ponto y e du(y) é a medida geométrica 
natural sobre âQ. 
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1.4 Elementos de Análise Funcional 
Nesta seção, relembraremos alguns resultados clássicos de análise funcional, que serão 
fundamentais para o desenvolvimento deste trabalho. As demonstrações que não forem 
feitas ou indicadas podem ser encontradas em [1]. 
Teorema 1.4.1. (Teorema de Hahn-Banach) Seja X um espaço vetorial real e p: 
X -+ lR uma aplicação tal que 
p(>.x) = >.p(x) 'Vx E X, V>.> O, 
p(x+y)::; p(x) +p(y) 'Vx,y E X. 
Sejam também Y C X um subespaço vetorial e g : Y -+ lR uma aplicação linear tal que 
g(x)::; p(x) 'Vx EY. 
Então, existe uma forma linear f definida sobre X, que estende g, isto é, 
g(x) = f(x) xEY 
e tal que 
f(x) ::; p(x) X E X. 
Teorema 1.4.2. (Teorema do Gráfico Fechado) Sejam X e Y espaços de Banach 
e T um operador linear de X em Y. Então, o gráfico de T é fechado em X x Y se, e 
somente se, T é contínuo. 
Consideremos H um espaço de Hilbert e H' o seu dual (topológico). Se f E H' e 
x EH escreveremos«: f,x »em lugar de f(x). Neste caso, dizemos que«:·,·» é o 
produto escalar na dualidade H', H. 
Sobre o espaço dual de um espaço de Hilbert temos o seguinte resultado. 
Teorema 1.4.3. (Teorema de Representação de Riesz-Fréchet) Dada cp E H', 
existe um único f E H tal que 
«: cp, v»= (!,v}, VvEH. 
Mais ainda, 
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1.4.1 Os Espaços IJ' 
Designaremos por L1 (Q) o espaço das funções integráveis sobre n, com valores reais. 
A norma definida neste espaço é a seguinte: 
11/IIL,(OJ =L lf(x)l dx. 
Como é habitual,se duas funções de L1 coincidirem em quase toda parte, nós as iden-
tificaremos em classes de equivalência. Quando não há ambiguidade, se escreve V em 
lugar de L1 (Q) e j f em lugar de L f(x) dx. 
Sejam nl c lRn' e n2 c lRn'' conjuntos abertos, F : nl X n2 -+ lR, uma função 
mensurável. 
Teorema 1.4.4. (Toneli) Suponhamos que 
r IF(x,y)ldy<oo 
ln, para quase todo X E Ql 
e que 
1 
dx11F(x,y)l dy < oo. 
Ot !h 
Teorema 1.4.5. (Fubini) Suponhamos que F E L1(Q1 x !:12). 
Então, para quase todo X E nl, 
e 
1 
F(x, y) dy E L!(QI). 
n, 
Igualmente, para quase todo x E !:12, 
e 
Mais ainda, 
r dx1 F(x,y)dy=1 dy1 F(x,y)dx=J1 F(x,y)dxdy. lnl n2 n2 fll nxxfh 
9 
Definição 1.4.1. Seja p E lR com 1 ::; p < oo. Definimos 
V(n) ={f: n ~ lR: fé mensurável e lfiP E L1 (Q)} 
e, neste caso, a norma é 
Uma função mensurável f : X ~ lR é dita essencialmente limitada se, e somente se, 
existe g : X -t lR, limitada, tal que f= g q.s. 
A coleção das classes de equivalência de funções essencialmente limitadas é denotada 
por L00 (X). Se f E L""(X), podemos definir 
llfiiL= = inf{sup lg(x)l : g =f q.s}. 
Teorema 1.4.6. O espaço V(Q) é denso em V(n), para 1 ::; p < oo. 
Teorema 1.4.7. (Desigualdade de Hõlder) Sejam f E V e g E Lq, onde 1 < p < oo 
e ! + ! = 1. Então, f g E Li. e 
p q 
Teorema 1.4.8. (Desigualdade de Minkowski) Sejam f, g E V , 1 ::; p < oo. 
Então, 
Teorema 1.4.9. V é um espaço de Banach, para todo 1 ::; p::; oo. 
Teorema 1.4.10. V é um espaço de Hilbert se, e somente se, p = 2. 
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Teorema 1.4.11. (Teorema de Representação de Riesz) Seja 1 < p < oo e seja 
rp E (V')'. Então existe um único u E Lq, ~ + ~ = 1, tal que 
p q 
(rp,/) =f uf, V f E LP. 
Mais ainda, 
Teorema 1.4.12. Seja rp E (V)'. Então existe u E L 00 único tal que 
(rp,f) =f uf, 
Mais ainda, 
Lema 1.4.1. Consideremos a(t) E Li(O,T;JR), a ::2: O e k ::2: O. Sejam u e v funções 
contínuas satisfazendo 
Então, 
[u(t)f + [v(t)]2 :::; k2 + l a(s) [iu(s)l + lv(s)i]ds, 
iu(t)i:::; k + l a(s) ds, 
lv(t)i:::; k + l a(s) ds, 
Vt E [0, T], 
Vt E [O, T]. 
Dem: Consideremos 1/J(t) = k2 + l a(s) [iu(s)l + lv(s)l] ds. 
Vt E [0, T]. 
(1.4.1.2) 
Temos por hipótese que [u(t)J2 :::; 1/J(t) e [v(t)J2 :::; 1/J(t), portanto iu(t)l :::; ,fiiJ(J} e 
lv(t) I :::; ,fii}(Jf. 
Além disso, 
d~;t) = a(t) [u(t) + v(t)]:::; a(t) (iu(t)i + lv(t)l):::; 2~a(t). 
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e 
Agora, se ?j;(t) >O temos que , 1ft 
dV1íJ(t} 1 d'lj; 
dt - f:ITi\ < a(t). 2y 'P\"J dt -
Integrando de O a t, temos 
Assim, 
Vf{i) ::; ~ + [ a(s) ds. 
lu(t)l ::; ,fiffi)::; ,fiJ(!S) + l a(s) ds = k + l a(s) ds 
lv(t)l::; ,fiffi)::; ,fiJ(!S) + l a(s)ds = k + [ a(s)ds, 
o que demonstra o lema neste caso. 
Se ?j;(t) assume o valor zero para algum t0 , consideremos E > O arbitrário. Se definir-
mos 'lj;, por 
1t 1 'lj;,(t) = (k + E)2 + 0 a(s) [u(s) + v(s)] ds :0::: :/ > O, 
temos que lu(t)l::; VfJJ5 e lv(t)l::; VíMJ). Além disso, 
..fiFJJ) ::; v;Mõ) + [ a(s) ds = (k +E) + [ a(s) ds. 
Já que E > O é arbitrário, segue o resultado. 
• 
Lema 1.4.2. Seja f uma função definida em IRn e consideremos x E !Rn. Para cada 
y E IRn, definiremos a função fx por fx(Y) = f(y- x). Se f E V, 1::; p < oo, então 
lim0 llfx- fiiLP = 0. X-> 
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Dem: Se <P é uma função contínua, de suporte compacto, então </> é uniformemente 
contínua. Deste modo, <f>x converge uniformemente para </>, quando x tende a O. 
Agora, para JxJ :::; 1, <!>x e</> são de suporte compacto sobre um mesmo conjunto com-
pacto. Portanto lim ll<f>x - 4>11 =O. Ou seja, ll<!>x- 4>11 < .:., quando x tende a O, para 
x-tO LP LP 3 
todo E > O arbitrário. 
Dada f E IJ', nós podemos encontrar uma função </>, contínua e de suporte compacto, 
tal que JJ/- <PIIL. < ~- Mas então, llfx- <f>xllL. < ~ também é válido. Conseqüente-
mente, 
€ € € 
<-+-+-
3 3 3 
= €. 
Portanto, lim llfx - /JJ =O. 
x-+0 LP 
1.5 Espaços de Sobolev 
• 
Ao estudarmos funções de LP(n), 1 < p < oo, vimos que elas possuem derivadas de 
todas as ordens, no sentido de distribuições. No entanto, sabemos que D"' f não é, em 
geral, uma distribuição definida por uma função de V'. Tal fato nos motiva na definição 
de um novo espaço, chamado Espaço de Sobolev. 
Definição 1.5.1. Sejam m E IN e 1 :::; p < oo. Definimos o espaço de Sobolev como 
sendo o espaço vetorial de todas as funções f E D'(n) tais que, para cada JaJ :::; m, 
D"'f pertence a V'. Neste caso, representamos tal espaço por wm,p(n). Escrito de outro 
modo, 
Wm,p(n) ={f E LP(n): D"'f E LP(n), Va E lNm, JaJ ::ô m}. 
O espaço wm,p(n) é um espaço de Banach, quando munido da seguinte norma: 
1 :::; p < 00. 
13 
Quando m =o, temos que W 0,P(Q) = V'(Q). Além disso, sabemos que :D(Q) é denso 
em V'(Q), mas, param 2: 1, :D(Q) não é denso em wm,P(Q). Motivados por este fato, 
definiremos o espaço W;''P(Q), como sendo o fecho de :D(Q) em wm,P(Q). 
Se p = 2, denotaremos wm,2 (Q) por Hm(Q) e W;''2 (Q) por H0 (Q). 
Para Hm(O) utilizaremos a norma 
I 
llfiiHm = (L IJD"fiJ~,) 2 
l<>l~m 
que toma Hm(Q) um espaço de Hilbert. 
1 1 
Definição 1.5.2. Suponha 1 ::; p < oo e q > 1 tais que - +- = 1. Representamos por 
p q 
w-m,q(Q) o Dual Topológico de W;',p(Q). Ao Dual Topológico de H0 (Q) representamos 
H-m(n). 
Tomemos f E w-m,q(Q) e ( 'Pk)kEIN uma seqüência de funções testes que converge a ze-
roem :D(Q). Resulta que ('PkhEIN converge a zero em W;',p(Q), portanto, lim (f,rpk) =O, 
k~oo 
o que nos permite concluir que a restrição de f a :D(Q) é uma distribuição. 
Consideremos a aplicação linear 
a: w-m,q(Q) -t :D'(Q) 
tal que a(!) = flvcnh para cada f E w-m,q(Q). A injeção linear a nos permite iden-
tificar w-m,q(n) a um subespaço vetorial de :D'(Q). Escreveremos w-mn(Q) <--t :D'(Q) 
para representar tal identificação. 
Quando dizemos que uma distribuição T pertence a w-m,q(Q), isto significa que T é 
definida em :D(Q), estendida como funcional linear contínuo ao espaço W;''P(Q) e a esta 
extensão contínua representaremos por T. O resultado que segue caracteriza as distri-
buições de w-m,q(n). 
Teorema 1.5.1. Seja T uma distribuição sobre Q, então T E w-m,q(Q) se, e somente 
se, existem funções f, E Lq(n),lal::; m, tais que 
T = L D"f,. 
l<>l~m 
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Dem: Ver [7], página 27. 
Observação 1.5.1. Quando n é limitado, existe uma constante C> O, tal que 
Vf E HJ(ü). 
A desigualdade acima é conhecida como Desigualdade de Poincaré . 
Podemos, então, munir o espaço HJ(n) com o seguinte produto interno: 
(f,g) = l 'Vf'Vg, Vf,g E HJ(n). 
Teorema 1.5.2. (Teorema do Traço) Seja n um domínio limitado cuja fronteira, an, 
é Lipschitziana. Então existe uma única transformação T, linear e contínua, de H 1(f2) 
em L2 (ôf2), tal que Tv = vlan· 
Dem: Ver [8], página 15. 
1.6 Semigrupos de Operadores Lineares 
Consideremos X um espaço de Banach real Denotaremos por .C(X) o espaço de 
todos os operadores lineares contínuos de X em X, munido da norma 
IITxll 
IITII = ~~~ w· 
Observação 1.6.1. Todas as demonstrações dos resultados enunciados nesta seção po-
dem ser encontrados em {9). 
Definição 1.6.1. Uma famüia a um parâmetro {T(t); O ::; t < oo} C .C( X) é chamada 
um semigrupo de operadores lineares em X se 
(i) T(O) =I 
(ii) T(t + s) = T(t)T(s) para todo t, s :2: O. 
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Se além das condições acima tivermos que, para cada x E X 
limT(t)x = lim T(t)x = x, 
40 t-+o+ 
então o semigrupo de operadores lineares será dito fortemente contínuo, ou simplesmente, 
C 0- semigrupo. 
Caso existaM> O tal que IIT(t)ll < M, para todo t :::0: O, diremos que o semigrupo 
T(t) é uniformemente limitado. SeM= 1 então T(t) é um semigrupo de contrações. 
Diremos que um semigrupo é uniformemente contínuo se 
lim IIT(t) - Ill = O, 
40 
ou seja, limT(t)x = x uniformemente, para llxll:::; 1. 
ttO 
Definição 1.6.2. Consideremos T(t) um C0 - semigrupo definido sobre um espaço de 
Banach X. O gerador infinitesimal A de T(t), é um operador linear definido por 
Ax 1. T(t)x- x d+ T(t)x I D(A) =1m t = d ,paraxE , 
40 t t=O 
onde D(A) = {x E X: lim T(t)x- x existe em x}, denota o domínio do operador A. 
40 t 
Proposição 1.6.1. Um operador linear A é gerador infinitesimal de um C0-semigrupo 
se, e somente se, A é um operador linear limitado. 
Proposição 1.6.2. Seja T(t) um C 0- semigrupo. Então, existem constantes w :::0: O e 
M ;::: 1, tais que 
IIT(t)ll < Mewt, O:::; t < oo. 
Além disso, 'ix E X, t >-+ T(t)x é uma função contínua de IR+ em X. 
Proposição 1.6.3. Seja T(t) um C 0-semigrupo e A o seu gerador infinitesimal. Então, 
D(A) é denso em X e A é um operador fechado. Além disso, para cada x E D(A) temos 
dT(t)x 
que T(t)x E D(A) e dt = AT(t)x = T(t)Ax. 
Proposição 1.6.4. Consideremos T(t) e S(t), C0 - semigrupos de operadores lineares 
com geradores infinitesimais A e B, respectivamente. Se A= B então T(t) = S(t). 
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1.6.1 O Teorema de Hille-Yosida 
Se A é um operador linear sobre X, não necessariamente limitado, o conjunto re-
solvente de A, p(A), é o conjunto de todos os números complexos À para os quais o 
operador Àl- A é inversível, ou seja, (>..I- A)-1 é um operador linear limitado definido 
em todo o espaço X. Chamaremos de resolvente de A, à família dos operadores limitados 
R( À : A) = (>..I- A)-1, À E p(A). 
Teorema 1.6.1. (Hille-Yosida) Um operador linear A sobre X é o gerador infinitesi-
mal de um C 0-semigrupo T(t), satisfazendo IIT(t)ll::::; Mff"t, se, e somente se, 
{i} A é fechado e D(A) é denso em X 
(ii} O conjunto resolvente de A, p(A), contém o intervalo ]w, +oo[ e, para todo À > w 
e n E lN, 
Teorema 1.6.2. (Hille-Yosida) Um operador linear A sobre X é o gerador infinitesi-
mal de um CO-semigrupo de contrações T(t), se, e somente se, 
{i} A é fechado e D(A) é denso em X 
{ií} O conjunto resolvente de A, p(A), contém o intervalo ]w, +oo[ e, para todo À> O, 
1.6.2 O Teorema de Lumer-Phillips 
Na seção anterior demos a caracterização de Hille-Yosida para o gerador infinitesimal 
de um C0-semigrupo de contrações. Nesta seção, estaremos vendo uma outra caracteri-
zação para geradores infinitesimais. 
Sejam X um espaço de Banach e X* seu dual. Nós denotaremos o valor de x* E X* 
em x E X por (x*,x) ou (x,x*). Para cada x E X, nós definimos o conjunto dualidade 
F(x) ç; X* por 
F(x) = {x* : x* E X* e (x*,x) = llxll2 = llx*lj2}. 
Definição 1.6.3. Um operador A é dito dissipativo se, para cada x E D(A), existe um 





Uma caracterização bastante usual para operadores dissipativos é dada pelo seguinte 
teorema. 
Teorema 1.6.3. Um operador linear A é dissipativo se, e somente se, 
II(.H- A)xll :2: Àllxll , Vx E D(A) e À> O. 
Teorema 1.6.4. (Teorema de Lumer-Phillips) Consideremos A um operador, CUJO 
domínio D(A) é denso em X. 
(a) Se A é dissipativo e se existe umÀ0 >O tal que a imagem de(À01-A), R(À01-A), 
é o conjunto X, então, A é o gerador infinitesimal de um C0-semigrupo de contrações 
em X. 
(b} Se A é o gerador infinitesimal de um C0-semigrupo de contrações em X, então 
R(ÀI- A) =X, para todo À> O e A é dissipativo. Mais ainda, para todo x E D(A) e 
todo x* E F(x), Re (Ax,x*)::::; O. 
Definição 1.6.4. Dizemos que um operador A é m-dissipativo, se R(ÀI- A)= X, para 
todo À > O e A é dissipativo. 
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Capítulo 2 
Equação da Onda 
Introdução 
Neste capítulo, estaremos estudando a Equação da Onda. Consideremos, primei-
ramente, o caso de uma corda muito longa (comprimento infinito). Neste caso, não há 
condições de fronteira a satisfazer e nosso problema consiste em buscar uma função u(x, t) 
definida no semiplano fechado, x E lR, t > O, tal que 
Utt = r?uxx, X E lR, t >O, 
u(x, O)= f(x), x E lR, (2.0.2.1) 
Ut(x, O)= g(x), X E JR, 
onde f e g são as condições iniciais. Este problema é conhecido como um Problema de 
Cauchy. 
O resultado abaixo mostra que a equação da onda tem uma solução geral. Este fato é 
excepcional entre as equações diferenciais parciais, que dificilmente possuem uma solução 
geral. 
Proposição 2.0.5. Se (x, t) satisfaz a equação da onda, com c constante, então existem 
funções F, G : lR -t lR, tais que 
u(x, t) = F(x + ct) + G(x - ct). 
Dem: Se considerarmos a mudança de variáveis, 
ç: =X+ ct, 7J =X- ct, 
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e definirmos a função v por 
v(Ç, TJ) = v(x + ct, x- ct) = u(x, t), 
vem que, 
Substituindo as expressões acima na equação da onda, concluímos que 
Vç'l =O. 
Integrando com relação a TJ, temos que 
e integrando com relação a Ç, obtemos 
v(Ç, TJ) =f F1(Ç) dÇ + G(TJ) = F(Ç) + G(TJ). 
Portanto, 
u(x, t) = F(x + ct) + G(x- ct). 
• 
2.1 Fórmula de D'Alembert 
Para obter a solução do problema de Cauchy para a equação da onda, (2.0.2.1), vamos 
determinar F e G, usando as condições iniciais. Como u(x, t) = F(x + ct) + G(x- ct), 
temos que 
u(x, O) = F(x) + G(x) = f(x) (2.1.0.1) 
e 
Ut(x, O)= cF'(x)- cG'(x) = g(x). (2.1.0.2) 
Integrando a última expressão, obtemos 
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11x F(x)-G(x)=- g(s)ds+K, 
c o 
(2.1.0.3) 
onde K é uma constante arbitrária. De (2.1.0.1) e (2.1.0.3), temos 
1 1 r K 
F(x) = 2/(x) + 2c lo g(s) ds + 2' 
1 1 r K 
G(x) = 2J(x) - 2c lo g(s) ds- 2· 
Portanto, 
1 1 r+ct 1 r-ct 
u(x, t) = 2 [f(x + ct) + f(x- ct)] + 2c lo g(s) ds- 2c lo g(s) ds 
que implica 
1 1 1x+ct 
u(x, t) = 2 [f(x + ct) + f(x- ct)] + 2 g(s) ds, C x-c:t 
(2.1.0.4) 
conhecida como Fórmula de D'Alemberl. 
2.2 Existência e Unicidade de Soluções 
Seja n c IRn, um conjunto aberto e limitado, de fronteira r suave (classe Ol). Para 
T > o fixo, consideremos Q = n X ]0, T[ e seja :E = r X ]O, T[. 
Consideremos o seguinte problema: 
Utt- .6-u =O em Q 




designa o operador Laplaciano. 
A primeira equação é chamada equação da onda. A segunda equação nos dá condições 
de contorno de Dirichlet. As equações da terceira linha nos dão as Condições Iniciais. 
O seguinte lema resume alguns importantes resultados sobre a regularidade de so-
luções do problema (2.2.0.1). 
Lema 2.2.1. Seja n um domínio limitado de lRn com fronteira r de classe 0 2 • Se 
u0 , u 1 E H 2 n H~(n) então a solução u é tal que 
(2.2.0.2) 
Se (u0 , u1) E HÕ(O) x U(n) a solução u de (2.2.0.1) (que pertence à classe (2.2.0.2)) 
é uma solução fraca da equação. Diremos que u é uma solução fraca de (2.2.0.1) se u 
satisfaz: 
(utt(t), v) + 1 V'u(t) ·V' v dx = O, Vt E [O, 1]. Vv E HJ(O) 
u(O) = u0 , Ut(O) = ul, 
onde(-,·) designa a dualidade entre os espaços H-1 (0) e HJ(n). 
Demonstração do lema 2.2.1 
Vamos escrever a equação da onda 
Utt - /:;.u = O 
na forma de um sistema de primeira ordem 
Ut+AU= O, 





-1) u = (o 
o -L:. 
Consideremos o espaço 1i = HJ(D) x L2 (D) munido do seguinte produto escalar 
{U1,U2) =L "Vu1 • "Vu2 dx+ L v1v2dx, 
onde 
O operador linear A de domínio 
D(A) = (H2 n HJ(D)) x HJ(D) 
é, graças à regularidade C 2 de r, monótono maximal em 1i. 
2.3 Regularidade de Soluções Fracas 
Consideremos a equação da onda não homogênea 
Utt- L:.u =f em Q 
• 
u=O em (2.3.0.1) 
A respeito da equação da onda não homogênea, temos o seguinte resultado. 
Lema 2.3.1. Seja n um domínio limitado do lRn, com fronteira r de classe C2. Con-
sidere q = (qk) um campo de vetores de classe [C1(Q)]n. Então, para cada solução fraca 
u = u(x, t) {isto é, V(u0 , u1) E HJ(D) x P(n), f E U(O, T; HJ(D))) da equação (2.3.0.1) 
a seguinte identidade se verifica: 
\ 
T 
au 1 8qk 2 2 
= u,, qk-a ) + -2 r -a (iu,j - j"Vuj ) dx dt. 
Xk L'(O) O }Q Xk 
1 au aqk au 1 au + ---dxdt- fqk-dxdt, Q axj axj axk Q axk 
(2.3.0.2) 
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Fazendo a primeira integral por partes, temos 
Mas, como conseqüência da fórmula de Green e do fato de que Ut = O em ~, 
Portanto, 
(2.3.0.4) 
Por outro lado, 
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Assim, 
1 âu !::> u qk -8 dx dt Q Xk (2.3.0.5) 
Agora, 
(2.3.0.6) 
Já que u = O em I:, temos uma curva de nível. Portanto, como o gradiente de u é 










Agora, de (2.3.0.6), (2.3.0.7) e (2.3.0.8) 
1 ôu .0.u qk -8 dx dt Q Xk 
(2.3.0.9) 





Consideremos o seguinte problema: 
Utt - l:>.u = ft em Q 
u=O em (2.3.0.11) 
u(O, t) = ut(O, t) = O. 
Onde f E L1 (0,T;Ht(\1)) (isto é ft E w-1•1(0,T;HÕ(fl)). 
Vamos mostrar que 
llu(x, T)IIH.\(Ol + l!ut(x,T)IIL2(o) + 11 ~~~~ ::; CIIJIILI(o,r;H.\(O)) 
L2(E) 
(2.3.0.12) 
Por um argumento de densidade, é suficiente provar que (2.3.0.12) vale para f E 
C8"(0, T; C8"(fl)). 
Consideremos a mudança de variável u = Ut. Substituindo em (2.3.0.11), temos que 
em Q 
U(O, t) = Ut(O, t) =O, 
já que u(O, t) = Ut(O, t) =O =? Utt(O, t) = O=? U(O, t) = Ut(O, t) = O. 
Integrando por partes de O a t, temos que 
Utt(x, t) - Utt(x, O) - l:>.U(x, t) + !::>.U(x, O) = f(x, t) - f(x, O) 
U(x, t) - U(x, O) = O, em 2::. 
Como f é de suporte compacto em JO,T[ e é suave, f se anula numa vizinhança de 
t = O. Em particular, f(x, O) = O. Além disso, como u = O em I:,vem que Utt = O em 2:: 
e como 'VUt(x, O) = O= l:>.U(x, 0), temos o seguinte sistema 
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Uu - flU = f em Q 
U=O em (2.3.0.13) 
U(O, t) = Ut(O, t) = O. 
Agora, fazendo o produto escalar por flUt, na equação (2.3.0.13) e integrando em x, 
obtemos 
(2.3.0.14) 
Corno f E C0 ()0, T[; C0 (n)), :t =O em an. Aplicando o teorema de Green, na 
primeira e na última integrais, ternos 
11 d 2 =- -IV'Utl dx 
2 f1 dt 
e -L flUt f dx = L \7 f V'Ut dx. 
Além disso, 
Assim, a equação (2.3.0.14) fica sendo 
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Como 'ilUt(x, O) =O= .6.U(x, 0), temos, integrando de O a t, 
1 
(IIVU 11 2 + llt.UII2 ) 2 t L2(0) L2(0) = t ('il /, 'ilUt) ds } 0 L'<"l 
< [11'il f li L'(O) ll'ilUtll L'(o) ds. 
(2.3.0.15) 
Assim, 
Pelo Lema (1.4.1), temos que 
ll'ilUtll L'(O) ::::; 2lll'il !li L'(O) ds ::::; 21T ll'il !li L2(0) ds = 211 !li Ll(o,T;HÕ(O)). (2.3.0.16) 
Por outro lado, 
Portanto, 
(2.3.0.17) 
Como conseqüência de (2.3.0.16) e de (2.3.0.17), temos que .6.U e 'ilUt são limitados. 
De maneira análoga, podemos mostrar que 'ilU também é limitado. 
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Já que b.U, V'U1 e V'U são limitados, temos que 
U E L"'(O,T;H2(0) x HJ(n)) e U1 E L"'(O,T;HJ(O)). (2.3.0.18) 
A aplicação que leva f>-+ Ué contínua de V(O, T; HJ(O)) em S = {U E Q : U E 
L"'(O,T; H2 (Sl) n HJ(O)) e Ut E L"'(O, T; HJ(O))} . Mais ainda, 
(2.3.0.19) 
Agora, U1(x,T) = u(x,T). Além disso, já que f= O em uma vizinhança de t = T, 
temos que u1(x, T) = Utt(x, T) = .6-U(x, T). Deste modo, 
e, de (2.3.0.17), 
Jlut(X, T)JJL2cnJ = JJ.ó.U(x, T)JJL2(n) < JJU(x, T)IIH2(n)nHJC<>ll ::; CJJfiJL,(O,T;HJcnn. 
Portanto, 
(2.3.0.20) 
Devemos mostrar agora que 
Multiplicando a primeira equação de (2.3.0.11) por hkôôu, onde hk E C1 (f2), hk = vk 
Xk 
em ôO, obtemos pelo lema anterior (2.3.0.10) que 
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~1lâul2 da 
2 E âv ( 




(lu11 -IY'u dxdt. 
Xk L'(!l) Q Xk 
1 ôu ôhk ôu 1 âu + ---dxdt- fthk-dxdt. Q ÔXj ÔXj ÔXk Q ÔXk 
(2.3.0.21) 
Mas, 
1 âu fthk -8 dxdt Q Xk 
(2.3.0.22) 
já que f(O) = f(T) = O, por ser de suporte em ]0, T[. 
Reconsideremos nossa mudança de variáveis. Como u = U1, u1 = Utt = f::..U + f. 
Substituindo em (2.3.0.22), temos 
= r (ô(f hk) L::.U + ôhk lfl2 + hk ô(F)) dx dt 
}q ÔXk ÔXk 2 ÔXk 
= r (ô(f hk) L::.U + ~ ôhk lf12) dx dt, 
}q ÔXk 2ÔXk 
1 ôu fthk -8 dxdt Q Xk (2.3.0.23) 
após integrarmos o último termo por partes. 
Substituindo (2.3.0.23) em (2.3.0.21) e como Utt = f::..U +f temos 
~ r lôul2 da 
2 }E Ôl/ 
_ ( ( T) h âu(x, T)) 1 ôu ôhk ôu d d - Ut X, , k + --- X t 
ÔXk L'(!l) Q ÔXj ÔXj ÔXk 
1 r ah 
+2 }q ôx: ((f::..U) 2 + 2f!::..U + lfl2- 1Vul2) dx dt 
- r (â(f hk) L::.U + ~ ôhk 1!12) dx dt. 
}q ÔXk 2 ÔXk 
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Simplificando a expressão, obtemos 
~ r lâul2 du 
2 }r; âv 
=I Ut(x,T),hk âu(x,T)) + ~ r âhk((f::..U)2 -1Vul2)dxdt 
\ âxk L2(n) 2 } Q Ôxk 
1 âu âhk âu 1 â f + ---dxdt- hk-f::..Udxdt. Q ÔXj ÔXj âxk Q âxk 
De (2.3.0.18) e (2.3.0.19), ternos que o segundo membro da equação é majorado por 
CIIJII2 • Portanto, 
Ll (O,T;HÓ (O)) 
32 
Capítulo 3 
A Equação da Onda com um Ponto 
de Massa no Interior 
3.1 Formulação do Problema e Primeiros Resultados 
Estaremos considerando o sistema corda-massa formado por duas cordas, unidas em 
um ponto de massa comum. O comprimento da primeira corda é h e o da segunda é l2, 
onde lr e b são positivos. Assim, a primeira corda ocupa 0 1 =]-ir, O[ C IR e a segunda 
ocupa 0 2 =]O, l2[ c IR. 
Para simplificar a exposição do problema, suporemos que ambas as cordas são ho-
mogêneas. As deformações da primeira e da segunda corda serão descritas, respectiva-
mente, pelas funções 
u = u(x, t), 
v= v(x, t), 
t >o, 
t >o. 
A posição da massa é descrita pela função z = z(t) para t >O. 
Para fixar as idéias, consideremos as cordas satisfazendo condições de contorno de 
Dirichlet, nos pontos x = -h ex= l2. Então, o sistema de equações que modela nosso 
problema é o seguinte: 
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Pl Utt = 0"1 Uxx 1 
f!2Vtt = CT2Vxx 1 
Mztt(t) + CT!Ux(O, t)- CT2Vx(O, t) =O, 
u( -h, t) = v(l2, t) =O, 







Af; constantes P1 > O e P2 > O representam a densidade de cada corda. A massa, no 
ponto de massa x = O, é dada por M > O. Ns tensões em cada corda são assumidas 
positivas e denotadas por cr1 e cr2. 
Se as únicas forças que estiverem atuando sobre o ponto de massa forem aquelas 
provenientes da corda, então cr1 = cr2. Caso alguma força externa esteja presente (por 
exemplo, a ação da gravidade ao longo do eixo x), então cr1 f= cr2. 
Naturalmente, para determinar uma solução de (3.1.0.1), temos que acrescentar con-
dições iniciais, para t =O, que serão representadas por 
u(x, O)= u0(x), Ut(x, O)= u1(x), X E nl, 
v(x, O) = v0(x), Vt(x, O)= v1(x), X E n2, 
z(O) = z0 , 
(3.1.0.2) 
Para que estejamos nas condições de (3.1.0.1), precisamos impor em (3.1.0.2) a con-
dição de compatibilidade u0 (0) = v0 (0) = zo. 
A equação que descreve a energia do sistema é 
(3.1.0.3) 
Para soluções de (3.1.0.1), esta energia é constante no tempo. Mais tarde, tal fato 
nos motivará na definição de uma norma conservativa. 
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Vejamos que EM(i) é constante, já que sua derivada com relação a i é nula: 
:i EM ( t) =I:. [Pl Ut(X, i)utt(x, t) + a1ux(x, t)Uxt(x, i)] dx + M zt(t)ztt(t) 
+ l' [P2Vt(X, t)vtt(X, t) + 0"2Vx(X, i)Vxt(X, t)] dx. 
Integrando por partes a primeira ea terceira integrais: 
!EM(t) =I:. Ut(X, t)[plutt ~ CT!Uxx) dx + alux(O, i)zt(t) + Mzt(i)ztt(i) 
=0 +I:. Vt(X, t)[p2vtt ~ a2Vxx) dx - a2vx(O, t)zt(t) 
=O 
= Zt(t)[MZtt(i) + alux(O, t)- a2vx(O, t)] 
=0. 
• 
Veremos que a presença do ponto de massa introduz importantes mudanças no com-
portamento do sistema, com relação à observação das propriedades. 
3.2 Existência, Unicidade e Regularidade de Soluções 
3.2.1 Condições de Contorno Homogêneas 
Vamos introduzir as seguintes variáveis: 
i}= Ut, Z = Zt. 
Assim, 
Consideremos y = ( u, v, u, v, 2). Precisamos de um espaço 1-l tal que y E 1-l. Vamos 
definir os espaços V e W por 
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e 
V= {(u, v) E Vt x V2 : u(O) = v(O)}, 
onde 
Vt = {u E H 1 (flt): u(-lt) =O} 
V2 ={v E H 1 (fl2): v(l2) =O} 
munidos das seguintes normas: 
Observação 3.2.1. Devemos notar que o espaço V é algebricamente e topologicamente 
equivalente ao espaço HJ( -lt, l2) (pela desigualdade de Poincaré). 
Consideremos o espaço definido por 1l =v X w. Sejam Yt = (ut, Vt, ih, vl, zl) E 1l 
e y2 = ( u2, v2, u2, v2, z2) E 1-l. Motivados pela equação de energia (3.1.0.3), a definição 
natural para o produto interno de 1l é a seguinte: 
du , 
onde denotamos dx = u · 
Naturalmente, com este produto interno, 1l é um espaço de Hilbert. Além disso, 
temos a seguinte norma conservativa: 
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Tomemos D(A) como sendo 
D(A) = {y E 1-l: u E H 2(íh), v E H 2(02 ), (u, v) E V, u(O) =v( O)= 2}. 
Podemos, agora, definir um operador A: D(A) C 1-l-+ 1-l tal que 
(3.2.1.3) 
Note que D(A) é denso em 1-l e que A é linear. Além disso, o sistema (3.1.0.1)(3.1.0.2) 
pode ser visto como o seguinte problema de evolução em 1-l: 
dy 
dt = Ay, (3.2.1.4) 
Lema 3.2.1. A é um operador m-dissipativo. 
Dem: Dado y E D(A), temos que 
(y,Ay)1i 
Se integrarmos por partes, a terceira e a quarta integrais, obtemos 
O que mostra que A é dissipativo. Na verdade, A é conservativo. 
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Vejamos agora que existe .\ E([; tal que Im(.\- A) = H. Ou seja, existe .\ E([; tal 
que, para cada Yo = (uo,vo,uo,iío,zo) E 1-1. dado, a equação 
(À- A)y= Yo 
tem solução y E D(A). 
A equação (3.2.1.5) pode ser escrita como o seguinte sistema 
Àu-u = Uo 
Àv- ií = v 0 
\ A 0"1 11 A 
AU- -U = Uo 
P1 
'A 0"2 fi A 
AV- -V = Vo 
P2 








2 0"1 e b2 __ 0"2. Façamos a =-
P1 P2 
Substituindo (3.2.1.6) em (3.2.1.8) e (3.2.1.7) em 
(3.2.1.9), temos 
2 11 ,2A ' A 
U U - A U = -AUQ- Uo 
b211 ,2A \ A V - A V = -AVQ - Vo. 
(3.2.1.11) 
(3.2.1.12) 
Vamos resolver (3.2.1.11). Considerando w = u', podemos reescrever (3.2.1.11) como 
o seguinte sistema: 
{ 
u'=w 
w' = À2 u- ~Uo + uo. 




que pode ser visto como a equação diferencial ordinária de primeira ordem 
z' = Az+b. 
A solução de tal equação é, como já sabemos, 




cosh(Àx) ~senh(Àx) ) 
Ax À 
e = À . 
-senh(Àx) cosh(Àx) 
a 
Tomando xo =-h, temos que a solução de (3.2.1.11) fica sendo 
( 
u;x) ) = eA(x+h) ( ' O ) + lx eA(x-s)b(s)ds. 
u (x) u (-h) -t1 
(3.2.1.13) 




cosh(Àx) ~senh(Àx) ) 




c(s) = ( -~: vo(s) ) . 
b2 b2 
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Para solucionarmos (3.2.1.11) e (3.2.1.12), precisamos encontrar os valores deu'( -h) 
e v'(l2 ). Para tanto, vamos utilizar as condições para as quais y E D(A) 
e 
u(O) = v(O), 
u(o) = v(o) = z. 
Calculando os vetores ( :~~~ ) e ( ~~~~ ) no ponto x = O, temos 
= eA11 + e-Asb(s)ds 
( 
u(O) ) ( O ) lo 
u'(O) u'( -h) -!1 
= CBl2 + e-Bsc(s)ds. 
( 
v(O) ) ( O ) !o 
v'(O) v'(l2 ) t, 
Usando (3.2.1.10), (3.2.1.15), (3.2.1.16) nas expressões acima, obtemos 
asenh(..\h) '( l) bsenh(..\l2) '(l) 




[a..\ senh(..\h) + 0'1 co~(..\h)] u'( -h)- 0'2 ser;:;(,\l2) v'(l2) = 'Yz· (3.2.1.18) 
Onde 
'Yl =_!_!o senh(..\s)[-Àvo(s) + iJo(s)] ds - ~ {o senh(..\s)[-Àuo(s) + ilo(s)] ds, 
b,\ 1, a }_~, 
'Yz = 20 - ~ {o senh(..\s)[-Àu0 (s) + ilo(s)] ds + Àuo(O) 
a l-11 
- ~1 1° cosh(..\s)[-Àu0 (s) + ilo(s)] ds + ;fvr !o cosh(..\s)[-Àv0 (s) + iJo(s)] ds. 
aM ~1 h 
O determinante da matriz principal do sistema (3.2.1.17)(3.2.1.18) é 
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(3.2.1.19) 
Para cada À E (C, se Re(>.) # O, então senh(>.12 ) # O e senh(>.h) # O. Além disso, 
senh(>-h) e cosh(>.h) são linearmente independentes. Vemos, assim, que o determinan-
te (3.2.1.19) é não nulo. Portanto, o sistema (3.2.1.17)(3.2.1.18) possui solução única 
u'( -h) e v'(lz). 
Substituindo os valores de u'( -h) e de v'(lz) em (3.2.1.13) e (3.2.1.14), respectiva-
mente, vemos que existe y E D(A), que é solução de (3.2.1.5). 
• 
Na verdade, pelo lema 3.2.1 e pelo teorema de Lumer-Phillips, acabamos de provar o 
seguinte resultado de existência e unicidade de soluções para (3.2.1.4). 
Proposição 3.2.1. 
(i) Para cada y0 E 1l existe uma única solução de (3.2.1.4) tal que 
(u,v) E C([O,T];V), (3.2.1.20) 
Mais ainda, a energia EM permanece constante ao longo da trajetória desta solução. 
(ii) Se y0 E V( A), então a solução correspondente tem a seguinte regularidade adicional: 
u E C0([0,T];H2(Ql)) nC1([0,T];H1(l11)), 
v E C0 ([0, T]; H 2 (l12 )) n C1([o, T]; H 1(l12)). 
(3.2.1.21) 
Nós chamaremos soluções de energia finita, as soluções que satisfazem (3.2.1.20). 
Observação 3.2.2. A posição do ponto de massa z(t) = u(O, t) = v(O, t) é obtida por: 
z(t) = u0 (0) + [ z(s) ds. 
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Para soluções de energia finita, podemos obter o seguinte resultado . 
Proposição 3.2.2. Para todo T > O, existe algum C(T) > O, tal que a seguinte desi-
gualdade é verdadeira, para soluções de energia finita: 
(3.2.1.22) 
Dem: Consideremos o sistema (3.1.0.1 ). Multiplicando a primeira equação por p(x )ux 
e a segunda por q(x)vx e integrando, temos 
P1 {Tio p(x)uxUttdxdt = 0"1 {Tio p(x)uxUxxdxdt 




Integrando formalmente por partes com relação a t, o lado esquerdo da equação 
(3.2.1.23), e com relação a x, o lado direito, obtemos 
(3.2.1.25) 




Do mesmo modo, da equação (3.2.1.24), obtemos 
(3.2.1.27) 
- - 2 
Agora, se tomarmos (p, q) E C1 (r!r x rl2) e tais que p(O) = q(O) = O, p( -lr) = -- e 
ar 
q(l2) = ~, temos como decorrência da soma de (3.2.1.26) e de (3.2.1.27) que 
a2 
Como (p, q) E C 1 (f2r X n2), existe k > o, tal que 
lp(x)l::; k, IPx(x)l::; k e lq(x)l::; k, lqx(x)l ::; k. (3.2.1.28) 
Além disso, devemos lembrar que 
labl < ~ + lli:. - 2 2 
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Assim, nossa estimativa passa a ser 
Consideremos C1 = max {i ~?f;_, i!Pf;, i' k }· 
Então, 
Como EM(t) = EM(O), 'ift, 
1T [lux( -h, tW + lvx(l2, tWJ dt = 2Cl EM(O) + c11T EM(O) dt 
= (2 + T)C1 EM( O) 
=C EM(O). 
• 
Observação 3.2.3. Reciprocamente, para soluções de energia finita, na ausência de 




Dem: Somando (3.2.1.26) e (3.2.1.27), obtemos 
(3.2.1.30) 
Se tomarmos p(x) = x, X E nl e q(x) = x, X E n2, impondo p(O) = q(O) =o, temos 
que Px(x) = 1, X E !11 e qx(x) = 1, X E !12. 
Assim, a expressão (3.2.1.30) passa a ser 
Como u( -11, t) = v(l2, t) = O temos que Ut( -h, t) = Vt(l2, t) = O. Além disso, 






T [ 1l2 o-2 2 2 P2 2 T + - 2 lvx(h, t)l dt + y/p2.,fr2 (IViJ2vxii.J<i2vtl)l0 dx. o P2 U2 o 
+h [!I; J:, ~1 lu,(x, TW dx + l21fll2 [~2 lvx(x, TW + ~2 lv1 (x, TW] dx 
:S k 1T [lux( -h, tW + lvx(l2, tWJ dt 
+(lr{iff;+z2f!J l
2 
[~ivx(x,TW+ ~lv1(x,TW] dx 
+(tr{iff; + lzf!J [, [~1 iux(x,TW + [, ~1 lu,(x,TWJ dx 
::; k [T [lux( -h, tW + lvx(lz, tWJ dt+ (zl (fi+ l2 !fi\ Eo(T) h v~ v~; 
Portanto, 
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Como, por hipótese, T > (h [iil + l2 fP2\, yo; y-;;;; 
Eo(O) ::Õ C 1T [lux( -h, tW + lvx(l2, t)2] dt. 
• 
É conveniente considerarmos o sistema (3.1.0.1) na presença de forças externas. Neste 
caso, temos 
f!2Vtt = a2Vxx + g(x, t), X E 02, 
Mztt(t) + alux(O, t)- a2vx(O, t) = h(t), 
u( -h, t) = v(l2, t) = O, 
u(O, t) = v(O, t) = z(t), 
Neste caso, temos a seguinte proposição. 
O< t < T, 
O< t < T, 




Proposição 3.2.3. Para cada y0 = (u0 ,v0 ,u\v\z1) E 1-l e (J,g,h) E L 1(0,T;W), 
existe uma única solução de (3.2.1.31)(3.1.0.2), na classe (3.2.1.20). Mais ainda, existe 
uma constante C > O tal que 
1T [lux( -h, t) 12 + lvx(l2, t) 12] dt ::Õ C [11Y0 II! + ll/ll~,co.T;L2 (01 ll 
+ IIYII~'co,T;L,(o,)) + llhll~'co,T)] · 
(3.2.1.32) 
Dem: Reescrevendo o problema (3.2.1.31)(3.1.0.2) como uma equação de evolução, 
temos 
dy 
dt =Ay+b, (3.2.1.33) 
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d b() 
_ (o 0 f(x,s) g(x,s) h(s)) ones- ,, , 'M. 
P1 P2 
Pela fórmula da variação de parâmetros, temos que a solução de (3.2.1.33) é única, 
dada por 
y=T(t)y0 + [r(t-s)b(s)ds. (3.2.1.34) 
Além disso, como T(t) é C0- semigrupo e (!, g, h) E L 1 (0, T; W), segue (3.2.1.20). 
Sabemos que IIT(t)ll:::; Mewt e podemos supor, sem perda de generalidade, IIT(t)IJ:::; 
C, para O< t < T. Portanto, de (3.2.1.34), temos que 
e 
IIYII., < CIIY0 li" + C 1T 11 (!, g, h) llw 
= CIIYoll" +C 1T (II!IIL'cn,) + llgiiL'cn,) + llhlllR) ds (3.2.1.35) 




Consideremos (p, q) E C1(S':h x fl2) e tais que p(O) = q(O) = O, p( -h)=-- e 
0'1 
q(l2 ) = ~. Se em (3.2.1.31), multiplicarmos a primeira equação por p(x)ux e a segunda 
0'2 
por q(x)vx, e integrarmos, como fizemos na proposição anterior, obtemos 
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Usando (3.2.1.28), temos a estimativa 
1T [lux( -l1, tW + lvx(l2, tWJ dt <C [ EM(O) + 1T [, IJ(x, t)ux(x, t)l dx dt 
+ 1T l'lg(x,t)vx(x,t)ldxdt]. 
(3.2.1.38) 
Vamos, agora, estimar a duas últimas integrais em (3.2.1.38), usando (3.2.1.36) e 
(3.2.1.37). 
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1T fo lf(x,t)ux(x,t)ldxdt o J_z. 
Portanto, 
1T 1:. lf(x, t)ux(x, t) I dx dt :::; C [IIY0 II! + IIJII~,co,r;L2 cn,JJ + ll9ll~,co,r,L2 cn2 n + lihll~,co,r;JRl] · 
(3.2.1.39) 
Analogamente, 
1T l 2 lg(x, t)ux(x, t) I dx dt :::; C [11Y0 II! + IIJII~,co,T;L 2 <"•ll + ll9ll~,co,T;L2 (02 ll + llhll~,co,T;lRl] · 
(3.2.1.40) 
Assim, substituindo (3.2.1.39) e (3.2.1.40) em (3.2.1.38), obtemos 
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lT [lux( -h, t) 12 + lvx(l2, t) 12 ] dt ::; C [11Y0 11~ + llfll~,<o,T;L'<"tll 
+ IIYII~,(O,T;L'(n,)) + llhll~,(o,TJ · 
Proposição 3.2.4. Suponhamos que y 0 = O e 
oF oG h= dH 
f=m, 9 =et' dt' 
• 
onde (F,G,H) E Ll(O,T;V x JR) e H(t) = F(O,t) = G(O,t). Então a solução (u,v) de 
(3.2.1.31)(3.1.0.2) é tal que 
( u, v) = (U1,Vi) 
com 
(U, V, Ut, vt, Zt) E C([O, T]; D(A)) 
e, portanto, em particular, 
{ 
(u,v)EC([O,T];V), 
(ut,Vt,zt) E C([O,T], W) nL1 (0,T;V x lR), 
(U, V) E C([O, T]; H 2(S11) x W(S12)). 
Mais ainda, existe uma constante C > O tal que 
(3.2.1.41) 
(3.2.1.42) 
Dem: Se usarmos um argumento de densidade, é-nos suficiente mostrar que o resul-
tado vale para (F, G, H) E CO'(O, T; C8"(V) x JR). 
Fazendo a mudança de variáveis u = U1, v = vt e z = Z1 no sistema (3.2.1.31), 
obtemos 
dH(t) 







u( -h, t) = v(l2, t) =O* Ut( -h, t) = Vt(l2, t) =O=? U( -h, t) = V(l2, t) =O 
u(O, t) = v(O, t) = z(t) =? Ut(O, t) = v1(0, t) = Zt(t) =? U(O, t) = V(O, t) = Z(t) 
Integrando (3.2.1.43) e (3.2.1.45) de O a t, temos 
(3.2.1.46) 
MZtt(i)- MZtt(O) + a1Ux(O, t)- a1U.,(O, O)+ a2Vx(O, t) + a2Vx(O, O)= H(t)- H(O). 
(3.2.1.47) 
Mas O= u1(x) = Ut(x,O) = Utt(x,O) e, como F é de suporte compacto em ]O,T[, F 
se anula numa vizinhança de O. Donde F(x, O) = O. Do mesmo modo, concluímos que 
G(x,O) =O e H(O) =O. 
Temos, por hipótese, que y0 = (u0 ,v0 ,u1,v1,z1) = (0,0,0,0,0), assim 
O= u1(x) = Ut(X, O)=} Utx(x, O)= O=} Ux(x, O)= O e Uxx(x, O) =O 
e 
O = z1 = z1(0) = Ztt(O) 
Voltando a (3.2.1.46) e (3.2.1.47), e fazendo as mesmas contas para (3.2.1.44), temos 
o seguinte sistema: 
P2Vtt = a2 Vxx + G(x, t), x E 02, 
MZtt(t) + a1Ux(O, t)- a2 Vx(O, t) = H(t), 
U(-l1,t) = V(l2, t) =O, 
U(O, t) = V(O, t) = Z(t), 
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O< t < T, 
O< t < T, 
O< t < T, 
O< t < T, 
O< t < T. 
(3.2.1.48) 
Fazendo o produto escalar, da primeira equação por -Uxxt e da segunda por - Yxxt, 
e integrando por partes em x, temos 
Agora, como U( -ll> t) = V(l2, t) = O, F( -h, t) = G(l2 , t) = O, F(O, t) = G(O, t) = 
H(t) e Utt(O, t) = Vtt(O, t) = Ztt(t) temos que 
;!_ (Pl 1° IUxtl2 dx + ~1 1° 1Uxxl2 dx) = [ 0
11 
Uxt F, dx - Uxt(O, t) [H(t)- PlZtt(t)]. 
dt 2 -h -h 
(3.2.1.49) 





Vxt G, dx + V,t(O, t) [H(t)- P2Ztt(t)]. 
(3.2.1.50) 
. 1 . {P1 P2 0"1 0"2} Cons1deremos 
01 
= mm 2 , 2 , 2 , "2 . Somando (3.2.1.49) e (3.2.1.50), resulta 
dd (11Uxtll
2 + 11Uxxll2 + 11Vxtll2 + IIVxxW ) ::::: cl (1° U,tFx dx t L2(01) L2(n1 ) L2(02)) L2(02)) -h 
+ H(t)[Vxt(O, t)- Uxt(O, t)] + Ztt(t)[plUxt(O, t)- P2 Vxt(O, t)J + l' V,tGx dx) . 
(3.2.1.51) 
Note que 
H(t)[V,t(O, t)- U,t(O, t)] < C2H(t)[0"2 V,t(O, t)- O"iUxt(O, t)] 
d = C2H(t) dt (MZtt(t)- H(t)) 
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e 
Ztt(t)[p!Uxt(O, t)- P2Vxt(O, t)] < CzMZtt(t)[a!Uxt(O, t)- azVxt(O, t)] 
d 
= CzMZtt(t) dt (H(t)- MZtt(t)). 
Portanto, substituindo em (3.2.1.52), obtemos 
Lembremos que 
Utt(x, O) = Uxx(x, O) = O, Vtt(X, O) = Vxx(X, O) = O, 
H(O) = F(O, O) = G(O, O) = O, Ztt(O) = Zt(O) = z1 = O. 




< c, (l [, u.F. dx dt -~(H (t) :. M Z.(t))' + J.' [' v • .a. do dt) < 
~ C3 (1t 1:, UxtFx dx dt + ll' V.tGx dx dt) ~ (3·2·1.53) 
e 
~ c31t (IIUxtiiL,(íl)IFxiiL,(íl,) + IIVxtiiL,(íl,))IIGxi/L,(íl,J dt ~ 
~ c31t JJF,G,HIIvxJR (IIUxtiiL,(ílt) + IIVxtiiL,(n,J dt. 
Naturalmente, de (3.2.1.53) vem que 
(i1Uxtii~,(O,) + IIVxtll~,(n,),) ~ c3[1JF,G,HJIVxlR (IIUxtiiL,(ílt) + IIVxtiiL,(02J dt 
(3.2.1.54) 
(i1Uxxll:,(n,) + IIVxxll:,(n,),) ~ c3[1JF, G, HllvxJR (11Uxtll L2(ílt) + I/VxtiiL,(02J dt. 
(3.2.1.55) 
Aplicando o Lema (1.4.1) em (3.2.1.54), temos que 






Agora, substituindo (3.2.1.56) em (3.2.1.55), obtemos 







Já que (F, G, H) E V(O, T; V x JR), temos que F E H 1(rl1), G E H1(fl2), portanto 
(F,G,H) E L1 (0,T;W). Então, pela Proposição 3.2.3, a solução de (3.2.1.48) está na 
classe (3.2.1.20). Isto é, 
(U, V) E C([O, T]; V), (Ut, Ví, Zt) E C([O, T]; W). (3.2.1.60) 
Portanto, (U, V) E U(rl1 ) x L2 (rl2). Além disso temos, de (3.2.1.58) e (3.2.1.59), que 
(Uxx, Yxx) E L2(fl!) x L2(fl2). Agora, de (3.2.1.36) e (3.2.1.37), temos que 
I lU 11 :S C {oT II(F, G, H)llw dt x L2(n,) Jo 
::::; [TI !F II 1 dt + [T li Gil 1 dt + [T IHI dt lo Ho<01 ' lo Ho(n2) Jo 
Poi;;=é 1T II(F, G, H)llvxR dt 
:S II(F, G, H)IIL1(0,T;VxlR) 
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e 
Além disso, (F, G, H) E L2 (VxlR) e como U, Ux, V, Vx são majoradas por ii(F, G, H) II , 
Ll(O,T;VXIR) 
temos que, pelo lema 1.4.2, (U, V) E C([O, T]; H 2(Q1) x H 2(Q2). 
Do fato de (Ut, Vi, Zt) E C([O, T]; W) vem que (Ut, Vi) E L2(Q1) x L2(D2), além disso 
de (3.2.1.56) e (3.2.1.57) temos que (Uxt, Vxt) E L2 (D!) x L2 (D2). Temos, então, pelo 
lema 1.4.2, que (u, v) E C([O, T]; V), (ut, Vt, Zt) E C([O, T]; W) n V(O, T; v X !R). 
Como fizemos na proposição anterior, consideremos (p,q) E C1(Ql X n2) e tais que 
2 2 , aF aa 
p(O) = q(O) =O, p(-h) =--e q(l2) = -. Ja que f= -a , g =-a , se em (3.2.1.31), 
(/1 (/2 t t 
multiplicarmos a primeira equação por p(x)ux e a segunda por q(x)vx, e integrarmos, 
temos que 
=O 




T1l' q (x) + 
0 0 
T[P21vt(x,t)i 2 +o-21vx(x,tW] dxdt 
1
T1o aF(x t) 
- a' p(x)ux(x,t)dxdt 
o -h t 
1
T1l2 aG(x,t) 
- o o at q(x)vx(x,t)dxdt. 





1T10 ôF f)PUxdxdt o -h t =1° Fpuxl~ dx- {T1o FpUxtdxdt -h lo -11 
= -1T1o FpUxtdxdt 
o -h 
=- {T Fputl~11 dt+ {T1o (Fp)xutdxdt lo lo -z, 
= {T1o (Fp)xutdxdt 
lo -h 
{T t' ôG {T {l' 
lo lo ôt qvxdxdt= lo lo (Gq)xvtdxdt. 
o-1 F o-2 G 
Como, Ut = Utt = -Uxx + - e Vt = Vtt = -Vxx + -, temos que 
P1 P1 P2 P2 
1T1o ôF ôt PUxdxdt o -h 1T1o ( o-1 F) = (Fp)x -Uxx + (FP)x- dxdt o -h P1 P1 
1T 1° ( o-1 F 1 2 ) = (Fp)x -Uxx + Fxp- +-F Px dxdt o -!1 P1 P1 P1 
1T 10 ( o-1 1 2 ) = (Fp)x-Uxx+2FPx dxdt o -h P1 P1 
{T t' ôG 
lo lo ôt qvxdxdt 1T t' ( 0"2 G) = 0 lo (Gq)x P2 Vxx + (Gq)x P2 dxdt 
{T t' ( 0"2 1 ) =lo lo (Gq)x p
2 
Vxx + 2P2 ~qx dxdt. 
Assim, como Ux = Uxt e Vx = Vxt , nossa estimativa passa a ser 
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Simplificando a expressão e usando (3.2.1.28), temos 
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1T10 1T1b IFxiiUxxl dxdt + IGxiiVxxl dxdt o -Z, o o 
Assim, usando (3.2.1.56), (3.2.1.57), (3.2.1.58) e (3.2.1.59), obtemos 
(3.2.1.61) 
• 
Estudaremos, agora, a regularidade de soluções, onde a condição inicial pertence a um 
espaço, cuja regularidade não é a mesma em cada urna das cordas. Mais precisamente, 




Note que (3.2.1.62)(3.2.1.63) não implica em que y0 E D(A), portanto não podemos 
aplicar a regularidade que a Proposição 3.2.1(i) nos fornece. No entanto, podemos provar 
o seguinte resultado. 
Proposição 3.2.5. Suponhamos que a condição inicial y0 satisfaça (3.2.1.62)(3.2.1.63). 
Então, a solução de (3.1.0.1)(3.1.0.2) é tal que, em adição a (3.2.1.20), nós temos 
(3.2.1.64) 
60 
Mais ainda, para cada solução, existe C> O tal que 
(3.2.1.65) 
Para facilitar a demonstração da proposição (3.2.5), usaremos o seguinte Lema. 
Lema 3.2.2. Seja R1 (t) =]-1, -t[, então u E C([O, 1]; H2 (R1 (t)))nC1 ([0, 1]; H 1(R1(t))) 
e 
Demonstração da Proposição 3.2.5: É suficiente provar a existência de algum T > O 
e C> O tais que (3.2.1.64) e (3.2.1.65) se mantenham no intervalo de tempo [O, r]. Para 
tanto, vamos considerar um sistema mais simples. 
Escalonando a variável espacial em 0 1 , podemos assumir 11 = 1, a 1 = p1 = 1 (mu-
dando a escala de tempo, se necessário). Igualmente, podemos assumir a2 = p2 = 1, 
mudando o comprimento da segunda corda. A condição no ponto de massa se modifica, 
e somos induzidos a considerar o seguinte sistema: 
Utt = Uxx' -1 < X < O, O < t < T, 
Vtt = Vxx, O < X < 1, O < t < T, 
mztt(t) + Ux(O, t) - 'YVx(O, t) =O, O < t < T, 
u( -1, t) = v(1, t) =O, O< t < T, 
u(O, t) =v( O, t) = z(t), O< t < T, 
onde 'Y > O, m > O e 1 é o comprimento da segunda corda. 
Definamos 
Rl={(x,t)E]-1,0[ x ]0,1[: t<-x} 
R2 = {(x, t) E ]0,1[ X ]0,1[: t < x}. 
Na equação da onda, Utt = 2 Uxx, a velocidade de propagação da corda é dada por c. 
No nosso caso, c = 1. Portanto, a velocidade de propagação é finita e constante. 
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t 
-1 -!J}2 o !J}2 X 
(figura 1) 
Vamos estender u0 , u1 em ]- 2, O[ e v0 , v 1 em ]0, 2l[, de modo que sejam ímpares (em 
relação a -1 e l, respectivamente). 
Como, pela fórmula de D' Alembert , a solução do problema é 
1 11x+t 
u(x,t)= 2 (u
0 (x+t)+u0 (x-t)) + 2 x-t u
1(s)ds em R1 (3.2.1.66) 
1 11x+t 
v(x,t)= 2 (v
0(x+t)+v0 (x-t)) +- v1(s)ds 
2 x-t 
em R2 (3.2.1.67) 
e a região de influência para um ponto (x,t) E R;, i= 1,2 é dada como na figura 2, 
temos que, para pontos em R1 e R 2 , os valores deu e v, respectivamente, não dependem 
do ponto de massa, já que a velocidade de propagação é finita. Podemos, então, analisar 
separadamente cada uma das regiões R 1 e R 2 . 
Vemos, assim, que a suavidade de u e de v depende apenas da suavidade dos dados 
iniciais. 
Calculemos u e v em 81 e S2 , respectivamente, onde 
8 1 = {(x,t)E ]-~,o[ x]O,JL[: J2t-JLJ <JL+2x}, 
s2 = { (x, t) E ] o,~ [X ]O, JL[: J2t -JLI < IL- 2x} , 
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t 
-1 o l X 
(figura 2) 
com J.! = min{l, 1} (na fig.1 temos J.! = 1). 
Pela Fórmula de D'Alembert para a condição no ponto de massa (veja observação 
3.2.5), temos que 
1 11t+x 
u(x, t) = 2 (z(t + x) + z(t- x)) + - ux(O, s) ds 
2 t-x 
(3.2.1.68) 
1 1 it+x v(x, t) = - (z(t + x) + z(t- x)) + 2 [ux(O, s) + mz"(s)] ds 
2 7 t-
em 82 . (3.2.1.69) 
Do mesmo modo, para (x, t) E R1 e R2 , u e v, respectivamente, são dados pelas 
equações (3.2.1.66) e (3.2.1.67). Pela Proposição 3.2.1, nós sabemos que a solução é 




lim u(x, t) = ~ lim [z(t + x) + z(t- x) + rt+x Ux(O, s) ds] 
x-+--t+ 2 x-t-t+ lt-x 
= ~ [z(2t) + z(O) + [t Ux(O, s) ds] . 
Impondo a continuidade na expressão deu, ao longo da interseção R1 n S1, temos 
u0 (0) +u0(-2t) +1° u1(s) ds = z(2t) +z(O) + r Ux(O,s)ds. 
-2t lo 
Portanto, como z(O) = u0 (0) temos 
z(t) = u0 ( -t) + (o u1(s) ds + r ux(O, s) ds. 
Lt lo (3.2.1.70) 
Por outro lado, 
lim v(x, t) = -
2
1 
lim (z(t + x) + z(t- x) + ~ r+x [ux(O, s) + mz"(s)J) ds 
x-+t- x-+t- I lt-x 
= ~ (z(2t) + z(O) + ~ [t [ux(O, s) + mz"(s)] ds) . 
e 
Impondo a continuidade na expressão de v, ao longo da interseção R2 n S2, temos 
11. 1. z(2t) + z(O) + - [ux(O, s) + rnz" (s)] ds = v0(2t) + u0 (0) + v1 (s) ds. 
I o o 
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Portanto, como z(O) = v0 (0), 
z(t) 1t 11t m1t = v0 (t) + v1(s) ds-- ux(O, s) ds-- z"(s) ds o I o I o 
1t 11t m =v0 (t)+ v 1(s)ds-- ux(O,s)ds--(z'(t)-z1). o I o I 
(3.2.1.71) 
Substituindo (3.2.1.70) em (3.2.1.71), temos 
zt(t) + (l +I) z(t) = z1 + _!_[L(t) + 1R(t)], 
m m 
z(O) = z0 , (3.2.1.72) 
onde 
(3.2.1.73) 
Como u0 E _H2(ni) e u1 E H c H 1(ni), temos que L pertence a H 2 (ni). Além disso, 
v0 E H 1 (ni) e v1 E L2 (ni). Logo, R E H1 (0,J1,). 
Assim z = z(t), solução da EDO (3.2.1.72), pertence a H2(0, f.l) e como, derivando a 
expressão (3.2.1.70) com relação a t, temos 
(3.2.1.74) 
temos por (3.2.1.68) que u E H 1 (0, f.l). 
Agora, de (3.2.1.68) e do Lema 1.4.2, nós facilmente deduzimos que 
(3.2.1.75) 
Analogamente, deduzimos das expressões que temos para u em R1 (como uma solução 
da equação da onda) e em S1 ( por (3.2.1.68)), temos que Ux e Ut são contínuas sobre 
x = -t. Isto conclue a prova da proposição 3.2.5. 
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• 
Prova do lema 3.2.2 
Temos por hipótese que u0 E W(D-1), assim, para cada t E [O, 1], u0 E H 2 (R1(t)). 
1
x+t 
Além disso u 1 E V1, portanto u1 E H 1. Ou seja, u1(s) ds define uma função de 
x-t 
W(R1(t)) para cada tE [O, 1]. Portanto, como ué definida por (3.2.1.66), u E W(R1(t)). 
Vamos mostrar, agora, que ué contínua em H 2 (R1(t)), tE [0, 1]. 
llu(x +h, t)- u(x, t)ll = -
4
1 r lu(x +h, t)- u(x, tW dx 
H2(R1 (t)) J Rl (t) 
+~ r lux(x +h, t) - Ux(x, tW dx 
j R1(t) 
+~ r luxx(X +h, t) - Uxx(X, t) 12 dx. J R1(t) 
Como u E H 2 (R1(t)), temos que u, ux, Uxx E L2 (R1(t)), portanto, pelo lema 1.4.2, 
lim iiu(x +h, t) - u(x, t) li =O. 
h-+0 H2(Rt (t)) 
Além disso, como Ut E H 1(R1(t)), temos que Ut,Utx E L2 (R1(t)). Então, pelo lema 
1.4.2, temos que 
limh->0 llut(X +h, t)- Ut(X, t)ll 2 = lim -41 r iut(X +h, t)- Ut(x, tW dx 
H (Rl(t)) h-+0 J Rl(t) 
+lim -
4
1 r lutx(X +h, t)- Utx(X, t)l 2 dx = 0. 
h-+0 j Rl(t) 
Portanto, u E C([O, T]; W(R1(t))) n C 1([0, T]; H 1(R1(t))). 
Vejamos, agora, expressões para as derivadas de u: 
(3.2.1.66) 
. d df dz 
Da regra da cadeia, sabemos que ds[f(z(s,t))] = dz"ds' portanto, 
d 








Ut(x, t) = 2 (u~(x + t)- u~(x- t) + u
1(x + t) + u1(x- t)) 
1 
u,(x, t) = 2 (u~(x + t) + u~(x- t) + u
1(x + t)- u1(x- t)) 
e, ainda, 
1 
Utx (x, t) = 2 ( u~x(x + t) - u~x(x - t) + u;(x + t) + u;(x- t)) 
Uxx(x, t) = ~ (u~x(x + t) + u~x(x- t) + u;(x + t)- u;(x- t)). 
Portanto, 
= r lul 2 dx + r luxl2 dx + r luxxl2 dx 
JR,(t) JR,(t) JR,(t) 
Po;;;are k r luxl2 dX + r luxxl 2 dx 
JR1(t) jR1 (t) 
5~r ~~~+~+~~-~+ul~+~-u~~-~~2~ 
j R1(t) 
+~ r lu~x(x + t) + u~x(x- t) + u;,cx + t)- u;(x- tW dx 
j R1(t) 
M;n;;k; cl [nu~II~,(O,) + llu~xll~,(n,J + llu 1 11~,(n,) + llu;,IIL,(n,) 2] 
= cl [llu0 ll2 + llu1 ll 2 ] 




= r lutl2 dx + r lutxl2 dx jR1(t) jR1(t) 
~!f ~~~+t)-~~-~+u1~+~+u1 ~-~~2 ~ 4 j R1(t) 
+-41 r lu~x(x + t)- U~x(x- t) + u~(x + t) + u~(x- tW dx J R1(t) 
M;n~.,k; C2 [11u~ll 2 + lluO 11 2 + llu'll2 + llu~ll 2 ] 
L2(0t) XX L2(0t) L2(0t) L2(0t) 
= c2 [11u0 11 2 + llu'll2 ] . 
H2(0t) nl(OI) 
O que conclui a prova do lema. 
• 
Observação 3.2.4. Fica claro na demonstração da proposição 3.2.5 que não podemos 
substituir, na hipótese (3.2.1.63) e nas conclusões (3.2.1.64)(3.2.1.11), o espaço H 2 ( -1, O) x 
H 1 (-1,0) por algum H 9 (-1,0) x H•-1 (-1,0), com s > 2. Em outras palavras, o maior 
grau de regularidade extra que podemos conservar em uma das cordas é um. 
Observação 3.2.5. Se, na dedução da fórmula de d'Alembert, utilizarmos a condição 
no ponto de massa, ao invés das condições iniciais, temos o seguinte: 
Já sabemos que u(x, t) = F(x + t) + G(x- t). Da condição para o ponto de massa, 
temos que u(O,t) = v(O,t) = z(t). Assim, 
z(t) = u(O, t) = F(t) + G( -t) 
e 
Ux(O, t) = F'(t) + G' ( -t). 
Integrando a segunda equação, temos, 
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F(t)- G( -t) = l ux(O, s) ds + K. 
Portanto, 
1 11t F(t) = 2z(t) + 2 0 ux(O, s) ds + K 
e 
1 11t G( -t) = 2z(t) - 2 0 ux(O, s) ds- K. 
Donde, 
1 11t+x 
u(x, t) = 2 (z(t + x) + z(t- x)) + - ux(O, s) ds. 2 t-x 
Do mesmo modo, 
1 11t+x v(x, t) = - (z(t + x) + z(t- x)) + - vx(O, s) ds, 
2 2 t-x 
mas como mztt + ux(O, t) -!Vx(O, t) = O, temos que 
1 1 lt+x 
v(x, t) = 2 (z(t + x) + z(t- x)) + - [ux(O, s) + mz"(s)] ds. 
21 t-x 
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3.2.2 Condições de Contorno Não-Homogêneas 
Nesta seção, provaremos a existência e a unicidade de soluções fracas onde estare-
mos introduzindo condições de contorno não homogêneas, com funções de controle em 
L2 (0, T), em cada um dos extremos, x = -h ex= 12 . 
Consideremos o sistema 
P1 Utt = ()"1 u.,.,, X E 01, O< t < T, 
P2Vtt = <T2v.,.,, X E 02, O< t < T, 
M Ztt(t) + <T1 ux(O, t) - <T2v.,(O, t) =O, O< t < T, 
u( -l1, t) = p(t), O< t < T, 
v(l2, t) = q(t), O< t < T, (3.2.2.1) 
u(O, t) = v(O, t) = z(t), O< t < T, 
u(x, O)= u0(x), Ut(X, O)= u1(x), X E 01, 
v(x, O)= v0(x), Vt(X, O) = v1(x), X E 02, 
z(O) = z0, Zt(O) = zl, 
com p, q E L2 (0, T), u0 E L2(01), v0 E L 2(02)). As velocidades iniciais u1 e v1 perten-
cem, respectivamente, aos espaços duais V{, V~ e z0 , z1 E IR. 
A solução ( u, v) de (3.2.2.1) deve ser entendida no sentido de transposição. Vamos 
dar esta definição de modo preciso. Para tanto, consideremos o seguinte sistema auxiliar, 
coro condições de contorno homogêneas e com condições iniciais nulas em t = T. 
P1 'Ptt = 0"1 'Pxx + J, 
P2'1/Jtt = 0"2'1/Jxx + g, 
M(tt(t) + 0"1'Px(O, t)- <Tz'I/Jx(O, t) = h(t), 
cp( -h, t) = '1/;(12, t) =o, 
cp(O, t) = '1/;(0, t) = (.(t), 
cp(x, T) = 'Pt(x, T) = O, 
'1/;(x, T) = '1/Jt(x, T) = O, 
(.(T) = (t(T) = O. 
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O< t < T, 
O< t < T, 
O< t < T, 
O< t < T, 
O< t < T, 
X E 01, 
X E 02, 
(3.2.2.2) 
Para cada (f, g, h) E L1 (0, T; W), em virtude da propriedade de reversibilidade da 
equação da onda, e como conseqüência da Proposição 3.2.3, o sistema (3.2.2.2) tem uma 
única solução 
(rp,7/J) E C([O,T];V) 




Multiplicando por rp e 7/J as equações satisfeitas, respectivamente por u e v em (3.2.2.1), 
e integrando, obtemos 
Pl {T 1° rpUtt dx dt = 0"11T 1° rpUxx dx dt. 
lo -h o -h 
(3.2.2.5) 
1T1l, 1T1l2 P2 0 0 7/JVtt dx dt = 0"2 0 0 7/JVxx dx dt. (3.2.2.6) 
Integrando por partes formalmente o lado esquerdo de (3.2.2.5), com relação a t, e 
considerando as igualdades do sistema (3.2.2.2), obtemos 
p1 {T 1° rpUtt dx dt lo -h = P11° rput dxl~ - P11T 1° 'PtUt dx dt -h o -h 
= P11° rput dxl~ - P11° 'PtU dxl~ + 1T 1° P1 'PttU dx dt 
-h -ll o -h 
= -p11° rp(x, O)ut(X, O) dx + P11° 'Pt(X, O)u(x, O) dx 
-lt -h 
+ (1° [crl'Pxx + f]udxdt. lo -11 
(3.2.2.7) 
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Por outro lado, integrando por partes formalmente o lado direito de (3.2.2.5), com 
relação a x, e considerando as igualdades do sistema (3.2.2.2), temos 
a1 1T 1° <f!Uxx dx dt 
o -h 
(3.2.2.8) 
Como u(x,O) = u0 (x), u1(x,O) = u1 (x), v(x,O) = v0 (x), v1(x,O) = v1(x), u(O,t) = 
v(O, t) = z(t), u( -h, t) = p(t), v(l2, t) = q(t) e <p(O, t) = ,P(O, t) = ((t), temos que, de 
(3.2.2.7) e (3.2.2.8), a equação (3.2.2.5) fica sendo 
analogamente, da equação (3.2.2.6), obtemos 
-fJ2l2 v 1 (x),P(x,O)dx+P2112 v0 (x),P1(x,O)dx+ 1T l 2 vgdxdt= 
= -a21T ((t)vx(O, t) dt- a21T 'ÍJx(l2, t)q(t) dt + a21T 'ÍJx(O, t)z(t) dt. 












-1T Ç(t)MZtt(t)dt+ 1T z(t)M(tt(t)dt = M 1T z(t)(u(t)- Ç(t)zu(t)dt 
= M1T [d(z(t) - d((Zt)] dt 
o dt dt 
Portanto, substituindo em (3.2.2.11), 
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= M [ Z(tJ~- (zti~] 
= -Mz(O)(t(O) + Mzt(O)Ç(O) 
= M z1((0)- Mz0 (t(O). 
r ufdxdt+ vgdxdt+ zhdt= TiO 1T1l' 1T 
lo -h o o o 
(3.2.2.12) 
Nós adotaremos a identidade (3.2.2.12) como definição para solução fraca de (3.2.2.1), 
no sentido de transposição. Ou seja, ( u, v, z) é dita uma solução fraca de (3.2.2.1) (no 
sentido de transposição) se (3.2.2.12) se verifica, para todos os (f, g, h) E Ll(O, T; W). 
Observe que o lado direito de (3.2.2.12) está bem definido, considerando (u1 , <p(·, O)) 
e (v1 ,1/{,0)) como a aplicação de u1 E Vf e v1 E V~ em <p(·,O) E V1 e 'l,b(·,O) E V2 , 
respectivamente, no sentido de dualidade. 
Nós temos o seguinte resultado. 
Proposição 3.2.6. Para todo p,q E L 2 (0,T), (u0,v0) E W, (ul,v1) E (Vf x V~), e 
zo, z1 E 1R existe uma solução {no sentido de transposição) de (3.2.2.1) na classe 
(u,v,z) E C([O,T];W) (3.2.2.13) 
(3.2.2.14) 
Mais ainda, existe uma correspondência um a um entre os dados iniciais, como elementos 
do espaço quociente Wx (VxlR)', e as soluções de (3.2.2.1) na classe (3.2.2.13)(3.2.2.14). 
Dem: Em virtude da Proposição 3.2.3, temos que dado (f,g,h) E Ll(O,T;W), o 
lado direito da igualdade (3.2.2.12) define um operador linear T, tal que 
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IT(f, g, h)l = P11° u0 (x)'Pt(x, O) dx + P2112 v0 (x)7/Jt(X, O) dx 
~. o 
+P1 ( u1, 'P(·, 0)) + P2 ( v1, 7/J(·, O))+ cr1 1T 'Px( -h, t)p(t) dt 
+cr21T 7/Jx(l2, t)q(t) dt + M z1((0) + M z0(t(O). 
IT(f, g, h) I ::; P1ilu0 ll L2 (nJ) II'Pt(·, O) 11 L 2cn,) + P2llv
0 ll L2 (02J 117/Jt(·, 0)11 L2 (02J 
+P11iu1ilv; II'PIIv, + P2llv111v2117/JIIv2 
+cr1 (1T I'Px( -h, tW dt) Í IIPII 
2 
+ CT2 (1T I7/Jx(l2, tW) Í llqll 
2 
• 
0 L (O,T) O L (O.T) 
Assim, usando (3.2.2.4), e o fato de que ('P, 'l,b, Ç) satisfaz (3.2.1.35), T é um funcional 
linear e contínuo definido em V (0, T; W), isto é, 
ITI::;KII(f,g,h)ll . 
Ll(O,T;W) 
Aplicando o Teorema de representação de Riez-Fréchet, existe um único 
(u, v, z) E L""(O, T; W), 
satisfazendo (3.2.2.12) e, ainda, 
K = IITII = ll(u,v,z)IIL"'(o.r,wJ· (3.2.2.15) 
De (3.2.1.35), temos que 
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Agora, como V é equivalente a HJ( -h, l2 ), temos 
Poincaré ( *) 
ll(cp,'l/>)llv < C2ll(cp,'I,Ú)IIHÕ(-I,,I,) ::; C21!(cp,,'!jJ,)IIL,(n,xn,)::; Call(f,g,h)IIL,(O,T;w)' 
( *) = (3.2.1.36) (3.2.1.37). 
Por outro lado, temos 









+P1IIu1 llv; II'PIIv, + P2llv111v211'1,ÚIIv, 
+o-1 (1T I'Px( -lr, t) 12 dt)! IIPIIL,(O,T) + 0'2 (1T l'!jJx(l2, tW)! llqiiL,(O,T) · 
(3.2.2.16) 
E, portanto, 
IT(f,g,h)l ::; Cll(f,g,h)IIL,<o.r,w) [IIPIIL'<o,r) + llqiiL'<o,r) + llu0 11L,(n,) 
+llv0 1!L,(n,) + llu1llv; + llv1 llv2 + lz
0 1 + lz11]· 
Assim, 
11711 <C [IIPIIL'<o,T) + llqiiL'<o,r) + llu0 11L,(n,) + llv0 IIL,1n,) + llu
1llv; + llv1llv2 + lz
01 + lz11]· 
Donde 
li(u, v, z)IIL=(o,T;W) ::; C [IIPIIL,(O,T) + llqiiL,(O,T) + llu0 11L,(n
1
) 
+llv0 IIL'<n,) + llu1 llv; + llv1llv2 + lz
01 + lz11]· 
76 
(3.2.2.17) 
Quando os dados são suaves, a solução de (3.2.2.1) satisfaz (3.2.2.13). Aproximando 
por funções suaves e usando (3.2.2.17) deduzimos, por um argumento de densidade, que 
(3.2.2.13) se mantém para nossa solução fraca. 
Vamos mostrar, agora, que (ut, Vt, Zt) E C([O, T]; Vi x V~ x IR). Para tanto, suponha-
mos que 
(
8F 8G dH) 
(f,g,h) = Bt'Bt'dt 
com (F, G, H) E V(]O, T[; V x IR) (C"" e de suporte compacto com respeito ao tempo). 
Neste caso, a solução de (3.2.2.2) pode ser escrita como 
(cp,tP,() = (:, :, ~)' 
onde (cp,IP,() é solução de (3.2.2.2) com dados (F,G,H) no lugar de (f,g,h). 
Se procedermos como na Proposição 3.2.4, temos que vale (3.2.1.52), para (<P, W, I:), 
em particular, 
:t (II<Pxt!l~,cn,) + !IW"xt!l~,cnJ :::; 
:::; k (!:, il>xtFx dx + l' WxtGx dx - [H(t) - MI:tt(t)J :t [H(t) - MI:tt(t)]) . 
Integrando de O à t, temos, em analogia a (3.2.1.53), 





De (3.2.1.52) (para (<I>, w, :L)), temos também que 
Integrando de T à t, a expressão acima e substituindo (3.2.2.18) e (3.2.2.19), temos 
em particular 
II<I>xxiiL2(0tl + IIWxxiiL2(o2) -II<I>xx(·,O)IIL2(n,J -ll'l1xx(·,O)IIL2(02) -1((0)1:::; 
:::; k li (F, G, H) li L'(o,T;VxiR) · 
(3.2.2.20) 
Prosseguindo com a demonstração da mesma maneira que fizemos na proposição 3.2.3, 
temos. 
II'Px (-h, t) li L 2 (0,T) + II7/Jx(l2, t) li L 2 (0,T) + II'Px (·,O) li v, + 117/Jx( ·,O) llv2 + 1((0) I :::; C li (F, G, H) li L'(O,T;VXIR) · 
(3.2.2.21) 
Por outro lado, 
Pl\Ot(x, 0) = Pl<l>tt(x, 0) = cr1<I>(x, O)+ F(x, O)= crl<I>xx(x, O) E L2(11t), 
P27/Jt(x, O)= P2'l1tt(x, O) = o-2\ll(x, O)+ G(x, O)= cr2'l1xx(x, O) E L2(112)), 
M(t(O) = M:l:tt(O) = -cr2<I>x(O, O)+ o-2\llx(O, O) E lR, 
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logo 
II('Pt(·,O),'l/>t(·,O),(t(O))II < CII(F.G,H)II . 
W - ' Ll(O,T;VXlR) 
(3.2.2.22) 
Em virtude de (3.2.2.21), (3.2.2.22) e da Proposição 3.2.4, vem que 
ou seja, 
(u,v,z) E W 1•00 (0,T;v; X V~). 
A continuidade no tempo de ( Ut, Vt, Zt) com valores em Vf x V~ x lR é provada fazendo 
aproximações por funções suaves, para as quais (3.2.2.14) ocorre. Usando um argumento 
de densidade, segue que (ut,Vt,Zt) E C([ü,T];Vf X v~ X lR). 
• 
Vamos, agora, considerar o caso de soluções fracas nas quais as condições iniciais e 
de contorno, correspondentes à primeira corda, tenham um grau a mais de regularidade. 
Neste caso, temos o seguinte resultado. 
Proposição 3.2.7. Suponhamos que as condições iniciais e de contorno da Proposição 
3.2.6 satisfaçam as condições de compatibilidade e a regularidade adicional dadas por 
p E H 1(0, T), u0 E H 1 ( -h, O), u 1 E L2 (nl), u0(0) = z0 ,p(O) = u0 ( -h). 
Então, em adição a (3.2.2.13)(3.2.2.14), temos 
Mais ainda, ux( -h, t) E L2 (0, T) e existe algum C> O tal que 
1T lux(-h, tW dt ::::; C [11qJJ~2 (o,r) + IIPII~ 1 (0,T) + llu0 ll~ 1 <01 l 
+llu1 ll2 + llv0 ll2 + llv1 ll2 + lz0l2 + lz112] · 





Dem: A prova de (3.2.2.24) pode ser encaminhada do mesmo modo que na Propo-
sição 3.2.5. 
Observando a figura 1, vemos que a presença de condições de contorno não ho-
mogêneas não muda a regularidade da solução, já que a mesma depende apenas da 
regularidade dos dados iniciais e da regularidade de p, que em R1 (veja Observação 
3.2.6) é dada por 
u(x, t) = 
(3.2.2.26) 
Assim, temos que (3.2.2.24) vale quando nos restringimos a R1 . 
A introdução de condições de contorno não homogêneas não interfere na dedução da 
segunda Fórmula de d'Alembert (Observação 3.2.5). 
Ao estudarmos a regularidade da solução em 8 11 o argumento é o mesmo que usa-
mos na Proposição 3.2.5, embora a regularidade dos dados iniciais tenha um grau a 
menos. Utilizando um argumento de densidade, vemos que valem as fórmulas (3.2.1.68) 
e (3.2.1.73) (as quais já não têm uma interpretação pontual). 
A propriedade de regularidade (3.2.2.25) é uma conseqüência direta de (3.2.2.24) e 
da natureza local da equação da onda. 
Já sabemos que vale a igualdade (3.2.1.26), portanto, tomando p(x) = x, temos 
Mas, como jxj < 1, 
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!o r _ 1 xuxutl0 dx 
Portanto, 
~I: luxllutll~ dx 
~ ~f -1 o [lux(x, TW + lut(x, TW + lux(x, ow + lut(X, oW] 
~ Eu(T) + Eu(O) 
= 2Eu(O) 
= IIY0 II 2 • 
" 
A estimativa (3.2.2.27) é local e não depende da existência de um ponto de massa. 
A definição de solução no sentido de transposição, nos dá uma aplicação T, que leva 
cada (p, q, u0 , v0 , z0 , ul, v1 , z1), dado, em u. Como u possui a regularidade em (3.2.2.24), 
temos que a aplicação T é contínua, do espaço de sua definição, E, cuja norma é definida 
por 
no espaço em (3.2.2.24), cuja norma denotaremos por 11 · 11 2 . Assim, como T é linear e 
contínua 
llull2 ~ CJI(p, q, u0 , v0 , z0 , u1 , v1 , z1 ) li!. 
Assim, concluímos que 
1T [11u(·, t)ll:,cn,J + llut(·, t)ll~'cnJ dt ~C [llqll:,co,TJ + IIPII!,co,TJ + llu0 ll!,cn,1 + llu1 ll:,cn,1 
+llv01l;,cn,1 + llv
1 11~2 + lz012 + !z112] , 
o que demonstra (3.2.2.25). 
• 
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Observação 3.2.6. Na dedução da Fórmula de d'Alembert, no Capítulo 2, vimos que a 
solução da equação da onda, Utt = Uxx' é 
u(x, t) = F(x + t) + G(x - t), 
onde 
1 11x k F(x) = -
2
u0 (x) +- u1(s) ds +-
2 o 2 
1 11x k G(x) = 2u
0(x)- 2 0 
u1(s) ds- 2· 
e 
Agora, para alguns valores de t > O, temos que x- t < -1. Neste caso, precisamos 
usar a condição de contorno u( -1, t) = p(t), para sabermos qual o valor de G(x), se 
x < -1. Assim, 
p(t) = u(-1, t) = F(-l+t) + G(-1- t), 
logo, 
G(x) = p( -x- 1)- F( -2- x). 
Donde concluímos que 
se -1 < x- t <O 
u(x, t) = 




Estudar o comportamento de uma corda, com funções de controle dos extremos e 
comprimento finito , é um problema bastante interessante. A escolha do caso unidimen-
sional nos leva a analisar um problema concreto, além de evitar muitas complicações 
técnicas. 
Ao contrário do que poderíamos esperar, quando passamos a considerar um sistema 
cordarmassa, a introdução do ponto de massa no estudo da equação da onda melhora a 
regularidade de nossa solução. 
Tal fato nos faz questionar o que ocorreria no caso de duas seqüências de cordas co-
nectadas em um ponto de massa, ou mesmo no caso de três cordas conectadas em dois 
pontos de massa. Vale comentar que, devido a natureza local dos resultados de regulari-
dade, todos estes resultados continuam sendo válidos para cordas com n massas. 
Poderíamos, ainda, estudar o caso da introdução de um termo forçante na massa. 
Outra possível extensão deste trabalho seria adaptar alguns resultados para os casos 
de dimensões superiores. 
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