Koblitz, Solinas, and others investigated a family of elliptic curves which admit especially fast elliptic scalar multiplication. They considered elliptic curves de ned over the nite eld F 2 with base eld F 2 n . In this paper, we generalize their ideas to hyperelliptic curves of genus 2. Given the two hyperelliptic curves C a : v 2 +uv = u 5 + a u 2 + 1 with a = 0; 1, we show how to speed up the scalar multiplication in the Jacobian J Ca (F 2 n ) by making use of the Frobenius automorphism. With some precomputations, we are able to reduce the costs of the generic double-andadd-method in the Jacobian to approximately 19 percent. If we allow a few more precomputations, we are even able to reduce the costs to about 15 percent.
Introduction
Public-key cryptosystems based on the discrete logarithm problem on elliptic curves over nite elds have been invented by Neal Koblitz 9] and Victor Miller 16] . Since no subexponential algorithm for solving the discrete logarithm problem (ECDLP) in the elliptic point group of a general elliptic curve is known, elliptic curve cryptosystems became a popular choice for implementations. The fastest knows attack to the ECDLP is the parallelized Pollard's rho method 18, 21, 27] . In an elliptic curve public key protocol the most important operation is the scalar multiplication by a positive integer m. That means computing mP for a point P on an elliptic curve. For example, the complexity of the ElGamal encryption scheme 4] and the Di e-Hellmann key agreement protocol 3] on an elliptic curve both depend mostly on the complexity of the scalar multiplication. The standard method for computing m{folds in a group G is the double-and-add-method. If P is an element of G and m a positive integer, doublings and addings are performed with respect to the binary representation of m requiring about log 2 (m) doublings and log 2 (m)=2 additions on average. Assuming that doubling and adding have about the same complexity, this method requires 3 log 2 (m)=2 group operations. Allowing precomputations and using memory, various techniques apply to speed up the double-and-add-method (see 8]).
In 11, 22, 14, 23] , a family of elliptic curves was investigated which allows to speed up the scalar multiplication considerably with the help of the Frobenius automorphism. They considered the elliptic curves E : u 2 + uv = v 3 + av 2 + 1 de ned over F 2 with base eld F 2 n , which are called Koblitz curves or anomalous binary curves (ABC curves). As noticed in 6, 28] , the attack time to these curves can be reduced by a factor of p 2n which causes one to select slightly larger secure key parameters.
Hyperelliptic curve cryptosystems have been introduced by Neal Koblitz 10] in 1989 and turned out to be a rich source of nite abelian groups for de ning one-way functions. Cantor's algorithm 2] provides an e ective algorithm for performing the group law in the Jacobian of a hyperelliptic curve (see also 13, 15, 24, 25] for improvements or e cient realizations). An analysis 25] shows that doubling and adding have about the same complexity. A generalization of the methods in 6, 28] shows that one can speed up the attack to hyperelliptic cryptosystems by a factor of p 2l, if the curve has an automorphism of order l (see 7] ).
In this paper, we generalize the ideas presented in 11, 22, 14, 12] to hyperelliptic curves of genus 2. Most of the results are easily extendable to hyperelliptic curves of arbitrary genus, but we concentrate on the following two hyperelliptic curves which are de ned over F 2 and have the base eld F 2 n where n is prime. These curves are generalized Koblitz curves of genus 2 and are twists of each other. Furthermore, they are the only non-supersingular curves mentioned in 10, p.147] and thus resist the Frey-R uckattack 5]. We should remark that the curves C a have at least an automorphism of order n. Thus, the attack to cryptosystems based on the discrete logarithm in J Ca (F 2 n ) can be sped up by a factor of p 2n. As in the case of an elliptic curve, one has to adjust the size of the key space marginally. On the other side, the index calculus methods in 1, 17, 7] do not apply for curves of genus 2 (if n is reasonably large, of course).
We now proceed as follows. In Sect. 2, we introduce hyperelliptic curves and summarize some well-known facts. In Sect. 3, we develop and list the main algorithms for computing reduced -adic expansions and computing the scalar multiplication in the Jacobian of the hyperelliptic curve C 1 . We also present a method for determining #J Ca (F 2 n ). In Sect. 4, we list experimental data for the average length and density of the reduced -adic expansions and provide the factorizations of #J Ca (F 2 n ) for prime values n. In the nal section, we show how the reduced -adic expansion of an integer can be even shortened and give numerical evidence for the speed-up.
Hyperelliptic Curves

Basic De nitions
In this section we provide the basic de nitions and properties of hyperelliptic curves over nite elds. We refer to 10, 15, 2, 26] . Let F be a nite eld. A (non-singular) hyperelliptic curve of genus g is de ned by the equation 
Frobenius Automorphism
In this section, we assume that C : v 2 + h(u)v = f(u) is a hyperelliptic curve of genus g de ned over the nite eld F = F q of q elements. We let K = F q n for a positive integer n. is just the twist of C 1 . It therefore su ces to consider C 1 . Analogous results hold true for the curve C 0 with some slight modi cations. In particular, #J C 0 (F 2 n ) di ers from #J C 1 (F 2 n ) only for odd n (see Sect. 3.6).
Computing -adic Expansions
We are interested in expansions like 11 = ? (3.4) where R is a suitable set for the coe cients c i . First, we consider R = f0; 1; 2; 3g. In Sect. 5, we will vary the set R. Since is a root of (3.3), an element m = a+b +c 3 , see (3.5) , until m will be zero.
Then the sequence of those u's will be the sequence of the coe cients c 0 ; : : : ; c l?1 2 R we were looking for. In (3.5) you can see what we have to do for realizing the strategy "at least one of four consecutive coe cients is zero": Using these values for u, the actual u is non zero but the next one will be zero. Our experiments show that the expansion is always nite. However, we were unable to close this nal gap so far.
Unfortunately For given m 2 Z? f0g and n in N, we are now able to compute an element M = Note that the operation H = (H) is nothing else than cyclic shifting of at most 4 coe cients s 0 ; s 1 ; t 0 ; t 1 of s(u) and t(u), if s 0 ; s 1 ; t 0 ; t 1 are represented with respect to a normal basis.
In the last paragraphs we will give some statistics on the length and the density of the -adic expansions obtained in step 3) of this algorithm. We will also provide some data on how to shorten the expansions.
Computing the Number of Divisor Classes
In this paragraph, we follow the lines of 10] and show how to compute the positive number N n = #J C 1 (F 2 n ). We know that ? (1 + 2 n ) ? ( n 3 + n 4 ) ; (3.9) where N denotes the usual norm map for Q( 1 )=Q. An immediate formula for N n appears to be hard to develop. A possible solution is to compute n 1 + n 2 and n 3 + n 4 . Since 1 (and each other i ) is an algebraic integer and n 1 + n 2 = n 1 + n 1 = n 1 + ( 1 ? 1 ) n 2 Q( 1 ) \ R = Q( 1 ), there are, for all n 2 N, integers A n and B n such that n 1 + n 2 = A n + 1 B n ; (3.10) and we can try to determine A n and B n recursively. For n 2 we get Finally, we mention here, that N n 2 2 n as a result of the considerations above, where we explicitly used the Theorem of Weil.
Experimental Results
This section contains three tables. Table 1 describes the length and the density of reduced -adic expansions For each prime n 2 f61; : : : ; 113g, we generated 10000 random integers m in the range 0 < m < #J C 1 (F 2 n ). We computed the reduced -adic representation of each m = P l?1 i=0 c i i of length l. If d denotes the number of the nonzero coe cients c i , the quotient l=d is its density. The value n+ 4 3 seems to be a good approximation for the expected length l of a reduced -adic expansion. The average density for degrees n in the range from 61 to 113 is about 54:5 percent, so that the expected number of nonzero coe cients c i is approximately needs about 5 9 n additions of reduced divisors, while the shift operations are essentially for free. The double-and-add-method for J C 1 (F 2 n ) needs about 2n doublings and n additions of reduced divisors, so that the -adic method reduces the costs for multiplying divisor classes to roughly 5 9 n=3n 19% of the costs of the double-and-add-method. Table 2 and 3, resp., list the factorizations of #J C 1 (F 2 n ) and #J C 0 (F 2 n ) for prime values of n in the range between 61 and 113. By using a modi ed version of Algorithm 3.1, the average density of the expansion was quite lower than 1=2, and the average length was about 2 log 2 (m) as with the rst set. The average length of the reduced -adic representations was even < n + 2 for an extension of degree n.
In Table 4 , we present our experimental results. The generation of the integers m was identical to the one in Table 1 . The di erence lies in the choice of the set R 0 and the new -adic expansion as described above. Therefore the expected number of nonzero coe cients c i is approximately 43:3 percent, and Algorithm 3. 
