Blind source separation is a hot topic in signal processing. Most existing works focus on dealing with linear combined signals, while in practice we always encounter with nonlinear mixed signals. To address the problem of nonlinear source separation, in this paper we propose a novel algorithm using radial basis function neutral network, optimized by multi-universe parallel quantum genetic algorithm. Experiments show the efficiency of the proposed method.
Introduction
In practice, the nonlinear mixed signals are widespread in blind source separation(BSS), which traditional methods based on linear mixture assumption like ICA are unable to deal with. According to [1, [10] [11] [12] , supposing that x, y are two independent random variables, and f, g are two nonlinear functions, then f(x) and g(y) are independent, too. This fact means that the nonlinear function of source signals could possibly be recovered with the independence assumption of source signals. [2] discusses the existence and uniqueness of solutions to nonlinear ICA and concludes that the solution exists but more assumptions should be added to confirm the uniqueness of solution.
Recently, a method utilizing the radial basis function neutral network (RBFNN) and chaotic self-adaptive particle swarm optimization was introduced in [3] . RBFNN does not deed to determine the mixture model. Theoretically, it is unsupervised and can approximate an arbitrary function [4] [5] . However, RBFNN always converges to a local minimum by adopting general optimization method, such as the gradient descent algorithm. Optimization algorithm searching for global minimum such as Genetic Algorithm [9] [10] [11] [12] also doesn't perform well due to large amounts of control parameters, complex calculation and being sensitive to initial values. Quantum genetic algorithm (QGA) combine the features of quantum probability amplitude, superposition, polymorphism and group optimization, which could effectively improve the efficiency. Moreover, the multiuniverse parallel quantum genetic algorithm (MPQGA) [6] integrates the concept of subgroup with QGA. We utilize the RBFNN to process signals, and employ fourth-order joint cumulants as independent criterion for separation to optimize parameters.
The rest of this article is as follows: in the second section presents the preliminaries. In section 3, we describe our proposed method in great detail. Then, in section 4, experiments results on synthetic data are provided to demonstrate the performance of the proposed method. Finally, we draw conclusions in the last section.
Preliminaries
In this section, we will briefly introduce the nonlinear mixed model, radial basis function neural network, and the multi-universe parallel quantum genetic algorithm.
Nonlinear mixed model
Nonlinear mixing model for nonlinear BSS could be expressed as x(t)=f(s(t)), where s(t) means the source signal, x(t) is the mixed signal, and 
Radial basis function neural net
Broomhead put forward Radial basis Function Neural Network(RBFNN) in 1988 [7] . RBFNN is a feedforward neural networks with ability of local approximation. , which could be expressed as )
weight matrix of the output layer, ) , ( P X K is the core function vector of this network composed of partly corresponding functions, and
/ is the input vector. In this paper, we choose the Gaussian kernel as
/ is the input vector, and , i i V P , are the center and width parameter of the i-th neuron. ) , , , , , (
is the vector parameter for the kernel. And the first component of ) , ( P X K is set to 1.
Fourth-order joint cumulant
For a zero-mean random variable, its fourth-order joint cumulant is 
According to [8] , kurtosis is not appropriate for nonlinear problems, then the fourth-order cumulant is proposed as a criterion of independence. It tends to be 0, when the corresponding variables tend to be separated. Therefore it could be utilized for objective function of RBFNN.
Multi-universe parallel quantum genetic algorithm
It is difficult to obtain global optimal solution in the field of NP-hard problem like nonlinear BSS by using the gradient descent method. Multi-universe parallel quantum genetic algorithm (MPQGA) [6] is a kind of improvement for quantum genetic algorithm. This algorithm groups the individuals into several independent sub-groups, which are called as universes, according to their topology structure. Multi-state gene quantum coding is used to express individuals, which is called qubit coding. Quantum revolving door and quantum NOT gate are used to perform evolution and mutation operation on individuals in the same universe. Best immigration and quantum cross operation are performed between universes. More concrete content about MPQGA such as multiple universe parallel topology, Qubit coding of Chromosome and Information Exchanging Strategy are referred in [18].
Preliminaries A nonlinear BSS method based on radial basis function and quantum generic algorithm
In this paper, we use the topology structure as shown in Fig. 2 . The overall process of our proposed nonlinear BSS model based on RF and MPQGA is shown in Fig. 3 corresponding to the i-th center i P is set to mean value of the distances from the three nearest cluster centers. Then the hidden layer nodes of RBFNN, the nuclear function vector could be computed as follows:
where X vector variable will accept the input vector of RBFNN as value. After this step, we start to optimize RBFNN optimized by MPQGA iteratively. The input vector is the mixed signal
Then output vector of hidden layer nodes is:
And the output vector 
.(5) According to [8] , kurtosis is not appropriate for nonlinear problems, then the fourth-order cumulant is proposed as a criterion of independence. It tends to be 0, when the corresponding variables tend to be separated. Therefore it could be utilized for objective function of RBFNN.
Source signals and mixed signals
The figure of source signals and mixed signals is as follows. 
Experiment Results

Evaluate function
Similar coefficient is used to measure similarity between source signals and estimated signals for solving sequential uncertainty of output vector. The similarity coefficient between the source signal i s and estimated signal j y is defined as 
APOP
Fourth-order joint cumulant
The value tends to 1 when source signals and estimated signals tends to similar. The uncertainty could be eliminated by choosing the corresponding source signal and estimated signal with high similarity coefficient.
Experimental result
After 20000 generation, the result is like the following. Table 1 shows the similarity coefficients between each source signal and estimated signal is called original table of similarity coefficients.
The first row of Table 1 presents two estimated signals output by RBFNN optimized by MPQGA. And the first column presents two source signals. Compare to the experiment emphasizing search precision before,It could be seen that the MPQGA emphasizing search space is more powerful on the estimation of 1 s , but the similarity coefficient is still low because GA cannot balance search space and search precision adaptively. 
Comparison experiment to RBFNN optimized by natural gradient algorithm
Conclusion
Appropriate result is obtained in our experiment and shows our method's effectiveness. However, our method has high time complexity, and requires a large amount of sample data, which would be considered in future.
