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Abstract
In this work, we study the scattering problem of the general nonlinear finitely many Dirac delta potentials
with complex coupling constants (or opacities in the context of optics) using the Green’s function method
and then find the bound state energies and the wave functions for the particular form of the nonlinearity in
the case of positive real coupling constants.
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1 Introduction
Dirac δ potential, a particular class of point interactions [1], has been considered as an exactly solvable toy
model in one-dimensional or effectively one dimensional quantum mechanics in the sense that one can explicitly
find the bound state and scattering state solutions. Such potentials are studied for a long time in various areas
of physics [1, 2], where de-Broglie wavelength of a particle is large compared to the spatial extension of an
interaction.
The applications of Dirac δ potential is not only limited to the phenomena in the linear theory of quantum
mechanics. A nonlinear version of the Schro¨dinger equation [3, 4]
−
d2ψ(x)
dx2
− Ωδ(x)|ψ(x)|αψ(x) = Eψ(x) , (1)
describes the optical wave propagation in a one-dimensional linear medium containing a narrow Kerr-type
nonlinear strip within the scalar approximation. Here Ω is called the opacity and α is the nonlinear exponent
associated with the Dirac delta potential. The possible generalization of the above model includes periodic and
quasiperiodic arrays of nonlinear strips for modeling wave propagation in some nonlinear superlattices [5, 6, 7, 8].
Moreover, the same form of the above equation is also a useful model in many body quantum systems, where the
interacting N -body problem is reduced to an effective noninteracting system using mean-field approximation.
Within this approach, the equation for α = 2 effectively describes an electron propagating in a one-dimensional
linear medium that contains a vibrational impurity at the origin that can interact strongly with the electron
[9]. This simple nonlinear equation is also important in illustrating the so-called bistability in optics without
the need of a feedback mechanism. In [10], a similar model including the linear Dirac delta potentials has been
studied by treating the nonlinearity perturbatively. The discrete version of the above equation is also known as
the discrete nonlinear Schro¨dinger equation (DNLS), which was introduced in the polaron problem in condensed
matter physics [11].
In this paper, we generalize the scattering problem for finitely many nonlinear Dirac δ potentials in one
dimension with arbitrary complex opacities (coupling constants in the quantum case) using the Green’s function
method. The main advantage of the method is that the function ψ at the location of the delta centers can
be found recursively so that the transmission and the reflection amplitudes are obtained more systematically
compared to the methods formerly introduced in the literature [3, 4, 12]. We show that this method is useful
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to find the bound states energies and the wave functions for one [4] and double nonlinear Dirac δ potential
with real coupling constants in one dimension as well. Throughout this work, we will assume that our system
consists of a particle or an optical wave propagating through a medium that contains nonlinear Dirac δ-function
potentials.
The paper is organized as follows: In Section 2 we solve the scattering problem for a single general nonlinear
Dirac δ potential with complex opacity using the Green’ s function method. Section 3 contains the discussion
of the same scattering problem for double nonlinear Dirac δ potential. In section 4, we generalize the results
obtained in the previous sections to finitely many Dirac δ centers. In section 5, we investigate the bound state
problem of a single and double nonlinear Dirac δ potential with real coupling constants. Finally, the main
results are summarized in the conclusion.
2 The Scattering Problem for a Single Nonlinear Dirac Delta Po-
tential
We consider the “stationary” non-linear Schro¨dinger equation with the most general nonlinear single delta-
function potential given in the following form:
−
d2ψ(x)
dx2
+ δ(x− c)f(|ψ(x)|)ψ(x) = k2ψ(x) , (2)
where ψ(x) is in general a complex-valued function and f(|ψ(x)|) is a continuous function, and k denotes the
wave number. The case for the constant f corresponds to the well-known linear Dirac delta function potential
problem in quantum mechanics.
This problem is actually equivalent to the linear problem with the effective opacity fi(|ψ(ci)|) due to the
property of Dirac delta functions. However, as we will see, the solutions depend on the unknown ψ(ci)’s that
must be found. This gives rise to all the interesting nonlinear effects, e.g., bistability, modulational instability,
etc [3, 13].
If we rewrite the above equation by leaving the interaction term alone, we formally obtain an integral
equation for the scattering solution associated with the left incident wave:
ψl(x) = A
leikx +
∫ ∞
−∞
G(+)(x− x′)δ(x′ − c)f l(|ψl(x
′)|)ψl(x
′) dx′ , (3)
where G(+) is the Green’s function for the Helmholtz equation with outgoing boundary condition in one dimen-
sion, given by [14]
G(+)(x− x′) = −
i
2k
eik|x−x
′| . (4)
The equation (3) is also known as the Lippmann-Schwinger equation. Thanks to the Dirac delta function, we
find the scattering solution for the left incident wave in terms of the unknown ψl(c)
ψl(x) = A
leikx −
i
2k
eik|x−c|f l(|ψl(c)|)ψl(c) . (5)
By evaluating this for x = c, we obtain the following consistency condition
ψl(c) =
Al(
1 + i2kf
l(|ψl(c)|)
)eikc . (6)
Substituting this into the solution (5) for the left incident wave, we obtain
ψl(x) =


Al
(
eikx − if
le2ikc
2k+if l
e−ikx
)
for x < c
Aleikx
(
1− if
l
2k+if l
)
for x > c ,
(7)
from which we can easily read off the left reflection and the left transmission amplitudes,
Rl =
−ie2ikcf l
2k + if l
= −
gl
1 + gl
e2ikc , (8)
T l =
2k
2k + if l
=
1
1 + gl
, (9)
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respectively. Here we have defined gl = i2kf
l for simplicity. These results are consistent with the one obtained
by the transfer matrix and nonlinear scattering formulation using the Jost solutions in [12]. However, the
expressions for the left reflection and the left transmission amplitudes include the unknown factor ψl(c). In
order to find it, we need to solve the consistency condition for ψl(c). For this purpose, we take the absolute
value of both sides of the equation (6) and show that |ψl(c)| is a solution of the following equation
x2|fˆ l|2 − 2x2Im(fˆ l) + x2 − |Al|2 = 0 , (10)
where fˆ l := f
l
2k . Actually this equation is exactly the same expression with the equation (29) in [12], where
|ψl(c)| is replaced by |Nl|. This correspondence is consistent with the definition of Nl, given by the initial
condition ψl(c) = Nle
ikc in [12]. For the choice of localized Kerr nonlinearity,
f l(|ψl(c)|) = z(|ψl(c)|)
2 , (11)
the above equation (10) is simplified to
|zˆ|2x6 − 2Im(zˆ)x4 + x2 − |Al|2 = 0 , (12)
where zˆ = z/2k and it is a cubic equation in x2 and only one of them is positive and real, and we call it |ψl(c)|
2.
This result tells us that |ψl(c)| is a single-valued function of A
l, so that the reflection and the transmission
amplitudes are uniquely determined, as emphasized in [12].
The final step for the scattering problem from a single nonlinear Dirac δ potential is to find |ψl(c)| in terms
of |Al| by solving the equation (12) and then substitute these into the reflection and the transmission amplitudes
given by (8) and (9), respectively.
For the right incident wave, we can similarly obtain the same results for right reflection amplitude Rr and
the right transmission amplitude T r with the one given in [12] by starting with
ψr(x) = Are
−ikx +
∫ ∞
−∞
G(+)(x− x′)δ(x′ − c)f r(|ψr(x
′)|)ψr(x
′) dx′ , (13)
and obtain the same form of the equation (10) for |ψr(c)|.
3 The Scattering Problem for Nonlinear Double Dirac Delta Func-
tion Potential
We consider now the scattering problem of two nonlinear delta function potential
−
d2ψ(x)
dx2
+ δ(x− c1)f1(|ψ(x)|)ψ(x) + δ(x− c2)f2(|ψ(x)|)ψ(x) = k
2ψ(x) , (14)
where c2 > c1 without loss of generality. We apply the same argument again, with the single delta term replaced
by the sum of the delta terms, to obtain the solution for the left incident wave
ψl(x) = A
leikx − eik|x−c1|gl1ψl(c1)− e
ik|x−c2|gl2ψl(c2) , (15)
where
gli := g
l
i(|ψl(ci)|) =
i
2k
f li (|ψl(ci)|) . (16)
Evaluating the formal solution (15) at x = c1 and x = c2, we get the following consistency conditions
(1 + gl1)ψl(c1) + g
l
2e
ik(c2−c1)ψl(c2) = A
leikc1 , (17)
gl1e
ik(c2−c1)ψl(c1) + (1 + g
l
2)ψl(c2) = A
leikc2 . (18)
This can be viewed as a linear system of equations in terms of ψl(c1) and ψl(c2), so the formal solutions can be
easily obtained:
ψl(c1) =
Al
detΦl
[
(1 + gl2)e
ikc1 − gl2e
ik(2c2−c1)
]
, (19)
ψl(c2) =
Al
detΦl
eikc2 , (20)
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where we have defined the matrix Φ as
Φl =

 (1 + gl1) gl2eik(c2−c1)
gl1e
ik(c2−c1) (1 + gl2)

 . (21)
Then, substituting the solutions ψl(c1) and ψl(c2) into the equation (15), we finally obtain the scattering solution
ψl(x) =


Al
(
eikx −
e2ikc1 [gl1+e2ik(c2−c1)g2+(1−e2ik(c2−c1))gl1gl2]
detΦl
e−ikx
)
for x < c1 ,
Al
detΦl
eikx for x > c2 .
(22)
Hence, we can easily find the left reflection and the left transmission amplitudes from this solution
Rl = −
e2ikc1
[
gl1 + e
2ik(c2−c1)g2 + (1− e
2ik(c2−c1))gl1g
l
2
]
detΦl
, (23)
and
T l =
1
detΦl
, (24)
which are in agreement with the ones given in [12].
As one may notice that the left reflection and the left transmission amplitudes obtained above are expressed
in terms of the unknown quantities gl1 and g
l
2, which are functions of |ψl(ci)|’s for the given form of f
l. We
are then left with the task of determining these unknowns. For this purpose, we take the absolute value of the
solution ψl(c2) in the equation (20), and find that
|ψl(c2)||(1 − e
2ik(c2−c1))gl1g
l
2 + g
l
1 + g
l
2 + 1| − |A
l| = 0 . (25)
This is exactly the same equation obtained by the transfer matrix technique [12]. It is worth pointing out that
the equation (25) allows us to determine |ψl(c2)| due to the fact that we can express ψl(c1) solely in terms of
ψl(c2), by simply taking the absolute value of the equation (19) and using the result (20)
|ψl(c1)| = |ψl(c2)||g
l
2(1− e
2ik(c2−c1)) + 1| . (26)
Similarly, one can also easily find the right reflection and the right transmission amplitudes by following the
same line of arguments above.
The only point remaining concerns the behaviour of |Rl/r|2 and |T l/r|2 by choosing particular form of
nonlinearity, such as fi(x) = zix
αi . The numerical results for different choices of nonlinear exponents and
opacities are explicitly discussed in a recent paper [12] and studied for the case of real values of opacities in [3].
Since our aim is to solve the problem using the Green’s function formalism, we are not going to present these
numerical results and discussions for double Dirac delta centers given in the above cited works.
4 The Scattering Problem for Nonlinear Multiple Dirac Delta Func-
tion Potential
The main advantage of our formulation for the scattering problem compared with the other methods (such as
the transfer-matrix approach and the recently introduced nonlinear scattering approach using Jost functions
[12]) for solving nonlinear δ potential scattering is that it is possible to solve directly the nonlinear multiple δ
function potential in a systematic way. In order to illustrate this, let us consider
−
d2ψ(x)
dx2
+
N∑
i=1
δ(x− ci)fi(|ψ(x)|)ψ(x) = k
2ψ(x) . (27)
The formal solution for a left incident wave is given by
ψl(x) = A
leikx −
i
2k
N∑
i=1
eik|x−ci|fi(|ψl(ci)|)ψl(ci) . (28)
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Evaluating this at x = ci, we get the following consistency condition written in a matrix form:
N∑
j=1
Φlijψl(cj) = A
leikci , (29)
where the matrix Φl is defined by
Φlij =


1 + i2kfi(|ψl(ci)|) if i = j
i
2kfj(|ψl(cj)|)e
ik|ci−cj| if i 6= j .
(30)
So we have transformed the mathematics of the problem from the solution of a differential equation to an
algebraic problem which turns out to be useful for the general finite number of δ center case. In order to explain
our solution strategy, we first present the scattering problem from three non linear δ centers. Then, the equation
(29) for N = 3 becomes,

(1 + gl1) g
l
2e
ik(c2−c1) gl3e
ik(c3−c1)
gl1e
ik(c2−c1) (1 + gl2) g
l
3e
ik(c3−c2)
gl1e
ik(c3−c1) gl2e
ik(c3−c2) (1 + gl3)




ψl(c1)
ψl(c2)
ψl(c3)

 =


Aleikc1
Aleikc2
Aleikc3

 , (31)
where we take c1 < c2 < c3 without loss of generality. We first multiply each i
th row of the above system of
equations by e−ikci and then we write the new linear system of equations in the following augmented matrix
form 

(1 + gl1)e
−ikc1 gl2e
ik(c2−2c1) gl3e
ik(c3−2c1) Al
gl1e
−ikc1 (1 + gl2)e
−ikc2 gl3e
ik(c3−2c2) Al
gl1e
−ikc1 gl2e
−ikc2 (1 + gl3)e
−ikc3 Al

 . (32)
In order to reduce the above system to the row echelon form, we first change the first row (R1) and the second
row (R2) by subtracting the third row (R3) from them; then change the third row by subtracting gl1 times (R1)
from it; then replace the third row by subtracting (1 + gl1 + g
l
3 − g
l
1g
l
3(e
2ik(c3−c1) − 1)) times (R2) from it; and
then change the last row by subtracting e−ikc2gl2
[
1− gl1(e
2ik(c2−c1) − 1)
]
times (R2) from it. As a result of
these row reduction operations, we finally get

e−ikc1 gl2e
−ikc2(e2ik(c2−c1) − 1) e−ikc3
[
−1 + gl3(e
2ik(c3−c1) − 1)
]
0
0 e−ikc2 e−ikc3
[
−1 + gl3(e
2ik(c3−c2) − 1)
]
0
0 0 e−ikc3 detΦ Al

 , (33)
where det Φl is the determinant of the 3× 3 matrix given by the equation (31) and its explicit form is given by
detΦl = 1 + gl1 + g
l
2 + g
l
3 +
[
gl1g
l
2(1− e
2ik(c2−c1)) + gl1g
l
3(1− e
2ik(c3−c1)) + gl2g
l
3(1− e
2ik(c3−c2))
]
+ gl1g
l
2g
l
3
[
1− e2ik(c2−c1) + e2ik(c3−c1) − e2ik(c3−c2)
]
. (34)
The appearance of the expression e−ikc3 det Φl in the last pivot of the reduced matrix (33) is actually expected
since the reduced matrix is obtained by elementary row operations after scaling each rows of the original system
by an exponential factor e−ikci . Then, the statement is proved once we express the determinant of the 3 × 3
partitioned reduced upper triangular matrix Φ˜ in terms of the determinant of the matrix Φl
det Φ˜ = detΦl
3∏
i
e−ikci . (35)
This equation tells us that we can easily read off Φ˜33 without any computation since the determinant of a
triangular matrix is the product of its diagonal elements.
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The above row reduction procedure helps us to find directly |ψl(c1)|, |ψl(c2)|, and |ψl(c3)| in terms of each
others in such a way that we can easily solve them in a systematic fashion. According to the above reduced
matrix (33), we get
ψl(c3) =
Al
detΦ
eikc3 , (36)
ψl(c2) =
Al
detΦ
eikc2
[
1 + gl3(|ψl(c3)|)
(
1− e2ik(c3−c2)
)]
, (37)
ψl(c1) =
Al
detΦ
eikc1
[
1 + gl2(|ψl(c2)|)
(
1− e2ik(c2−c1)
)
+ gl3(|ψl(c3)|)
(
1− e−2ik(c3−c2)
)
+gl2(|ψl(c2)|) g
l
3(|ψl(c3)|)
(
1− e2ik(c2−c1) + e2ik(c3−c1) − e2ik(c3−c2)
) ]
. (38)
From the above set of equations, one can see that |ψl(c2)| depends only on |ψl(c3)| thanks to the relation (36),
and similarly |ψl(c1)| depends only on |ψl(c2)| and |ψl(c3)|. Hence, we can find |ψl(c3)| by taking the absolute
value of the equation (36) and substituting |ψl(c1)| and |ψl(c2)|, all expressed in terms of |ψl(c3)|. Once we
determine |ψl(c3)|, then |ψl(c2)| and |ψl(c1)| can all be systematically found by just substituting back the value
of |ψl(c3)| in the equations (37) and (38), respectively.
Finally, it immediately follows from the explicit form of the wave function (28) for x < c1 and x > c3 that
the reflection and the transmission amplitudes become
Rl = −
e2ikc1
detΦl
[
gl1 + e
2ik(c2−c1)gl2 + e
2ik(c3−c1)gl3 + (1− e
2ik(c2−c1))gl1g
l
2 + (1− e
2ik(c3−c1))gl1g
l
3
+(1− e2ik(c3−c2))gl2g
l
3 + g
l
1g
l
2g
l
3
(
1− e2ik(c2−c1) + e2ik(c3−c1) − e2ik(c3−c2)
) ]
, (39)
T l =
1
detΦl
, (40)
respectively.
The important point to note here that the transmission amplitudes T l given in the equations (24) and
(40) are of the same form, namely 1/ detΦl. Actually, this form can be easily deduced from the fact that
the scattering solution ψl at the rightmost region (x > c3) is of the form A
lT leikx as explained in [12]. As
a consequence of the continuity of the scattering solution ψl at x = c3, this fact implies that T
l for N = 2
and N = 3 must be always of the form 1/ detΦl, where we have used the equations (20) and (36). As will
be explained in the next paragraph, this form of the transmission amplitude still holds for an arbitrary finite
number of delta centers.
Now, we plot the graphs of the left transmission intensities |T l|2 as a function of k for three δ function
potential. In all the Figures, we choose fi(|ψ(x)|) = zi|ψ(x)|
αi in the Equation (27) and choose all the coupling
constants zi to be equal to each other. In all graphs in the Figure 1 we show how the left transmission intensities
change with respect to wave number k for linear, weak and strong non linear cases, respectively. As in the case
of two δ centers [3], weak nonlinearity slightly changes the transmission intensities compared to linear case.
However, the strong nonlinearity causes dramatic effects such as bistability of transmission intensities discussed
in [3] in detail. We note that the bistabilities occur around the transmission resonances. In the Figure 2, we
plot the transmission intensities for parity (P) symmetric δ functions and imaginary coupling constants z = i.
Therefore the transmission intensities exceed one. In the top graphs, the nonlinear exponents are negative
αi = −0.7 and αi = −0.5, respectively. We show the transmission intensity as a function of k for the linear
case αi = 0 In the right graph of the middle row, αi = 1. In the last row of the Figure 2 we take αi = 2. When
the coupling coefficients are imaginary and the nonlinear exponents are positive, multistabilities occur for the
transmission intensities as can be seen from the last two graphs of the Figure 2 as in the case of two δ centers
[12].
The method we have introduced can be directly generalized to the scattering problem for arbitrarily finitely
many nonlinear Dirac δ centers in the same manner. One of the reason why the above formulation is useful is
that one can recursively calculate ψl(ci)’s, which is very convenient for numerical computations even if there
are more than two delta centers. There is no loss of generality in assuming c1 < c2 < . . . < cn in this case as
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Figure 1: Transmission intensities |T l|2 as a function of k for real zi. In all the graphics we take the strengths
of all three δ centers equal to each other, c1 = 0, c2 = 1, c3 = 2 and |Al| = 1. The top left figure corresponds to
the linear case αi = 0 and zi = 2. The top right figure corresponds to weak nonlinear case αi = 2 and zi = 2.
The below figure corresponds to strong nonlinear case αi = 2 and zi = 20.
well. The explicit form of the consistency condition (29) becomes

(1 + gl1) g
l
2e
ik(c2−c1) . . . glne
ik(cn−c1)
gl1e
ik(c2−c1) (1 + gl2) . . . g
l
ne
ik(cn−c2)
...
...
. . .
...
gl1e
ik(cn−c1) gl2e
ik(cn−c2) . . . (1 + gln)




ψl(c1)
ψl(c2)
...
ψl(cn)


=


Aleikc1
Aleikc2
...
Aleikcn


. (41)
We can now proceed analogously, that is we multiply each row by a corresponding phase i.e., we multiply ith
row by e−ikci . Then we apply the row reduction to the augmented matrix corresponding to the matrix equation
(41) 

(1 + gl1)e
−ikc1 gl2e
ik(c2−2c1) . . . glne
ik(cn−2c1) Al
gl1e
−ikc1 (1 + gl2)e
−ikc2 . . . glne
ik(cn−2c2) Al
...
...
. . .
...
...
gl1e
−ikc1 gl2e
−ikc2 . . . (1 + gln)e
−ikcn Al


. (42)
We first change all the rows except the last one by subtracting the last row from all the other ones; then change
the last row by subtracting gl1 times (R1) from it, the first column of the new augmented matrix becomes

e−ikc1
0
...
0

 . (43)
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Figure 2: Transmission intensities |T l|2 as a function of k for P symmetric case: c1 = −1, c2 = 0, c3 = 1. In all
the graphics we take all the coupling constants zi = i and |Al| = 1. In the top left graph all αi = −0.7. In the
top right graph αi = −0.5. The left graph in the middle row corresponds to the linear case αi = 0, in the right
graph in the middle row αi = 1, and αi = 2 in the last graph.
We continue in this fashion up toN th column in such a way that all the pivots are of the form e−ikc1 , e−ikc1 , . . . , e−ikcn−1
so we get 

e−ikc1 gl2e
ik(c2−2c1) . . . e−ik(cn)
[
−1 + gln(e
2ik(cn−c1) − 1)
]
0
0 e−ikc2 . . . e−ik(cn)
[
−1 + gln(e
2ik(cn−c1) − 1)
]
0
...
...
. . .
...
...
0 0 . . . e−ikcndetΦ Al


. (44)
Thus we can immediately write ψl(cN ):
ψl(cN ) =
AleikcN
detΦ
. (45)
Since the matrix in the equation (44) is an upper triangular matrix, ψl(ci) depends on ψl(cj) only if j > i.
So being determined ψl(cN ) we can determine ψl(cN−1), then knowing ψl(cN ) and ψl(cN−1) we can determine
ψl(cN−2), and continuing the process we find all the ψl(ci)s. Thus all the unknowns in Equation (28) are
determined and therefore it is possible to read off the transmission and the reflection amplitudes from the
expression of the wave function given in the Equation (28) as we have done for N = 2 and N = 3 cases.
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5 The Bound State Problem for Single and Double Nonlinear Dirac
Delta Potential
We will now consider the quantum mechanical bound state problem, where the nonlinearity is of the form
|ψ(x)|α:
− ψ′′(x) − Ωδ(x− c)|ψ(x)|αψ(x) = Eψ(x) . (46)
Here Ω is positive and real coupling constant. We assume that the bound state energy is negative so we write
E = −ν2, where ν > 0 for simplicity. In this case, the general solution to the above equation (46) is
ψ(x) = −Ω
∫ ∞
−∞
G(x− x′)δ(x′ − c)|ψ(x′)|αψ(x′) dx′ , (47)
where the homogenous solution to the equation (46) is zero, and G(x−x′) is the Green’s function, given by [14]
G(x− x′) = −
1
2ν
exp(−ν|x− x′|) . (48)
Hence, we obtain the general solution for the bound state problem
ψ(x) =
Ω
2ν
exp(−ν|x− c|)|ψ(c)|αψ(c) . (49)
Then, by evaluating ψ(x) at x = c we get the consistency condition, which implies
ν =
Ω
2
|ψ(c)|α . (50)
This result gives us the bound state energy in terms of the unknown quantity ψ(c), i.e.,
E = −
Ω2
4
|ψ(c)|2α . (51)
From the normalization condition
∫∞
−∞
|ψ(x)|2dx = 1, we have the following constraint
Ω2
4ν3
|ψ(c)|2α+2 = 1 . (52)
Substituting the equation (50) into the above, we finally get the unknown |ψ(c)| in terms of Ω and α
|ψ(c)| =
(
Ω
2
) 1
2−α
. (53)
Once we have found |ψ(c)|, we have the explicit form of the bound state energy
E = −
Ω2
4
(
Ω
2
) 2α
2−α
, (54)
and the bound state wave function
ψ(x) =
(
Ω
2
) 1
2−α
exp
(
−
(
Ω
2
) 2
2−α
|x− c|
)
. (55)
This result is consistent with the linear problem when α = 0 and there is a singularity for α→ 2, as emphasized
in [4]. It is worth mentioning that the bound state energies here are found by imposing the normalization
condition for the wavefunction, in contrast to the linear case. Actually, one can solve the bound state problem
with a general nonlinear term f(|ψ(x)|) by following the same line of arguments except for the fact that we
need the explicit form of the nonlinear terms to solve the consistency conditions.
Since the structure of the bound state problem is the same for arbitrary number N of nonlinear Dirac delta
centers, we will directly consider the following problem
− ψ′′(x)−
N∑
i=1
Ωiδ(x− ci)|ψ(x)|
αiψ(x) = −ν2ψ(x) . (56)
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Then, it immediately follows that the bound state wave function contains the same form of terms as in the
equation (49)
ψ(x) =
N∑
j=1
Ωj
2ν
e−ν|x−cj||ψ(cj)|
αjψ(cj) . (57)
By evaluating the wave function (57) at x = ci and splitting the j = i th term in the sum, we obtain the
consistency condition(
1−
Ωi
2ν
|ψ(ci)|
αi
)
ψ(ci)−
N∑
j=1
(j 6=i)
Ωj
2ν
e−ν|ci−cj||ψ(cj)|
αjψ(cj) = 0 , (58)
for all i. This can be put in a matrix form
N∑
j=1
Φijψ(cj) = 0 , (59)
where
Φij =
{
1− Ωi2ν |ψ(ci)|
αi for i = j
−
Ωj
2ν e
−ν|ci−cj||ψ(cj)|
αj for i 6= j .
(60)
For the non-trivial solutions ψ(ci), we must have
detΦij = 0 , (61)
from which we can solve ν (equivalently the bound state energies) in terms of the unknowns ψ(ci)’s and all the
parameters in the model. We can find |ψ(ci)|’s from the normalization condition of the wave function (57)
N∑
i=1
Ω2i
4ν3
|ψ(ci)|
2αi |ψ(ci)|
2 +
N∑
i,j=1
(i<j)
ΩiΩj
4ν2
|ψ(ci)|
αi |ψ(cj)|
αj (ψ(ci)ψ
∗(cj) + ψ
∗(ci)ψ(cj))
e−ν(cj−ci)
(
1
ν
+ (cj − ci)
)
= 1 , (62)
where ∗ denotes the complex conjugation. This equation (62) together with (61) allows us to determine the
bound state energies and the bound state wave function in terms of αi and Ωi’s.
In order to get an analytical result, let us consider the double delta centers with equal strengths and nonlinear
exponents. Then, the condition (61) reads
(2ν − Ω|ψ(c1)|
α) (2ν − Ω|ψ(c2)|
α) = Ω2e−2ν|c1−c2|ψ(|c1|)
αψ(|c2|)
α . (63)
Let x := 2ν, d := |c1 − c2|, and βi = Ω|ψ(ci)|
α, then the above equation becomes
(x − β1)(x− β2) = e
−dxβ1β2 . (64)
This transcendental equation has the same form as in the linear case, so the sufficient condition for two bound
states can be easily found as
d >
β1 + β2
β1β2
=
|ψ(c1)|
α + |ψ(c2)|
α
Ω|ψ(c1)|α|ψ(c2)|α
. (65)
In other words, we have at most two bound states (on the left hand side of the equation (64) we have a parabola
whose zeroes are positive real numbers, whereas the right hand side is a decreasing function of x). In contrast
to the linear problem, we can not directly solve the above transcendental equation (64) analytically, where the
solution for the linear case is given in terms of the Lambert W function. Here the problem is more complicated
since βi’s depend on the value of the wave function at support of the Dirac delta function. Moreover, the
solution to the equation (64) depends on the unknowns ψ(ci)’s and we have a constraint for these unknowns,
given by the normalization condition (62) for N = 2 with equal stengths and nonlinear exponents
Ω2
4ν3
(
|ψ(c1)|
2α+2 + |ψ(c2)|
2α+2 + 2|ψ(c1)|
α|ψ(c2)|
α
Re (ψ∗(c1)ψ(c2))
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e−ν(c2−c1) (1 + ν(c2 − c1))
)
= 1 . (66)
Nevertheless, we can still express the solutions analytically by using the following physical argument. Due to
the symmetry of the problem (we can always assume that the double delta potentials are located symmetrically
around the origin), we naturally expect that |ψ(c1)| = |ψ(c2)| = A, so
β1 = β2 = β = ΩA
α . (67)
Hence, the equations (64) and (66) are simplified as
(x − β) = ±βe−
dx
2 , (68)
and
A2α+2
Ω2
2
(
1 + cos θ e−
dx
2
(
1 +
dx
2
))
= 1 , (69)
respectively. Here θ is the relative phase between ψ(c1) and ψ(c2), that is, ψ(c1) = e
iθψ(c2). Moreover, cos θ = 1
for even parity solution x = x+, whereas cos θ = −1 for odd parity solution x = x−.
Since the solution of the equation zez = y is given by the Lambert W function [15], i.e., z = W [y], the
solutions of (68) are given by
x± = β± +
2
d
W
(
±
dβ±
2
e−
dβ±
2
)
, (70)
where β± = ΩA
α
±. This equation tells how ν (so the bound state energies) changes with respect to the given
parameters Ω, α, and the unknown factors A±. In order to find A±, we first express the exponential factor
e−
dx
2 in terms of the linear factor (x±− β±) from the equation (68) and then substitute them into the equation
(69), we obtain a single equation both for even and odd parity solutions
4β2±A
2
±
[
1 +
(
x±
β±
− 1
)(
1 +
dx±
2
)]
= x3± . (71)
This is a third order polynomial equation in x±, whose positive explicit solutions can easily be found:
x± = A±
(
ΩdAα+1± ±
√
Ω2d2A2α+2± − 2ΩA
α
±
(
ΩdAα± − 2
)
)
)
. (72)
These solutions must be consistent with the one given by (70). Using this fact, we obtain the equations for A±
so that we can find them in terms of the parameters in the model, namely α, Ω, and d. Once we have found
A±, we can find the bound state energies and the wavefunctions.
6 Conclusion
In this paper, we have studied the scattering for finitely many general nonlinear Dirac delta potentials with
complex coupling coefficients using the Green’s function. We have first solved the transmission and the reflection
amplitudes for single and double Dirac δ potentials and then have compared our results with the previous ones
in the literature. We have seen that the Green’s function method allows us to generalize the nonlinear scattering
problem, studied previously in [4, 12] using the transfer matrix method, to finitely many Dirac δ potentials.
Although the transfer matrix method is a useful tool and intuitively easy to understand for scattering problems,
we have shown that the Green’s function method is a straightforward way of finding the scattering and the
bound state problem for multiple Dirac δ centers. Finally, we have illustrated that the Green’s functions can
also be used to calculate the bound states for single and double δ potentials for particular nonlinearity and real
coupling constants.
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