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An eigenvalue of a graph is main if it has an eigenvector, the sum of whose entries is not
equal to zero. Extending previous results of Hagos and Hou et al. we obtain two conditions
for graphs with given main eigenvalues. All trees and connected unicyclic graphs with
exactly two main eigenvalues were characterized by Hou et al. Extending their results, we
determine all bicyclic connected graphs with exactly two main eigenvalues.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a simple undirected graph. The set of neighbors of a vertex v ∈ V is denoted by NG(v), or briefly by
N(v) and the degree of v, dG(v) = d(v) = |NG(v)|. Let A := A(G) be the adjacencymatrix of G. The eigenvalues of G are those
of A. An eigenvalue of G ismain if it has an eigenvector, the sum of whose entries does not equal zero. The Perron–Frobenius
theorem implies that the largest eigenvalue of G is always main. Throughout this paper, we order all distinct eigenvalues of
G as λ1, λ2, . . . , λs, λs+1, . . . , λt so that λ1 is the largest eigenvalue and the first s eigenvalues are main. We write j for the
all-one vector. We write V = {v1, v2, . . . , vn}. The walk-matrix of G is defined byW (G) = (wi,j), where wi,j is the number
of walks in G of length j that start at vi, 1 ≤ i ≤ n and 0 ≤ j ≤ n− 1. Hence,W (G) = (j Aj A2j . . . An−1j).
It is well known that a graph has exactly one main eigenvalue if and only if it is regular. In 1978, Cvetković [1] posed
the problem of characterizing graphs with exactly s (>1) main eigenvalues. Towards this problem, Hagos [2] proved the
following results.
Theorem 1 ([2]). The rank of the walk-matrix of a graph G is equal to the number of its main eigenvalues.
Theorem 2 ([2]). If G has exactly s main eigenvalues λk for k = 1, 2, . . . , s, then ∏sj=1,j6=i(A − λjI)j is an eigenvector
corresponding to λi for i = 1, 2, . . . , s. In particular,∏si=1(A− λiI)j = 0.
Generalizing Theorems 1 and 2, we obtain the following condition for a graph with given main eigenvalues.
Theorem 3. Let G be a graph with adjacency matrix A. Then G has exactly s main eigenvalues λk for k = 1, 2, . . . , s if and only
if the vectors j, Aj, . . . , As−1j are linearly independent and
∏s
i=1(A− λiI)j = 0.
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Hoffman [3] proved that a graph G is connected and k-regular if and only if
n
t∏
i=2
(A− λiI) =
t∏
i=2
(k− λi)J,
where J is the all-onematrix. This result provides applications to studying graph structures via graph spectra. In view of this
importance, Dress and Stevanović [4] derived a new version of the Hoffman identity for an arbitrary matrix and applied it to
harmonic and semi-harmonic graphs. Recently, Hou and Tian [5] extended the Hoffman identity to graphs with given main
eigenvalues.
Theorem 4 ([5]). Let λi for i = 1, 2, . . . , s be all main eigenvalues and λj for j = 1, 2, . . . , t be all distinct eigenvalues of a
connected graph G, and f =∏si=2(A− λiI)j. Then
fTf
t∏
i=2
(A− λiI) =
t∏
i=2
(λ1 − λi)ffT.
Considering the converse of Theorem 4, we obtain the following Hoffman-type condition for a kind of graphwith givenmain
eigenvalues.
Theorem 5. Let G be a graph of maximum degree ∆ with adjacency matrix A. Assume that there exists a vertex vj such that
wj,s = ∆s−1. Then G is connected with exactly s main eigenvalues λ1, . . . , λs if and only if the vectors j, Aj, . . . , As−1j are linearly
independent, f :=∏si=2(A− λiI)j > 0, and
fTf
t∏
i=2
(A− λiI) =
t∏
i=2
(λ1 − λi)ffT. (1)
We will prove Theorems 3 and 5 in the following section and also discuss their consequences for graphs with a small
number of main eigenvalues. All trees and unicyclic graphs with exactly two main eigenvalues were determined by Hou
et al. [6,7]. In Section 3, we will apply the results of Section 2 to characterize all bicyclic connected graphs with exactly two
main eigenvalues.
2. Proofs of theorems
Proof of Theorem 3. By Theorems 1 and 2, it only needs proving the sufficiency. If the vectors j, Aj, . . . , As−1j are linearly
independent and
∏s
i=1(A − λiI)j = 0, then the rank of the walk-matrix of G is s, and so is the number of main eigenvalues
of G by Theorem 1. Now assume that the main eigenvalues of G are λ′i for i = 1, 2, . . . , s. By Theorem 2, we have that∏s
i=1(A−λ′iI)j = 0. Note that the vectors j, Aj, . . . , As−1j are linearly independent. By the uniqueness of linear combination,
it follows that λ′i = λi for i = 1, 2, . . . , s. 
Proof of Theorem 5. Note that a graph is connected if and only if a positive eigenvector generates the eigenspace of the
largest eigenvalue. If there is a vertex vj so that wj,s−1 = ∆s−1, then wj,i = ∆i for all i = 1, 2, . . . , s− 1. It follows that the
jth entry of f satisfies
∏s
i=2(∆ − λi) > 0. To prove the necessity, note that by Theorem 2 we have that f is an eigenvector
of λ1 and the Perron–Frobenius theorem with the connectivity of G implies that f > 0. Then the necessity follows from
Theorem 4.
To prove the sufficiency, note that
∏t
i=1(x− λi) is the minimal polynomial of A. It follows that
∏t
i=1(A− λiI) = 0. Then
by (1), we obtain
s∏
i=1
(A− λiI)j = (A− λ1I)f =
t∏
j=2
(λ1 − λj)−1
t∏
i=1
(A− λiI)f = 0.
This implies that f is a positive eigenvector which generates the eigenspace of λ1 (cf. [4]). Thus the sufficiency follows from
Theorem 3. 
To illustrate the Hoffman-type identity in Theorem 5 for graphs with a small number of main eigenvalues, we have the
following corollaries. Corollary 1 slightly refines Theorem 2.4 and Corollaries 2.5–2.8 in [2], and Theorem 2.6 in [5]. The
similar Corollary 2 improves the corresponding Proposition 2.7 in [5]. (In the statements, we have corrected some apparent
typos in the paper of Hou and Tian [5].)
Corollary 1. Let G be a graph of order n and sizemwithminimumdegree δ. ThenG is connectedwith exactly twomain eigenvalues
λ1 and λ2 if and only if G is a connected irregular graph with (A− λ1I)(A− λ2I)j = 0, if and only if G is irregular with λ2 < δ
and
(λ1 − λ2)(2m− λ2n)
t∏
i=2
(A− λiI) =
t∏
i=2
(λ1 − λi)(A− λ2I)J(A− λ2I). (2)
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Proof. Note that (A− λ1I)(A− λ2I)j = 0 implies that
jT(A− λ2I)(A− λ2I)j = jT(A2 − 2λ2A− λ22I)j
= jT[(λ1 − λ2)A− λ1λ2I + λ22I]j
= (λ1 − λ2)jT(A− λ2I)j
= (λ1 − λ2)(2m− λ2n).
Moreover, if G is connected, then by Theorem 2, we have that (A−λ2I)j is a positive eigenvector of λ1. It follows that λ2 < δ.
Conversely, if λ2 < δ, then (A− λ2I)j is a positive eigenvector, which generates the eigenspace of λ1 by the Hoffman-type
identity (2). This implies that G is connected. Thus the result follows from Theorems 3 and 5, and the fact that G is irregular
if and only if j and Aj are linearly independent. 
Corollary 2. Let G be a graph of order n and size m with adjacency matrix A. Assume λ2, λ3 ≤ 2m/n. Then the following are
equivalent.
1. G is connected with exactly three main eigenvalues λ1, λ2 and λ3;
2. G is connected and the vectors j, Aj, A2j are linearly independent and
(A− λ1I)(A− λ2I)(A− λ3I)j = 0;
3. The vectors j, Aj, A2j are linearly independent, f := (A−λ2I)(A−λ3I)j > 0 and c∏ti=2(A−λiI) =∏ti=2(λ1−λi)ffT, where
c = (λ21 − λ1λ2 − λ1λ3 − 3λ2λ3)
∑
v∈V (G)
d2(v)+ 2λ1(λ2λ3 − λ1λ2 − λ1λ3 + λ22 + λ23)m
+ λ1λ2λ3(λ1 − λ2 − λ3)n+ λ22λ23n.
Proof. By Theorems 3 and 5, it suffices to prove that if G is connected, then f > 0. Suppose the contrary that f < 0. Then
summing all entries of f gives that∑
v∈V (G)
d2(v)− 2(λ2 + λ3)m+ λ2λ3n < 0.
The Cauchy–Schwarz inequality implies that
∑
v∈V (G)
d2(v) ≥ n−1
( ∑
v∈V (G)
d(v)
)2
= 4m2/n.
It follows that (2m− λ2n)(2m− λ3n) < 0, a contradiction to λ2, λ3 ≤ 2m/n. 
Remark. Let G be an irregular graph with the largest eigenvalue λ1. Then G is harmonic if and only if G has exactly two
main eigenvalues λ1 and 0, and if G is strictly semi-harmonic then G has exactly three main eigenvalues ±λ1 and 0. Thus
Corollaries 1 and 2 also generalize the results of [4] for harmonic and semi-harmonic graphs, respectively.
3. Bicyclic graphs with two main eigenvalues
Let G be a graph of order n and sizem. Recall that if G has k components, then c = m−n+k is the cyclomatic number of G
and conventionally, G is said to be cyclic if c > 0. In particular, if c = 1, 2, 3, 4, then we call them unicyclic, bicyclic, tricyclic
and tetracyclic graphs, respectively. Note that if G is connected with c = 0, then G is a tree. All finite and infinite harmonic
trees were determined by Grünewald [8]. Borovićanin et al. [9] showed that there are no connected irregular unicyclic and
bicyclic harmonic graphs and there exist exactly four and eighteen connected irregular tricyclic and tetracyclic harmonic
graphs, respectively. All trees and unicyclic graphs with exactly two main eigenvalues were recently determined by Hou
et al. [6,7]. Extending their result, we apply Corollary 1 to characterize all bicyclic connected graphs with exactly two main
eigenvalues. In contrast to bicyclic harmonic graphs, it turns out that there are infinitely many bicyclic connected graphs
with exactly two main eigenvalues. Let G be the set of graphs obtained from two triangles linked by a caterpillar and from
a hexagon attached with a caterpillar at a pair of opposite vertices; see Fig. 1. Then we have the following theorem.
Theorem 6. The graphs Gi for i = 0, 1, . . . , 6 as depicted in Fig. 1 and those in G are all bicyclic connected graphs with exactly
two main eigenvalues.
In the proof, we will make use of the following two lemmas of Hou and Tian [6]. Recall that a leaf is a vertex of degree one.
Lemma 1. Let G be a connected cyclic graph with exactly two main eigenvalues. Then the graph obtained from G by removing all
(possible) leaves has no leaves.
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Fig. 1. All bicyclic connected graphs with two main eigenvalues.
Lemma 2. Let v0v1v2v3v4 be a path or a cycle (if v0 = v4) in a graph with exactly two main eigenvalues such that neither v0
nor v4 is a leaf and, for i = 1, 2, 3, exactly two neighbors of vi are not leaves. If d(v2) > 2, then d(v0) = d(v1) = d(v2) =
d(v3) = d(v4).
Proof of Theorem 6. Let G be a bicyclic connected graph with exactly two main eigenvalues λ1 and λ2. We will show
that G is isomorphic to one of Gi for i = 0, 1, . . . , 6 or in G. Let a = λ1 + λ2 and b = −λ1λ2. Then by Corollary 1,∑
u∈N(v) d(u) = ad(v)+b for every vertex v ∈ V (G). Thus a and b are rational. Note that λ1 and λ2 are algebraic integers; so
are a and b. It follows that a and b are two integers. Let B be the subgraph obtained from G by deleting all (possible) leaves.
Then B is still bicyclic and connected. Lemma 1 implies that B has no leaves. Thus B has maximum degree at most 4, and
at most two vertices of degree 3 and at most one vertex of degree 4 in B. For simplicity, we drop the sub-index and write
N(v) = NG(v) and d(v) = dG(v) for all v ∈ V (G) in the rest of the proof. Now the proof splits into two cases:
Case 1: There is a vertex v ∈ Bwith dB(v) > 2 such that d(w) > 2 and dB(w) = 2 for somew ∈ NB(v).
Let P be a path in B − vw starting from w to a vertex u (possibly u = v) with dB(u) > 2. We consider two subcases
according to the length of P .
Subcase 1: The length of P is at least two.
If d(x) = 2 for x ∈ NP(w), then let NP(x) = {w, y}. For a leaf in N(w), we have d(w) = a + b. For the vertex x, we
have d(w) + d(y) = 2a + b. For the vertex w, we have d(v) + d(w) = ad(w) + b. It follows that a = d(y) ≥ 2 and
d(v) = a(d(w)− 1) ≥ 2(d(w)− 1). Since d(v) = 3, 4 or d(w), we obtain that d(v) = 4, d(w) = 3, a = 2, and b = 1. Then
dB(v) = d(v) = 4. This implies that u = v and P+vw is a cycle. Thus B consists of the cycle P+vw and another cycle sharing
the common vertex v. It follows that all internal vertices in P have degree either two or three and adjacent vertices in P have
a different degree. Thus d(z) = 3 for z ∈ NP(v). But then for the vertex v,∑z∈N(v) d(z) ≥ 2+2+3+3 = 10 > 9 = 2d(v)+1,
a contradiction.
So we must have d(x) > 2 which implies that x is adjacent to a leaf and thus d(x) = d(w). Then Lemma 2 implies that
all internal vertices in P have the same degree. Now for the vertex w, we have d(v)+ 2d(w)− 2 = ad(w)+ b. Recall that
d(w) = a + b. Thus d(v) = (a − 1)(d(w) − 1) + 1. Note that d(v) = 3, 4 or d(w). If d(v) 6= d(w), then d(v) = 4 and
d(w) = 3, and so 4 = 2(a− 1)+ 1 = 2a− 1 which is impossible. Thus d(v) = d(w) and d(v)− 1 = (a− 1)(d(v)− 1). So
a = 2 and d(v) = 2 + b. We claim that d(v) = 3. Otherwise if d(v) > 3 then we will have a contradiction by considering
two cases according to the degree of v in B:
• If dB(v) = 3 and we let NB(v) = {v1, v2, w}, then for the vertex v, we have d(v1) + d(v2) + 2d(v) − 3 = 2d(v) + b =
3d(v)− 2. Thus d(v1)+ d(v2) = d(v)+ 1. Note that d(v1), d(v2) = 2 or d(v). Then d(v1) = d(v2) = 2 and d(v) = 3, a
contradiction.
• If dB(v) = 4 andwe letNB(v) = {v1, v2, v3, w}, then for the vertex v, we have d(v1)+d(v2)+d(v3)+2d(v)−4 = 3d(v)−
2. Thus d(v1)+d(v2)+d(v3) = d(v)+2. Note that d(v1), d(v2), d(v3) = 2 or d(v). Then d(v1) = d(v2) = d(v3) = 2 and
d(v) = 4. Note that one of the vertices v1, v2, v3must be in the path P and thus have degree larger than 2, a contradiction.
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Thus d(v) = 3 and b = 1. Let NB(v) = {v1, v2, w}. Then for the vertex v, we have d(v1) + d(v2) + d(w) = 3d(v) − 2.
So d(v1)+ d(v2) = 2d(v)− 2 = 4 and d(v1) = d(v2) = 2. Now for the vertex v1 and t ∈ N(v1), we have d(v)+ d(t) = 5.
Then d(t) = 2. Thus t = v2 or t ∈ N(u). Thus G ∈ G.
Subcase 2: The path P has length one.
For the vertexw, we have d(u)+d(v)+d(w)−2 = ad(w)+b. Note that d(w) = a+b. Thus d(u)+d(v) = a(d(w)−1)+2.
Since d(u), d(v) = 3 or d(w), we have a ≤ 2. If a = 1 then d(u)+ d(v) = d(w)+ 1 and so d(u) = d(v) = 3, d(w) = 5 and
b = 4. But setting N(v) = {v1, v2, w}, and for the vertex v, we have d(v1)+ d(v2)+ d(w) ≥ 4+ 5 = 9 > 7 = 3+ 4 which
is impossible. Thus we have a = 2 and d(u)+ d(v) = 2d(w). Thus d(u) = d(v) = d(w) =: d. Then let NB(v) = {v1, v2, w},
and for the vertex v, we have d(v1)+ d(v2)+ 2d− 3 = 3d− 2. Thus d(v1)+ d(v2) = d+ 1. Note that d(v1), d(v2) = 2, 3
or d. Thus d(v1) = d(v2) = 2 and d = 3. As in Subcase 1, it follows that G ∈ G.
Case 2: For every vertex v ∈ Bwith dB(v) > 2, d(w) = 2 or dB(w) > 2 for allw ∈ NB(v).
Let P be a path joining two vertices u and v (possibly u = v) both of which have degree at least 3 in B. We claim that
the length of P is at most 3. Otherwise, let v,w, x, y be the initial consecutive vertices of P . If d(x) > 2 then by Lemma 2,
d(w) = d(x) > 2, a contradiction. Thus d(x) = 2 and by the same count, all internal vertices of P have the same degree 2.
Then for the vertexw, we have d(v)+ 2 = 2a+ b. For the vertex x, we have 4 = 2a+ b. Thus d(v) = 2, a contradiction.
It is impossible that there are two paths joining u and v of lengths 2 and 3, respectively. Otherwise, for vertices adjacent
to v, we have d(u)+ d(v) = 2a+ b = d(v)+ 2. This gives that d(u) = 2 which is impossible. Thus B is isomorphic to one
of the graphs Gi for i = 0, 1, . . . , 6.
If B ∼= G0, then G = B ∼= G0. Otherwise d(v) > 4, and d(v) = a+ b for a leaf in N(v), d(v)+ 2 = 2a+ b for a neighbor
of v in B, and 8 = ad(v)+ b for the vertex v. This implies that d(v) = 10/3 which is impossible.
If B ∼= G1, then we have that d(u)+ d(v) = 2a+ b for a vertex in NB(v) \ {u} and d(u)+ d(v)− 3+ 4 = ad(v)+ b for
the vertex v, which implies that a(d(v)− 2) = 1 and thus a = 1 and d(v) = d(u) = 3. It follows that G = B ∼= G1.
If B ∼= G2, then we have that d(u) + d(v) = 2a + b for a neighbor of v in B and d(v) + 3 = ad(v) + b for the vertex v.
Thus 3− d(u) = a(d(v)− 2)which implies that a = 0 and d(u) = d(v) = 3. It follows that G = B ∼= G2.
If B ∼= G3 or G4, then by symmetry, d(u) = d(v), and thus G = B ∼= G3 or G4. Otherwise let d := d(v) = d(u) > 3. Then
we have d = a+ b for a leaf in N(v), d+ 2 = 2a+ b for a vertex in NB(v) \ {u} and 2d+ 1 = ad+ b for the vertex v. This
implies that a = 2, b = 1 and d = 3, a contradiction.
If B ∼= G5 or G6, then d(v) + 2 = 2a + b for a neighbor of v in B and d(v) − 3 + 6 = ad(v) + b for the vertex v. This
implies that a(d(v)− 2) = 1. Thus a = 1 and d(v) = 3. Similarly, d(u) = 3. It follows that G = B ∼= G5 or G6. 
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