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RESUMO
MACOHIN, Aline. MODELO DE TOMADA DE DECISA˜O APLICADO A CAˆMARAS
COLEGIADAS. 112 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o em Computac¸a˜o Aplicada,
Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2013.
Este trabalho se refere ao desenvolvimento de um modelo de tomada de decisa˜o de caˆmaras
colegiadas aplicando os me´todos de regressa˜o logı´stica bina´ria e o de a´rvore de decisa˜o, quanto
ao julgamento de assuntos em colegiado. O modelo e´ aplica´vel a nı´vel de voto individual,
gerando informac¸o˜es sobre como diferentes influeˆncias (caracterı´sticas dos fatos, colegas de
julgamento e do pro´prio julgador), podem afetar os votos no aˆmbito das caˆmaras colegiadas.
Como estudo de caso do modelo foram utilizados dados de jurisprudeˆncias de um tribunal
brasileiro, entre o perı´odo de 29/09/1997 e 17/11/2011 e se obteve que as varia´veis Colegiado,
Presidente e Tipo de Re´u apresentaram uma maior influeˆncia nos dados utilizados, em relac¸a˜o
a`s outras varia´veis. O modelo foi aplicado em ana´lises de sensibilidade e simulac¸o˜es utilizando
o ambiente Netlogo para o teste de diversos cena´rios. A porcentagem de acertos que se obteve
do modelo de a´rvore de decisa˜o na amostra de teste foi de 81,33%, e para o modelo de regressa˜o
a porcentagem de acertos foi de 65,4%.
Palavras-chave: Modelo de Tomada de Decisa˜o, Caˆmaras Colegiadas, Regressa˜o Logı´stica,
A´rvore de Decisa˜o, Ana´lise de Sensibilidade
ABSTRACT
MACOHIN, Aline. DECISION MAKING MODEL APPLIED TO THE CHAMBERS
COLLEGIATE. 112 f. Dissertac¸a˜o – Programa de Po´s-graduac¸a˜o em Computac¸a˜o Aplicada,
Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2013.
This work is about the development of a computational model for the decision making of
collegiate chambers using the methods of binary logistical regression and decision tree, as to
the trial of a fact in collegiate. The model is applicable at the individual vote level, creating data
about how different influences (facts characteristics, trial colleagues and from the judge himself)
may affect voting in collegiate chambers. Jurisprudence data from a brazilian tribunal, between
29/09/1997 and 17/11/2011, was used as a case study and the test resulted in the variables
Collegiate, President and Type of Defendant showing a bigger influence on the data used for the
experiment. The model was applied in sensitivity analysis and simulations using the Netlogo
environment to test several scenarios. The percentage of correct guesses that was obtained using
the decision tree model in the sample was of 81,33% and for the regression model of 65,4%.
Keywords: Decision Making Model, Chambers Collegiate, Logistic Regression, Decision
Tree, Sensitivity Analysis
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1 INTRODUC¸A˜O
A problema´tica de avaliar quais fatores influenciam na tomada de decisa˜o de membros
de um colegiado e´ foco do estudo de diversos especialistas de algumas a´reas, como a judicial
(HWONG, 2006) e a polı´tica (MATTILA, 2003). Na a´rea judicial, Schubert (1965) levanta a
seguinte pergunta “Ate´ que ponto os atos pu´blicos dos juı´zes sa˜o influenciados por suas crenc¸as
pessoais ?”.
As caˆmaras colegiadas, tambe´m denominadas de o´rga˜os colegiados, conselhos,
comiteˆs, entre outros, dizem respeito a uma forma de gesta˜o a qual a direc¸a˜o e´ compartilhada
por um conjunto de pessoas com igual autoridade, que reunidas, decidem sobre um tema em
pauta.
As caˆmaras colegiadas sa˜o compostas por grupos representantes de diversos
segmentos, como por exemplo no aˆmbito escolar, em que um colegiado e´ composto pela
comunidade escolar, pais ou responsa´vel legal, professores, funciona´rios, coordenadores
pedago´gicos, alunos, dirigentes, entre outros. Ja´ no aˆmbito judicial, um colegiado pode ser
composto por juı´zes com diferentes a´reas de conhecimento.
Dentre as diversas caˆmaras colegiadas existentes, ha´ as presentes no Congresso
Nacional, conforme definic¸a˜o retirada do site da Caˆmara Legislativa:
“O Congresso Nacional e´ composto de duas Casas: Caˆmara dos Deputados e Senado
Federal. Cada uma dessas Casas possui Comisso˜es Parlamentares, Permanentes
ou Tempora´rias, com func¸o˜es legislativas e fiscalizadoras, na forma definida na
Constituic¸a˜o Federal e nos seus Regimentos Internos. No cumprimento dessas
duas func¸o˜es ba´sicas, de elaborac¸a˜o das leis e de acompanhamento das ac¸o˜es
administrativas, no aˆmbito do Poder Executivo, as Comisso˜es promovem, tambe´m,
debates e discusso˜es com a participac¸a˜o da sociedade em geral, sobre todos os temas
ou assuntos de seu interesse.” (Disponı´vel em: http://www2.camara.leg.br/atividade-
legislativa/comissoes. Acesso em 15/12/2013.)
Outros exemplos de caˆmaras colegiadas incluem o Conselho Nacional de Turismo,
Conselho Tutelar do Ministe´rio Pu´blico, Conselhos de Administrac¸a˜o, e, Turmas, Sec¸o˜es e
Cortes dos tribunais brasileiros que julgam processos a partir de um grupo de juı´zes.
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1.1 PROBLEMA
O problema abordado neste trabalho e´ a complexidade inerente a` projec¸a˜o de votos de
membros de um colegiado, decorrente do grande nu´mero de varia´veis existentes e que podem
influenciar os votos. Ha´ tambe´m dificuldade de se encontrar um modelo gene´rico adapta´vel aos
va´rios assuntos tratados pelos colegiados, pelo fato de cada paı´s e tema da pauta do julgamento
terem suas respectivas peculiaridades. Ale´m disso, a utilizac¸a˜o de modelos estatı´sticos para
projec¸a˜o de votos, pode na˜o representar adequadamente a dinaˆmica presente nos processos.
1.2 HIPO´TESE
Com base na questa˜o em estudo dessa dissertac¸a˜o, foi formulada a seguinte hipo´tese: A
inserc¸a˜o de varia´veis de interac¸o˜es, entre outras na˜o utilizadas nos modelos estudados, permite
projetar com maior precisa˜o os votos ?
1.3 OBJETIVOS
A seguir, sera˜o detalhados o objetivo geral e os objetivos especı´ficos.
1.3.1 OBJETIVO GERAL
Este trabalho tem por objetivo contribuir para a construc¸a˜o de modelos de tomada de
decisa˜o com a adic¸a˜o de novas varia´veis, como por exemplo varia´veis de interac¸a˜o, a fim de
verificar se melhoram a projec¸a˜o dos votos.
1.3.2 OBJETIVOS ESPECI´FICOS
O objetivo geral pode ser decomposto nos seguintes itens:
• Avaliar se as novas varia´veis contribuem para o modelo de tomada de decisa˜o;
• Avaliar o desempenho dos modelos propostos;
• Avaliar o comportamento do modelo adaptado em cena´rios especı´ficos.
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1.4 JUSTIFICATIVA
Uma das vantagens ao se criar modelos e´ a possibilidade de descrever uma grande
quantidade de relacionamentos com um certo grau de precisa˜o, ale´m de ser relevante em
pesquisas multidisciplinares (LEEUW, 2004).
Dentre os modelos de tomada de decisa˜o ja´ existentes, e´ necessa´ria a inclusa˜o de novas
caracterı´sticas para verificar se estas podem contribuir para a melhoria na projec¸a˜o dos votos
e/ou ainda apresentar uma maior influeˆncia que outras varia´veis na projec¸a˜o. Ainda, com a
adic¸a˜o de varia´veis como as de interac¸o˜es, na˜o permitidas por modelos estatı´sticos, permite
trabalhar de forma dinaˆmica.
Com a aplicac¸a˜o de me´todos computacionais para simular caracterı´sticas de diferentes
membros do colegiado que podem participar dos julgamentos, permite obter tendeˆncias de votos
a partir de um conjunto de caracterı´sticas.
1.5 ESTRUTURA DO TRABALHO
No capı´tulo 2 e´ apresentada a revisa˜o bibliogra´fica, abordando os modelos legais,
computacionais e estatı´sticos ja´ existentes, ale´m dos me´todos para o ca´lculo do valor da
ideologia e trabalhos envolvendo simulac¸o˜es em caˆmaras colegiadas.
No capı´tulo 3 e´ introduzida a metodologia aplicada no desenvolvimento da extrac¸a˜o
e pre´-processamento dos dados de documentos, criac¸a˜o dos modelos, projec¸a˜o dos dados e
construc¸a˜o da simulac¸a˜o.
No capı´tulo 4 sa˜o detalhados os dados obtidos nos documentos de julgamentos, para
melhor compreensa˜o do modelo. Ale´m disso, sa˜o citadas tambe´m algumas estatı´sticas dos
dados.
No capı´tulo 5 sa˜o apresentados os modelos sugeridos neste trabalho. Sa˜o descritos
tambe´m os atributos utilizados e seus respectivos valores de influeˆncia sobre a varia´vel a ser
projetada. Ale´m disso, e´ abordado como foi construı´da a simulac¸a˜o que aplica os modelos.
No capı´tulo 6 sa˜o apresentados os experimentos e a ana´lise dos resultados obtidos, o
que inclui as simulac¸o˜es realizadas e a ana´lise de sensibilidade.
Por fim, o capı´tulo 7 apresenta a conclusa˜o sobre o trabalho realizado e as perspectivas
de trabalhos futuros.
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2 TOMADA DE DECISA˜O EM CAˆMARAS COLEGIADAS
O uso de modelos teo´ricos, estatı´sticos ou computacionais permite uma melhor
compreensa˜o sobre como as deciso˜es dos membros de um colegiado sa˜o tomadas. Com base
nisso, foram levantados diferentes estudos sobre a tomada de decisa˜o, a fim de verificar os tipos
de varia´veis que podem ser utilizadas e os diferentes me´todos disponı´veis.
Na sec¸a˜o 2.1 sera´ dada uma breve introduc¸a˜o a alguns conceitos e modelos estatı´sticos
utilizados no decorrer do trabalho. Ja´ na sec¸a˜o 2.2 sera abordado o ca´lculo do valor da
ideologia, pelo fato de alguns modelos utilizarem este valor em seus ca´lculos. Na sec¸a˜o 2.3
sera˜o abordados os modelos de tomada de decisa˜o. Por fim, na sec¸a˜o 2.4 e´ abordado o uso de
simulac¸a˜o em tomadas de deciso˜es de caˆmaras colegiadas.
2.1 ANA´LISE ESTATI´STICA
A seguir, sera˜o abordados alguns temas associados a` estatı´stica, com o intuito de
esclarecer alguns termos citados na ana´lise dos dados.
2.1.1 POPULAC¸A˜O E AMOSTRA
A populac¸a˜o representa o universo estatı´stico, e, segundo Morettin e Bussab (2004),
e´ o conjunto de todos os elementos ou resultados sob investigac¸a˜o. Ja´ a amostra e´ qualquer
subconjunto da populac¸a˜o.
Para calcular a amostra e´ necessa´rio ter conhecimento sobre a populac¸a˜o, uma vez
que as observac¸o˜es contidas em uma amostra sa˜o tanto mais informativas sobre a populac¸a˜o
quanto mais conhecimento explı´cito ou implı´cito tivermos dessa mesma populac¸a˜o. Um
exemplo citado por Morettin e Bussab (2004) e´ o da ana´lise da quantidade de glo´bulos brancos,
obtida de algumas gotas de sangue da ponta do dedo de um paciente, que dara´ uma ideia
geral da quantidade dos glo´bulos brancos no corpo todo, pois sabe-se que a distribuic¸a˜o dos
glo´bulos brancos e´ homogeˆnea, e de qualquer lugar que se tivesse retirado a amostra ela seria
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representativa.
A amostra possui diferentes tipos de te´cnicas, tais como a probabilı´stica e a na˜o
probabilı´stica. A probabilı´stica ocorre quando todos os elementos de uma populac¸a˜o possuem
uma probabilidade conhecida, e maior que zero, de pertencer a uma amostra, caso contra´rio sera´
considerada na˜o probabilı´stica.
As te´cnicas do tipo probabilı´stica incluem 1) amostragem aleato´ria simples, 2)
amostragem sistema´tica, 3) amostragem estratificada e 4) amostragem por conglomerados. A
amostragem aleato´ria simples e´ aquela em que todos os elementos possuem probabilidades
iguais de pertencer a` amostra. A amostragem sistema´tica consiste em retirar os elementos
a cada intervalo de tempo/evento, por exemplo. A amostragem estratificada e´ mais indicada
quando a populac¸a˜o divide-se em subpopulac¸o˜es ou estratos, sendo recomendado que cada
grupo tenha um nu´mero de indivı´duos presentes na amostra. Por outro lado, a amostragem
por conglomerados define que em vez de se analisar os elementos individualmente, devem ser
analisados os conjuntos destes elementos.
2.1.2 TIPOS DE VARIA´VEIS
Segundo Morettin e Bussab (2004), as varia´veis podem ser classificadas em
qualitativas e quantitativas, que se subdividem em mais dois tipos cada uma, conforme figura 1.
Figura 1: Classificac¸a˜o das varia´veis.
Fonte: Morettin e Bussab (2004).
Os conceitos destes tipos de varia´veis sa˜o definidos por Morettin e Bussab (2004)
como:
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“Dentre as varia´veis qualitativas, ainda podemos fazer uma distinc¸a˜o entre dois tipos:
varia´vel qualitativa nominal, para a qual na˜o existe nenhuma ordenac¸a˜o nas possı´veis
realizac¸o˜es, e varia´vel qualitativa ordinal, para a qual existe uma ordem nos seus
resultados.
[...]
De modo ana´logo, as varia´veis quantitativas podem sofrer uma classificac¸a˜o
dicotoˆmica: (a) varia´veis quantitativas discretas, cujos possı´veis valores formam um
conjunto finito ou enumera´vel de nu´meros, e que resultam, frequentemente, de uma
contagem, como por exemplo nu´mero de filhos (0,1,2,...); (b) varia´veis quantitativas
contı´nuas, cujos possı´veis valores pertencem a um intervalo de nu´meros reais de uma
mensurac¸a˜o, como por exemplo estatura e peso de um indivı´duo.
[...]
Existe um tipo de varia´vel qualitativa para a qual essa quantificac¸a˜o e´ muito u´til: a
chamada varia´vel dicotoˆmica. Para essa varia´vel so´ podem ocorrer duas realizac¸o˜es,
usualmente chamadas sucesso e fracasso.” (MORETTIN; BUSSAB, 2004)
2.1.3 CORRELAC¸A˜O
Segundo Larson e Farber (2010), uma correlac¸a˜o e´ uma relac¸a˜o entre duas varia´veis,
em que os dados sa˜o representados por pares ordenados (x,y), onde x e´ a varia´vel independente
(ou explanato´ria) e y e´ a varia´vel dependente (ou resposta).
O diagrama mais indicado para verificar se duas varia´veis possuem uma correlac¸a˜o
linear e´ o diagrama de dispersa˜o. A varia´vel independente x e´ medida pelo eixo horizontal, e a
varia´vel dependente y e´ medida pelo eixo vertical, conforme figura 2. A correlac¸a˜o linear ainda
pode ser negativa ou positiva, e, atrave´s do gra´fico e´ possı´vel identificar se na˜o ha´ correlac¸a˜o ou
se esta e´ na˜o linear. Na correlac¸a˜o linear negativa conforme x aumenta, y tende a decrescer. Ja´
na correlac¸a˜o linear positiva, conforme x aumenta, y tende a aumentar.
Para calcular o coeficiente de correlac¸a˜o, que e´ uma medida da forc¸a e direc¸a˜o de
uma relac¸a˜o linear entre duas varia´veis, utiliza-se a fo´rmula abaixo. O sı´mbolo r representa
o coeficiente de correlac¸a˜o amostral, e, n representa o nu´mero de pares de dados. Ja´ x e y
representam as varia´veis anteriormente citadas, cuja correlac¸a˜o se deseja obter.
r =
n∑xy− (∑x)(∑y)√
n∑x2− (∑x)2
√
n∑y2− (∑y)2
(1)
Segundo Larson e Farber (2010), a amplitude do coeficiente de correlac¸a˜o e´ -1 para 1.
Se x e y teˆm uma correlac¸a˜o linear positiva forte, r esta´ pro´ximo de -1. Se na˜o ha´ correlac¸a˜o
linear ou uma correlac¸a˜o linear fraca, r esta´ pro´ximo a 0. E´ importante ressaltar que, se r esta´
pro´ximo de 0, na˜o significa que na˜o ha´ relac¸a˜o entre x e y, significa somente que na˜o ha´ relac¸a˜o
linear.
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Figura 2: Tipos de correlac¸o˜es.
Fonte: Larson e Farber (2010).
2.1.4 REGRESSA˜O
A regressa˜o e´ um me´todo estatı´stico utilizado para explorar e inferir relac¸o˜es entre
varia´veis. Segundo Levine et al. (2008), na regressa˜o a varia´vel que se deseja prever denomina-
se varia´vel dependente, ja´ as varia´veis utilizadas para realizar a previsa˜o sa˜o chamadas de
varia´veis independentes. Levine et al. (2008) ainda citam:
“Ale´m de prever valores para a varia´vel dependente, a ana´lise de regressa˜o
permite tambe´m que voceˆ identifique o tipo de relac¸a˜o matema´tica que existe entre
uma varia´vel dependente e uma varia´vel independente, quantifique o efeito que
mudanc¸as na varia´vel independente exercem sobre a varia´vel dependente e identifique
observac¸o˜es incomuns.” (LEVINE et al., 2008)
Dentre as diversas regresso˜es existentes, esta˜o a linear simples, a linear mu´ltipla e
as na˜o lineares. Neste trabalho sera´ abordado o modelo de regressa˜o logı´stica bina´ria, um
modelo na˜o linear que foi projetado especificamente para varia´veis dependentes bina´rias, como
abordado neste trabalho pela varia´vel voto.
Stock e Watson (2004) afirmam que em uma regressa˜o com uma varia´vel dependente
bina´ria, Y modela a probabilidade de que um determinado valor da varia´vel dependente ocorra,
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por isso, se adota uma formulac¸a˜o na˜o linear que obrigue os valores previstos a se situarem entre
zero e um, sendo utilizadas nas regresso˜es probit e logit. A regressa˜o probit utiliza a func¸a˜o de
distribuic¸a˜o acumulada (f.d.a.) normal padra˜o. Ja´ a regressa˜o logit utiliza a f.d.a. logı´stica.
O modelo logit da populac¸a˜o, da varia´vel dependente bina´ria Y , com mu´ltiplos
regressores (X1, ...,Xk) e´ calculado da seguinte maneira:
P(Y = 1|X1,X2, ...,Xk) = F(β0+B1X1+B2X2+ ...+BkXk) = 11+ e−(β0+B1X1+B2X2+...+BkXk)
(2)
Sendo:
B0 = Constante do modelo;
B1, ...,Bk = Coeficientes de cada varia´vel preditora.
Os coeficientes do modelo logit podem ser estimados por ma´xima verossimilhanc¸a.
Stock e Watson (2004) ainda citam que o estimador e´ consistente e normalmente distribuı´do em
amostras grandes, de modo que as estatı´sticas t e os intervalos de confianc¸a para os coeficientes
possam ser construı´dos de forma usual.
A definic¸a˜o do me´todo de verossimilhanc¸a, e´ concebida por Stock e Watson (2004)
conforme trecho abaixo:
“A func¸a˜o de verossimilhanc¸a e´ a distribuic¸a˜o de probabilidade conjunta dos
dados, tratada como uma func¸a˜o dos coeficientes desconhecidos. O estimador de
verossimilhanc¸a (E.M.V.) dos coeficientes desconhecidos consiste nos valores dos
coeficientes que maximizam a func¸a˜o de verossimilhanc¸a. Como o E.M.V. escolhe
os coeficientes desconhecidos para maximizar a func¸a˜o de verossimilhanc¸a, que por
sua vez e´ a distribuic¸a˜o de probabilidade conjunta, temos que ele escolhe os valores
dos paraˆmetros para maximizar a probabilidade de selecionar os dados efetivamente
observados. Nesse sentido, os E.M.V.s sa˜o os valores dos paraˆmetros “mais prova´veis”
de terem produzidos os dados.
Para ilustrar a estimac¸a˜o de ma´xima verossimilhanc¸a, considere duas observac¸o˜es
independentes e identicamente distribuı´das (i.i.d.), Y1 e Y2, de uma varia´vel dependente
bina´ria sem nenhum regressor. Assim, Y e´ uma varia´vel aleato´ria de Bernoulli e o
u´nico paraˆmetro desconhecido a ser estimado e´ a probabilidade p de que Y = 1, que e´
tambe´m a me´dia de Y .
Para obter o estimador de ma´xima verossimilhanc¸a (E.M.V.), precisamos de uma
expressa˜o para a func¸a˜o de verossimilhanc¸a, que por sua vez requer uma expressa˜o
para a distribuic¸a˜o de probabilidade conjunta dos dados. A distribuic¸a˜o de
probabilidade conjunta das duas observac¸o˜es, Y1 e Y2 e´ P(Y1 = y1,Y2 = y2). Como
Y1 e Y2 sa˜o independentemente distribuı´das1, a distribuic¸a˜o conjunta e´ o produto
1Duas varia´veis aleato´rias X e Y sa˜o independentemente distribuı´das, ou independentes, se o conhecimento
do valor de uma das varia´veis na˜o fornece nenhuma informac¸a˜o sobre a outra. Especificamente, X e Y sa˜o
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das distribuic¸o˜es individuais, logo P(Y1 = y1,Y2 = y2) = P(Y1 = y1)P(Y2 = y2). A
distribuic¸a˜o de Bernoulli pode ser resumida na fo´rmula P(Y = y) = py(1− p)1−y:
quando y= 1,P(Y = 1)=P1(1− p)0 = p e quando y= 0, P(Y = 0)= p0(1− p)1 = 1−
p. Portanto, a distribuic¸a˜o de probabilidade conjunta de Y1 e Y2 e´ P(Y1 = y1,Y2 = y2) =
[py1(1− p)1−y1 ]× [py2(1− p)1−y2 ] = p(y1+y2)(1− p)2−(y1+y2).” (STOCK; WATSON,
2004)
Logo, para n = 2 observac¸o˜es i.i.d. de varia´veis aleato´rias de Bernoulli, a func¸a˜o de
verossimilhanc¸a e´:
f (p;Y1;Y2) = p(Y1+Y2)(1− p)2−(Y1+Y2) (3)
Sendo a variac¸a˜o do valor de p, utilizado para a maximizac¸a˜o da func¸a˜o de
verossimilhanc¸a ate´ que obtenha um valor satisfato´rio de maximizac¸a˜o da func¸a˜o. Stock e
Watson (2004) ainda ressaltam que e´ conveniente maximizar na˜o a verossimilhanc¸a, mas seu
logaritmo, conforme equac¸a˜o a seguir:
Sln(p)+(n−Sln(1− p) = d
d p
ln[ fbernoulli(p;Y1, ...,Yn)] =
S
p
− n−S
1− p (4)
Sendo:
S = ∑ni=1Yi;
n = Nu´mero de observac¸o˜es.
No exemplo anterior foi citado o E.M.V. para a distribuic¸a˜o de Bernoulli, utilizado para
verificar o valor da verossimilhanc¸a quando na˜o ha´ os preditores, entretanto, para os modelos
logit incluindo os previsores, e´ necessa´rio aplicar a seguinte fo´rmula:
n
∑
i=1
Yiln[
1
1+ e−(β0+B1X1+B2X2+...+BkXk)
]+
n
∑
i=1
(1−Yi)ln[1− ( 11+ e−(β0+B1X1+B2X2+...+BkXk)) ] (5)
Ha´ tambe´m as medidas de ajustes, que sa˜o utilizadas na regressa˜o logı´stica,
denominadas frac¸a˜o corretamente prevista e pseudo-R2. Segundo Stock e Watson (2004), a
definic¸a˜o para ambas e´:
independentes se a distribuic¸a˜o condicional de Y dado X e´ igual a` distribuic¸a˜o marginal de Y . Isto e´, X e Y sa˜o
independentemente distribuı´das se, para todos os valores de x e y P(Y = y|X = x) = P(Y = y) (STOCK; WATSON,
2004).
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“A frac¸a˜o corretamente prevista utiliza a seguinte regra: se Yi = 1 e a probabilidade
excede 50 por cento, ou se Yi = 0 e a probabilidade prevista e´ menor do que 50
por cento, diz-se que Yi e´ corretamente previsto. Caso contra´rio, diz-se que Yi e´
incorretamente previsto.
[...]
O pseudo-R2 mede o ajuste do modelo utilizando a func¸a˜o de verossimilhanc¸a.
Como o E.M.V. maximiza essa func¸a˜o, a inclusa˜o de outro regressor em um modelo
probit ou logit aumenta o valor da verossimilhanc¸a maximizada, assim como a
inclusa˜o de um regressor necessariamente reduz a soma dos quadrados dos resı´duos
na regressa˜o linear por M.Q.O. (Mı´nimos Quadrados Ordina´rios). Isso sugere a
medic¸a˜o da qualidade do ajuste de um modelo probit pela comparac¸a˜o do valor da
func¸a˜o de verossimilhanc¸a maximizada, incluindo todos os regressores com o valor
da verossimilhanc¸a sem nenhum regressor.” (STOCK; WATSON, 2004)
Os regressores citados por Stock e Watson (2004) sa˜o as varia´veis utilizadas para
estimar a varia´vel resposta, tambe´m denominada varia´vel de saı´da. A fo´rmula para calcular
o R2 e´ representada na fo´rmula abaixo. Vale ressaltar que alguns softwares estatı´sticos utilizam
variac¸o˜es do ca´lculo do valor do R2.
pseudo−R2 = 1− ln( flogitmax)
ln( fbernoullimax)
(6)
Sendo:
fbernoullimax =Valor da verossimilhanc¸a que inclui os preditores no ca´lculo;
flogitmax = Valor da verossimilhanc¸a que na˜o inclui os preditores no ca´lculo.
2.1.5 MODELOS DE CLASSIFICAC¸A˜O
Segundo Han (2005), a classificac¸a˜o e´ o processo utilizado para encontrar um modelo
ou func¸a˜o que descreva e distingua classes de dados, a fim de possibilitar a utilizac¸a˜o do modelo
para predizer a classe de objetos cujo valor seja desconhecido2. Os me´todos de classificac¸a˜o
sa˜o geralmente utilizados para prever varia´veis catego´ricas.
Han (2005) cita tambe´m que os modelos sa˜o derivados da ana´lise de um conjunto
de dados cuja classe e´ conhecida, e este pode ser representado por diversas formas, como
regras de classificac¸a˜o (SE - ENTA˜O), a´rvores de decisa˜o, fo´rmulas matema´ticas ou ainda redes
neurais. Pode-se citar ainda outros modelos de construc¸a˜o de modelos de classificac¸a˜o, como a
classificac¸a˜o Bayesiana, ma´quina de vetores de suporte e o KNN (K-Nearest Neighbor).
Dentre os va´rios me´todos de classificac¸o˜es existentes, foi escolhida a a´rvore de decisa˜o
para detalhamento, em vista de ser adequada para a proposta do trabalho, ser de fa´cil utilizac¸a˜o
2Neste caso, a classe desconhecida e´ equivalente a` varia´vel dependente dos modelos de regressa˜o.
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e interpretac¸a˜o, ale´m de permitir a descoberta explorato´ria de conhecimento a partir dos dados
(HAN, 2005).
Uma a´rvore de decisa˜o pode ser definida como um fluxograma com estrutura de a´rvore,
em que cada no´ representa testes sobre um valor de atributo ou valores de atributos, e cada ramo
representa um resultado do teste. Ja´ as folhas da a´rvore representam classes ou distribuic¸o˜es da
classe, conforme figura 3.
Figura 3: A´rvore representada por regras de classificac¸a˜o e fluxograma.
Fonte: Han (2005). Traduc¸a˜o nossa.
Para chegar ao modelo de a´rvore de decisa˜o e´ necessa´rio realizar alguns
procedimentos, conforme figura 4. O primeiro passo e´ selecionar uma amostra dos dados e
a separar em tuplas, cuja classe seja conhecida, para aplicar um algoritmo de classificac¸a˜o pre´-
definido e obter um modelo que represente os dados da amostra.
A tupla pode ser representada por X =(x1,x2, ...,xn), que representa as n caracterı´sticas
de um objeto (um item da amostra) que pertence a uma determinada classe ja´ conhecida. Esta
te´cnica e´ conhecida como aprendizado supervisionado, por se conhecer a classe a qual a tupla
pertence.
Ja´ o segundo passo e´ composto da obtenc¸a˜o da acura´cia do modelo e a classificac¸a˜o dos
novos dados. E´ necessa´rio definir uma nova amostra, a amostra de teste, para testar a acura´cia,
devido ao modelo possuir tendeˆncias de estar altamente ajustado3 aos dados de treinamento.
3Durante o treinamento, o modelo pode incorporar algumas anomalias dos dados que na˜o esta˜o presentes nos
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Apo´s a aplicac¸a˜o das regras de classificac¸a˜o nos dados de teste (cuja classe tambe´m
e´ conhecida), obte´m-se a acura´cia do modelo, que e´ a porcentagem das tuplas (dados) que
foram classificadas corretamente. Caso o valor da acura´cia seja satisfato´rio no estudo do caso
proposto, pode-se aplicar as regras de classificac¸a˜o em dados cuja classe seja desconhecida e
estabelecer assim valores de projec¸a˜o.
Figura 4: Procedimento para classificac¸a˜o dos dados.
Fonte: Han (2005). Traduc¸a˜o nossa.
Conforme figura 4, o item (a) representa o aprendizado, em que se aplica o algoritmo
de classificac¸a˜o nos dados de treinamento e se obteˆm as regras de classificac¸a˜o. Ja´ o item (b)
representa a classificac¸a˜o, que aplica os dados de teste nas regras de classificac¸o para verificar
dados em geral (HAN, 2005).
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a acura´cia do modelo. Caso a acura´cia seja satisfato´ria, aplica-se nos novos dados que se deseja
classificar.
Durante o final da de´cada de 70 e inı´cio da de´cada de 80, Quinlan (1986) desenvolveu
o algoritmo de a´rvore de decisa˜o denominado ID3 (Iterative Dichotomizer 3), que serviu de
base para o desenvolvimento de novos algoritmos como o C4.5 de Quinlan (1993).
O algoritmo do ID3 pode ser verificado no pseudoco´digo apresentado no algoritmo
1, conforme citado por Mitchell (1997), que consiste num processo de induc¸a˜o de a´rvore.
A construc¸a˜o da a´rvore se da´ de cima para baixo (top-down), com o objetivo de escolher o
melhor atributo para cada no´ da a´rvore de decisa˜o atrave´s da utilizac¸a˜o do me´todo de ganho
de informac¸a˜o4. A a´rvore utiliza me´todos recursivos apo´s a escolha do atributo para cada no´,
comec¸ando pela raiz, e aplica o mesmo algoritmo aos descendentes do no´, ate´ que se atenda aos
crite´rios de interrupc¸a˜o do algoritmo.
Vale destacar ainda, a fo´rmula do ca´lculo do ganho de informac¸a˜o, que e´ utilizado no
algoritmo ID3, e definida por:
Ganho(A) = Entropia(D)−EntropiaA(D) (7)
Sendo:
D = Conjunto dos dados de treinamento;
Entropia(D) =−∑mi=1 pilog2(pi);
m = Nu´mero de classes existentes;
pi = Probabilidade da classe Ci ocorrer em D;
EntropiaA(D) = ∑vj=1
D j
D ×Entropia(D j);
v = Conjunto de todos os valores possı´veis para o atributo A;
D j = Subconjunto de D para o qual o atributo A tem o valor v j.
Ja´ o algoritmo C4.5 (QUINLAN, 1993) possui algumas melhorias em relac¸a˜o ao ID3,
como a utilizac¸a˜o da poda da a´rvore para eliminar o problema de overfitting (sobreajustamento
dos dados), trabalhar com valores indisponı´veis, com valores contı´nuos e derivar regras.
4E´ uma medida estatı´stica utilizada para medir a efica´cia de um atributo em classificar os dados do treino. A
escolha do atributo mais eficaz, ou seja, aquele que reduz mais a entropia, faz com que as a´rvores tenham tendeˆncia
de serem menos profundas e com mais ramificac¸o˜es. A entropia neste caso e´ o ca´lculo utilizado para obter o grau
de desorganizac¸a˜o das informac¸o˜es.
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Algoritmo 1: Pseudoco´digo do Algoritmo do ID3.
Entrada: Exemplos : Dados de treinamento;
AtributoAlvo :Atributo cujo valor a a´rvore ira´ predizer ;
Atributos :Atributos utilizados para predizer o AtributoAlvo.
Saı´da: A´rvore de decisa˜o que classifica da melhor maneira os dados de
treinamento.
inı´cio
Crie Raiz, que sera´ o no´ raiz da a´rvore;
if todos os dados de Exemplos forem positivos then
Fac¸a Raiz.classe =“+”;
Retorne Raiz;
end
if todos os dados de Exemplos forem negativos then
Fac¸a Raiz.classe =“-”;
Retorne Raiz;
end
if Atributos for uma lista vazia then
Fac¸a Raiz.classe= valor de AtributoAlvo mais frequente entre
Exemplos;
Retorne Raiz;
else
Fac¸a A ser o atributo de Atributos que melhor classifica os dados de
Exemplos (atributo com o maior ganho de informac¸a˜o);
Fac¸a Raiz.atributo = A;
repita
Adicione um novo ramo ao no´ Raiz, correspondente ao teste
A = vi;
Fac¸a Exemplosvi ser o subconjunto de Exemplos formado pelos
dados que teˆm o atributo A com valor vi;
if conjunto Exemplosvi for vazio then
Crie uma nova folha F ;
Fac¸a F.classe = valor de AtributoAlvo mais frequente entre
Exemplos;
Adicione F ao ramo;
else
Crie uma suba´rvore SubArv;
Fac¸a SubArv =ID3(Exemplosvi , AtributoAlvo, Atrib = {A});
Adicione SubArv ao ramo;
end
ate´ Para cada possı´vel valor vi do atributo A;
end
Retorne Raiz, que e´ o no´ raiz da a´rvore de decisa˜o.
fim
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2.2 CA´LCULO DO VALOR DA IDEOLOGIA
Ha´ tambe´m o valor da ideologia, utilizado em alguns modelos de tomada de decisa˜o,
que pode assumir diversas interpretac¸o˜es como “Liberal” e “Conservador” (POOLE, 2005),
“Governistas” e “Oposicionistas”, “Contra” e “A Favor”, e, “Social” e “Democratas” . No
exemplo de “Liberal” e “Conservador”, com relac¸a˜o ao valor da ideologia, quando e´ superior
a 0 indica ser conservador, e inferior a 0 indica ser liberal (POOLE, 2005), podendo ainda se
adotar outras interpretac¸o˜es. Para tanto, va´rios autores criaram me´todos diferentes para calcular
esse valor, conforme pode ser visto abaixo.
Poole (2005) apresenta em seu livro como utilizar um simples modelo espacial de
votac¸a˜o para analisar dados de votac¸o˜es de legisladores. Poole (2005) utiliza mapas espaciais
por acreditar que e´ importante visualizar uma grande quantidade de valores em representac¸o˜es
gra´ficas neste formato, ale´m de permitir visualizar legisladores que votem de maneira similar,
quais partidos esta˜o envolvidos a cada perı´odo de tempo, entre outras vantagens.
Cada legislador e´ representado por um ponto, e cada votac¸a˜o e´ representada por dois
pontos, “Sim” e “Na˜o”. Em cada votac¸a˜o, cada legislador vota pro´ximo do resultado final
(“Sim” ou “Na˜o”), probabilisticamente. Com o acu´mulo de todos os votos, forma-se um mapa
espacial que resume os dados das votac¸o˜es, conforme exemplo da figura 5, que mostra a posic¸a˜o
dos senadores no 90o Congresso Estadunidense.
Conforme figura 5, a dimensa˜o vertical representa os senadores que foram
identificados como Northerners (pro´ximo ao topo) e os candidatos identificados como
Southerners (pro´ximo a` base) em relac¸a˜o aos Direito Civis. A dimensa˜o horizontal representa
os candidatos identificados como conservadores (pro´ximos a` extrema direita) e os candidatos
identificados como liberais (pro´ximos a` extrema esquerda). As letras “S” identificam os
Southern Democrats (Democratas do Sul) , as letras “D” identificam os Northern Democrat’
(Democratas do Norte), e, as letras “R” os Republicanos
A partir dos dados, pode-se verificar os pontos que esta˜o mais pro´ximos, ou seja,
legisladores que votam de forma parecida. A distribuic¸a˜o dos legisladores pelo “mapa” indica
quantas dimenso˜es o mapa espacial apresenta. Vale ressaltar que os mapas espaciais sa˜o
baseados na geometria euclidiana dos pontos. Para uma dimensa˜o sa˜o definidos p legisladores
e q sesso˜es de votac¸a˜o e se assume que cada legislador possui um ponto ideal, associado a uma
func¸a˜o de utilidade.
Poole (2005) apresenta uma teoria simples de mapas espaciais que denomina de Teoria
da Ideologia do Espac¸o Fı´sico (Basic-Space Theory of Ideology) e demonstra como construir e
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Figura 5: Mapa espacial dos senadores no 90o Congresso Estadunidense.
Fonte: Poole (2005). Traduc¸a˜o nossa.
interpretar os mapas espaciais. A palavra “teoria” e´ usada por Poole de forma ampla e inclui: (1)
o aparato te´cnico do modelo espacial, (2) a teoria sobre como os legisladores tomam deciso˜es,
(3) a teoria de um sistema de crenc¸as (ideologia) que esta´ ligada a` teoria do modelo espacial e
a` teoria de tomada de decisa˜o, (4) o software que incorpora os itens 1, 2 e 3 e gera os mapas
espaciais, (5) a compreensa˜o do cena´rio polı´tico vigente na e´poca dos dados. Todos esses dados
sa˜o necessa´rios para construir e compreender o mapa espacial.
Para encontrar o ponto ideal de cada legislador, deve-se seguir os 4 passos citados
por Poole (2005): 1) calcular uma matriz de concordaˆncia legislador legislador; 2) converter
a matriz nas distaˆncias ao quadrado; 3) calcular a matriz duplamente centrada; 4) calcular os
autovalores, conforme figura 6 e explicac¸a˜o abaixo.
1) Calcular uma matriz de concordaˆncia legislador legislador
Para calcular a matriz de concordaˆncia (Agreement Score) para cada par de legisladores, que e´
a proporc¸a˜o de vezes que votaram da mesma maneira (neste caso legisladores a e b), em relac¸a˜o
ao total de votac¸o˜es, deve-se executar a seguinte fo´rmula:
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Figura 6: Passos para o ca´lculo da ideologia quando se possui somente uma dimensa˜o.
Fonte: Poole (2005). Traduc¸a˜o nossa.
Aab =
∑qj=1Cab j
∑qj=1∆ab j
(8)
Sendo:
a = Legislador A;
b = Legislador B;
q = Nu´mero total de votac¸o˜es;
Cab j = 1 se os legisladores a e b votaram de maneira igual na votac¸a˜o j, caso contra´rio
sera´ igual a 0;
∆ab j = 1 se os legisladores a e b participaram da votac¸a˜o j, caso contra´rio sera´ 0.
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2) Converter a matriz nas distaˆncias ao quadrado
O segundo passo e´ converter a matriz de concordaˆncia em uma matriz de distaˆncias
quadra´ticas, similar a` distaˆncia Euclidiana. Para isto, deve ser subtraı´da a matriz de
concordaˆncia de 1 e a elevar ao quadrado, atrave´s da seguinte fo´rmula:
d2ab = (1−Aab)2 (9)
Sendo:
Aab = Matriz de concordaˆncia legislador legislador;
a = Legislador A;
b = Legislador B.
Vale ressaltar que quando na˜o existe um ı´ndice de concordaˆncia entre os legisladores,
Poole (2005) atribui um valor mediano a`s distaˆncias, ou seja, 0,5, sendo o seu quadrado igual a
0,25.
3) Calcular a matriz duplamente centrada
O terceiro passo e´ calcular a matriz duplamente centrada a partir da matriz de distaˆncias
quadra´ticas. Esta matriz produzida e´ definida como uma matriz de produto cruzado (cross
product matrix) das coordenadas do legislador (YOUNG; HOUSEHOLDER, 1938; ROSS;
CLIFF, 1964). Para cada elemento da matriz de distaˆncias quadra´ticas, subtrai-se a me´dia da
linha, a me´dia da coluna, adiciona-se a me´dia da matriz e se divide por -2, conforme fo´rmula a
seguir:
yab =
d2ab−d2b−d2a +d2
−2 (10)
Sendo:
d2b =
∑pa=1 d
2
ab
p , que representa a me´dia da b e´sima coluna;
d2a =
∑pb=1 d
2
ab
p , que representa a me´dia da a e´sima linha;
d2 = ∑
p
a=1∑
p
b=1 d
2
ab
p2 , que representa a me´dia da matriz;
p = Nu´mero de legisladores;
a = Legislador A;
29
b = Legislador B.
4) Calcular os autovalores
Por fim, o u´ltimo passo e´ obter os autovalores da matriz duplamente centrada, que podem ser
considerados como o valor da ideologia, cuja fo´rmula e´:
det(A–λ I) = 0 (11)
Sendo:
A = Matriz duplamente centrada;
λ = Autovalor;
I = Matriz identidade I de A.
Apesar de se possuir o valor da ideologia, e´ necessa´ria a utilizac¸a˜o de me´todos que
projetem votos de acordo com a “utilidade” obtida em cada voto. Para calcular esta utilidade,
pode-se utilizar o Optimal Classification (O.C.) (POOLE, 2005), que considera os erros que
possam vir a existir durante a classificac¸a˜o. Apesar do O.C. maximizar a classificac¸a˜o correta,
Poole (2005) cita que os principais me´todos probabilı´sticos de projec¸a˜o de votos do parlamento
sa˜o o NOMINATE, Quadratic-Normal (QN) Scaling e o Bayesian Markov Chain Monte Carlo
(M.C.M.C.) (METROPOLIS; ULAM, 1949).
No Nominal Three-Step Estimation, e´ utilizada a distribuic¸a˜o normal para definir o
valor da utilidade, em que, conforme o valor se distancia do ponto ideal, menor e´ a sua
utilidade5. Ale´m disso, Poole (2005) considera que a distribuic¸a˜o normal e´ um modelo mais
realista para comportamentos de tomada de deciso˜es, pelo fato de que quando mais distante a
posic¸a˜o ideolo´gica do ponto ideal do legislador, menor sera´ a sua utilidade, ale´m de se basear
em estudos de psicologia que utilizam me´todos escalares multidimensionais.
A distribuic¸a˜o normal para o ca´lculo da utilidade e´ definida pela equac¸a˜o abaixo e pela
figura 7, em que e´ comparada a distribuic¸a˜o normal com a distribuic¸a˜o quadra´tica. A equac¸a˜o
abaixo define o valor da utilidade do voto “Sim” na votac¸a˜o j.
Ui jy = ui jy+ εi jy (12)
5Neste caso, Poole (2005) cita o exemplo de um eleitor que deve votar em um candidato que possua interesses
em comum, ou seja, que possua o valor de utilidade maior, portanto, este candidato deve ter sua posic¸a˜o polı´tica
pro´xima ao ponto ideal do eleitor.
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Figura 7: Func¸a˜o de utilidade quadra´tica e normal. As func¸o˜es sa˜o unimodais e sime´tricas, e esta˜o
centradas no ponto ideal do legislador. A utilidade diminui com o aumento da distaˆncia dos pontos
do espac¸o polı´tico comparado ao ponto ideal.
Fonte: Poole (2005).Traduc¸a˜o nossa.
Sendo:
j = Sessa˜o de votac¸a˜o;
s = Nu´mero de dimenso˜es;
i = Legislador i;
εi jy =Termo estoca´stico, tambe´m denominado termo de erro;
ui jy = βexp(−12 ∑sk=1 wkd2i jky) = Parte determinı´stica da func¸a˜o de utilidade;
wk = “Peso” com wk > 0;
β = Ajuste sobre o erro existente, e e´ proporcional a` variaˆncia da distribuic¸a˜o de erros;
f d2i jky = (Xik−O jky)2 = Matriz de distaˆncias quadra´ticas do legislador i para o resultado “Sim”,
na dimensa˜o k;
Xik =Coordenada do legislador i na dimensa˜o k;
O jky =
O jky+O jkn
2 −
O jky−O jkn
2 .
Utilizando o valor da utilidade, Poole (2005) define a probabilidade de um legislador
votar positivo ou negativo, conforme trecho abaixo.
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“P(Legislador i votar Sim) = P(Ui jy−Ui jn > 0)
P(Legislador i votar Sim) = P(εi jn− εi jy < ui jy−ui jn)
P(Legislador i votar Na˜o) = P(Ui jy−Ui jn < 0)
P(Legislador i votar Na˜o) = P(εi jn− εi jy > ui jy−ui jn)” (POOLE, 2005)
A partir destes ca´lculos, Keith Poole e Howard Rosenthal, desenvolveram o
NOMINATE em 1982, um me´todo de escalonamento multidimensional6 para analisar dados
de votac¸o˜es e definir prefereˆncias polı´ticas. Posteriormente, foi utilizado como base para a
criac¸a˜o do D-NOMINATE e do W-NOMINATE que utilizam o modelo Logit (CRAMER, 2003)
na distribuic¸a˜o do erro. O algoritmo W-NOMINATE e´ esta´tico em relac¸a˜o ao seu ponto ideal e
sua func¸a˜o de utilidade e´ ligeiramente diferente do D-NOMINATE, ale´m de utilizar o modelo de
distaˆncias com peso (weighted euclidean metric). Posteriormente, Carroll et al. (2009) criaram o
DW-NOMINATE, que se diferencia do W-NOMINATE por ser dinaˆmico e utilizar a distribuic¸a˜o
dos erros como uma distribuic¸a˜o normal.
Ale´m do me´todo de Keith Poole citado anteriormente, ha´ outros me´todos que calculam
a ideologia, como o Segal-Cover Score e o Martin-Quinn Score.
O Segal-Cover Score, abordado no artigo Ideological Values and the Votes of U.S.
Supreme Court Justices (SEGAL et al., 1995), define as prefereˆncias ideolo´gicas atrave´s de
valores entre -1 (extremamente conservador) e 1 (extremamente liberal). Esse valor e´ calculado
atrave´s de notı´cias, em vista de nos Estados Unidos da Ame´rica ser comum a imprensa dar
ampla cobertura ao processo de indicac¸a˜o dos novos Ministros pelo Presidente da Repu´blica,
debatendo acerca da posic¸a˜o ideolo´gica dos possı´veis futuros Ministros. Alguns assuntos sa˜o
colocados em pauta tambe´m para definir a posic¸a˜o ideolo´gica, ou seja, como ser a favor (liberal)
ou na˜o (conservador) ao aborto. Entretanto, nem todos os assuntos sa˜o abordados pelas notı´cias,
logo na˜o e´ possı´vel definir a posic¸a˜o ideolo´gica dos juı´zes em todos os temas (RIBEIRO, 2011).
Por fim, no trabalho de Martin e Quinn (2002), e´ abordado o Martin-Quinn Score, que
utilizam cadeias de Markov e modelos Bayesianos para estimar a posic¸a˜o ideolo´gica dos juı´zes.
Um diferencial encontrado no algoritmo de Martin-Quinn e´ considerar que a ideologia do juiz
pode mudar, portanto, calcula-se dinamicamente esse valor, verificando-se a sua tendeˆncia ao
longo do tempo. Martin e Quinn (2002) verificaram com esse algoritmo, que os juı´zes na˜o
manteˆm uma posic¸a˜o ideolo´gica constante ao longo do tempo e o algoritmo apresentou bom
6O escalonamento multidimensional e´ projetado para construir um diagrama mostrando os relacionamentos
entre um certo nu´mero de objetos, sendo dada somente uma tabela de distaˆncias entre os objetos. O diagrama e´ um
tipo de mapa que pode ser em uma dimensa˜o (se os objetos caem em uma reta), em duas dimenso˜es (se os objetos
caem em um plano), em treˆs dimenso˜es (se os objetos podem ser representados por pontos no espac¸o), ou em um
nu´mero mais alto de dimenso˜es (caso em que uma simples representac¸a˜o geome´trica na˜o e´ possı´vel) (MANLY,
2008).
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desempenho, principalmente em questo˜es de direitos civis. Outra vantagem do me´todo e´ a
possibilidade de utiliza´-lo quando ha´ poucos dados ou dados faltantes sobre determinado juiz.
2.3 MODELOS
A seguir, sera˜o abordados os diferentes modelos existentes, tanto teo´ricos, quanto
exemplos de aplicac¸o˜es com dados de tribunais de outros paı´ses.
2.3.1 JUDICIAIS
Segundo Hwong (2006), ha´ cinco maneiras de explicar uma tomada de decisa˜o judicial,
atrave´s do modelo legal, atitudinal, atributos pessoais, estrate´gico e institucional, conforme
descritos abaixo. Vale ressaltar que estes modelos podem ser utilizados em conjunto, e na˜o
servem apenas para identificar um comportamento de um tribunal.
Modelo Legal
Segundo Hwong (2006), o modelo legal e´ aquele que define que os juı´zes se baseiam somente
na lei ao tomar suas deciso˜es, ou seja, o modelo legal e´ a premissa que se adota, de que
os membros poder judicia´rio sa˜o imparciais. Neste modelo, pode-se considerar tambe´m as
jurisprudeˆncias como embasamento para as deciso˜es.
Modelo Atitudinal
Ja´ o modelo atitudinal e´ aquele que define que os juı´zes se baseiam em prefereˆncias polı´ticas
pessoais, mais que na lei, ao tomar suas deciso˜es. Hwong (2006) cita o exemplo de Pritchett
(1948), que afirmou que os juı´zes tendem a apoiar deciso˜es de juı´zes mais pro´ximos do seu
cı´rculo de amizade, desde que sejam iguais a`s suas prefereˆncias polı´ticas ou pro´ximas delas.
No Canada´, Sidney Peck foi o primeiro a aplicar te´cnicas quantitativas para mapear padro˜es
de votos dos juı´zes de acordo com esse modelo. Para analisar os dados da Suprema Corte
do Canada´ entre 1958 e 1966, utilizou-se da te´cnica denominada scalogram analysis (PECK,
1967), que e´ geralmente aplicada em casos na˜o unaˆnimes.
Um ponto interessante levantado por Peck, foi o de analisar o quanto os juı´zes sa˜o
favora´veis a`s empresas em processos nos quais o governo e´ parte tambe´m. Nesse caso, Peck
definiu uma faixa de porcentagem relativa ao nu´mero de casos na˜o unaˆnimes julgados em que
empresa e governo eram partes, por exemplo, em 80% ou mais o juiz pode ser considerado
fortemente a favor das empresas, entre 60% e 79% e´ definido como a favor das empresas, entre
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41% e 59% e´ definido como neutro, entre 21% e 40% e´ definido como contra e 20% ou menos
e´ classificado como fortemente contra empresas.
Peck tambe´m analisou casos sobre negligeˆncia, tributac¸a˜o e direito penal, e dividiu
os votos em dois grupos, a favor ou contra a parte (por exemplo, voto a favor do governo ou
contra o governo). Ja´ Fouts (1967), fez um trabalho similar ao de Peck, entretanto extraiu dos
casos da Suprema Corte do Canada´, entre os anos 1950 e 1960, os votos na˜o unaˆnimes e os
classificou em dois tipos, os que tratam de liberdade dos civis e os que tratam do liberalismo
econoˆmico. Os casos classificados como liberdade dos civis, sa˜o aqueles em que ha´ conflitos
entre direitos pessoais e reivindicac¸o˜es de liberdade e a autoridade do governo. Ja´, os casos
classificados como liberalismo econoˆmico sa˜o aqueles em que ha´ conflitos entre os mais
carentes financeiramente e os que possuem muitas riquezas e deteˆm monopo´lios, como por
exemplo, as empresas.
Modelo de Atributos Pessoais
Outro modelo e´ o de atributos pessoais, originado do modelo atitudinal, que define que
os juı´zes se baseiam em prefereˆncias pessoais que podem vir a influenciar suas prefereˆncias
polı´ticas pessoais. Nas prefereˆncias pessoais incluem-se o perfil socioeconoˆmico dos juı´zes,
caracterı´sticas regionais e afiliac¸o˜es polı´ticas em cada caso. Hwong (2006) cita exemplos de
va´rios pesquisadores, como o de George (2001), que inferiu que ex-professores de direito que
foram nomeados para o Tribunal de Apelac¸a˜o dos EUA, apresentaram uma maior tendeˆncia,
comparados aos outros juı´zes, a dar opinio˜es e reverter opinio˜es de tribunais inferiores, a fim de
modificar o voto anterior, ale´m de agir conforme sua posic¸a˜o ideolo´gica acadeˆmica.
Outro exemplo citado e´ o de Brudney et al. (1999), que inferiram que os juı´zes
democra´ticos tendem a votar favoravelmente aos sindicatos em um maior nu´mero de vezes,
comparados aos juı´zes republicanos, e, mesmo no caso em que os juı´zes republicanos votam a
favor dos sindicatos, as juı´zas tendem a ser mais favora´veis do que os juı´zes.
Modelo Estrate´gico
O modelo estrate´gico e´ aquele que define que os juı´zes modificam seus votos de acordo com
as interac¸o˜es feitas com outros juı´zes. Hwong (2006) cita os exemplos de Murphy (1964) e
Epstein e Knight (1997), que analisaram dois conjuntos de dados, um do mandato de 1983
e outro do mandato de Warren Burger entre 1969 e 1985, em que foi identificado que o juiz
William Brennan, no mandato de 1983, votou estrategicamente para garantir que a revisa˜o das
deciso˜es fossem concedidas.
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Modelo Institucional
O modelo institucional e´ aquele que define que os juı´zes votam de acordo com a influeˆncia
exercida pelo o´rga˜o em que trabalham, como fatores polı´ticos ou procedimentais. Esse modelo
e´ fortemente ligado ao modelo estrate´gico. Os fatores polı´ticos e procedimentais incluem quais
casos sera˜o julgados.
Para exemplificar esse modelo, pode-se citar o trabalho de Russell (1969), que, atrave´s
de uma visa˜o institucional e estrate´gica, apo´s analisar 1031 casos entre 1950 e 1964, concluiu
que a Suprema Corte possui uma forte tendeˆncia a reverter as deciso˜es do Tribunal de Apelac¸a˜o
de Quebec.
Modelo Contextual
Ainda, o modelo contextual, segundo Cameron e Cummings (2003), explora as caracterı´sticas
de outros juı´zes que podem influenciar no voto de um juiz. Cameron e Cummings (2003)
identificaram que pelo menos na Corte de Apelac¸a˜o dos Estados Unidos da Ame´rica, houve
interac¸o˜es sociais substancialmente significativas entre os juı´zes, entretanto a interpretac¸a˜o de
seus efeitos na˜o e´ trivial.
Modelo de Economia Social
O modelo de economia social, criado por Cameron e Cummings (2003), possui como objetivo
estudar a influeˆncia de fatores na tomada de deciso˜es judiciais em colegiados, e utiliza como
estudo de caso a Corte Federal de Apelac¸a˜o. Este modelo e´ baseado no estudo de interac¸o˜es
sociais de grupos, e ele pode ser utilizado juntamente com os modelos atitudinal e o contextual,
conforme os trabalhos de Manski (2000) e Becker e Murphy (2000). Ale´m de considerar as
caracterı´sticas de outros juı´zes que podem influenciar no voto de um juiz, considera tambe´m as
ac¸o˜es tomadas pelos outros.
Para que as caracterı´sticas de um juiz possam influenciar um grupo, considera-se que
este grupo deve conter pessoas com caracterı´sticas diversas nos aspectos raciais, de geˆnero
sexual e ideologia, por exemplo. Esse aspecto esta´ contido nos treˆs que devem ser considerados
separadamente no modelo da economia social: 1) o impacto das caracterı´sticas de um juiz (rac¸a,
geˆnero sexual e ideologia) nele mesmo; 2) o impacto das caracterı´sticas dos outros juı´zes em
um juiz; 3) o impacto de cada ac¸a˜o dos outros juı´zes em cada juiz.
Ha´ ainda outro fato que pode ser levado em conta nesse modelo. Segundo Cameron e
Cummings (2003), pode haver uma norma de consenso, ou seja, votac¸a˜o unaˆnime para garantir
a legitimidade do tribunal que esta´ proferindo a sentenc¸a e evitar uma possı´vel reversa˜o da
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decisa˜o por um tribunal superior.
2.3.2 ESTATI´STICOS
No trabalho de Hwong (2006), e´ explorada a influeˆncia das caracterı´sticas
sociodemogra´ficas (lac¸os polı´ticos, lac¸os regionais, geˆnero sexual, anos de experieˆncia como
advogado, entre outros) dos juı´zes em suas deciso˜es relativas ao Direito Tributa´rio. Para
Hwong (2006), seu trabalho contribui para a compreensa˜o das deciso˜es judiciais de Direito
Tributa´rio, com treˆs ideias. A primeira e´ que as caracterı´sticas sociodemogra´ficas sa˜o
varia´veis influencia´veis, ou seja, juı´zes com caracterı´sticas parecidas tendem a ter o mesmo
comportamento durante os julgamentos. A segunda ideia e´ a de que cada tribunal possui seu
conjunto de varia´veis sociodemogra´ficas e seu valor de influeˆncia. Ja´ a terceira, e´ a de que uma
ana´lise quantitativa contribui para se conhecer melhor como sa˜o tomadas as deciso˜es judiciais,
agregada de uma ana´lise qualitativa posterior.
A ana´lise, apesar de explorar o comportamento dos juı´zes, na˜o explora o seu
comportamento individual e sim, quando esta˜o inseridos em grupos, como nas deciso˜es em
colegiado. Hwong (2006) utilizou dois modelos como base, o modelo de atributos pessoais7 e
o modelo de Schneider, ale´m de ana´lises bivariadas e multivariadas8.
Ja´ o trabalho de Martin et al. (2004), na a´rea de modelos estatı´sticos de tomada de
decisa˜o, tenta prever resultados de processos ainda na˜o julgados na Suprema Corte dos EUA.
Apo´s a decisa˜o real dos casos, ha´ uma comparac¸a˜o com os resultados previstos. Para isso,
Martin et al. (2004) selecionaram casos que estavam pendentes na Suprema Corte dos EUA e
aplicaram dois me´todos diferentes para compararem os resultados.
O primeiro me´todo consiste na aplicac¸a˜o de um modelo estatı´stico com base em
informac¸o˜es derivadas de deciso˜es passadas da Suprema Corte, anteriores ao caso a ser previsto,
em que foram construı´das a´rvores de classificac¸a˜o com base nas caracterı´sticas de cada caso.
Ja´ o segundo me´todo, uma ana´lise qualitativa, baseia-se em julgamentos de especialistas e
pesquisadores na a´rea jurı´dica que podem possuir opinio˜es baseadas nas leis, livros, opinio˜es
de tribunais, prefereˆncias polı´ticas e ideolo´gicas.
Apo´s analisarem 628 casos anteriormente decididos, Martin et al. (2004) criaram
a´rvores de classificac¸a˜o, que sa˜o citadas como modelo estatı´stico pelos mesmos. Para cada caso,
foram obtidas seis caracterı´sticas que foram utilizadas como varia´veis explanato´rias, sendo
7Este modelo demonstra que os juı´zes tomam deciso˜es influenciados por suas caracterı´sticas pessoais.
8Segundo Manly (2008), o ponto principal de uma ana´lise multivariada e´ considerar varia´veis relacionadas
simultaneamente, sendo todas consideradas igualmente importantes, pelo menos inicialmente.
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elas: (a) Tribunal de origem do caso, (b) Tema do caso, (c) Tipo do autor do processo (por
exemplo, EUA, pessoa lesada, empresa, entre outros), (d) Tipo do re´u, (e) Ideologia da decisa˜o
de primeira instaˆncia, e, (f) Autor do processo argumentou sobre a constitucionalidade de uma
lei.
Outro trabalho que pode ser citado e´ o de Boutilier e Lu (2011), que abordam sobre
modelos de escolha social, utilizados na definic¸a˜o de como sa˜o formadas as deciso˜es dos juı´zes
e ate´ na projec¸a˜o de votos. No trabalho, Boutilier e Lu (2011) definem que ha´ va´rios fatores
que devem ser levados em conta na escolha social como: (a) e´ impratica´vel a obtenc¸a˜o do
valor de prefereˆncias completas, tipicamente as prefereˆncias sa˜o estimadas observando-se o
comportamento do indivı´duo quando realiza escolhas, (b) quanto mais dados para treinar os
modelos probabilı´sticos de escolha social, mais realista sera´ o modelo, (c) a aproximac¸a˜o
dos dados e´ necessa´ria por va´rias razo˜es, como por exemplo, a falta de dados. Outro ponto
interessante levantado por Boutilier e Lu (2011) e´ o dos agentes que podem manipular as
votac¸o˜es, ou seja, mudar o resultado de uma eleic¸a˜o, por exemplo, declarando informac¸o˜es
incorretas.
Ja´ Cameron e Cummings (2003), criaram um modelo utilizando conceitos de
Economia Social e efeitos dos vizinhos ou pares (neighborhood/peer effect), como por exemplo,
a pra´tica de crimes, ingesta˜o de bebidas alcoo´licas, gravidez na adolesceˆncia, tabagismo entre
adolescentes, abandono escolar, entre outros.
No trabalho de Cameron e Cummings (2003), sa˜o citados alguns valores de grande
importaˆncia do modelo, como a utilidade para o juiz de cada tipo de voto proferido vi, sendo
ui(vi) = hi(vi)+θ1Si(vi, v¯i)+ εi(vi), que utiliza como base o impacto das caracterı´sticas de um
juiz i em si mesmo, o impacto das caracterı´sticas dos outros juı´zes votantes no juiz i, e o impacto
dos votos dos outros juı´zes no voto do juiz i. O valor hi(vi) representa a utilidade do voto do
juiz i para si mesmo; θ1 representa um coeficiente de ajuste para definir a influeˆncia do voto
dos demais juı´zes no juiz votante; Si(vi, v¯i), a utilidade do voto do juiz i para o grupo; v¯i e´ o
valor me´dio dos votos dos outros juı´zes que esta˜o julgando e εi(vi) representa o comportamento
peculiar do juiz i.
A utilidade privada reflete o valor do voto juiz i no que ele creˆ que seja correto,
baseando-se na informac¸a˜o que possui do caso, compreensa˜o da lei, jurisprudeˆncias anteriores
e convicc¸o˜es pessoais, ale´m da possı´vel influeˆncia dos outros juı´zes do colegiado. Ja´ a func¸a˜o
da utilidade social (Si(vi, v¯i)) e´ obtida pela seguinte fo´rmula Si(vi, v¯i) = 1−|vi− v¯i|, em que no
caso de treˆs juı´zes, se o juı´zes 2 e 3 votam do mesmo modo, o juiz 1, recebe o valor 1 para a
utilidade social, se ele votar da mesma forma, caso contra´rio recebera´ 0. Mas no caso do juiz 2
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votar de um jeito e o juiz 3 de outro, o juiz 1 recebera´ 0,5, independentemente do seu voto.
2.4 SIMULAC¸A˜O EM CAˆMARAS COLEGIADAS
Dentre diversos trabalhos sobre simulac¸a˜o em caˆmaras colegiadas existentes, pode-
se citar os trabalhos de Gaines et al. (1996) e Tanford e Penrod (1983), que abordam sobre a
tomada de deciso˜es em ju´ris.
Gaines et al. (1996) desenvolveram um modelo computacional dos processos
cognitivos envolvidos na tomada de decisa˜o de um ju´ri e utilizaram como base o modelo Story
Model de Pennington e Hastie (1986) e o modelo de Schank (1995). Os trabalhos utilizados
como base por Gaines et al. (1996) contribuem para determinar que um ju´ri ao votar, deve
compreender bem todos os fatos e ser capaz de explica´-los, e, para isto deve seguir alguns
passos como 1) selecionar a narrativa dos fatos que mais se aproxima da evideˆncia de inoceˆncia
ou culpa do re´u, 2) aprender com o juiz os tipos de votos que podem proferir (culpado ou na˜o
culpado, por exemplo), e, 3) atribuir aos fatos da narrativa escolhida as sentenc¸as definidas.
A selec¸a˜o da narrativa dos fatos deve se dar atrave´s de treˆs princı´pios, a cobertura,
a coereˆncia e a singularidade. A cobertura indica que a maioria das evideˆncias deve ser
contemplada pela narrativa escolhida. Ja´ a coereˆncia indica que na˜o deve haver contradic¸a˜o
nos argumentos e os eventos devem corresponder ao que os jurados acreditam como os fatos
ocorram, ale´m de na˜o haverem lacunas na narrativa dos fatos. Ja´ o princı´pio da singularidade
indica que quanto mais chances de uma narrativa ser escolhida, em detrimento das outras, maior
sera´ a sua singularidade, entretanto esta deve corresponder tambe´m a`s evideˆncias.
Diante destas premissas e de outras citadas no trabalho de Gaines et al. (1996), foi
utilizado o modelo de simulac¸a˜o denominado WAPNER (PENNINGTON; HASTIE, 1988), que
simula a tomada de decisa˜o de um ju´ri. Em primeiro lugar, o simulador indica a narrativa que
melhor explica as evideˆncias, e, posteriormente fornece o veredito e o nı´vel de confideˆncia do
mesmo. Gaines et al. (1996) utilizaram o WAPNER em treˆs experimentos distintos e chegaram
a conclusa˜o de que o simulador se mostrou eficiente ao que propo˜em.
Outro trabalho que aborda a simulac¸a˜o em caˆmaras colegiadas e´ o de Tanford e Penrod
(1983), que busca investigar a influeˆncia de uma opinia˜o intransigente em um ju´ri utilizando
simulac¸o˜es computacionais de tomada de decisa˜o. Os autores citam que em alguns casos uma
minoria pode influenciar a maioria, como verificado no estudo de Latane´ (1981) que calcula
os efeitos da influeˆncia destes dois grupos. Latane e Wolf (1981), ainda trabalham a teoria do
impacto social que esta´ relacionada ao nu´mero de membros em cada grupo, e pode contribuir
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para a compreensa˜o da influeˆncia dos jurados.
Tanford e Penrod (1983), ressaltam a importaˆncia da simulac¸a˜o computacional para
determinar o impacto das caracterı´sticas de cada ju´ri nos vereditos, ale´m de permitir realizar
combinac¸o˜es de diferentes tamanhos de ju´ris, regras de decisa˜o (quantidade de votantes da
maioria), criac¸a˜o de jurados intransigentes, e, acompanhar os resultados obtidos.
Ja´ Penrod et al. (1979), apresentam um modelo de tomada de decisa˜o em ju´ri que
simula o poder de persuasa˜o durante o processo de deliberac¸a˜o de um ju´ri. Alguns dos
paraˆmetros deste modelo incluem o tamanho do ju´ri, regras de tomada de decisa˜o, e, uma
probabilidade inicial de um membro do ju´ri tentar convencer os demais. O modelo de Penrod
et al. (1979), denominado DICE, utiliza cadeias de Markov ao representar as deliberac¸o˜es dos
ju´ris, e, a probabilidade de mudanc¸a de opinia˜o de um jurado pode ser obtido atrave´s de uma
matriz de probabilidades de transic¸a˜o, causado pelo poder de persuasa˜o da maioria ou ainda da
minoria.
Um dos resultados obtidos por Tanford e Penrod (1983) indicou que quando os jurados
com opinio˜es consistentes constituı´am a minoria, a influeˆncia era muito mais forte em ju´ris com
seis membros, comparado aos ju´ris com doze membros.
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3 ME´TODO DE PESQUISA
Este capı´tulo apresenta as etapas do me´todo de pesquisa para o desenvolvimento
do modelo proposto neste trabalho. De modo geral a metodologia deste trabalho pode ser
representada pela figura 8. Na sec¸a˜o 3.1 e´ abordado o proto´tipo de extrac¸a˜o de dados
desenvolvido no estudo de caso abordado neste trabalho. Na sec¸a˜o 3.2 e´ detalhado como foram
selecionados e tratados os dados de um estudo de caso de caˆmaras colegiadas. Na sec¸a˜o 3.3 sa˜o
abordados como foram selecionados os modelos e as varia´veis que sera˜o utilizadas. Na sec¸a˜o
3.4 sa˜o citadas as te´cnicas para projetar votos, a partir dos modelos obtidos. Por fim, na sec¸a˜o
3.5 e´ abordado como foram realizadas as simulac¸o˜es.
3.1 AQUISIC¸A˜O DO CONJUNTO DE DADOS
A primeira tarefa e´ o desenvolvimento do proto´tipo de extrac¸a˜o de dados de
documentos e a definic¸a˜o da fonte de dados que disponibilize documentos publicamente em
seus sites.
E´ necessa´rio escolher um tipo de assunto em pauta e uma caˆmara colegiada para
analisar os dados e acompanhar o comportamento dos membros do colegiado de acordo com
este assunto, uma vez que o voto pode variar de acordo com o assunto publicado. O crite´rio para
escolha do tribunal foi disponibilizar os documentos em formato HTML (HyperText Markup
Language) para permitir de forma via´vel a sua extrac¸a˜o. Diante disso, o escolhido foi o Superior
Tribunal de Justic¸a, um o´rga˜o do Poder Judicia´rio Brasileiro que julga parte dos processos em
colegiado.
Ja´ os crite´rios para escolha do assunto em pauta, levaram em conta a relevaˆncia,
encontrando-se uma quantidade considera´vel disponı´vel no o´rga˜o escolhido e ser um assunto
contı´nuo no tempo, ou seja, sempre havera´ processos para acompanhar a evoluc¸a˜o do
comportamento dos membros do colegiado. Assim, foi escolhido o assunto “Tributa´rio”.
Ja´ a segunda tarefa consiste em verificar quais dados esta˜o disponı´veis nesses
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Figura 8: Passos para a criac¸a˜o do modelo e simulac¸a˜o.
Fonte: Pro´pria.
documentos para realizar uma recuperac¸a˜o de informac¸a˜o e inseri-los em um banco de dados.
A terceira tarefa inclui a verificac¸a˜o da integridade das informac¸o˜es extraı´das, para isso
deve ser selecionada uma amostra dos dados utilizando-se a te´cnica de amostragem simples para
a verificac¸a˜o manual dos documentos, e averiguar se os dados condizem com o que foi inserido
no banco de dados. Para calcular o tamanho desta amostra, deve ser aplicar a seguinte fo´rmula:
n = (N ∗n0)/(N+n0) (13)
Sendo:
n0 = 1/E2;
N = Tamanho da populac¸a˜o;
E = Erro amostral, por convenc¸a˜o adota-se 0,05 ou 0,1 que representam
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respectivamente 95% e 90% de confianc¸a;
n = Tamanho da amostra, ou seja, quantidade de dados que devem ser testados.
Logo, atrave´s do ca´lculo do tamanho da amostra, em que N = 650000 documentos
de aco´rda˜os, e, adotando E = 0,01, devera˜o ser analisados manualmente 100 aco´rda˜os para
verificar se as informac¸o˜es contidas no banco de dados esta˜o de acordo com o que foi
disponibilizado online.
Os dados foram filtrados tambe´m em processos com decisa˜o por maioria para
identificar as coalizo˜es de votos, e com somente um re´u e um autor, para eliminar possı´veis
erros da ana´lise automatizada dos tipos de deciso˜es (positivas, negativas ou parciais).
3.2 PRE´-PROCESSAMENTO DOS DADOS
Nesta sec¸a˜o sa˜o abordados os passos do pre´-processamento dos dados para melhorar
a precisa˜o, eficieˆncia e escalabilidade do processo de classificac¸a˜o e previsa˜o, conforme citado
por Han (2005).
De modo geral, primeiramente executa-se uma limpeza dos dados, a fim de eliminar
ou reduzir o ruı´do, ale´m da substituic¸a˜o de valores faltantes por valores de ocorreˆncia mais
frequente para o atributo, ou ainda, o valor mais prova´vel.
Em seguida, realiza-se a ana´lise de relevaˆncia dos atributos, eliminando os atributos
redundantes, atrave´s da ana´lise por correlac¸a˜o entre atributos fortemente correlacionados, ou
ainda, a transformac¸a˜o de intervalos de valores em categorias, como por exemplo converter
nomes de cidades em estados ou regio˜es. Pode-se tambe´m selecionar um conjunto menor de
atributos a partir do conjunto completo, utilizando de te´cnicas heurı´sticas, como por exemplo,
a induc¸a˜o por a´rvore de decisa˜o.
Posteriormente, deve ser executada a transformac¸a˜o dos dados atrave´s da
normalizac¸a˜o, para reduzir atributos com valores muito grandes, como por exemplo a renda,
ou ainda ano de nascimento.
E´ indicado ainda obter uma visa˜o global dos dados, atrave´s de te´cnicas de sumarizac¸a˜o
para identificar propriedades tı´picas dos dados, e verificar valores que devem ser tratados como
ruı´do ou discrepantes. Dentre as propriedades tı´picas, incluem-se as medidas de tendeˆncia
central e a dispersa˜o dos dados.
Dentro do pre´-processamento dos dados inclui-se o ca´lculo do valor da ideologia.
O valor da ideologia pode ser calculado de acordo com os votos dos membros do colegiado
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extraı´dos dos documentos. Para calcular este valor foi utilizado o algoritmo W-NOMINATE de
Keith Poole e Howard Rosenthal (POOLE et al., 2011).
Como dados de entrada do algoritmo, foram utilizados os dados dos votos dos
membros em cada decisa˜o que participaram, similar ao propo´sito do algoritmo original que
utilizava dados de votos de senadores em sesso˜es de votac¸o˜es de leis. No estudo de caso
abordado por Poole et al. (2011), cada senador/deputado e´ representado por uma linha, ja´ nas
votac¸o˜es em que participam sa˜o representados por colunas, formando assim uma matriz das
votac¸o˜es que cada senador participou e o voto que proferiu.
Apo´s a execuc¸a˜o do algoritmo, obteˆm-se os valores da ideologia para cada membro do
colegiado estudado, desde que hajam votos suficientes para o algoritmo calcular o valor.
3.3 CRIAC¸A˜O DOS MODELOS
Para a criac¸a˜o dos modelos, foram selecionados dois modelos distintos, o de regressa˜o
logı´stica e o de a´rvore de decisa˜o. O modelo de regressa˜o logı´stica bina´ria foi escolhido pelo
fato de na˜o requerer que as varia´veis independentes possuam distribuic¸a˜o normal ou tenham
variaˆncia similar, ale´m disso, este modelo na˜o assume que as varia´veis independentes devam
ter relac¸a˜o linear com a varia´vel dependente, e, geralmente e´ utilizado quando ha´ muitos efeitos
na˜o lineares entre as varia´veis, ou seja, via´vel para dados de cieˆncias sociais que apresentam
este tipo de comportamento. Ja´ o modelo de a´rvore de decisa˜o foi escolhido pelo fato de ser
um me´todo simples, de fa´cil aplicac¸a˜o e capaz de identificar as varia´veis mais importantes para
projetar a varia´vel dependente.
Para o desenvolvimento dos modelos, buscou-se utilizar um modelo de tomada de
decisa˜o ja´ existente para a escolha dos atributos, neste caso o de Cameron e Cummings (2003),
conforme detalhado anteriormente.
A seguir, sera´ exposto como foram escolhidas as amostras de treinamento e teste dos
modelos, a selec¸a˜o das varia´veis disponı´veis, e a avaliac¸a˜o dos modelos obtidos.
3.3.1 SELEC¸A˜O DA AMOSTRA
As amostras dividem-se em amostra de treinamento e teste. A amostra de treinamento
e´ utilizada na criac¸a˜o de um modelo a partir destes dados. Ja´ a amostra de teste, serve para
testar o modelo obtido a partir da amostra de treinamento e verificar se este apresenta uma
porcentagem de acertos adequada.
43
Para a escolha da amostra de treinamento, aplicou-se o me´todo denominado amostra
estratificada, com aproximadamente 2/3 do total de registros em cada grupo da varia´vel
dependente, ou seja, a varia´vel voto. A escolha pela amostra estratificada, se deu por possibilitar
a obtenc¸a˜o da mesma quantidade de registros dos dois valores da varia´vel voto, o voto positivo
e o voto negativo.
3.3.2 SELEC¸A˜O DAS VARIA´VEIS
Para a escolha das varia´veis que ira˜o compor os modelos, foram identificadas todas as
varia´veis disponı´veis nos currı´culos dos membros do colegiado e nos documentos. Em seguida,
realizou-se uma correlac¸a˜o bivariada, de todas as varia´veis para verificar se essas atendiam a`
regra de na˜o terem uma alta correlac¸a˜o que prejudicasse a regressa˜o.
Num primeiro momento, sa˜o utilizadas todas as varia´veis, a fim de identificar quais
exercem mais influeˆncia que as outras. Pore´m, num modelo mais refinado para o estudo de
caso, e´ possı´vel reduzir o nu´mero de varia´veis.
3.3.3 AVALIAC¸A˜O DOS MODELOS
A avaliac¸a˜o do modelo de regressa˜o logı´stica e´ diferente do modelo de a´rvore de
decisa˜o, ou seja, cada modelo possui paraˆmetros especı´ficos que indicam a qualidade do
modelo.
3.3.3.1 Regressa˜o Logı´stica
No modelo de regressa˜o logı´stica bina´ria, o modelo pode ser avaliado de modo geral e
a nı´vel de varia´veis. Para avaliac¸a˜o do modelo no geral, deve-se verificar os seguintes valores1:
• Log verossimilhanc¸a inicial: Valor de adereˆncia do modelo quando nenhuma varia´vel
preditora esta´ inclusa;
• Log verossimilhanc¸a final: Valor de adereˆncia do modelo quando todas as varia´veis
preditores esta˜o inclusas;
• Porcentagem de acerto dos votos positivos: Porcentagem de votos positivos que sa˜o
projetados pelo modelo na amostra de teste de modo correto;
1Estes valores podem ser obtidos ao executar o me´todo de regressa˜o logı´stica bina´ria no software SPSS v.21.
da empresa IBM.
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• Porcentagem de acerto dos votos negativos: Porcentagem de votos negativos que sa˜o
previstos pelo modelo na amostra de teste de modo correto;
• R2 de Cox & Snell (COX; SNELL, 1968): Me´trica para avaliar a qualidade do modelo.
O valor varia entre 0 e 1;
• R2 de Nagelkerke (NAGELKERKE, 1991): Me´trica para avaliar a qualidade do modelo.
O valor varia entre 0 e 1.
Os valores de R2 podem variar de 0 (previsores sa˜o inu´teis na previsa˜o da varia´vel
de saı´da) a 1 (o modelo preveˆ perfeitamente a varia´vel de saı´da). Por exemplo, se o R2 de
um modelo e´ 0,8234, isto significa que 82,34% da varia´vel dependente consegue ser explicada
pelos regressores presentes no modelo. Entretanto, e´ comum encontrar o valor de R2 baixo em
fenoˆmenos das cieˆncias sociais, conforme citado por Hosmer e Lemeshow (2000).
Ja´ para a avaliac¸a˜o das varia´veis presentes no modelo, deve-se atentar para os seguintes
valores obtidos:
• B: Valor da varia´vel que e´ utilizado na equac¸a˜o da regressa˜o logı´stica para projetar a
varia´vel dependente;
• Standard Error: Erro padra˜o associado ao valor da constante;
• Wald: Utilizado para avaliar se o paraˆmetro e´ estatisticamente significativo. Quanto
maior que zero for para o previsor, mais este contribui para a previsa˜o da varia´vel de
saı´da.
• Sig. : Convencionalmente se define que caso o valor seja < 0,05, indica que a varia´vel e´
significante no modelo. Deve ser analisado com o valor de Wald;
• Exp(B): Exponenciac¸a˜o do coeficiente B. Caso o valor seja maior que 1, a medida
que este valor aumenta, aumentam as chances de ocorrer uma determinada saı´da. Caso
seja menor que 1, a medida que o previsor aumenta, diminuem as chances da saı´da
determinada ocorrer (FIELD, 2005).
Vale ressaltar que a escolha das varia´veis que melhor representam o modelo, impacta
nos valores que indicam a qualidade do modelo no modo geral.
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3.3.3.2 A´rvore de Decisa˜o
No modelo de a´rvore de decisa˜o, o modelo pode ser avaliado de modo geral atrave´s
dos seguintes valores2:
• Correctly Classified Instances: Representa o nu´mero de instaˆncias classificadas
corretamente;
• Incorrectly Classified Instances: Representa o nu´mero de instaˆncias classificadas
incorretamente;
• Kappa statistic: Medida de concordaˆncia usada em escalas nominais. Quanto menor o
valor de Kappa, menor a confianc¸a de observac¸a˜o, o valor 1 implica a correlac¸a˜o perfeita;
• Mean absolute error: Me´dia da diferenc¸a entre os valores atuais e os projetados em todos
os casos, e´ a me´dia do erro da projec¸a˜o;
• Root mean squared error: Utilizado para medir o sucesso de uma predic¸a˜o nume´rica;
• Relative absolute error: E´ o erro total absoluto. Em todas as mensurac¸o˜es de erro, valores
mais baixos significam maior precisa˜o do modelo, com o valor pro´ximo de zero se atinge
o modelo estatisticamente perfeito.
Com relac¸a˜o ao valor de Kappa statistic, deve-se considerar os valores da tabela 1 para
verificar se o valor obtido atrave´s dos dados e´ adequado.
Tabela 1: Valores de refereˆncia para o Kappa statistic.
Fonte: Landis e Koch (1977). Traduc¸a˜o nossa.
Intervalo de Valores Concordaˆncia
<0 Sem concordaˆncia
0 - 0,19 Pobre
0,20 - 0,39 Razoa´vel
0,40 - 0,59 Moderada
0,60 - 0,79 Substancial
0,80 - 1 Excelente
2Estes valores podem ser obtidos ao executar o algoritmo J48 no software Weka 3.6.10 desenvolvido pela
Universidade de Waikato .
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3.4 PROJEC¸A˜O DOS DADOS
Para a projec¸a˜o dos dados, deve-se utilizar a amostra de teste e verificar se o modelo
possui porcentagens de acertos similares ao da amostra de treinamento, em relac¸a˜o a` projec¸a˜o
da varia´vel voto. Caso na˜o, indica que modelo provavelmente necessite ser modificado,
retirando varia´veis conforme a avaliac¸a˜o apresentada na subsec¸a˜o 3.3.3, ou ainda inserindo
novas varia´veis que possam contribuir para o modelo.
Pode haver alguns problemas quanto a questa˜o da amostra selecionada, sendo
necessa´rio nestes casos, a adoc¸a˜o de outros me´todos que melhor representem a populac¸a˜o dos
dados.
3.5 CONSTRUC¸A˜O DA SIMULAC¸A˜O
Para a simulac¸a˜o, foi considerada a transpareˆncia do comportamento, ale´m da efica´cia
na apresentac¸a˜o dos resultados. Segundo Lorscheid (2011), esse processo pode ser dividido em
va´rias etapas: 1) concepc¸a˜o do modelo, 2) construc¸a˜o do modelo, 3) verificac¸a˜o, 4) validac¸a˜o
e 5) ana´lise de sensibilidade. Uma das principais questo˜es durante a ana´lise e´ como produzir e
analisar dados de simulac¸o˜es, para responder a`s questo˜es levantadas na pesquisa.
Neste mesmo sentido, Railsback e Grimm (2011) ressaltam que o pesquisador deve
verificar se os resultados sa˜o realmente novos e importantes ou apenas consequeˆncia de uma
decisa˜o durante a modelagem. Faz-se necessa´rio tambe´m encontrar discrepaˆncias entre a
previsa˜o e a saı´da dos resultados do modelo.
O processo de ana´lise e´ dividido em duas partes: 1) ana´lise pre´-experimental, e, 2)
ana´lise experimental (MONTGOMERY, 2006), conforme mostra a figura 9.
Cada uma das fases e´ composta de algumas atividades. O primeiro passo consiste em
definir o objetivo do experimento, a fim de garantir uma ana´lise eficaz e eficiente dos resultados
da simulac¸a˜o, para a questa˜o de pesquisa poder ser respondida. Os principais objetivos desse
passo sa˜o identificar os fatores importantes e seus efeitos sobre a resposta, e verificar se
existem diferentes conjuntos de varia´veis que permitem obter um desempenho aceita´vel (LAW;
KELTON, 2000). Em algumas hipo´teses da pesquisa, pode haver alguns conjuntos diferentes
de varia´veis para que as hipo´teses sejam testadas.
A segunda atividade e´ a classificac¸a˜o das varia´veis, a fim de distribuı´-las nas categorias
de independente, dependente e varia´veis de controle (FIELD; HOLE, 2003). As varia´veis de
controle sa˜o aquelas fixadas por um valor ou distribuı´das aleatoriamente por uma distribuic¸a˜o
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Figura 9: Fases do experimento da simulac¸a˜o.
Fonte: Montgomery (2006). Traduc¸a˜o nossa.
de probabilidade3. Todas as varia´veis funcionam como paraˆmetros de entrada da simulac¸a˜o e
atrave´s delas sera´ possı´vel projetar o valor da varia´vel resposta, portanto, e´ fundamental que se
defina todas as varia´veis e os possı´veis valores de entrada, para permitir sua fa´cil aplicac¸a˜o.
A terceira atividade e´ a definic¸a˜o das varia´veis de resposta e os fatores, tambe´m
conhecidas como varia´veis independentes. As varia´veis de resposta sa˜o utilizadas para medir
o resultado experimental (LAW; KELTON, 2000). Com relac¸a˜o a`s varia´veis independentes,
requer-se a definic¸a˜o dos factor levels, ou seja, a faixa de valores (WU et al., 2000). Entretanto,
deve-se tomar cautela quanto a` definic¸a˜o das varia´veis independentes como varia´veis de
controle, pois podem gerar efeitos indesejados no modelo.
A quarta atividade e´ selecionar o design fatorial apropriado. O design fatorial e´ uma
te´cnica que analisa as faixas de valores das varia´veis independentes de forma sistema´tica,
possibilitando obter resultados va´lidos e objetivos, ale´m de identificar as interac¸o˜es entre
fatores. Os fatores interagem quando o efeito de um fator em relac¸a˜o a` resposta e´ enfraquecido
ou reforc¸ado com o valor de um outro fator (FIELD; HOLE, 2003). Em modelos com mais de
3Um exemplo de varia´vel de controle e´ o nu´mero de iterac¸o˜es por simulac¸a˜o.
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um fator, o conhecimento sobre as interac¸o˜es existentes e´ importante para a interpretac¸a˜o dos
resultados.
A quinta atividade e´ a estimac¸a˜o da variaˆncia do erro do experimento, que ocorre
quando o modelo possui fatores de perturbac¸a˜o incontrola´veis ou desconhecidos, ou seja,
quando se executa a mesma simulac¸a˜o, com o mesmo conjunto de varia´veis, obte´m-
se variabilidades nas respostas, o que pode prejudicar a ana´lise de diferentes conjuntos
de varia´veis. Portanto, Lorscheid (2011) cita que e´ necessa´rio definir um nu´mero de
experimentos/execuc¸o˜es necessa´rios para cada simulac¸a˜o. Algumas medidas importantes para
analisar a precisa˜o da me´dia e a variabilidade dos dados, sa˜o a soma dos quadrados dos erros,
variaˆncia e o desvio padra˜o (FIELD; HOLE, 2003).
Ja´ a sexta atividade, e´ a execuc¸a˜o do experimento de simulac¸a˜o, de acordo com os
passos definidos anteriormente. Os valores das respostas obtidas sa˜o armazenados em uma
matriz de valores me´dios de cada conjunto de N simulac¸o˜es de combinac¸a˜o de fatores, para
posterior ana´lise.
E, por fim, o se´timo passo e´ a ana´lise dos efeitos, que representa o quanto as varia´veis
dependentes escolhidas em cada simulac¸a˜o explicam a varia´vel resposta, tambe´m conhecida
pelo valor de R2.
3.5.1 ANA´LISE DE SENSIBILIDADE
A ana´lise de sensibilidade consiste em criar um algoritmo para cruzamento automa´tico
dos mais diversos atributos e valores, e verificac¸a˜o dos votos projetados pelo modelos
abordados. A abordagem utilizada neste trabalho, foi a de obter as caracterı´sticas de processos
reais e mudar um ou mais valores de varia´veis por vez, a fim de verificar a mudanc¸a do voto
individual projetado.
A partir disto, visualiza-se atrave´s de gra´ficos o impacto de cada varia´vel, e permite
verificar qual valor e grupos de valores podem resultar na mudanc¸a do voto projetado
anteriormente, ou seja, visualizar se houveram mais votos positivos, negativos, ou ainda se a
alterac¸a˜o do valor na˜o resultou em grandes mudanc¸as.
O algoritmo e´ representado pelo fluxograma da figura 10. Neste exemplo, foi utilizado
apenas um atributo para ana´lise de sensibilidade, mas podem ser utilizados dois ou mais
atributos. Pode-se definir tambe´m os valores das varia´veis que sera˜o testados.
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Figura 10: Fluxograma para elaborac¸a˜o da ana´lise de sensibilidade dos dados.
Fonte: Pro´pria.
3.5.2 SIMULAC¸A˜O UTILIZANDO O NETLOGO
Nesta simulac¸a˜o foi utilizado o ambiente do NetLogo. Este ambiente, disponı´vel para
download em http://ccl.northwestern.edu/netlogo/, e´ um ambiente de modelagem programa´vel
multiagente utilizado para simular fenoˆmenos naturais e sociais.
De acordo com a documentac¸a˜o do programa disponı´vel em seu site, os usua´rios
do sistema ao criarem um modelo, podem dar instruc¸o˜es a centenas ou milhares de agentes
que operam de modo independente. Portanto, torna possı´vel explorar a conexa˜o entre o
comportamento a nı´vel de indivı´duos e a nı´vel macro, que decorre das interac¸o˜es.
O NetLogo ainda permite que os usua´rios explorem o comportamento dos agentes sob
diferentes condic¸o˜es e a partir dos mais diferentes modelos, permitindo tambe´m a criac¸a˜o de
novas modelagens.
Um exemplo de modelo que se pode citar e´ o de Preferential Attachment disponı´vel
na biblioteca de modelos do NetLogo. Neste modelo, os agentes sa˜o representados por no´s, e a
cada iterac¸a˜o e´ criado um novo no´ que e´ conectado a um no´ ja´ existente. Quanto mais conexo˜es
o no´ ja´ existente possui, maior a probabilidade de um novo no´ se conectar a ele. O modelo pode
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ser visualizado na figura 11
Figura 11: Tela do NetLogo com o modelo “Preferential Attachment”.
Fonte: Pro´pria
A aplicac¸a˜o do NetLogo neste trabalho, e´ a possibilidade da criac¸a˜o da agentes
representando os membros de um colegiado, e o seus comportamentos guiados de acordo com
os modelos criados (a´rvore de decisa˜o e regressa˜o logı´stica bina´ria), ale´m da inserc¸a˜o de novas
varia´veis de interac¸a˜o. A partir da aplicac¸a˜o dos modelos, viabiliza-se o teste de inu´meros
cena´rios e os comportamentos dos agentes, de acordo com as caracterı´sticas definidas.
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4 DADOS COLETADOS
A seguir, sera˜o apresentados os dados coletados que foram utilizados nos modelos
sugeridos neste trabalho. Na sec¸a˜o 4.1 e´ citada a fonte de dados utilizada para coleta das
informac¸o˜es e o motivo de sua escolha. Na sec¸a˜o 4.2 sa˜o abordados os documentos extraı´dos,
que incluem a fonte, perı´odo de extrac¸a˜o, e o contexto ao qual os dados pertencem. Na sec¸a˜o
4.3 sa˜o apresentadas as informac¸o˜es extraı´das dos documentos, que incluem o voto proferido
(positivo ou negativo), tipo de resultado (unanimidade ou maioria), informac¸o˜es dos currı´culos
dos membros do colegiado, entre outros. Por fim, na sec¸a˜o 4.4 e´ apresentada a representac¸a˜o
formal das varia´veis identificadas a partir dos dados extraı´dos.
4.1 ESTUDO DE CASO
Como estudo de caso para aplicar o modelo, foram selecionados os colegiados
presentes no Superior Tribunal de Justic¸a. Os colegiados representam grupos de juı´zes que
julgam processos e formam jurisprudeˆncias, documentos que consolidam as deciso˜es.
A ana´lise deste estudo de caso e´ importante pois estudantes, profissionais da a´rea
jurı´dica e cidada˜os, independente da metodologia adotada em qualquer pesquisa na a´rea
judicial, dependem de informac¸o˜es contidas em textos legais1, entretanto, a interpretac¸a˜o das
opinio˜es judiciais e´ bastante trabalhosa (EVANS et al., 2006), ou seja, a possibilidade de
identificac¸a˜o de tendeˆncias das deciso˜es se faz importante.
Ha´ ainda, a problema´tica de avaliar se as deciso˜es sa˜o tomadas baseadas somente na lei
ou se ha´ influeˆncia de fatores externos, ou ainda conforme citado por Schubert (1965) “Ate´ que
ponto os atos pu´blicos dos juı´zes sa˜o influenciados por suas crenc¸as pessoais ?”. Este tema e´
abordado em trabalhos como o de Hwong (2006), que cita que para um grupo definido pelo autor
como American Legal Realists, as deciso˜es legais sofrem influeˆncias de fatores extralegais,
como sociais, polı´ticos e econoˆmicos, e isso pode ser verificado atrave´s de ana´lises quantitativas.
1Os textos legais podem incluir leis, jurisprudeˆncias, su´mulas, entre outros documentos emitidos pelo poder
judicia´rio.
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Entretanto, vale ressaltar, que na˜o ha´ como definir as caracterı´sticas e influeˆncias que sejam
aplica´veis a` todas as situac¸o˜es.
Os documentos, disponibilizados online pelo poder judicia´rio, apresentam mu´ltiplas
possibilidades de explorac¸a˜o, incluindo a descric¸a˜o das deciso˜es proferidas pelos magistrados.
A` navegac¸a˜o tema´tica (assunto do aco´rda˜o), agrega-se a navegac¸a˜o social (por exemplo, quais
membros do colegiado esta˜o julgando o processo) e temporal (qual a data do julgamento). Esse
cena´rio requer o desenvolvimento de novas metodologias e te´cnicas para extrair, classificar e
referenciar conteu´dos.
A modelagem da tomada de decisa˜o entre os membros do poder judicia´rio na˜o pode ser
dissociada do substrato social que a define: as interac¸o˜es que estabelecem prefereˆncias, ideias
e influeˆncias em momentos particulares. Algumas das informac¸o˜es que podem ser retiradas das
redes sociais associadas aos magistrados e a`s deciso˜es2 podem ser:
• Assuntos mais julgados no tempo3;
• Membros e deciso˜es mais influentes no tempo4;
• Deciso˜es e membros que desempenham o papel de intermedia´rios;
• Relatores e membros do colegiado que participam juntos com mais frequeˆncia em
aco´rda˜os;
• Filiac¸a˜o e trajeto´ria (acadeˆmica, social, polı´tica, entre outros) de grupos de influeˆncia;
• Verificac¸a˜o de quem originou as opinio˜es/deciso˜es mais propagadas ao longo do tempo5.
O conteu´do presente nas deciso˜es na˜o fornece apenas uma riqueza pela sua variedade
na definic¸a˜o de conceitos e pessoas associadas a cada decisa˜o, essa base serve de infraestrutura
para a descric¸a˜o de alguns comportamentos como:
• Prova´veis deciso˜es de acordo com os assuntos, membros do colegiado, advogados e partes
envolvidas nos processos;
2Neste contexto, o conceito de deciso˜es referencia os documentos denominados “Aco´rda˜os”.
3Tendo como base o que foi publicado nos documentos. No caso do Superior Tribunal de Justic¸a, alguns
documentos na˜o possuem o assunto definido.
4Como exemplo de influeˆncia de um membro de um colegiado, poder-se-ia ter a quantidade de citac¸o˜es nos
processos em que foi relator, ou ainda, a quantidade de votos que acompanharam os seus processos. Ja´ um exemplo
de decisa˜o influente, seria o nu´mero de vezes que um processo foi citado.
5O sentido de propagac¸a˜o aqui mencionado, e´ o de que se uma decisa˜o que e´ muito citada, foi embasada em
outra, logo a decisa˜o original foi fortemente propagada.
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• Prova´veis ideologias dos membros de um colegiado;
• Quais jurisprudeˆncias e bibliografias podem ser citadas em cada julgamento, baseadas em
jurisprudeˆncias de assuntos similares;
• Descric¸a˜o dos prova´veis motivos que possibilitam a difusa˜o de opinio˜es.
4.1.1 SUPERIOR TRIBUNAL DE JUSTIC¸A
O Superior Tribunal de Justic¸a do Brasil, segundo o seu pro´prio site (htt p :
//www.st j. jus.br), pode ser definido como:
“[...] A corte responsa´vel por uniformizar a interpretac¸a˜o da lei federal em todo
o Brasil, seguindo os princı´pios constitucionais e a garantia e defesa do Estado de
Direito.
O STJ e´ a u´ltima instaˆncia da Justic¸a brasileira para as causas infraconstitucionais,
na˜o relacionadas diretamente a` Constituic¸a˜o. Como o´rga˜o de convergeˆncia da Justic¸a
comum, aprecia causas oriundas de todo o territo´rio nacional, em todas as vertentes
jurisdicionais na˜o-especializadas [...]” (Disponı´vel em: http://www.stj.jus.br. Acesso
em 15/12/2013.)
Dentro da hierarquia do poder judicia´rio brasileiro, o Superior Tribunal de Justic¸a
localiza-se abaixo do Supremo Tribunal Federal, e no mesmo nı´vel de outros tribunais
superiores. A figura 12 representa a estrutura do poder judicia´rio brasileiro, a qual possui treˆs
graus de instaˆncias, ou seja, um mesmo caso pode ser julgado e passar por treˆs tribunais do
poder judicia´rio ate´ obter uma decisa˜o em que na˜o cabe mais recurso. Em alguns casos, pode
haver ainda a quarta instaˆncia, quando ha´ lesa˜o ou ameac¸a a` Constituic¸a˜o Federal.
4.1.2 DOCUMENTOS PRODUZIDOS
O motivo pela escolha do STJ como estudo de caso, e´ devido pelo fato do o´rga˜o
disponibilizar em seu site (www.stj.jus.br) as jurisprudeˆncias, ou seja, documentos que
identificam os membros do colegiado e a decisa˜o proferida, entre outras caracterı´sticas.
De acordo com o site do Superior Tribunal de Justic¸a, a jurisprudeˆncia e´ a orientac¸a˜o
que resulta de um conjunto de deciso˜es judiciais proferidas num mesmo sentido sobre
determinada mate´ria. No STJ as deciso˜es sa˜o disponibilizadas somente apo´s publicac¸a˜o no
Dia´rio da Justic¸a Eletroˆnico e inclusa˜o na base de dados pela Secretaria de Jurisprudeˆncia6.
6Disponı´vel em: http://www.stj.jus.br. Acesso em 15/12/2013.
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Figura 12: Estrutura do Poder Judicia´rio Brasileiro.
Fonte: Pro´pria.
As jurisprudeˆncias podem ser denominadas tambe´m de aco´rda˜os e, no caso do STJ,
sa˜o disponibilizados em seu site os espelhos destes documentos, que representam um resumo
do aco´rda˜o, conforme figura 13. Abaixo sera˜o apresentados alguns campos presentes neste
espelho, segundo o site do tribunal.
• Processo: Este campo apresenta a sigla da classe processual, o nu´mero do processo com
a sigla da Unidade da Federac¸a˜o, o nome por extenso da classe processual e o nu´mero de
registro;
• Relator: Neste campo e´ apresentado o nome do relator e, quando houver, do relator para
aco´rda˜o ou do revisor;
• O´rga˜o Julgador: Este campo indica o o´rga˜o julgador que proferiu a decisa˜o;
• Data do Julgamento: Este campo indica a data em que ocorreu a sessa˜o de julgamento;
• Data da Publicac¸a˜o/Fonte: Este campo indica a data em que ocorreu a publicac¸a˜o
do aco´rda˜o e tambe´m a sua fonte de publicac¸a˜o (Dia´rio da Justic¸a, Dia´rio da Justic¸a
Eletroˆnico, Revista do Superior Tribunal de Justic¸a, entre outros);
• Ementa: Este campo apresenta o resumo do conteu´do do aco´rda˜o. Sua elaborac¸a˜o e´
atribuic¸a˜o do Ministro relator ou, quando vencido, do Ministro designado relator para o
aco´rda˜o;
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Figura 13: Espelho de um Aco´rda˜o do STJ.
Fonte: Site do Superior Tribunal de Justic¸a
• Aco´rda˜o: Este campo apresenta o resultado final do julgamento, votac¸a˜o, presenc¸a ou
auseˆncia de ministro e sustentac¸a˜o oral, se houver;
• Palavras de Resgate: Este campo e´ complementar aos campos Ementa e Outras
Informac¸o˜es, destinando-se a` inclusa˜o de palavras que possam auxiliar a pesquisa e
facilitar o resgate dos aco´rda˜os.
4.1.3 MEMBROS DO COLEGIADO
Conforme contido no site do tribunal:
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“O Superior Tribunal de Justic¸a (STJ) e´ composto por, no mı´nimo, 33 ministros
nomeados pelo presidente da Repu´blica, apo´s aprovac¸a˜o do Senado Federal. Essa
composic¸a˜o e´ estabelecida pelo artigo 104 da Constituic¸a˜o Federal, segundo o qual
o cargo deve ser preenchido por brasileiros com mais de 35 e menos de 65 anos
de idade, de nota´vel saber jurı´dico e reputac¸a˜o ilibada [...]” (Disponı´vel em:
http://www.stj.jus.br. Acesso em 15/12/2013.)
O Superior Tribunal de Justic¸a e´ organizado pelo crite´rio da especializac¸a˜o, em vista
disso, existem treˆs sec¸o˜es de julgamento, cada uma delas composta por duas turmas, que
analisam e julgam mate´rias de acordo com a natureza da causa submetida a apreciac¸a˜o. Ale´m
das sec¸o˜es e turmas, existem tambe´m a Corte Especial, o´rga˜o de maior hierarquia no tribunal.
A Corte Especial e´ dirigida pelo presidente do Tribunal e formada por quinze ministros,
escolhidos pelo crite´rio de antiguidade no STJ. Ale´m de exercer func¸o˜es administrativas, esse
o´rga˜o julga os processos criminais de competeˆncia origina´ria, aqueles que teˆm inı´cio no pro´prio
Tribunal.
Em relac¸a˜o a`s sec¸o˜es, existem treˆs sec¸o˜es especializadas de julgamento no Superior
Tribunal de Justic¸a (STJ) e cada uma e´ formada por duas turmas especializadas, e cada turma e´
integrada por cinco ministros.
A Primeira Sec¸a˜o, composta por ministros da Primeira Turma e da Segunda Turma,
aprecia mate´rias de Direito Pu´blico, com destaque para questo˜es administrativas e tributa´rias,
mandados de seguranc¸a contra ministros de Estado, entre outros temas.
A Segunda Sec¸a˜o, composta por ministros da Terceira Turma e da Quarta Turma,
decide sobre mate´rias de Direito Privado, examinando questo˜es de Direito Civil e Comercial.
Ja´ a Terceira Sec¸a˜o, composta por ministros da Quinta Turma e da Sexta Turma, julga
causas que envolvam mate´rias de Direito Penal, como habeas-corpus, bem como questo˜es
previdencia´rias, mandados de seguranc¸a contra ministros de Estado e mate´rias de Direito
Pu´blico e Privado na˜o cobertas pela Primeira e Segunda sec¸o˜es.
4.2 EXTRAC¸A˜O DE DOCUMENTOS
Apo´s a escolha do o´rga˜o do qual devem ser extraı´das as informac¸o˜es e o assunto, foram
extraı´das de forma automa´tica todas as deciso˜es proferidas em colegiado do site do Superior
Tribunal de Justic¸a (STJ), publicadas no perı´odo entre 29/09/1997 e 17/11/2011, cujo assunto
envolvesse Direito Tributa´rio. Apo´s a extrac¸a˜o, foram realizados os devidos tratamentos dos
dados conforme sec¸a˜o 3.2, que aborda sobre o pre´-processamento dos dados.
A ana´lise textual do documento consistiu em separa´-lo nos itens Data de Julgamento,
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Tipo de Processo, Identificac¸a˜o do Processo, Relator, Assunto, Certida˜o de Julgamento, entre
outros, para facilitar uma ana´lise mais profunda posteriormente. Os itens foram separados dessa
forma, pelo fato do STJ fornecer esses tipos de informac¸o˜es em um documento u´nico. Ale´m das
informac¸o˜es contidas explicitamente nas jurisprudeˆncias, ha´ outras informac¸o˜es que podem ser
filtradas e calculadas, como o tipo de voto proferido (positivo, parcial ou negativo) e a ideologia
dos juı´zes respectivamente.
Ao todo foram extraı´das 686.450 jurisprudeˆncias, compreendendo o perı´odo entre
29/09/1997 e 17/11/2011, com 5 jurisprudeˆncias apresentando datas inva´lidas7 por prova´vel
erro de digitac¸a˜o do tribunal, e 52 jurisprudeˆncias na˜o apresentaram data de julgamento. O
intervalo de tempo entre 1997 e 2011 foi escolhido por ser o intervalo em que foram encontradas
jurisprudeˆncias para download atrave´s do site do tribunal.
Deste total de jurisprudeˆncias, foram selecionados os aco´rda˜os referentes ao assunto
tributa´rio, que totalizaram 184.704 ocorreˆncias, correspondente a 26,91% do total. Vale
ressaltar que 265 documentos na˜o apresentaram nenhum assunto definido.
O crite´rio utilizado para separac¸a˜o das jurisprudeˆncias que possuem o conteu´do sobre
direito tributa´rio e´ conter a palavra “tributa´rio” na lista de palavras chaves identificadoras do
processo8. Outra informac¸a˜o obtida, ale´m dos assuntos dos processos, foi o tipo de resultado
das votac¸o˜es, ou seja, maioria ou unanimidade.
Os dez assuntos mais citados nos documentos de direito tributa´rio podem ser
verificados na tabela 2. O que se poˆde observar foi que existem 789 assuntos diferentes que
foram associados a` palavra “tributa´rio”, e, o nu´mero total de ocorreˆncias de palavras associadas
a` Direito Tributa´rio foi de 779.467. Neste caso, os assuntos “FGTS” e “Fundo de Garantia por
Tempo de Servic¸o” teˆm o mesmo significado, entretanto foram citadas em ambas as formas nos
processos.
Na figura 14, pode ser verificada a distribuic¸a˜o de jurisprudeˆncias do assunto tributa´rio
por meˆs de julgamento, comparada ao nu´mero total de jurisprudeˆncias de cada meˆs. Nesta
figura, verifica-se que se mante´m constante o nu´mero de processos de Direito Tributa´rio no
tempo, logo, viabilizam-se testes dos modelos com dados futuros . As jurisprudeˆncias foram
agrupadas por meˆs de julgamento e foram ignorados os dados anteriores a 2001 por conter
poucas jurisprudeˆncias.
7Na jurisprudeˆncia htt ps : //ww2.st j. jus.br/websecst j/cgi/revista/REJ.cgi/ITA?seq = 55560&nreg =
200801138376&dt = 20090401& f ormato = HT ML e´ citada a data 30/12/1899.
8Em me´dia, cada jurisprudeˆncia poˆde ser identificada por 5 palavras.
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Tabela 2: Nu´mero de ocorreˆncias para cada assunto envolvendo direito tributa´rio.
Fonte: Pro´pria.
Assunto No de Ocorreˆncias
Direito Tributa´rio 187.485
Contribuic¸a˜o 85.579
Social 85.179
FGTS 29.089
Fundo De Garantia por Tempo De Servic¸o 29.014
Correc¸a˜o Moneta´ria Dos Depo´sitos 24.548
I´ndice Aplica´vel 23.527
Previdencia´ria 19.782
Imposto De Renda 16.148
Pis 13.939
Figura 14: Nu´mero de jurisprudeˆncias extraı´das por data de julgamento sobre Direito Tributa´rio
comparado ao total de jurisprudeˆncias publicadas pelo STJ.
Fonte: Pro´pria
4.3 CLASSIFICAC¸A˜O DAS INFORMAC¸O˜ES
A seguir, sa˜o tratados dados especı´ficos das jurisprudeˆncias sobre Direito Tributa´rio
e dados dos juı´zes que puderam ser extraı´dos e classificados do Superior Tribunal de Justic¸a,
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entre 29/09/1997 e 17/11/2011.
4.3.1 JURISPRUDEˆNCIAS
A quantidade de votos de unanimidade e maioria pode ser verificada na tabela
3. O valor “outros” representa os processos em que os juı´zes demonstraram serem
favora´veis/desfavora´veis por unanimidade a um quesito, e favora´veis/desfavora´veis por maioria
em outro, ou ainda, o processo foi retirado de pauta.
Tabela 3: Nu´mero de ocorreˆncias para cada tipo de resultado encontrado nas jurisprudeˆncias
extraı´das.
Fonte: Pro´pria.
Tipo de Resultado No de Ocorreˆncias
Unanimidade 179.443
Outros 2.934
Maioria 2.327
Um exemplo de tipo de resultado de unanimidade e´:
“A Turma, por unanimidade, negou provimento ao agravo regimental, nos termos do
voto do Sr. Ministro Relator. Os Srs. Ministros Castro Filho e Eliana Calmon votaram
com o Sr. Ministro Relator. Ausente, justificadamente, o Sr. Ministro Francisco
Pec¸anha Martins.”
Um exemplo de tipo de resultado de maioria e´:
“Prosseguindo no julgamento, apo´s o voto vista da Sra. Ministra Laurita Vaz, a Turma,
por maioria, deu provimento ao recurso, nos termos do voto da Sra. Ministra Eliana
Calmon que lavrara´ o aco´rda˜o, vencido o Sr. Ministro Relator. Votou vencido o Sr.
Ministro Francisco Pec¸anha Martins. Votaram com a Sra. Ministra Eliana Calmon
os Srs. Ministros Franciulli Netto e Laurita Vaz. Na˜o participou do julgamento o Sr.
Ministro Paulo Medina.”
Dois exemplos de tipo de resultado de outros sa˜o:
“Retirado de pauta por indicac¸a˜o do Sr. Ministro Relator. O referido e´ verdade. Dou
fe´.”
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“Prosseguindo-se no julgamento, apo´s o voto vista do Sr. Ministro Relator, mantendo
seu voto, a Turma, por unanimidade, na˜o conheceu do recurso da empresa e, por
maioria, vencido o Sr. Ministro Relator, deu provimento ao recurso do Estado do
Rio de Janeiro, nos termos do voto da Sra. Ministra Eliana Calmon, que lavrara´ o
aco´rda˜o. Votaram com a Sra. Ministra Eliana Calmon os Srs. Ministros Paulo Gallotti
e Francisco Falca˜o. Na˜o participaram do julgamento os Srs. Ministros Franciulli
Netto, Laurita Vaz e Paulo Medina.”
Quanto ao resultado final da decisa˜o dos processos envolvendo Direito Tributa´rio,
foram classificados em negativo, positivo, parcial e na˜o encontrado. Nesse caso, foram
ignorados 70 processos do tipo resultado maioria e 3.304 do tipo resultado unanimidade, por
apresentarem mais de uma parte autora, o que dificultava a extrac¸a˜o, uma vez que era proferido
um voto para cada pedido de cada autor, que pode ser escrito de inu´meras maneiras. Os
resultados obtidos podem ser verificados na tabela 4.
Vale ressaltar que os dados da regressa˜o, tanto a amostra de teste, quanto a amostra de
treinamento, se limitaram a utilizar apenas os processos que tiveram sua decisa˜o final com voto
positivo ou negativo, que totalizaram 1939 processos.
Tabela 4: Nu´mero de ocorreˆncias para cada tipo de decisa˜o final encontrado nas jurisprudeˆncias
sobre direito tributa´rio. A decisa˜o se refere ao recurso/processo enviado para o Superior Tribunal
de Justic¸a, em que o colegiado decide se vai aceita´-lo e dar provimento. Foram separadas as
quantidades de deciso˜es por processos em que ocorreu unanimidade e processos em que ocorreu
votac¸a˜o por maioria.
Fonte: Pro´pria.
Decisa˜o No de Ocorreˆncias - Maioria No de Ocorreˆncias - Unanimidade
Negou provimento 1.381 132.054
Deu provimento 558 23.236
Deu parcial provimento 313 20.386
Erro 5 463
Um exemplo de decisa˜o negativa e´:
“A Turma, por unanimidade, negou provimento ao agravo regimental, nos termos do
voto do Sr. Ministro Relator. Os Srs. Ministros Castro Meira, Francisco Pec¸anha
Martins, Eliana Calmon e Franciulli Netto votaram com o Sr. Ministro Relator.”
Um exemplo de decisa˜o positiva e´ :
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“Prosseguindo no julgamento, apo´s o voto vista da Sra. Ministra Laurita Vaz, a Turma,
por maioria, deu provimento ao recurso, nos termos do voto da Sra. Ministra Eliana
Calmon que lavrara´ o aco´rda˜o, vencido o Sr. Ministro Relator. Votou vencido o Sr.
Ministro Francisco Pec¸anha Martins. Votaram com a Sra. Ministra Eliana Calmon
os Srs. Ministros Franciulli Netto e Laurita Vaz. Na˜o participou do julgamento o Sr.
Ministro Paulo Medina.”
4.3.2 JUI´ZES
A seguir, sera˜o detalhados alguns tipos de dados extraı´dos sobre juı´zes de diferentes
fontes de dados.
No site do tribunal esta´ disponibilizado o currı´culo resumido de cada juiz que ja´
trabalhou no o´rga˜o, conforme figura 15. Dentre as informac¸o˜es disponibilizadas, foram obtidos
o grau de escolaridade, faculdade cursada na graduac¸a˜o, ano de nascimento, estado que nasceu
e o perı´odo de exercı´cio no tribunal.
Figura 15: Currı´culo de uma ministra disponı´vel no site do tribunal.
Fonte: Site do STJ.
Diante dos diversos atributos existentes nos documentos, para o ca´lculo da ideologia9
foram utilizados os trechos do processo que identificam se o voto de cada membro do colegiado
foi vencido ou venceu, o que permite obter o valor da ideologia de cada um, apo´s aplicac¸a˜o do
algoritmo W-NOMINATE de Keith Poole e Howard Rosenthal.
Para calcular o valor da ideologia foi realizada uma adaptac¸a˜o do exemplo de Poole
9Neste trabalho o termo citado e´ ideologia, por ser o mesmo citado por Poole (2005), entretanto, este termo
deve ser considerado apenas no sentido de possuir opinia˜o favora´vel ou contra´ria aos processos.
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e Rosenthal na pa´gina htt p : //www.voteview.com/icpsr.htm. A interpretac¸a˜o dos valores
utilizados por Poole e Rosenthal, conforme exemplo abaixo que demonstra uma linha de dados
que e´ lida pelo algoritmo, pode ser verificada na tabela 5.
1079991099 0USA 200 BUSH 111111111999119
Tabela 5: Significados dos valores utilizados no algoritmo do W-NOMINATE. Exemplo utilizando
dados de senadores dos Estados Unidos da Ame´rica.
Fonte: Pro´pria.
Valor Descric¸a˜o
107 Nu´mero do Congresso
99910 Co´digo de identificac¸a˜o do deputado/senador
99 Co´digo de identificac¸a˜o do estado
0 0 caso Senado ou Nu´mero do Distrito do Congresso
USA Nome do Estado do deputado/senador.
200 Co´digo do Partido. 100 = Democrata; 200= Republicano
Bush Nome do deputado/senador
11...99: Dados das votac¸o˜es. Votos positivos (1,2,3); votos negativos (4,5,6); votos
faltantes (7,8,9); na˜o presente na legislatura (0)
Entretanto, o algoritmo e´ voltado para analisar a ideologia dos participantes de
votac¸o˜es do Senado e Congresso dos Estados Unidos da Ame´rica. Como nas votac¸o˜es do
Senado e Congresso todos podem participar, e nas votac¸o˜es em colegiado do Superior Tribunal
de Justic¸a somente um grupo de juı´zes pode participar por processo, foi realizada uma adaptac¸a˜o
para calcular o valor da ideologia.
Adaptando os dados de entrada para os dados do STJ, defini-se que os dados com “-”,
representam dados que na˜o sa˜o possı´veis de determinar por fazerem parte de outro contexto,
portanto para todos os juı´zes foi considerado o mesmo valor. Cada membro do colegiado tera´
uma linha, e cada coluna dos dados de votac¸o˜es corresponde a um processo, ou seja, se foram
analisados 600 processos, tera˜o 600 colunas, e como cada processo e´ julgado por em me´dia
5 juı´zes, logo os demais juı´zes que na˜o participaram recebera˜o o valor “0” nesta coluna. A
interpretac¸a˜o dos valores contidos abaixo pode ser verificada na tabela 6.
0009991099 0BRA 200 JOSE 111111111999119
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Tabela 6: Significados dos valores utilizados no algoritmo do W-NOMINATE. Exemplo utilizando
dados de juı´zes.
Fonte: Pro´pria.
Valor Descric¸a˜o
000 -
99910 Co´digo de identificac¸a˜o do membro do colegiado (gerado aleatoriamente)
99 -
0 -
BRA -
200 -
Bush Nome do membro do colegiado
11...99: Dados das votac¸o˜es. Votos positivos (1,2,3); votos negativos (4,5,6);
faltou/impedido na votac¸a˜o (7,8,9); na˜o compunha o colegiado julgador (0)
Ao ser calculada a ideologia, de todos os membros do colegiado nos processos de
Direito Tributa´rio em casos em que houve votac¸a˜o por maioria, o algoritmo W-NOMINATE
conseguiu prever 78.6% dos votos positivos e 94% dos votos negativos. Para o ca´lculo,
foram ignorados dados de 23 membros e 14 votos por na˜o serem muito representativos para
o ca´lculo10. Dos dados que foram aproveitados, esta˜o 27 membros e 1.927 votos. Os valores da
ideologia podem ser verificados na tabela 7.
4.4 REPRESENTAC¸A˜O FORMAL DOS DADOS
A representac¸a˜o formal dos conjuntos de dados depende, em primeiro lugar, do nu´mero
de varia´veis ou caracterı´sticas de interesse. Quando se dispo˜em de n valores de cada uma
de p varia´veis, os dados podem ser organizar em uma matriz n x p, em que se convenciona
representar as varia´veis nas colunas e os indivı´duos ou unidades estatı´sticas nas linhas. Esta
matriz e´ denominada matriz dos dados e e´, em geral, representada por X :
X =

x11 x12 ... x1p
x21 x12 ... x2p
... ... ... ...
xn1 xn2 ... xnp
 (14)
10Membros que possuı´am pouca quantidade de processos julgados na amostra na˜o puderam ter sua ideologia
calculada.
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Tabela 7: Valor da ideologia dos membros de um colegiado, obtido atrave´s de casos de direito
tributa´rio com votos por maioria.
Fonte: Pro´pria.
Membro Ideologia Membro Ideologia Membro Ideologia
A1 0.109 J1 -0.490 S1 -0.558
B1 0.154 K1 0.305 T1 0.976
C1 -0.427 L1 0.119 U1 -0.087
D1 0.334 M1 0.431 V1 0.948
E1 0.695 N1 0.866 W1 -0.141
F1 0.584 O1 -0.894 X1 -0.130
G1 0.597 P1 -0.951 Y1 -1.000
H1 -0.281 Q1 0.378 Z1 0.293
I1 0.973 R2 0.936 A2 -0.232
Adaptando esta matriz ao contexto do trabalho, o valor de n representa o nu´mero de
processos julgados por membro, e p o nu´mero de caracterı´sticas extraı´das tanto do processo
quanto de seus julgadores. Apesar do estudo de caso deste trabalho estar relacionado aos juı´zes,
estes sera˜o tratados como membros de um colegiado.
4.4.1 DADOS DOS MEMBROS DO COLEGIADO
Antes de representar as caracterı´sticas dos membros do colegiado, e´ necessa´rio citar o
conjunto ao qual eles pertencem, no caso um o´rga˜o e os processos vinculados ao mesmo, que
apesar de pertencerem ao o´rga˜o, sa˜o julgados pelos membros.
Conjunto de membros do colegiado pertencente a um determinado o´rga˜o
J = { j1, j2, j3, ..., jn j}
{ ji ∈ J|0 < i < n j}
nj=no total de membros do colegiado
Conjunto de processos pertencentes a um determinado o´rga˜o
P = {p1, p2, p3, ..., pnp}
{p j ∈ P|0 < j < np}
65
np=no total de processos
4.4.2 CARACTERI´STICAS DOS MEMBROS DO COLEGIADO
A seguir, sera˜o representadas as caracterı´sticas dos membros do colegiado que foram
extraı´das e puderam ser quantificadas. Algumas das caracterı´sticas tiveram seus intervalos de
valores reduzidos em poucas categorias, para facilitar a aplicac¸a˜o nos modelos.
Os atributos rac¸a, geˆnero sexual, valor da ideologia e ano de nascimento foram
escolhidos por serem utilizados no modelo de Cameron e Cummings (2003). Ja´ os atributos
faculdade cursada e estado que o membro nasceu foram utilizados por serem citados no trabalho
de Hwong (2006). Por fim, os demais atributos que incluem o grau de escolaridade, tipo de
faculdade e membro como relator, foram utilizados para testar se estes possuem influeˆncia na
projec¸a˜o dos votos. Ale´m de todos os atributos citados estarem disponı´veis para extrac¸a˜o.
Rac¸a do membro
Classificada em duas categorias, branco e negro, a mesma abordagem adotada por Cameron
e Cummings (2003).
R = {0,1};
{ri ∈ R|0 < i < n j};{
i f (ri = 0){is-negro(ri)};
i f (ri = 1){∼ is-negro(ri)};
Geˆnero sexual do membro
Classificado em duas categorias, feminino e masculino.
S = {0,1}
{si ∈ S|0 < i < n j}{
i f (si = 0){is-mulher(si)};
i f (si = 1){∼ is-mulher(si)};
Valor da ideologia do membro
O valor da ideologia do membro e´ calculado atrave´s do algoritmo W-NOMINATE e de acordo
com os processos que julgou. O valor para definic¸a˜o de conservador e liberal, se da´ conforme
citado por Cameron e Cummings (2003).
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I = {−1, ...,1}
{ii ∈ I|0 < i < n j}{
i f (ii <−0.39){is-liberal(ii)};
i f (ii > 0.34){is-conservador(ii)};
Ano de nascimento do membro
Cada elemento corresponde a um ano.
A = {1899, ...,1949}
{ai ∈ A|0 < i < n j}
Faculdade cursada pelo membro na graduac¸a˜o
Cada elemento corresponde a uma universidade.
F = {UERJ,UNB,UFRGS,UFMG,USP, ...,UFPR}
{ fi ∈ F |0 < i < n j}
Grau de escolaridade ma´ximo do membro
Classificado em quatro categorias. Considerado uma varia´vel ordinal que varia entre 0 e 3.
Graduac¸a˜o (0), Especializac¸a˜o (1), Mestrado (2) e Doutorado (3).
G = {0,1,2,3}
{gi ∈ G|0 < i < n j}
Estado que o membro nasceu
Cada elemento corresponde a um estado do Brasil. Entretanto, pode ocorrer que um membro
do colegiado tenha nascido fora do Brasil, representado portanto pelo valor “EST”, que indica
estrangeiro.
EJ = {AC,AL,AP,AM,BA,CE,DF, ...,TO,EST}
{e ji ∈ EJ|0 < i < n j}
Tipo de faculdade de graduac¸a˜o cursada pelo membro
Classificado em duas categorias, pu´blica e privada.
T F = {0,1}
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{t f i ∈ T F |0 < i < n j}{
i f (t f i = 0){∼ is-publica(t f i)};
i f (t f i = 1){is-publica(t f i)};
Membro como relator do processo
Define se o membro foi o relator do processo.
RE = {0,1}
{rei j ∈ RE|0 < i < n j;0 < j < np}{
i f (rei j = 0){∼ is-relator(rei j);}
i f (rei j = 1){is-relator(rei j);};
4.4.3 CARACTERI´STICAS DOS COLEGAS DE JULGAMENTO
A seguir, sera˜o apresentados os diferentes tipos de dados vinculados aos colegas
votantes de cada membro, e, em cada processo.
Os atributos indicador rac¸a, indicador geˆnero sexual, indicador ideologia e indicador
ano de nascimento foram escolhidos por serem utilizados no modelo de Cameron e Cummings
(2003). Por fim, os demais atributos, que incluem o indicador grau de escolaridade e o indicador
tipo de faculdade, foram utilizados para testar se estes possuem influeˆncia na projec¸a˜o dos votos.
Ale´m de todos os atributos citados estarem disponı´veis para extrac¸a˜o.
Indicador da rac¸a
Me´dia da rac¸a dos colegas do membro que esta˜o votando no processo.
MR = {0, ...,1}
{mri j ∈MR|0 < i < n j;0 < j < np}
Indicador do geˆnero sexual
Me´dia do geˆnero sexual dos colegas do membro que esta˜o votando no processo.
MS = {0, ...,1}
{msi j ∈MS|0 < i < n j;0 < j < np}
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Indicador da ideologia
Me´dia da ideologia dos colegas do membro que esta˜o votando no processo.
MI = {−1, ...,1}
{mii j ∈MI|0 < i < n j;0 < j < np}
Indicador do ano de nascimento
Me´dia do ano de nascimento dos colegas do membro que esta˜o votando no processo.
MA = {1899, ...,1949}
{mai j ∈MA|0 < i < n j;0 < j < np}
Indicador do tipo de faculdade
Me´dia do tipo de faculdade dos colegas do membro que esta˜o votando no processo.
MT F = {0, ...,1}
{mt fi j ∈MT F |0 < i < n j;0 < j < np}
Indicador do grau de escolaridade
Me´dia do grau de escolaridade dos colegas do membro que esta˜o votando no processo.
MGE = {0, ...,3}
{mgei j ∈MGE|0 < i < n j;0 < j < np}
4.4.4 DADOS DOS MEMBROS NOS PROCESSOS
A seguir, sera´ apresentado o tipo de dado vinculado aos membros votantes, no caso o
voto que o membro votante i proferiu no processo j.
V = {0,1}
{vi j ∈V |0 < i < n j;0 < j < np}{
i f (vi j = 0){∼ is-voto-positivo(vi j)};
i f (vi j = 1){is-voto-positivo(vi j)};
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4.4.5 CARACTERI´STICAS DO PROCESSO
A seguir, sera˜o apresentados os diferentes tipos de dados vinculados aos processos. Os
atributos estado de origem do processo, tipo de re´u e tipo de autor foram escolhidos por serem
utilizados no modelo de Martin et al. (2004). Por fim, os demais atributos, voto do relator,
presidente e colegiado, foram utilizados para testar se estes possuem influeˆncia na projec¸a˜o dos
votos. Ale´m de todos os atributos citados estarem disponı´veis para extrac¸a˜o.
Estado de origem do processo
Cada elemento corresponde a um estado do Brasil.
EP = {AC,AL,AP,AM,BA,CE,DF, ...,TO}
{ep j ∈ EP|0 < j < np}
Tipo de re´u do processo
Classificado em treˆs categorias, pessoa fı´sica, pessoa jurı´dica e Estado.
T R = {Pessoa f ı´sica,Pessoa jurı´dica,Estado}
{tr j ∈ T R|0 < j < np}
Tipo de autor do processo
Classificado em treˆs categorias, pessoa fı´sica, pessoa jurı´dica e Estado.
TA = {Pessoa f ı´sica,Pessoa jurı´dica,Estado}
{ta j ∈ TA|0 < j < np}
Voto do relator
Voto que o relator do processo proferiu.
V R = {0,1}
{vr j ∈V R|;0 < j < np}{
i f (vr j = 0){∼ is-voto-relator-positivo(vr j);}
i f (vr j = 1){is-voto-relator-positivo(vr j);};
Presidente
Presidente do Brasil na e´poca que o processo foi julgado. Diante a amostra dos dados
70
analisada, obtiveram-se somente treˆs presidentes, Fernando Henrique Cardoso, Luiz Ina´cio Lula
da Silva e Dilma Rousseff.
P = {FernandoHenrique,Lula,Dilma}
{p j ∈ P|0 < j < np}
Colegiado
Colegiado que o membro esta´ julgando um processo. Um membro pode fazer partes de va´rios
colegiados, mas um processo e´ julgado por somente um colegiado.
C = {PrimeiraTurma,SegundaTurma,PrimeiraSec¸a˜o,CorteEspecial}
{ci j ∈C|0 < i < n j;0 < j < np}
{c j ∈C|0 < j < np}
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5 MODELO SUGERIDO
Apo´s a coleta dos dados e a devida classificac¸a˜o dos atributos, os dados foram
aplicados aos modelos de regressa˜o e a` a´rvore de decisa˜o, a fim de obter os coeficientes para a
equac¸a˜o e as regras da a´rvore de decisa˜o, respectivamente.
Na sec¸a˜o 5.1 sa˜o apresentados os atributos utilizados nos modelos e as possı´veis
influeˆncias entre as varia´veis. Na sec¸a˜o 5.2 e´ apresentado o modelo de regressa˜o logı´stica
com seus coeficientes e resultados. Na sec¸a˜o 5.3 e´ apresentado o modelo de a´rvore de decisa˜o
e os resultados obtidos para avaliac¸a˜o. Por fim, na sec¸a˜o 5.4 e´ apresentado o modo como a
simulac¸a˜o foi estruturada.
5.1 ATRIBUTOS
A primeira tarefa para o desenvolvimento do modelo de tomada de decisa˜o aplicado
ao domı´nio legal, e´ a ana´lise dos atributos que os aco´rda˜os/membros do colegiado possuem e o
que os modelos estudados apresentam. Com os atributos definidos, foram mapeadas as relac¸o˜es
existentes entre as entidades possuidoras dos atributos, de acordo com a figura 16.
Figura 16: Diagrama entidade relacionamento que representa o contexto do trabalho.
Fonte: Pro´pria.
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A lista das entidades e suas respectivas varia´veis podem ser verificadas na tabela 8.
Esta ana´lise e´ importante para compreender o contexto no qual as varia´veis esta˜o inseridas.
Tabela 8: Varia´veis do modelo. As palavras “membro” representam os membros que podem fazer
parte de um colegiado.
Fonte: Pro´pria.
Entidade Varia´vel Tipo Varia´vel
Membro Ano de nascimento Discreta
Relator do processo Dicotoˆmica (Sim, Na˜o)
Estado do membro Nominal
Geˆnero sexual Dicotoˆmica (Homem, Mulher)
Grau de escolaridade Ordinal
Ideologia Contı´nua
Rac¸a Dicotoˆmica (Branco, Negro)
Tipo de universidade cursada Dicotoˆmica (Pu´blica, Particular)
Universidade cursada Nominal
Processo Estado do processo Nominal
Tipo de re´u Nominal
Tipo de autor Nominal
Voto do relator Dicotoˆmica (Positivo, Negativo)
Colegiado Nominal
Presidente do Brasil Nominal
Colegas Indicador ano de nascimento Contı´nua
Indicador grau de escolaridade Contı´nua
Indicador rac¸a Contı´nua
Indicador tipo de universidade cursada Contı´nua
Indicador geˆnero sexual Contı´nua
Indicador ideologia Contı´nua
Para o ca´lculo das varia´veis cujo nome conte´m a palavra “Indicador” foi utilizada
a me´dia simples dos atributos dos colegas, entretanto, para trabalhos futuros pode-se utilizar
outro tipo de ca´lculo.
Na tabela 9 constam as comparac¸o˜es dos atributos utilizados no modelo de Cameron
e Cummings (2003) e no modelo sugerido. As varia´veis na˜o utilizadas no modelo sugerido
sa˜o a “Era doutrina´ria” e o “Indicador Voto”. A varia´vel “Era doutrina´ria’ e´ caracterizada no
73
modelo de Cameron e Cummings (2003) pelos perı´odos que houveram deciso˜es significantes
com relac¸a˜o ao tema “Ac¸o˜es Afirmativas”, sendo elas Pre-Bakke (ate´ 1978), Post-Bakke (1978-
1984), Post-Stotts (1984-1989), e, Post-Croson (1989-1995). Ja´ a varia´vel “Indicador Voto”
na˜o e´ utilizada pois o modelo sugerido tem como objetivo projetar votos, logo, se ja´ for de
conhecimento os votos dos membros na˜o seria necessa´rio projeta´-los.
Quanto ao assunto, no modelo sugerido e´ utilizado o assunto tributa´rio, ja´ no modelo de
Cameron e Cummings (2003), os assuntos utilizados sa˜o as palavras-chaves ligadas ao assunto
emprego, dentre elas incluem-se contratac¸o˜es, promoc¸o˜es de cargos e sindicato.
Dentre os atributos apresentados, vale ressaltar os atributos utilizados no modelo de
Cameron e Cummings e que puderam ser identificados nas jurisprudeˆncias brasileiras, que
incluem a Ideologia, Geˆnero Sexual, Ano de Nascimento, Indicador Geˆnero Sexual, Indicador
Ideologia, Indicador Ano de Nascimento, Rac¸a, Indicador Rac¸a e Estado Processo, em que
este u´ltimo equivale a` corte de origem, citada no trabalho de Cameron e Cummings. Estes
atributos sa˜o importantes, pois sa˜o utilizados na comparac¸a˜o do modelo sugerido, para verificar
se apresentou um ganho na projec¸a˜o dos votos corretamente.
Com a definic¸a˜o das entidades que pertencem ao processo de formac¸a˜o de uma
jurisprudeˆncia, foram mapeadas as relac¸o˜es existentes entre as mesmas, e as informac¸o˜es que
podem possuir um grau de influeˆncia na sentenc¸a, conforme figura 17.
Figura 17: Diagrama entidade relacionamento que representa as possı´veis influeˆncias entre as
varia´veis.
Fonte: Pro´pria.
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Tabela 9: Tabela comparativa das varia´veis utilizadas no modelo de Cameron e Cummings e no
modelo sugerido neste trabalho.
Fonte: Pro´pria.
Varia´vel Cameron e Cummings Sugerido
Ano de nascimento X X
Relator do processo X
Estado do membro do colegiado X
Geˆnero sexual X X
Grau de escolaridade X
Ideologia X X
Rac¸a X X
Tipo de universidade cursada X
Universidade cursada X
Estado do processo X X
Tipo de re´u X
Tipo de autor X
Voto do relator X
Colegiado X
Presidente do Brasil X
Indicador ano de nascimento X X
Indicador grau de escolaridade X
Indicador rac¸a X X
Indicador tipo de universidade cursada X
Indicador geˆnero sexual X X
Indicador ideologia X X
Indicador voto X
Era doutrina´ria X
Assunto X X
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5.2 REGRESSA˜O LOGI´STICA
Para projetar votos (positivos ou negativos), foi utilizada a regressa˜o logı´stica
bina´ria. Como varia´vel dependente, foi utilizada a varia´vel voto e como varia´veis
explicativas/independentes, foram utilizados todos os outros atributos citados na sec¸a˜o 5.1.
Antes de executar a regressa˜o logı´stica e obter o modelo, deve-se dar um tratamento
especial a`s varia´veis catego´ricas, o que e´ denominado codificac¸a˜o das categorias da varia´vel
qualitativa. Quando as varia´veis sa˜o dicotoˆmicas, ou seja, possuem somente dois valores (rac¸a
branca e negra, como utilizado no trabalho de Cameron e Cummings (2003)) para estimar
os paraˆmetros do modelo, essas varia´veis devem ser substituı´das por valores nume´ricos, por
exemplo, 0 para rac¸a branca e 1 para rac¸a negra. Entretanto, quando a varia´vel catego´rica
possui como valores mais de duas categorias, e´ necessa´rio codifica´-las conforme mostrado no
Apeˆndice A, para permitir a inserc¸a˜o dos valores por categoria na equac¸a˜o da regressa˜o. Um
exemplo de codificac¸a˜o para a varia´vel “Presidente” pode ser verificado na tabela 10.
Tabela 10: Valores da codificac¸a˜o da varia´vel catego´rica “Presidente”.
Fonte: Pro´pria.
Presidente Categoria
Dilma Rousseff 1
Fernando Henrique Cardoso 2
Luiz Ina´cio Lula da Silva 3
Apo´s converter as varia´veis catego´ricas, foram calculados os coeficientes que
forneceram ao modelo a ma´xima verossimilhanc¸a, obtendo-se a equac¸a˜o que permite
determinar a probabilidade de um voto positivo ocorrer. Os coeficientes demonstram o efeito
de cada uma das varia´veis independentes na varia´vel dependente.
A equac¸a˜o abaixo utilizou o me´todo de regressa˜o logı´stica com os respectivos
coeficientes das varia´veis para estimar a probabilidade de um voto positivo ocorrer, com valor
de corte 0,5 (>0,5 voto positivo e <0,5 voto negativo). Optou-se por utilizar somente duas
varia´veis para exemplificar, mas o modelo completo deve contemplar todos os coeficientes das
varia´veis contidas no Apeˆndice B, representados pelos valores B, conforme citado na subsec¸a˜o
2.1.4, fo´rmula 2.
P(1) =
1
1− e−(−0,403+Relator∗0,182+Presidente(1)∗0,352+Presidente(2)∗−0,703) (15)
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Se, em um caso hipote´tico, o indivı´duo votante for Relator e a presidente vigente for a
Dilma Rousseff, a probabilidade do voto positivo ocorrer sera´:
P(1) = 1
1−e−(−0,403+1∗0,182+1∗0,352+0∗−0,703) = 0,5327
Logo, se P(1) > 0,5 a probabilidade do voto positivo ocorrer e´ maior que a
probabilidade do voto negativo, e infere-se que o voto seja positivo neste caso.
Para avaliar o modelo, devem ser verificados os dados apresentados na tabela 11. A
amostra de treinamento representa os dados selecionados atrave´s da te´cnica de amostragem
estratificada para treinamento do modelo, que e´ composto de 2/3 do total de registros de votos
positivos e 2/3 do total de registros de votos negativos. Ja´ a amostra de teste representa a amostra
que foi utilizada para validar o modelo (1/3 do total de dados de cada tipo de voto).
Tabela 11: Resultados obtidos na aplicac¸a˜o dos dados de treinamento no modelo de regressa˜o, e na
aplicac¸a˜o do modelo obtido na amostra de teste. Neste teste foram utilizadas todas as varia´veis.
Fonte: Pro´pria.
Amostra de Treinamento Amostra de Teste
Instaˆncias classificadas corretamente 65,7% 65,4%
Votos negativos classificados como positivos 14,68% 15,22%
Votos positivos classificados como negativos 68,07% 68,06%
De acordo com a tabela 11, foi obtida uma porcentagem similar de acertos para a
amostra de treinamento e teste, e, uma baixa previsa˜o para os votos positivos. Ainda foram
obtidos outros dados como os abaixo1, que estatisticamente na˜o sa˜o considerados satisfato´rios,
entretanto sa˜o aceita´veis, devido ao contexto abordado.
• Valor de log verossimilhanc¸a inicial: 10459,574;
• Valor de log verossimilhanc¸a final: 9540,126;
• R2 de Cox & Snell: 0,109;
• R2 de Nagelkerke: 0,149.
Foi realizado o mesmo teste utilizando somente as varia´veis do modelo de Cameron
e Cummings (2003), para verificar se as varia´veis sugeridas por este trabalho contribuem
1O significado de cada valor pode ser verificado na subsec¸a˜o 3.3.3 deste trabalho.
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de maneira mais significativa que as varia´veis citadas por Cameron e Cummings (2003). O
resultado pode ser verificado na tabela 12.
Tabela 12: Resultados obtidos na aplicac¸a˜o dos dados de treinamento no modelo de regressa˜o, e
na aplicac¸a˜o do modelo obtido na amostra de teste. Neste teste foram utilizadas as varia´veis do
modelo de Cameron e Cummings.
Fonte: Pro´pria.
Amostra de Treinamento Amostra de Teste
Instaˆncias classificadas corretamente 62% 61,1%
Votos negativos classificados como positivos 13,06% 14,21%
Votos positivos classificados como negativos 81,02% 81,57%
De acordo com a tabela 12, foi obtida uma porcentagem similar de acertos para a
amostra de treinamento e teste, e, uma baixa previsa˜o para os votos positivos. Ale´m do
desempenho ter sido menor, comparado ao modelo utilizando todas as varia´veis deste trabalho,
foram obtidos outros dados como:
• Valor de log verossimilhanc¸a inicial: 10459,574;
• Valor de log verossimilhanc¸a final: 9950,858;
• R2 de Cox & Snell: 0,062;
• R2 de Nagelkerke: 0,085.
Apo´s analisar os dados do Apeˆndice B, verifica-se que e´ possı´vel ajustar o modelo,
ao eliminar algumas varia´veis que na˜o contribuem para a projec¸a˜o. Portanto, devem ser
consideradas algumas condic¸o˜es citadas por Field (2005) abaixo.
“1.Verificar a tabela denominada “Varia´veis na equac¸a˜o” a fim de obter quais varia´veis
sa˜o significativas para prever a saı´da.
2.Para cada varia´vel no modelo, verificar a estatı´stica de Wald e sua significaˆncia
(que deve ser menor que 0,05). Ainda deve-se utilizar o valor do Exp(B) para a
interpretac¸a˜o. Caso o valor seja maior do que 1, enta˜o quando o previsor aumentar, as
chances de uma saı´da ocorrer aumentam. Ja´ quando o valor e´ menor do que 1, indica
que quando o previsor aumenta, as chances de uma saı´da ocorrer diminuem. Para a
interpretac¸a˜o acima mencionada ser confia´vel, o intervalo de confianc¸a de Exp(B) na˜o
deve ultrapassar 1.
3.Conferir a tabela denominada “Varia´veis que na˜o esta˜o na equac¸a˜o” para obter as
varia´veis que na˜o preveem de forma significativa a saı´da.” (FIELD, 2005)
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Conforme regra 1, quando sa˜o analisado os valores das varia´veis presentes na equac¸a˜o,
verifica-se que poucas varia´veis apresentam um valor de Sig. inferior a 0,05, que incluem o Voto
do Relator, Faculdade, Estado do Processo, Colegiado, Tipo de Re´u e Presidente.
Conforme regra 2, as varia´veis que atendem este quesito sa˜o o Relator, Indicador Ano
de Nascimento, Voto do Relator, Indicador Grau de Escolaridade, Colegiado, Tipo de Re´u, Tipo
de Autor, Presidente. Entretanto, dentre as varia´veis que atendem as regras 1 e 2, inclui-se
apenas o Colegiado, Tipo de Re´u e Presidente.
Ja´ a regra 3, neste teste na˜o e´ aplicada devido a` todas as varia´veis terem sido utilizadas
no modelo.
As varia´veis que atendem as treˆs regras sa˜o o Colegiado, o Tipo de Re´u e o Presidente.
E, ao executar a regressa˜o logı´stica com estas varia´veis, se obteˆm os resultados contidos na
tabela 13.
Tabela 13: Resultados obtidos com os dados de treinamento no modelo de regressa˜o, e na utilizac¸a˜o
do modelo na amostra de teste. Foram utilizadas as varia´veis Colegiado, Tipo de Re´u e Presidente.
Fonte: Pro´pria.
Amostra de Treinamento Amostra de Teste
Instaˆncias classificadas corretamente 63,9% 62,8%
Votos negativos classificados como positivos 6,25% 6,97%
Votos positivos classificados como negativos 87,63% 89,28%
De acordo com a tabela 13, verifica-se que foi obtida uma porcentagem similar de
acertos para a amostra de treinamento e teste, e, uma baixa previsa˜o para os votos positivos,
menor ainda que a do teste anterior, devido a` retirada da maior parte das varia´veis. Ainda foram
obtidos outros dados como:
• Valor de log verossimilhanc¸a inicial: 10459,574
• Valor de log verossimilhanc¸a final: 10085,413
• R2 de Cox & Snell: 0,046
• R2 de Nagelkerke: 0,063
Comparando os valores do modelo original, do modelo ajustado, e ainda o do modelo
de Cameron e Cummings (2003), verifica-se que o modelo ajustado, apesar de possuir uma
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melhor classificac¸a˜o dos votos negativos, apresentou uma diminuic¸a˜o na quantidade de acertos
dos votos positivos, ou seja, conclui-se que algumas das varia´veis retiradas eram de grande
importaˆncia para a previsa˜o dos votos positivos.
Ja´ o modelo de Cameron e Cummings, ale´m de obter uma grande porcentagem de erros
dos votos positivos, teve uma porcentagem maior do total de erros dos votos, comparado aos
modelos completo e ajustado. Os valores podem ser verificados na figura 18.
Figura 18: Comparac¸a˜o da porcentagem de erros para cada tipo de voto dos modelos utilizados.
Fonte: Pro´pria.
5.3 A´RVORE DE DECISA˜O
Para obter o modelo de a´rvore de decisa˜o, foi aplicado o algoritmo J48, que utilizou
como varia´veis todas as citadas anteriormente. Posteriormente, foi aplicado o algoritmo
utilizando apenas as varia´veis identificadas como relevantes no modelo de regressa˜o, para
verificar se houve um ganho na projec¸a˜o dos votos.
Para o treinamento do modelo, foi utilizada a mesma amostra de treinamento da
regressa˜o, assim como a mesma amostra para teste do modelo.
Antes da aplicac¸a˜o do algoritmo J48, foram definidos alguns paraˆmetros para a
execuc¸a˜o do algoritmo, como o fator de confianc¸a e o nu´mero mı´nimo de instaˆncias por folhas.
O fator de confianc¸a e´ utilizado para realizar a poda, em que menores valores implicam em
maiores podas, neste caso utilizou-se o valor de 0,25, valor padra˜o do programa Weka, e tambe´m
valor em que se obteve uma maior porcentagem de acertos. Ja´ o nu´mero mı´nimo de instaˆncias
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por folha, foi definido como 2, valor padra˜o do programa Weka, entretanto, caso os dados
possuam muitos ruı´dos e´ necessa´rio aumentar este valor.
Como resultado da aplicac¸a˜o do J48 utilizando todas as varia´veis, foi obtido o resultado
contido na tabela 14 para a amostra de treinamento e teste2.
Tabela 14: Resultados obtidos na aplicac¸a˜o dos dados de treinamento no modelo de a´rvore, e na
aplicac¸a˜o das regras da a´rvore de decisa˜o obtidas na amostra de teste. Neste teste foram utilizadas
todas as varia´veis.
Fonte: Pro´pria.
Amostra de Treinamento Amostra de Teste
Instaˆncias classificadas corretamente 86,12% 81,33%
Estatı´stica Kappa 0,697 0,5921
Me´dia de erro absoluto 0,2078 0,2448
Raiz quadrada do erro quadra´tico me´dio 0,3223 0,3794
Votos negativos classificados como positivos 9,01% 12,71%
Votos positivos classificados como negativos 22,26% 28,94%
Ao aplicar as varia´veis Colegiado, Tipo de Re´u e Presidente, interpretadas como
relevantes a partir do modelo de regressa˜o, e, ainda utilizando a mesma amostra de treinamento
e teste, foram obtidos os resultados demonstrados na tabela 15. Pode-se verificar que diminuiu
o nu´mero de classificac¸o˜es erradas para votos negativos, entretanto, houve um crescimento no
nu´mero de votos positivos classificados de forma erroˆnea.
Outra comparac¸a˜o realizada, foi a de utilizar somente os atributos citados por Cameron
e Cummings (2003) e que puderam ser extraı´dos dos dados. De acordo com estes atributos, foi
obtido o resultado disponı´vel na tabela 16, apo´s a aplicac¸a˜o do algoritmo J48.
Na figura 19 sa˜o apresentadas as porcentagens de erros do modelo sugerido na
sua forma completa, do modelo sugerido ajustado de acordo com as varia´veis interpretadas
como influentes pelo modelo de regressa˜o, e do modelo que utiliza as varia´veis do trabalho
de Cameron e Cummings. Verifica-se a menor porcentagem de erros em votos positivos,
apresentado pelo modelo completo sugerido neste trabalho, em comparac¸a˜o ao conjunto de
varia´veis utilizados por Cameron e Cummings (2003) na sua previsa˜o. Ja´ o modelo ajustado,
obteve uma melhora na projec¸a˜o de votos negativos, e teve uma queda no desempenho dos votos
positivos, que ocorreu devido a` diminuic¸a˜o da quantidade de previsores do modelo.
2A interpretac¸a˜o dos valores obtidos deve se dar conforme subsec¸a˜o 3.3.3 deste trabalho.
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Tabela 15: Resultados obtidos com os dados de treinamento no modelo de a´rvore, e na utilizac¸a˜o
do modelo na amostra de teste. Foram utilizadas as varia´veis Colegiado, Tipo de Re´u e Presidente.
Fonte: Pro´pria.
Amostra de Treinamento Amostra de Teste
Instaˆncias classificadas corretamente 64,44% 63,49%
Estatı´stica Kappa 0,0784 0,0506
Me´dia de erro absoluto 0,4411 0,4429
Raiz quadrada do erro quadra´tico me´dio 0,4697 0,4719
Votos negativos classificados como positivos 4,72% 5,12%
Votos positivos classificados como negativos 88,76% 90,68%
Tabela 16: Resultados obtidos com os dados de treinamento no modelo de a´rvore, e na utilizac¸a˜o
do modelo na amostra de teste. Foram utilizadas as varia´veis do modelo de Cameron e Cummings.
Fonte: Pro´pria.
Amostra de Treinamento Amostra de Teste
Instaˆncias classificadas corretamente 76,7123% 71,4739%
Estatı´stica Kappa 0,4773 0,3572
Me´dia de erro absoluto 0,3228 0,3572
Raiz quadrada do erro quadra´tico me´dio 0,4017 0,443
Votos negativos classificados como positivos 12,76% 16,37%
Votos positivos classificados como negativos 41,45% 49,50%
82
Figura 19: Comparac¸a˜o da porcentagem de erros no modelo de a´rvore de decisa˜o utilizando as
respostas da amostra de teste.
Fonte: Pro´pria.
Comparando os resultados obtidos de modo geral nos modelos abordados, a figura 20
ilustra a porcentagem de votos positivos e negativos projetados de forma correta nos modelos
completos, que foram os modelos que tiveram uma maior porcentagem de acertos. Pode-se
verificar que o modelo de a´rvore de decisa˜o se destaca ao projetar os votos positivos, que possui
baixa projec¸a˜o no modelo de regressa˜o.
Figura 20: Comparac¸a˜o entre a porcentagem de acertos dos votos positivos e negativos de cada
modelo.
Fonte: Pro´pria.
5.4 SIMULAC¸A˜O
O comportamento desenvolvido neste trabalho para os agentes se da´ conforme figura
21. A simulac¸a˜o neste ambiente e´ similar a` ana´lise de sensibilidade (ver subsec¸a˜o 3.5.1),
entretanto, da´ autonomia para o usua´rio testar diversos cena´rios. Entretanto, na simulac¸a˜o ha´
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ainda a utilizac¸a˜o de varia´veis de interac¸a˜o para verificar o quanto influenciam no resultado final
de cada votac¸a˜o.
A primeira varia´vel de interac¸a˜o e´ a probabilidade de um membro do colegiado mudar
seu voto para seguir o de um colega, ou seja, apo´s calcular o seu voto de acordo com um modelo
(a´rvore ou regressa˜o), este pode alterar o voto. A segunda varia´vel de interac¸a˜o esta´ relacionada
a` primeira, pelo fato de que ao existir a probabilidade de mudar o voto, este pode seguir o
voto de um colega aleato´rio, ou ainda, seguir o voto de um membro que possua mais votos que
foram seguidos pelos outros ao longo de sua carreira, podendo-se inferir que possui uma maior
influeˆncia.
Vale ressaltar, que nem sempre a mudanc¸a do voto implica em altera´-lo de positivo
para negativo por exemplo, a mudanc¸a pode significar a mudanc¸a de um argumento, caso o
voto copiado seja igual ao do membro que esta´ alterando o voto. A mudanc¸a se dara´ conforme a
probabilidade que se estabelece, em seguir o voto de um membro aleato´rio ou membro influente.
Na figura 22 pode-se verificar os controles de varia´veis (1), os gra´ficos obtidos de
acordo com os valores da simulac¸a˜o (2), ale´m da tela que permite visualizar os agentes que
julgam cada processo (3). Os boto˜es de controle representam as varia´veis contidas nas tabelas
18 e 19, e, a probabilidade de estes ocorrerem na criac¸a˜o dos agentes (processos/membros), sa˜o
representados pelos boto˜es com sufixo “%”. Um exemplo para melhor entendimento pode ser
verificado abaixo.
“Suponha que todos os processos devam ter como presidente a senhora Dilma
Rousseff para testar o impacto desta varia´vel nas demais. Para isto, deve-se selecionar
no bota˜o de controle “presidente” o valor 1 e no bota˜o de controle “%presidente” o
valor 100%.”
Quanto a tela que possibilita visualizar a quantidade de agentes da simulac¸a˜o e os
processos que sa˜o criados ao longo da execuc¸a˜o, esta˜o inclusos dois tipos de agentes, os
processos que ainda na˜o foram julgados representados pelos cı´rculos em branco, e, os membros
do colegiado representados pelos bonecos vermelhos (quando votam negativo) e azuis (quando
votam positivo). As arestas que interligam os membros do colegiado com os processos
representam os processos que ainda na˜o foram julgados, ou seja, ainda ha´ um vı´nculo do
membro com o processo.
Conforme figura 22, o nu´mero 1 representa os boto˜es de controle de varia´veis em
verde, o nu´mero 2 representa os gra´ficos para acompanhar a quantidade de valores de cada
varia´vel ao longo da simulac¸a˜o, e, o nu´mero 3 ilustra os agentes e processos que sa˜o criados ao
longo da simulac¸a˜o.
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Figura 21: Fluxograma do comportamento da simulac¸a˜o.
Fonte: Pro´pria.
A simulac¸a˜o pode ser executada de modo contı´nuo, ao se clicar no bota˜o “rodando”,
ou se executar uma iterac¸a˜o por vez, ao se clicar no bota˜o “rodar uma vez”.
O primeiro passo executado e´ a definic¸a˜o da porcentagem de caracterı´sticas que os
agentes tera˜o, como por exemplo a escolaridade, rac¸a, ideologia, geˆnero sexual, entre outros.
Escolheu-se o valor de porcentagem, pelo fato das caracterı´sticas serem geradas de modo
aleato´rio, mas caso o usua´rio deseje que todos os agentes tenham uma caracterı´stica especı´fica,
este deve colocar o atributo como 100% nos boto˜es de controle.
Apo´s a escolha das caracterı´sticas e clicado em “rodando” ou “rodar uma vez” sera˜o
criados os processos. As caracterı´sticas dos processos podem ser mudadas no decorrer da
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Figura 22: Simulac¸a˜o desenvolvida para testar os modelos sugeridos.
Fonte: Pro´pria.
execuc¸a˜o da simulac¸a˜o, que afetara´ somente os novos processos criados. Quanto a definic¸a˜o
dos agentes membros do colegiado, estes sa˜o definidos quando clicado no bota˜o “iniciar”, e, de
acordo com as probabilidades e valores definidos pelo usua´rio.
Quando um processo passar pelo nu´mero de iterac¸o˜es (varia´vel “dias para processo ser
julgado”) necessa´rios, este e´ julgado. A func¸a˜o que define se o processo foi julgado como
positivo ou negativo, executa dois passos, 1) calcula atrave´s dos modelos abordados neste
trabalho, o voto individual de cada membro do colegiado, e, 2) faz a me´dia dos votos obtidos e
define o processo como julgado e o seu voto final. Quando um processo e´ julgado, ele some da
tela, para facilitar a visualizac¸a˜o dos novos processos que esta˜o sendo criados.
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6 EXPERIMENTOS E ANA´LISE DOS RESULTADOS
A simulac¸a˜o visa examinar o fenoˆmeno da influeˆncia dos mais diversos atributos nos
votos dos membros de um colegiado. A ana´lise das caracterı´sticas com maior influeˆncia e´
importante para testar cena´rios, e, possı´veis resultados da simulac¸a˜o criada a partir do ambiente
do NetLogo e da ana´lise de sensibilidade.
Na sec¸a˜o 6.1 sa˜o abordadas as varia´veis utilizadas na simulac¸a˜o, com suas respectivas
classificac¸o˜es. Na sec¸a˜o 6.2 e´ apresentada a simulac¸a˜o criada no NetLogo, que permite
testar diversos cena´rios com os modelos criados, ale´m de verificar o impacto das varia´veis de
interac¸a˜o. Ale´m disso, na sec¸a˜o 6.2 tambe´m sa˜o apresentados os resultados obtidos atrave´s da
ana´lise de sensibilidade.
6.1 VARIA´VEIS
Para apresentar a simulac¸a˜o, os paraˆmetros sa˜o classificados em dois tipos, as varia´veis
e os paraˆmetros de suporte. Os paraˆmetros que influenciam o comportamento do modelo e os
paraˆmetros que servem para avaliar o modelo, esta˜o inclusos como varia´veis. Ja´ os “Paraˆmetros
de suporte”, sa˜o utilizados para calcular os resultados da simulac¸a˜o, tanto votos individuais
como o voto final de cada processo (me´dia dos votos).
Para obter uma visa˜o geral dos componentes do modelo, as varia´veis sa˜o classificadas
em varia´veis independentes, dependentes e de controle. As varia´veis dependentes sa˜o o voto e
a probabilidade associada a ele. A varia´vel independente e´ o me´todo pelo qual se estimam os
votos, e, as varia´veis de controle sa˜o aquelas possı´veis de serem manipuladas para verificar os
votos projetados. As varia´veis disponibilizadas como paraˆmetros da simulac¸a˜o esta˜o presentes
na tabela 17.
O pro´ximo passo e´ transformar as varia´veis em nı´veis de fatores, conforme as tabelas
18 e 19, em que as varia´veis de resposta correspondem a`s varia´veis dependentes. Dentre
as varia´veis, vale destacar a varia´vel num iteracoes, que e´ utilizada para testar o efeito das
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Tabela 17: Paraˆmetros da simulac¸a˜o.
Fonte: Pro´pria.
Paraˆmetro Varia´vel Outros paraˆmetros
int ano de nascimento Ano de nascimento Controle
boolean relator Relator do processo Controle
String estado membro Estado do membro do colegiado Controle
int genero sexual Geˆnero sexual Controle
int grau escolaridade Grau de escolaridade Controle
double ideologia Ideologia Controle
int raca Rac¸a Controle
int tipo universidade Tipo de universidade Controle
String universidade Universidade cursada Controle
String estado processo Estado do processo Controle
String tipo reu Tipo de re´u Controle
String tipo autor Tipo de autor Controle
int voto relator Voto do relator Controle
String colegiado Colegiado Controle
String presidente Presidente do Brasil Controle
double media ano Indicador ano de nascimento Controle
double media grau Indicador grau de escolaridade Controle
double media raca Indicador rac¸a Controle
double media tipo universidade Indicador tipo de universidade Controle
double media genero Indicador geˆnero sexual Controle
double media ideologia Indicador ideologia Controle
double prob acompanhar voto Probabilidade de seguir voto Controle
double prob seguir influente Probabilidade de seguir influente Controle
int num iteracoes Ticks/Nu´mero de iterac¸o˜es Controle
int num processos dia Nu´mero de processos por dia Controle
int total membros disponiveis Total de membros do o´rga˜o Controle
int voto projetado - Saı´da da simulac¸a˜o
int probabilidade voto 1 ocorrer - Saı´da da simulac¸a˜o
int total membros processo Total de membros votantes Paraˆmetro de suporte
String metodo projecao Me´todo para projec¸a˜o de votos Paraˆmetro de suporte
int num dias julgar No de dias para julgar um tema Paraˆmetro de suporte
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varia´veis de controle na simulac¸a˜o, pois define o nu´mero de iterac¸o˜es a serem realizadas.
Parte-se do pressuposto que, os colegiados devem ter no mı´nimo treˆs membros votantes
e que cada processo deve demorar no mı´nimo um dia para ser julgado, ale´m de haver um ou
mais processos a serem julgados por dia.
6.2 RESULTADOS E TENDEˆNCIAS
Apo´s a definic¸a˜o das varia´veis, foram criadas duas simulac¸o˜es, 1) a primeira consistiu
na criac¸a˜o de processos com caracterı´sticas de acordo com os valores definidos nas varia´veis
de controle da tela de simulac¸a˜o, e, 2) a segunda, denominada ana´lise de sensibilidade, que se
baseou nos processos ja´ existentes e alterou uma ou mais varia´veis por vez, a fim de comparar
se houve mudanc¸a de voto.
Vale ressaltar que na primeira simulac¸a˜o, foram inseridas duas varia´veis de interac¸a˜o,
1) a probabilidade de um membro do colegiado seguir voto de outro membro votante, e, caso
siga, sera´ aplicada a 2) probabilidade de seguir o membro mais influente votante. A influeˆncia
neste caso, e´ calculada pelo nu´mero de vezes que um membro teve o seu voto seguido, cujo
valor pode aumentar no decorrer das iterac¸o˜es.
6.2.1 SIMULAC¸A˜O COM O NETLOGO
Com o objetivo de verificar o impacto das varia´veis de interac¸a˜o na quantidade de votos
positivos e negativos obtidas durante a simulac¸a˜o, foi desenvolvido um algoritmo no ambiente
do NetLogo, conforme detalhado na sec¸a˜o 5.4. Dentre os diversos paraˆmetros existentes da
simulac¸a˜o (tabela 17), foram realizados oito experimentos de acordo com os valores contidos
na tabela 20.
Foram escolhidos os valores de total membros processo por serem os mesmos
utilizados no trabalho de Tanford e Penrod (1983). Os valores de num dias julgar foram
escolhidos aleatoriamente e podem ter um impacto grande no resultado, uma vez que a cada
dia/tick que passa, o voto pode ser alterado, caso o valor de probabilidade de mudanc¸a de voto
seja maior que 0.
A varia´vel num processos dia na˜o tem impacto diretamente nos votos, apenas implica
na quantidade de processos que sera˜o criados por dia/tick. A varia´vel total membros
disponiveis representa o nu´mero de membros que um o´rga˜o tem e esta˜o disponı´veis para
participar das votac¸o˜es. Ale´m disso, a cada processo os membros sa˜o escolhidos aleatoriamente.
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Tabela 18: Definic¸a˜o das varia´veis independentes e de controle da simulac¸a˜o.
Fonte: Pro´pria.
Classificac¸a˜o das varia´veis Intervalo de nı´veis de fatores
Varia´veis independentes
metodo projecao {regressa˜o logı´stica, a´rvore de decisa˜o}
num iteracoes N
num processos dia > 0
total membros disponiveis >= 3
num dias julgar > 0
total membros processo >= 3
Varia´veis de controle
rac¸a {0,1}
genero sexual {0,1}
relator {0,1}
estado membro {AC,AL,AP,AM,BA,CE,DF,ES,GO,MA,MT,MS,MG,
PA,PB,PR,PE,PI,RJ,RN,RS,RO,RR,SC,SP,SE,TO,
ESTRANGEIRO}
grau escolaridade {0,1,2,3}
ano nascimento {1899 <= x <= 1949}
ideologia {−1 <= x <= 1}
tipo universidade {0,1}
universidade {FDSM,PUCMINAS,PUCSP,UCG,UERJ,UFAL,
UFBA,UFC,UFJF,UFMG,UFPE,UFPR,UFRGS,
UFRJ,UFRN,UFSC,UGF,UNIBENNET}
estado processo {AC,AL,AP,AM,BA,CE,DF,ES,GO,MA,MT,MS,MG,
PA,PB,PR,PE,PI,RJ,RN,RS,RO,RR,SC,SP,SE,TO}
tipo reu {fı´sica,jurı´dica,estado}
tipo autor {fı´sica,jurı´dica,estado}
voto relator {0,1}
prob membro acompanhar voto {0 <= x <= 1}
prob membro seguir influente {0 <= x <= 1}
colegiado {Corte Especial, Primeira Sec¸a˜o, Primeira Turma,
Segunda Turma}
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Tabela 19: Definic¸a˜o das varia´veis de controle e dependentes da simulac¸a˜o.
Fonte: Pro´pria.
Classificac¸a˜o das varia´veis Intervalo de nı´veis de fatores
Varia´veis de controle
presidente {Fernando Henrique, Lula, Dilma}
media ano {1899 <= x <= 1949}
media grau {0 <= x <= 3}
media raca {0 <= x <= 1}
media tipo universidade {0 <= x <= 1}
media genero {0 <= x <= 1}
media ideologia {−1 <= x <= 1}
Varia´veis dependentes
voto
probabilidade associada
Ja´ a varia´vel num iteracoes representa a quantidade de dias/ticks executados, e, a
varia´vel prob acompanhar voto, a primeira varia´vel de interac¸a˜o do sistema, representa a
probabilidade do membro do colegiado alterar o seu voto.
A segunda varia´vel de interac¸a˜o, a prob seguir in f luente, depende da varia´vel de
probabilidade de acompanhar voto, pois, caso prob acompanhar voto seja maior que 0, sera´
aplicada a probabilidade da prob seguir in f luente ocorrer, e, caso esta probabilidade na˜o
ocorra, sera´ copiado o voto de um membro aleato´rio, ainda, caso contra´rio, quando ocorre
a probabilidade de seguir o membro mais influente, o voto deste membro sera´ copiado.
Demonstrando desse modo, a influeˆncia das varia´veis de interac¸a˜o em relac¸a˜o a`s varia´veis de
prefereˆncias pessoais.
A escolha pelo modelo de regressa˜o se deu por conter os coeficientes que indicam
o nı´vel de influeˆncia de cada varia´vel na projec¸a˜o do voto. Quanto a`s varia´veis de controle,
foram definidos todos os valores com probabilidades iguais de ocorrerem, exceto o controle das
varia´veis que constam na tabela 20.
Apo´s as simulac¸o˜es, obteve-se o resultado da tabela 21, que representa a quantidade
de votos positivos por coalizo˜es, como por exemplo o experimento 1, quando ocorreu 4 votos
positivos e 2 votos negativos, totalizando 36 ocorreˆncias. Foi possı´vel verificar tambe´m que,
quando o colegiado e´ maior, diminuem as ocorreˆncias de coalizac¸o˜es cujo voto positivo e´ a
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Tabela 20: Valores dos paraˆmetros de entrada da simulac¸a˜o no ambiente NetLogo. Para as
simulac¸o˜es foi utilizado o modelo de regressa˜o logı´stica bina´ria.
Fonte: Pro´pria.
Experimento 1 2 3 4 5 6 7 8
num dias julgar 1 1 1 1 1 1 1 1
num processos dia 1 1 1 1 1 1 1 1
total membros processo 6 6 6 6 12 12 12 12
total membros disponiveis 25 25 25 25 25 25 25 25
num iteracoes 500 500 500 500 500 500 500 500
prob acompanhar voto 0 0.5 0.5 1 0 0.5 0.5 1
prob seguir influente 0 0 0.5 1 0 0 0.5 1
maioria.
Tabela 21: Resultados obtidos com os experimentos realizados no ambiente NetLogo por tipo de
coaliza˜o de voto.
Fonte: Pro´pria.
Coalizo˜es de votos 1 2 3 4
6/6 0 10 9 149
5/6 5 26 22 0
4/6 36 50 47 0
Coalizo˜es de votos 5 6 7 8
12/12 0 0 0 167
10/12 0 7 10 0
8/12 9 10 20 0
Ja´ o impacto das alterac¸o˜es dos votos no resultado final dos processos, pode ser
visualizado na figura 23. Apesar da quantidade de votos positivos e negativos, e seus valores
influenciados respectivamente, forem um pouco diferentes, demonstra o impacto das varia´veis
de interac¸o˜es no resultado final dos processos, ao se comparar a quantidade de votos positivos
quando na˜o houve a mudanc¸a de votos, e quando houve.
Conforme figura 23, pode-se verificar a quantidade de processos com resultado final
positivo e negativo. As legendas “positivo influenciado” e “negativo influenciado” indicam o
resultado final quando ha´ mudanc¸as dos votos dos membros. As linhas dos votos positivos e
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Figura 23: Gra´ficos dos experimentos realizados.
Fonte: Pro´pria.
negativos, representam o voto original, ou seja, mesmo que alterado por influeˆncia de outros
membros, ele foi mantido em uma varia´vel auxiliar para viabilizar a comparac¸a˜o.
Na figura 23, visualiza-se tambe´m que ao um membro de um colegiado alterar seu voto,
mas na˜o necessariamente seguir o mais influente, causa mudanc¸as tambe´m na quantidade de
votos positivos e negativos. Mas pode ocorrer tambe´m que estas mudanc¸as na˜o sejam dra´sticas,
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devido ao voto que e´ copiado ter chances de ser igual ao dele mesmo, apesar do argumento
poder ser diferente, como ocorre nos julgamentos de processos reais.
6.2.2 ANA´LISE DE SENSIBILIDADE
Com o intuito de verificar a influeˆncia de cada varia´vel no voto projetado, sera˜o
descritos abaixo os resultados obtidos com a ana´lise.
Para a escolha dos modelos que sera˜o utilizados, foi calculada a porcentagem de
acertos dos votos positivos e negativos do modelo de regressa˜o completo, ajustado e o modelo
de a´rvore de decisa˜o completo. Como resultado, pode-se verificar que o modelo de regressa˜o
e o de a´rvore completos foram os que se mantiveram na me´dia, ou seja, acertaram tanto votos
positivos, quanto negativos de forma similar.
A partir disto, foram utilizados os processos existentes e alterado uma ou mais
varia´veis para verificar o impacto destas no voto projetado. De modo geral, o comportamento
da ana´lise de sensibilidade se deu conforme a figura 10.
A ana´lise das varia´veis abaixo auxilia na compreensa˜o de quais varia´veis surtem mais
efeito ao utilizar a simulac¸a˜o desenvolvida no software Netlogo para testar cena´rios. O total de
jurisprudeˆncias analisadas foi 1.939 e o total de votos foi 12.055. As legendas presentes nas
figuras a seguir, possuem as seguintes definic¸o˜es:
• Observado: Porcentagem de votos positivos em processos reais, cujo valor do atributo
escolhido na˜o tenha ocorrido;
• Projetado com dados originais - A´rvore: Porcentagem de votos positivos, calculada
atrave´s do modelo de a´rvore, em que os dados sa˜o de processos reais cujo valor do atributo
escolhido na˜o tenha ocorrido;
• Projetado com dados originais - Regressa˜o: Porcentagem de votos positivos, calculada
atrave´s do modelo de regressa˜o, em que os dados sa˜o de processos reais cujo valor do
atributo escolhido na˜o tenha ocorrido;
• Projetado com dados alterados - A´rvore: Porcentagem de votos positivos, calculada
atrave´s do modelo de a´rvore. A amostra utilizada compreende as ocorreˆncias diversas
do valor da varia´vel testada. Por exemplo, se a varia´vel a ser testada e´ o colegiado e o
valor e´ a Primeira Sec¸a˜o, a amostra compreende todas as jurisprudeˆncias que na˜o tiveram
como colegiado a Primeira Sec¸a˜o, para verificar o voto que o me´todo projetou para elas.
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Ale´m de utilizar esta amostra, foram alterados todos os valores de colegiado para esta
amostra, como sendo “Primeira Sec¸a˜o” por exemplo, para verificar se ao alterar o valor,
houve uma modificac¸a˜o nos votos projetados;
• Projetado com dados alterados - Regressa˜o: Porcentagem de votos positivos calculada
atrave´s do modelo de regressa˜o. A amostra compreende as ocorreˆncias diversas do
valor da varia´vel testada, com a posterior modificac¸a˜o para verificac¸a˜o do voto projetado,
conforme descrito no item anterior.
6.2.2.1 Colegiado
Ao se comparar os treˆs valores desta varia´vel, verificou-se que houve uma alterac¸a˜o
nos votos projetados ao se modificar o valor da varia´vel a testada. O modelo de regressa˜o
demonstrou este efeito, ao contra´rio do modelo de a´rvore que manteve a mesma projec¸a˜o. E´
possı´vel inferir que os membros ao participar da “Primeira Turma”, tendem a votar negativo, ja´
os membros da “Corte Especial”,“Primeira Sec¸a˜o” e “Segunda Turma”, tendem a votar positivo
mais vezes quando sa˜o destes colegiados, conforme figura 24.
Figura 24: Teste da varia´vel Colegiado.
Fonte: Pro´pria.
6.2.2.2 Tipo Re´u
Ao se comparar os treˆs valores desta varia´vel, verificou-se que houve uma alterac¸a˜o
nos votos projetados ao se alterar o valor da varia´vel a ser testada. O modelo de regressa˜o
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demonstrou este efeito melhor que o modelo de a´rvore. E´ possı´vel inferir que os membros,
quando o processo tem como re´u o “Estado” e “Pessoa Fı´sica”, tendem a votar negativo a`
positivo, comparado quando o re´u e´ o “Empresa”, conforme figura 25.
Figura 25: Teste da varia´vel Tipo Re´u.
Fonte: Pro´pria.
6.2.2.3 Tipo Autor
Ao se comparar os treˆs valores desta varia´vel, verificou-se que houve uma alterac¸a˜o
nos votos projetados ao se alterar o valor da varia´vel a ser testada. O modelo de regressa˜o
ajustado demonstrou este efeito, apesar de pouca variac¸a˜o, ao contra´rio do modelo de a´rvore
que manteve a mesma projec¸a˜o. E´ possı´vel inferir que os membros, quando o processo tem
como autor o “Estado”, tendem a votar negativo a` positivo, ja´ quando o re´u e´ “Pessoa Jurı´dica”
ou “Pessoa Fı´sica” tendem a votar positivo mais vezes, conforme figura 26.
6.2.2.4 Estado do Processo
Ao se comparar os valores desta varia´vel, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. Tanto o modelo de regressa˜o,
quanto o modelo de a´rvore demonstraram este efeito, apesar de na˜o representarem as mesmas
variaˆncias. E´ possı´vel inferir, de acordo com o modelo de regressa˜o, que os membros
quando o processo tem como estado de origem os estados “AM”, “BA”,“CE”,“MT”,“PB”, “PI”,
“RO”,“RR” e “TO”, tendem a votar negativo a` positivo, ja´ quando o processo tem como estado
de origem os demais estados, tendem a votar positivo mais vezes, conforme figura 27.
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Figura 26: Teste da varia´vel Tipo Autor.
Fonte: Pro´pria.
Figura 27: Teste da varia´vel Estado do Processo.
Fonte: Pro´pria.
6.2.2.5 Faculdade
Ao se comparar os valores desta varia´vel, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. Tanto o modelo de regressa˜o,
quanto o modelo de a´rvore demonstraram este efeito. E´ possı´vel inferir, de acordo com o modelo
de regressa˜o, que os membros do colegiado quando cursaram as faculdades “UERJ”,“UFAL”,
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“UFBA”, “UFC”, “UFRGS” e “UFRJ”, tendem a votar positivo mais vezes, ja´ quando cursaram
as demais faculdades, tendem a votar negativo a` positivo, conforme figura 28.
Figura 28: Teste da varia´vel Faculdade.
Fonte: Pro´pria.
6.2.2.6 Ideologia
Ao se comparar os valores desta varia´vel, verificou-se que na˜o houve uma alterac¸a˜o,
por parte do modelo de a´rvore, nos votos projetados ao se alterar o valor da varia´vel a ser testada,
conforme figura 29. Ja´ conforme modelo de regressa˜o, houve uma alterac¸a˜o significativa, em
que se demonstrou haver mais votos positivos quando o valor da ideologia e´ superior a 0.
6.2.2.7 Indicador Ideologia
Ao se comparar os valores desta varia´vel, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. O modelo de regressa˜o ajustado
demonstrou este efeito, ao contra´rio do modelo de a´rvore que manteve a mesma projec¸a˜o. E´
possı´vel inferir que quando os colegas de julgamento do membro do colegiado possuem uma
me´dia simples de ideologia abaixo de 0,3, o membro tende a votar negativo a` positivo, ja´ quando
a me´dia esta´ acima de 0,3, o membro do colegiado tende a votar positivo mais vezes, conforme
figura 30.
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Figura 29: Teste da varia´vel Ideologia.
Fonte: Pro´pria.
Figura 30: Teste da varia´vel Indicador Ideologia.
Fonte: Pro´pria.
6.2.2.8 Presidente
Ao se comparar os valores desta varia´vel, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. O modelo de regressa˜o ajustado
demonstrou este efeito, ao contra´rio do modelo de a´rvore que manteve a mesma projec¸a˜o.
E´ possı´vel inferir que quando o presidente do Brasil e´ o “Fernando Henrique Cardoso”, os
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membros do colegiado tendem a votar negativo a` positivo, ja´ quando o presidente do Brasil e´
o “Luiz Ina´cio Lula da Silva” e a “Dilma Rousseff”, os membros tendem a votar positivo mais
vezes, conforme figura 31.
Figura 31: Teste da varia´vel Presidente.
Fonte: Pro´pria.
6.2.2.9 Voto do Relator
Ao se comparar os valores desta varia´vel, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. Tanto o modelo de regressa˜o,
quanto o modelo de a´rvore demonstraram este efeito, apesar de indicarem variaˆncias diferentes.
E´ possı´vel inferir que os membros do colegiado quando o voto do relator e´ negativo, tendem a
votar negativo a` positivo, ja´ quando o voto do relator e´ positivo tendem a votar positivo mais
vezes, conforme figura 32.
6.2.2.10 Presidente x Tipo Autor
Ao se comparar os valores destas varia´veis, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. O modelo de regressa˜o ajustado
demonstrou este efeito, ao contra´rio do modelo de a´rvore que manteve a mesma projec¸a˜o. E´
possı´vel inferir que os membros do colegiado no governo do “Fernando Henrique Cardoso” e o
autor do processo e´ “Pessoa Jurı´dica”, tendem a votar negativo.
Ja´ quando o governo e´ da “Dilma Rousseff” e o autor do processo e´ “Pessoa Jurı´dica”,
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Figura 32: Teste da varia´vel Voto do Relator.
Fonte: Pro´pria.
“Estado” ou “Pessoa Fı´sica”, ou governo do “Luiz Ina´cio Lula da Silva” e o autor do processo
e´ “Pessoa Jurı´dica” ou “Pessoa Fı´sica”, ou ainda, quando o governo e´ do “Fernando Henrique
Cardoso” e o autor do processo e´ “Estado” ou “Pessoa Fı´sica”, os membros tendem a votar
positivo mais vezes, conforme figura 33.
Figura 33: Teste da varia´vel Presidente x Tipo Autor.
Fonte: Pro´pria.
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6.2.2.11 Presidente x Tipo Re´u
Ao se comparar os valores destas varia´veis, verificou-se que houve uma alterac¸a˜o nos
votos projetados ao se alterar o valor da varia´vel a ser testada. Tanto o modelo de regressa˜o,
quanto o modelo de a´rvore demonstraram este efeito. E´ possı´vel inferir que os membros do
colegiado no governo do “Fernando Henrique Cardoso” e o re´u e´ “Pessoa Jurı´dica”, tendem a
votar negativo. Ja´ quando o governo e´ da “Dilma Rousseff” ou do “Luiz Ina´cio Lula da Silva” e
o re´u e´ “Pessoa Jurı´dica”, os membros tendem a votar positivo mais vezes, conforme figura 34.
Figura 34: Teste da varia´vel Presidente x Tipo Re´u.
Fonte: Pro´pria.
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7 CONCLUSA˜O E TRABALHOS FUTUROS
Diante do trabalho exposto, conclui-se que a simulac¸a˜o e os modelos sugeridos, que
incluem a regressa˜o logı´stica e a a´rvore, permitem projetar votos individuais de membros de
um colegiado durante um julgamento. Os dados utilizados para projec¸a˜o apenas identificam
probabilidades de um voto ocorrer, de acordo com os dados utilizados para o treinamento do
modelo.
A principal contribuic¸a˜o deste trabalho e´ a modelagem do cena´rio de um colegiado e
como os membros se comportam de acordo com as varia´veis de influeˆncia. A partir disto, foram
sugeridas novas varia´veis que podem influenciar na projec¸a˜o de votos em grupos.
Com os modelos sugeridos, foi possı´vel comparar o resultado da projec¸a˜o dos votos,
e, com uma ana´lise estatı´stica mais refinada, viabilizou a diminuic¸a˜o da quantidade de varia´veis
utilizadas, por obter um resultado similar ao do modelo completo, que utiliza todas as varia´veis
preditoras. No modelo de regressa˜o completo foram obtidos 65,4% de acertos no geral, com 21
varia´veis preditoras, e no modelo de regressa˜o ajustado obtiveram-se 61,1%, com apenas treˆs
varia´veis.
De acordo com a realidade brasileira, os modelos sugeridos destacam-se frente aos
modelos estudados, pois, ao se utilizar as varia´veis citadas no modelo de Cameron e Cummings
(2003) por exemplo, obteve-se uma baixa previsibilidade de votos positivos. Ha´ ainda, o modelo
de a´rvore de decisa˜o que se destacou frente ao modelo de regressa˜o, pois, ao aplicar o algoritmo
de a´rvore C4.5, na amostra de teste e utilizando todas as varia´veis, foram obtidos 81,33% de
acertos na projec¸a˜o dos votos.
Foi fundamental a aplicac¸a˜o dos dois me´todos, a a´rvore de decisa˜o e a regressa˜o, pois
permitiu verificar o grau de acerto de ambos, ale´m de analisar se a projec¸a˜o pode se diferenciar
de acordo com os me´todos aplicados. A vantagem do modelo de regressa˜o em relac¸a˜o ao
modelo de a´rvore, e´ a de fornecer os coeficientes que podem quantificar o valor de influeˆncia de
cada varia´vel sobre a varia´vel resposta (voto), as analisando portanto, de modo independente.
Ale´m do valor obtido pela regressa˜o, atrave´s do ca´lculo da ideologia realizado com o
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algoritmo de Poole et al. (2011) e com dados das votac¸o˜es, foi possı´vel obter uma quantidade
maior de acertos1, entretanto, o algoritmo na˜o considera as caracterı´sticas do processo e partes
durante as votac¸o˜es, as quais este trabalho teve enfoque.
Apesar de ser possı´vel simular julgamentos, a partir da selec¸a˜o de alguns atributos
disponı´veis online sobre os membros de um colegiado e documentos, o modelo na˜o atendeu
a alguns paraˆmetros de avaliac¸a˜o estatı´sticos, como o R2 elevado. Entretanto, segundo
Wooldridge (2008), nas cieˆncias sociais e´ comum encontrar valores baixos para o R2, como
por exemplo entre 0,1 e 0,3, mas, na˜o implicam que modelos com estes valores devam ser
inutilizados. Esse valor e´ esperado pela dificuldade em se prever o comportamento individual
estatisticamente, ou seja, identificar todas as varia´veis que possam influenciar e quantifica´-las.
Apesar disso, a simulac¸a˜o possibilitou verificar a mudanc¸a de votos projetados de acordo com
os valores das varia´veis de interac¸a˜o, ja´ na ana´lise de sensibilidade poˆde-se verificar a mudanc¸a
dos votos projetados com a alterac¸a˜o de alguns valores de varia´veis preditoras.
Com a realizac¸a˜o da simulac¸a˜o, foi possı´vel fornecer um ambiente para testes de
cena´rios e dos modelos propostos, ale´m de facilitar a visualizac¸a˜o do impacto das varia´veis de
interac¸a˜o sobre a decisa˜o final de cada julgamento. Ja´ com a refinac¸a˜o do modelo de regressa˜o
logı´stica, poˆde-se verificar que entre as varia´veis que mais exercem influeˆncia, esta˜o inclusas
o Colegiado, Tipo de Re´u e Presidente. Entretanto, a partir da ana´lise de sensibilidade, poˆde-
se verificar que outros valores de varia´veis teˆm forte influeˆncia, como identificado atrave´s dos
gra´ficos das varia´veis de Ideologia, Estado do processo, Faculdade, entre outras.
A obtenc¸a˜o das varia´veis de maior influeˆncia, contrasta com as varia´veis utilizadas
em modelos de outros paı´ses, como por exemplo o de Cameron e Cummings (2003), uma
vez que o resultado deste trabalho indicou que as varia´veis de processo (caracterı´sticas do
processo/ambiente), exercem mais influeˆncia que as pro´prias caracterı´sticas dos membros, em
quantidade de varia´veis deste tipo.
Como trabalhos futuros, indica-se a busca de novas varia´veis para adicionar aos
modelos e verificar se possuem um efeito considera´vel, ale´m da ana´lise individualizada e em
grupos das varia´veis existentes. A busca de novas varia´veis pode se tornar um trabalho difı´cil,
uma vez que na˜o existem informac¸o˜es disponı´veis prontas para o uso, como as atividades
exercidas pelos membros ao longo de sua carreira profissional. Outro item, e´ a extrac¸a˜o de
jurisprudeˆncias na˜o abordadas neste caso, para verificar a adereˆncia do modelo proposto em
novos julgamentos.
1O algoritmo W-NOMINATE acertou cerca de 87.74% com apenas uma dimensa˜o ao utilizar os dados de votos
dos membros e os participantes da votac¸a˜o.
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APEˆNDICE A -- CONVERSA˜O DAS VARIA´VEIS CATEGO´RICAS
E´ necessa´rio o conhecimento da ordem das varia´veis e como estas foram codificadas
para a localizac¸a˜o dos coeficientes no Apeˆndice B deste trabalho. A categorizac¸a˜o das varia´veis
pode ser verificada nas figuras 35 e 36. Vale ressaltar que a sigla “EST”, presente na figura 36,
significa que o membro do colegiado e´ estrangeiro e na˜o nasceu em nenhum estado do Brasil.
Figura 35: Varia´veis catego´ricas do modelo de regressa˜o.
Fonte: Pro´pria.
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Figura 36: Varia´veis catego´ricas do modelo de regressa˜o.
Fonte: Pro´pria.
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APEˆNDICE B -- COEFICIENTES DO MODELO DE REGRESSA˜O LOGI´STICA
Os coeficientes da regressa˜o logı´stica podem ser verificados na coluna B das figuras
37, 38 e 39.
Figura 37: Varia´veis do modelo de regressa˜o e seus respectivos coeficientes (B).
Fonte: Pro´pria.
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Figura 38: Varia´veis do modelo de regressa˜o e seus respectivos coeficientes (B).
Fonte: Pro´pria.
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Figura 39: Varia´veis do modelo de regressa˜o e seus respectivos coeficientes (B).
Fonte: Pro´pria.
