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基于支持向量回归的钢材力学性能模型及应用
林豫柏 , 　罗　键 3
(厦门大学 自动化系 ,福建 厦门 361005)
摘 　要 : 根据化学成分准确预测钢材产品的力学性能并及时调整相关生产的控制策略 ,将有效地
提高钢铁生产的最终产品质量. 支持向量机是一种建立在统计学习理论基础上的机器学习方法 ,
介绍了基于此算法基础上的一种εΟ支持向量回归机算法及其推导过程 ,建立了基于εΟ支持向量回
归机的钢材力学性能模型 ,通过实际应用表明该模型比 Excel 回归预测具有更高的精度.
关键词 : 预测 ;支持向量机 ;力学性能
中图分类号 : TP 301 文献标识码 : A
Model and Application Based on Supportable Recursive Vector
for Forecasting Steel Mechanics Performance
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Abstract :The quality of final steel p roduct will be raised efficiently by accurately forecasting t he
mechanics performances based on the chemical component s and adjusting related cont rol st rategy.
SVM is a kind of mechine learning way based on statistics t heory. AεΟSVM met hod based on t his
arit hmetic and it s deduce are int roduced. Then , a model of steel mechanics performances based
onεΟSVM is const ructed. Finally , an application of t his model t hrough practical data indicates
t hatεΟSVM get a higher p recision t han Excel recursive forecast .
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　　支持向量机 (support vector machines ,SVM) ,是























w ,ε( 3 ) , b
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(εi +ε3i ) (1)
　s. t. ( ( w ·xi ) + b) - yi ≤ε+εi , i = 1 , ⋯, l (2)
y i - ( ( w ·x i ) + b) - y i ≤ε+ε3i , i = 1 , ⋯, l (3)
ε( 3 )i ≥0 , i = 1 , ⋯, l (4)
式中 : w ∈Rn ,ε( 3 ) ∈R2 l , b ∈R ; ( 3 ) 表示向量有
3 号和无 3 号两种情况.
　　问题 (1) ～ (4) 的对偶问题
min




i , j = 1




(α3i +αi ) - ∑
l
i = 1




(αi - α3i ) = 0 (6)
0 ≤αi ,α3i ≤ C
l
, i = 1 , ⋯, l (7)
　　对偶问题式 (5) ～ (7) 对输入 x i ( i = 1 , ⋯, l)
的依赖关系仅仅体现在内积 ( x i , x j ) ( i , j = 1 , ⋯, l)






维特征空间中的内积运算 ,因此用一个核函数 K( x ,
y) 代替 < Φ( x) ,Φ( y) > 就可以实现非线性回归. 于
是 ,非线性回归的优化方程为最小化函数
w (α,α3 ) = 1
2 ∑
l
i , j = 1




(α3i +αi ) - ∑
l
i = 1
y i (α3i - αi ) (8)
约束条件为式 (6) , (7) .
综上所述 ,εΟ支持向量回归机算法可归纳为
1) 已知训练集 T = { ( x i , y i ) , i = 1 , ⋯, l} ,其
中 , x i ∈ X = Rn , y i ∈Y = R , i = 1 , ⋯, l ;
2) 选取适的正数ε和 C ,以及适当的核函数 ;
3) 构造并求解最优化问题式 (8) , (6) , (7) ,得
到最优解
α = α1 ,α3i , ⋯. ,αi ,α3l (9)
4) 构造决策函数
f ( x) = ∑
l
i = 1
α3i - αi K ( x i , x) + b (10)
其中 , b按下列方式计算 :选择位于开区间 0 , C
l
中
的αj 或α3k . 若选到的是αj ,则
b = y i - ∑
l
i = 1
α3i - αi ( x i , x j ) +ε (11)
若选到的是α3k ,则
b = y k - ∑
l
i = 1




中选用的核函数是高斯径向基核函数 ( Radial Basis
Function , RBF) [4 ] :
K x i , x j = exp - γ‖x i , x j ‖2 ,γ > 0 (13)
2. 2 　最优参数 C,γ,ε实现
在生成预测模型之前必须求出参数ε,γ和 C ,
参数ε,γ和 C 对预测准确度有很大影响. 常用的方
法是把已知的训练集分成两部分 :一部分作为训练
集 ,其余部分作为测试集. 根据训练集 ,用被评价的
分类算法求出决策函数 ,用测试集测试所得的决策
函数的准确率[5Ο6 ] . 交叉确认是该方法的改进.
kΟ折交叉确认把 l 个样本点随机的分成 k 个互
补相交的子集 ,即 kΟ折 S1 , ⋯, S k ,每折的大小相等.
共进行 k 次训练与测试 ,即对 i = 1 ,2 , ⋯, k 进行 k
次迭代 ,第 i 次迭代的做法是 ,选择 S i为测试集 ,其
余 k - 1 个集合的并为训练集 ,算法根据训练集求出
决策函数后 ,即可对测试集 S i进行测试.
为获得最优参数ε,γ和 C ,文中采用基于 5 Ο折
交叉确认的栅格搜索. 将每一组 ( C ,γ,ε) 进行 5 Ο折
交叉确认 , 选出交叉确认误差最小的一组. 该组合
即为想要的最优参数组. 实践表明 , 使用指数变化
序列的 C ,γ,ε是非常实用的 ,文中 C ,γ,ε的指数变
化序列为 C = 2 - 4 ,2 - 3 , ⋯,24 ,γ = 2 - 8 , ⋯,1 ,ε =
2 - 8 , ⋯,2 - 1 . C ,γ,ε分别取在变化序列不同值进行5Ο
折交叉确认 , 比较交叉确认误差 , 得到交叉确认误
差最小的 C ,γ,ε就是最优参数.
为了评价回归学习质量 , 计算了均方误差
(MSE) [7 ] . 设延伸率的变换幅度
¨ y = max ( y) - min ( y) ,均方误差取













HRB 335 产品的数据 ,总共 283 条记录 ,预测数据
共 50 条记录 ,其部分数据见表 1 ,2.
表 1 　HRB 335 延伸率部分样本数据
Tab. 1 　Sample data of HRB 335 extend rate
延伸率/ % C Mn S P Si
30 0. 20 1. 39 0. 039 0. 028 0. 50
29 0. 22 1. 43 0. 027 0. 034 0. 50
28 0. 20 1. 40 0. 030 0. 023 0. 46
⋯ ⋯ ⋯ ⋯ ⋯ ⋯
表 2 　HRB 335 延伸率部分预测数据
Tab. 2 　Forecast data of HRB 335 extend rate
延伸率/ % C Mn S P Si
0 0. 21 1. 35 0. 029 0. 024 0. 53
0 0. 22 1. 39 0. 031 0. 038 0. 50
0 0. 23 1. 45 0. 024 0. 034 0. 55
⋯ ⋯ ⋯ ⋯ ⋯ ⋯
　　样本数据得出最优参数组合为ε= 0 . 125 ,γ=
0. 125 , C = 4 , MSE = 1 . 88 . 最优参数组合下预测
值与实际值见图 1.
图 1 　最优参数组合下预测值与实际值
Fig. 1 　Forecast value and practical value of optimal
parameters combination
4 　与 Excel 回归方程预测比较
Excel 自带回归方程预测法是将样本导出
Excel ,选中样本后调用 Excel 函数得出回归方程 ,
然后用回归方程进行预测. 为了与支持向量回归机
作比较 ,样本采用三明钢铁集团公司的 HRB 335 产
品的同样数据 ,共 283 条记录 ,部分样本数据见表
1. 所得回归方程为
延伸率 = 5. 47 C + 30. 09 Mn - 43. 72 S -
2. 57 P - 4. 63 Si - 10. 43 (16)
　　基于支持向量机预测值、Excel 回归预测值与
真实值见图 2.
　　通过比较表明 ,支持向量机预测比 Excel 回归
预测具有更高的精度.
图 2 　支持向量机预测值、Excel 回归预测值与真实值
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