This paper derives asymptotically optimal tests for testing problems in which a nuisance parameter exists under the alternative hypothesis but not under the null. For example, the results apply to tests of one-time structural change with unknown changepoint. Several other examples are discussed in the paper. The results of the paper are of interest, because the testing problem considered is nonstandard and the classical asymptotic optimality results for the Lagrange multiplier (LM), Wald, and likelihood ratio (LR) tests do not apply.
INTRODUCTION
THIS PAPER CONSIDERS THE NONSTANDARD PROBLEM of testing whether a subvector of a parameter 0 E-c RS equals zero when the likelihood function depends on an additional parameter 7r e H under the alternative hypothesis. A variety of testing problems of interest in econometrics are of the above type. Examples include tests of one-time structural change, of multiple structural changes, of cross-sectional constancy of parameters, of the threshold effect in threshold autoregressive models, of variable relevance and functional form in nonlinear models, of common factors in autoregressive-moving average models, and of conditional heteroskedasticity in GARCH models. In the structural change case, for example, the parameter 7I that appears under the alternative, but not under the null, is the time of structural change.
The purpose of this paper is to derive asymptotically optimal tests for the testing problems described above. This is of interest because the classical asymptotic optimality properties of Lagrange multiplier (LM), Wald, and likelihood ratio (LR) tests do not hold in these nonstandard problems.
To derive optimal tests, we use a weighted average power criterion function similar to that used by Wald (1943) . In fact, for any fixed value of 7r, the weight function we consider has the same contours as those considered by Wald. One difference is that we consider multiple values of 7-under the alternative, whereas Wald's results are applicable only for a single value. The optimal tests that are derived depend on the choice of a weight function J over the values of 7r. A second difference is that Wald allows for arbitrary weightings of the contours referred to above, whereas we have to specify a weight function over the contours.
The optimal tests that we derive can be given by Bayesian interpretation. If one views the weight functions referred to above as priors, then the optimal tests are of a Bayesian posterior odds ratio form or, more precisely, are asymptotically equivalent to a Bayesian posterior odds ratio. The optimal test statistics have two advantages over an actual Bayesian posterior odds ratio. First, they circumvent the need for placing a prior over those nuisance parameters that appear under both the null and the alternative. Second, they are much easier to compute, partly as a consequence of the first advantage.
The optimal tests are of an auerage exponential form. In particular, for a fixed value of 7r, let LMT(71) , and c is a scalar constant that depends on the chosen weight function over values of ,3 and determines whether one is directing power against close or more distant alternatives. Exponential Wald and LR tests are defined analogously to Exp-LMT with the standard WT(7) and LRT(7G) test statistics replacing LMT(w). The exponential LM and LR tests are also found to be asymptotically optimal tests. The likelihood ratio test is of the form sup,,=-, LRT(7G), which is not of the optimal average exponential form. It is found to be a limit of an average exponential test, but only if one considers the limit as a parameter is pushed beyond an admissible boundary. Thus, the likelihood ratio test is not found to be an optimal test using the weight functions considered here. Nevertheless, it is asymptotically admissible; see Andrews and Ploberger (1993) .
The general optimality properties of exponential tests are established here under a set of high-level assumptions. Primitive sufficient conditions are given for the examples of tests of one-time structural change with unknown change point, tests of cross-sectional constancy, tests of a threshold effect in autoregressive models, tests of variable relevance, and tests of functional form. For tests of common factors in ARMA(1, 1) models, primitive sufficient conditions are given in . We note that tests of regime switching in switching models with unobserved regimes (which includes tests of homogeneity in mixture models) are not covered by the results of this paper.2
The papers most closely related to the present one are Davies (1977 Davies ( , 1987 , Hansen (1991) , and King and Shively (1993) . Davies (1977) has established the asymptotic optimality as the sample size T goes to infinity and the significance level a goes to zero of the likelihood ratio test (i.e., the sup LR test) in the context considered here. His results for scalar parameters are extended to vector-valued parameters in Andrews (1993) . These optimality results are very weak, however, and are not indicative of finite sample performance. The reason is that the power of the likelihood ratio test with unknown w is equivalent to that with known 7T when T -* oo and a > 0. This equivalence is not found even approximately with typical sample sizes and significance levels.
Hansen (1991) does not discuss optimal choices of tests. He does, however, suggest a useful computational method for simulating critical values that can be exploited in some of the examples considered here. King and Shively (1993) consider locally mean most powerful tests for problems of the sort considered in this paper. They employ a transformation of parameters, which provides a useful alternative perspective on the testing problems under study. Their tests direct power only against very local alternatives-alternatives that are so close to the null that only trivial power is obtained asymptotically. In contrast, the alternatives considered in this paper are local, but are such that the tests have nontrivial power even asymptotically.
In the particular context of tests of structural change, there are several papers that are related to the present paper. These include Chernoff and Zacks (1964), Jandhyala and MacNeill (1991), and Nyblom (1989) . For brevity, we do not discuss these papers here. (See Andrews and Ploberger (1992) for a brief discussion of them.)
The remainder of this paper is organized as follows. Section 2 introduces the testing problem under consideration and the optimal test statistics. Section 3 presents and discusses the assumptions employed, and optimality results, and the asymptotic null distribution of the optimal test statistics. Section 4 treats the example of tests of structural change in nonlinear models with stationary observations. It also treats examples that fall within the class of empirical 2Depending on the chosen parameterization of the model, the reason these models are not covered is that either the alternative hypothesis is one-sided, whereas we consider two-sided alternatives in this paper, or the information matrix for 0 given 7T E H is singular for 0 in the null, which violates one of our regularity conditions (Assumption 1(f) can be written as a product of two terms, one that depends on 0 and another that does not. Often the latter term is the product over t = 1, ..., T of the conditional distribution of some weakly exogenous variables at time t given all of the preceding variables (exogenous or not). In such cases, these conditional distributions of the weakly exogenous variables need not be known in order for one to construct the test statistics considered here. The optimality results stated below hold for any such distributions for which the assumptions on fT(0, -) hold.
The parameter 0 is taken to be of the form 0 = (13', 8'), where fe R , 8 E RI', and s = p + q. For example, in the case of tests of one-time structural change, the parameter 7 e (0, 1) indicates the point of structural change as a fraction of the sample size, 8, is a pre-change parameter vector, 81 +,3 is a post-change parameter vector, and 82 is a parameter vector that is constant across regimes.
The null hypothesis of interest is (2.1) Ho ,3 = O.
In the structural change case, this is the hypothesis of no structural change. The alternative hypothesis is (2.2) H1: ,3 # 0 and the likelihood function depends on the parameter 7-.
We let 00 denote a parameter vector in the null hypothesis. Under the null hypothesis, the likelihood function fT(007 -) does not depend on the parameter 7-and is denoted fT(0O) For example, in the one-time structural change case, if no structural change occurs, the time 7-of structural change is redundant. It is the appearance of the parameter 7-under the alternative hypothesis, but not under the null, that makes the testing problem described above nonregular and outside the domain of standard asymptotic optimality results. In particular, the standard LM statistic does not have its standard asymptotic distribution or its standard asymptotic local optimality properties in the situation described above.
To derive asymptotically optimal tests of Hog we consider local alternatives to Ho of the form fT (0O+BT-'h, Note that Exp-LMT depends on the weight functions Q,(*) only through the scalar c. The larger is c, the more weight is given to alternatives for which f is large, where 0 = (,83', 8')'. For example, for tests of structural change, larger values of c correspond to greater weight being given to larger structural changes. In the special case where J(7T) is a pointmass at a single value 7rS0 EXP-LMT reduces to (1 + c)-P/2 exp((1/2)(c/(1 + c))LMT(rO)), the optimal test rejects if and only if LMT(7To) exceeds some constant (i.e., the optimal test equals the standard LM test for fixed 7ro) and the optimal test is independent of c. When J(w) is not a pointmass distribution, however, the optimal test Exp-LMT depends on c. The larger is c, the more power is directed at alternatives for which ,3 is large. 
ASSUMPTIONS AND OPTIMALITY RESULTS
This section presents the assumptions used and states the optimality results obtained in the paper. We begin by introducing some notation. Let lT(01 7) = log fT(0, i). Let DlT(0, w) denote the s-vector of partial derivatives of lT(01 7) with respect to 0. Let D21T(0, 7) denote the s X s matrix of second partial derivatives of lT(0, 7r) with respect to 0. (Note that DlT(0o, Ir) and D21T(0o, 7) depend on vT in general even though T(0o17) and lT(001) do not.) Let 00 denote the true value of 0 under the null HO.
We consider the case where the appropriate norming factors for DlT(0, w) and D21T(6,17) The likelihood function/parametric model is assumed to satisfy the following assumption. For some applications, these assumptions can be verified using results in the literature. In other cases, one can use a result given in Andrews (1993, Lemma A-1), which provides sufficient conditions for uniform consistency of a family of estimators. These conditions entail uniform convergence of the criterion function to some limit function and a uniform identifiability condition on the limit function.
For known 7E-1H, the standard LM, Wald, and LR test statistics for testing HO against H1 (as defined in (2.1) and (2.2)) are given by 
Next we introduce a particular choice for the weighted functions {Q( ():
7 e H). For each 7-, the chosen weight function QQ( ) gives constant weight on the same ellipses in S as were considered first by Wald (1943) in his demonstration of the property of asymptotically greatest weighted average power of Wald tests for the (now standard) testing scenario where 7-is fixed and known. These ellipses are also the same ones over which the power of asymptotically invariant tests are required to be constant when considering locally most powerful invariant tests in the testing scenario where 7-is fixed and known. The chosen weight functions Q,( ) are natural from a theoretical perspective in that they give equal weight to alternatives that are equally difficult to detect when 7-is known-no direction away from the null is favored over any other.
Let V denote the linear subspace of RS defined by We now determine the asymptotic null distribution of Exp-LMT. Let "4" denote convergence in distribution. Let " =" denote weak convergence of stochastic processes indexed by 7 e-1H. Note that the definition of weak convergence requires the specification of a metric on the appropriate space of functions on H. Below we consider weak convergence of a process VT(7) = (P'lT(7), V2T (7)) ( E Rs x Rsxs) to a process VG(7) = (Vl(7), V2(&)). We assume that the metric on the space of functions in which PT(") and P( ) lie is chosen such that the function under 00 (as processes indexed by E-e H) for some mean zero Rs-valued Gaussian stochastic process {G(00, 7): E H) that has EG(60, 7-)G(00, 7r) = O(0o, 7-) V7-E1 H and has bounded uniformly continuous sample paths (as functions of 7T for fixed 00) with probability one.
In applications, Assumption 5 is verified by applying a functional CLT for a partial sum process, as with tests of structural change, by applying an empirical process CLT, as with the other examples of Section 4, or by applying some other functional CLT, as with the test of common factors mentioned in Section 1. In contrast to the variance function of G(00, * ), the covariance function of G(00,*) is not specified in Assumption 5, because no assumptions on it are required.
Note that the stochastic processes VT(7-) and V(7T) referred to above correspond to (X-1(0o0 7)B-1DlT(0o, 0r)9 ,0 1(0o )) and (X-1(009 7)G(00, 7r), ,--(Oo9 7-)) respectively. Under Assumptions 1 and 5, the latter process satisfies the conditions on 1+(7-) stated above for the continuity of the function defined in (3.8).
The asymptotic null distribution of Exp-LMT is shown in the following theorem to equal that of the random variable 2. Here and below, Assumption 3 is not required for results that involve EXP-WT.
3. The "c = O" and "c = oo exponential test statistics are defined in equations (2.5) and (2.6). By the proof of Theorem 1, it is easy to see that under Assumptions 1-5 these statistics have asymptotic distributions as T -* oc given by the limits as c -* 0 and c -> oo, respectively, of the corresponding normalized X(00, c) rv. That is, the limits are fz(7) dJ(7n) and log f exp('z(7G)) d(7-), respectively, where z(0r) is the quadratic form in the exponent in (3.9) (excluding (l)c/(1 + c)).
We now state the weighted average power optimality property of the exponential test. Let 'PT denote a test of Ho. That is, PT is a [0, 1]-valued function that is determined by YT (and perhaps some randomization scheme) and rejects Ho with probability y when 'PT = y. The test 'PT is of asymptotic significance level a if fTPfT(0O) dpiT ---a for all 00 that satisfy the null hypothesis H0, where fsTfT(OO) dgT denotes the probability of rejection of Ho using PT.
Similarly, the power Of (PT against the local alternative fT(OO + B -1h7 ) is denoted f'TfT(00 + BT 1h, T) daT. Let {kTa:T> 1} be a sequence of critical values (possibly random, but with nonrandom probability limit) such that the exponential LM test, i.e., (T= l(Exp-LMT > kTa), has asymptotic level a.
The main result of this paper is the following optimality result. 2. Theorem 2 can be used to state some asymptotic optimality properties of the c = 0 and c = oX exponential test statistics defined in (2.5) and (2.6). In particular, given any ? > 0, the c = 0 test is within ? of maximizing the weighted average asymptotic (as T --oo) power for the weight function Q,( = Qc ) and J for all c sufficiently small (in the class of tests with the same asymptotic significance level). Thus, the c = 0 test is designed for testing against alternatives that are very near the null hypothesis. The c = oX test possesses analogous optimal weighted average power properties for weight functions for which c is large. Note that the weight functions give more weight to distant alternatives as c is increased and equal weight is given to all alternatives in the limit as c -.3 3. The optimality results of Theorem 2 only apply in correctly specified ML contexts. More specifically, the distribution of any weakly exogenous variables does not need to be specified, but the parametric families of conditional 3We note that the c = 0 and c = oX exponential test statistics defined in (2.5) and (2.6) differ from the statistic Exp-LMTc evaluated at c = 0 and c = o (which is degenerate and equals 1 and 0 respectively). When c = 0, the weight function Q7r(= Qc ) puts all its mass on the null hypothesis, so it is nonsensical to try to generate an optimal test statistic for this weight function. When c = 00, the weight function Q7r is flat on RP and, hence, is not integrable. Again, it is nonsensical to try to generate an optimal test for this weight function, because the weighted average power for many tests is infinite. It is interesting, and useful, however, to find that it is possible to obtain nondegenerate limiting test statistics as c -O 0 and c -X oc (by normalizing the test statistics before taking the limits). The resulting tests have the optimality properties referred to above. 1. The Markov assumption yields the simplification that under the null hypothesis the summands log gt(8l, 82) in the log-likelihood function are strictly stationary and ergodic for t > m. Without the Markov assumption, one could still verify Assumptions 1-3 and 5, but the conditions would be more complicated.
2. The proof of Theorem 3 is given in an Addendum to this paper that is available from the first author upon request.
Next, we define simplified asymptotically equivalent forms of the exponential LM and Wald statistics (for a proof of equivalency, see Andrews and Ploberger (1992)). Let Table.  Table II reports 
X (B1(r) -WB(1))/[7r(l1-r)] )dJ(rr).

That is, the asymptotic null distribution of Exp-LMT is an exponential average of the square of a standardized tied-down Bessel process of order p. Since x(00,c) is nuisance parameter free, asymptotic critical values can be tabulated. The limit distribution of Exp-LMT under general local alternatives to
E exp(LMT(t/T)/2) +([Two] + 1 -TWO){exp(LMT([T7ro]/T)/2) + exp (LMT((T-[Tw0])/T)/2)}])
Empirical Process Examples
In this subsection, we describe several examples for which Assumption 5 of Section 3 can be verified using an empirical process CLT. For each example, the conditions given are sufficient for Assumptions 1-3 and 5 with Assumption 5 verified using the empirical process CLT of Ossiander (1987) or Doukhan, Massart, and Rio (1994). The proof of sufficiency is given in an Addendum to this paper that is available from the first author. The Addendum gives a general empirical process result that covers the examples here as well as a variety of others. Note that the assumption of normality of the errors that appears in the examples is used for the optimality of the test procedures, but is not needed for the tests to have correct asymptotic significance level. Q.E.D.
