In this paper we discuss the minimality of the degree of the standard polynomial as a polynomial identity for verbally prime algebras and its tensor products.
Introduction
Verbally prime algebras play a prominent role in the PI theory. Recall that an algebra A is verbally prime if its T-ideal is prime in the class of all T-ideals in the free associative algebra. Let V be an vector space over K of countable infinite dimension with basis {e 1 , e 2 , ...}. The Grassmann algebra E of V is the associative algebra with K-basis consisting of 1 and all products of the form e i 1 e i 2 ...e im with i 1 < i 2 ... < i m , m ≥ 1 and with multiplication induced i = 0 and e i e j + e j e i = 0. When char K = p = 2, then obviously E is commutative and hence are not very "interesting" from the PI point of view. Therefore, we restrict our attention the case p > 2.
We denote by M n (E) the algebra of n × n matrices over E. The algebra M a,b (E) is the subalgebra of M a+b (E) that consists of the block matrices A B C D , where A ∈ M a (E 0 ), B ∈ M a×b (E 1 ), C ∈ M b×a (E 1 ) and
If two algebras A and B satisfy the same polynomial identities we say that A is PI-equivalent to B and we denote by A ∼ B. An important consequence of the Kemer's structure theory is the Tensor Product Theorem (TPT).
In [4] it has been proved that Kemer's tensor product theorem can not be transposed to fields of positive characteristic. However we have the following multilinear version. Let P (I) be the set of multilinear polynomials in the T -ideal I:
Next we will define the algebras the type S 1 , S 2 and S 3 .
2 Algebras of the type S
1
, S 2 and S
3
We denote by
the polynomial standard of degree k where (σ) is the sign of σ. Note that if A satisfies s k with k minimal, then k must be even. For if k were odd, then
.., x k−1 ) and thus k would not be minimal. The same remark holds for powers of standard identities. We write µ(A) = n if A satisfies s 2n and no s k with k < 2n. If A satisfies no standard identity we write µ(A) = ∞. We write in addition µ * (A) = n if A satisfies a power of s 2n , and no power of s k with k < 2n.
Let A be an algebra.
n -algebra for some n.
Definition 2.2
We say that A is a S 2 n -algebra if A ∼ M n (E) and a S 2 -algebra if A is a S 2 n -algebra for some n. Definition 2.3 We say that A is a S 3 ab -algebra if A ∼ M a,b (E) and a S 3 -algebra if A is a S 3 ab -algebra for some a and b. Thus, acording to Kemer's Theory, all verbally prime PI-algebra over a field of characteristic zero are of the type S 1 , S 2 or S 3 . The purpose of this paper is to study this classification for algebras over a field of characteristic positive and its tensor products. The Amitsur-Levitzki theorem says that µ(M n (K)) = n. Now if M n (K) satisfy a standard polynomial then satisfy a power itself. Therefore µ(M n (K)) ≤ n. Now let's show that if k < n then M n (K) does not satisfy s 2k . Consider
where the E ij are the matrices units. Then the non-zero terms Q of the form E ii , and for i = 1 we will have only one non-zero term E 11 . It follows that Q is an diagonal matrix with 1 in the upper left corner. Then Q is not nilpotent, and therefore no power of s 2k satisfies M n (K). Thus we have the following
Lemma 3.1 Let char K = 0. The Grassmann algebra E does not satisfy any standard polynomial, that is, µ(E) = ∞.
Proof. Let e 1 , ..., e n we have that e i e j = −e j e i . Therefore e σ(1) ...e σ(n) = (σ)e 1 ...e n . Follow that
..e n = n!e 1 ...e n The lemma below was proved in [1] for zero characteristic fields and extended in [5] for any characteristic. In this article we will use the following isomorphisms 
Proof. Since A is a S 2 -algebra there is one positive integer n such that A ∼ M n (E). Therefore, µ(A) = µ(M n (E)) and µ * (A) = µ * (M n (E)) . According to the lemma 3.2 we have µ * (M n (E)) = n and since T (M n (E)) ⊂ T (E) follows from the lemma 3.1 that µ(M n (E)) = ∞.
Proof. Since A is a S 3 -algebra there is positive integers a and b such that,
According to the Lemma 3.2 we have µ * (M a,b (E)) = max{a, b}. And if d = min{a, b} we have
These inclusions follow by natural immersions and equality follows from
The following lemma will be very useful in what follows.
Proof. . ( [7] ,teorema 1).
Proof. . There are integers a and b such that A ∼ M a (K) and B ∼ M b (K) respectively. Thus, by lemma 3.3
Therefore A ⊗ B is a S 1 -algebra. Them,
Proof. . There are integers a e b such that A ∼ M a (K) and B ∼ M b (E), respectively. Thus, by lemma 3.3 we have
Theorem 8 If A is a S 1 -algebras and B is a S 3 -algebra then A ⊗ B is a S 3 -algebra. Them µ(A ⊗ B) = ∞ and µ
Theorem 9 If A and B are S 2 -algebras then A ⊗ B is a S 3 -algebra. Them µ(A ⊗ B) = ∞ and µ
Proof. . Let A ∼ M a (E) and B ∼ M b (E). Thus by lemma 3.3 we have
Theorem 10 If A is a S 2 -algebras and B is a S 3 -algebra then A ⊗ B is a
Proof. Let A ∼ M a (E) and B ∼ M b,c (E). Then by lemma 3.3 we have
Theorem 11 If A and B are S 3 -algebras then A ⊗ B is a S 3 -algebra. Them µ(A ⊗ B) = ∞ and µ
Proof. If A and B are S 3 -algebras then there are integers a, b, c and d
In this section we will transpose the results of the previous section into algebras over a infinite field characteristic field p = 2.
On the valour of µ * (A)
If A is a S 1 -algebra then there is n such that A ∼ M n (K) and therefore µ * (A) = n because the theorem 3 is free of characteristic. Besides that, if A is a S 2 n or S 3 ab -algebra then µ * (A) = n or µ * (A) = max{a, b}, because the lemma 3.2 is free of characteristic. For the tensor products we have the following.
Theorem 12 If A is a S 1 -algebra and B is a S 2 -algebra, then A ⊗ B is a S 2 -algebra and µ
Proof. Idem to the proof of the theorem 7
Theorem 13 If A is a S 1 -algebra and B is a S 3 -algebra then A ⊗ B is a S 3 -algebra and µ
Proof. Idem to the proof of the theorem 8
Theorem 14 Let A be a S 2 -algebra and let B be a S 3 -algebra. Then
.
On the valour of µ(A)
In this section we study the valour of the µ(A) when A is an S 1 , S 2 and S 3 -algebra or tensor product it. First, we observe that Theorem 3 is free of characteristic.
In Theorem 17 If the algebra A satisfies polynomial identity s 2n , then the algebra M k (A) satisfies the polynomial identity s 2nk 2 −k 2 +1 .
In [ [7] , Theorem 15] the authors proved the following result.
Theorem 18 If the algebra M k (A) satisfies the polynomial identity s n , then the algebra M k−1 (A) satisfies the polynomial identity s n−2 . Moreover, the algebra A satisfies the polynomial identity s n−2(k−1) .
Now we can prove the following:
Proof. Since A is S 2 -algebra, we see that A ∼ M n (E). We have that, µ(A) = µ(M n (E)). If the algebra M n (E) satisfies s m , by theorem 18, we obtain that the algebra E satisfies s m−2(n−1) . By lemma 4.1, we have that
Thus, we obtain that µ(A) ≥ (2n+p−1) 2 . Now, since E satisfies s 2m with 2m = p + 1, by theorem 17, we have that M n (E) satisfies s 2mn 2 −n 2 +1 . We observe that
This result will be the basis for the next theorems.
Theorem 20 Let A be a S 3 ab -algebra and d = min{a, b}. Then
Proof. Since A ∼ M a,b (E) and µ(A) = µ(M a,b (E)), we obtain that 
By theorem 2 P (T (M ab,ac (E)⊗E)) = P (T (M ab+ac (E))). However µ(A⊗B) = µ(M ab+ac (E)).
Theorem 22 If A is a S Proof. . By theorem 2 we have P (T (M a,b (E)⊗M c,d (E))) = P (T (M ac+bd,ad+bc (E))), thus µ(A ⊗ B) = µ(M ac+bd,ad+bc (E)), and by theorem 20 follows the result.
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