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Abstract 
This paper adopts a single-period newsvendor model with supply uncertainties to be used for optimally sizing an electrical 
energy storage system (EESS) for an apartment house with a photovoltaic (PV) system. Hence, typical inventory cost 
components and supply chain characteristics are translated to the EESS application. The results show that inventory management 
and energy storage can be aligned. The optimal size of the EESS takes into account the total cost of the storage system including 
energetic losses as well as the costs for energy supply from the own energy systems and from the energy supplier. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of EUROSOLAR - The European Association for Renewable Energy. 
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1. Introduction 
Along with the increase of renewable energies in power supply, there is a rising demand for storage capacities [1]. 
Even for small households withphotovoltaic PV, an electrical energy storage system (EESS) can be profitable if it 
increases the self-consumption of the building. With a higher penetration of renewable energies in the power grid, 
EESSs will be necessary to provide valuable grid services in addition to their main task [2,3]. Following the 
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increasing use of EESSs, the need for an EESS-sizing-procedure has recently started to attract the attention of 
researchers and practitioners alike. The approach proposed in this paper is based on analogies between inventory 
management in classical supply chains and the energy storage process. These applications show strong parallels in 
terms of the basic assumptions and general conditions. 
In contrast to the field of EESSs, a plethora of methodologies have been developed for cost-efficiently planning 
inventories within a supply chain. This paper adopts such a methodology to optimally size an EESS for an apartment 
house with a PV system as the building’s own source of energy with respect to different cost parameters. Before we 
explain this methodology in detail, we give an overview of procedures which are currently used to size EESS, 
shortly elaborate on the fundamentals of inventory management and present areas of interdisciplinary research which 
have already capitalized on the use of inventory models (Section 2). In Section 3, we define requirements which the 
operation of an EESS imposes on the model. Based on these requirements, we select a model and adjust it 
accordingly. In Section 4, we present a numerical analysis of the developed model, and Section 5 concludes the 
paper. 
 
Nomenclature 
ߙ  self-discharge ratio for 24 hours in % 
ܥ  optimal capacity of the EESSin kWh 
ܿ  purchase price in €/kWh 
ܿܩ݁݊݁ݎܽݐ݅݋݊  cost for generating solar energyin €/kWh 
ܿܵݐ݋ݎܽ݃݁   cost for storing energyin €/kWh 
ܿ݋   overage costin €/kWh 
ܿݑ   underage costin €/kWh 
ܦ  demandin kWh 
ܧܦ ǡ݅   discrete amounts of energy demandin kWh 
ܧܦ ǡ݉݋݀ ǡ݅   modifieddiscrete amounts of energy demandsin kWh 
ܧܵǡ݅   discrete amounts of energy supplies in kWh 
ߟ  single-sided conversion efficiency in % 
ܨݓ   cumulative distribution function of ݓ 
݂ܦ  density function of ܦ 
݌  sales price in €/kWh 
ܳכ  optimal order quantity in kWh 
ܵ  order-up-to levelin kWh 
ܵכ  optimalcyclical order quantityin kWh 
ݒ  salvage valuein €/kWh 
ݓ  random yield in kWh 
2. Literature review 
2.1. Existing EESS-sizing procedures 
Since energy storage systems of different types have been in operation for centuries,severalmethods have been 
developed in the past that support finding suitable storage systems for different applications. Most of these methods 
use search heuristics or optimization algorithms based on input parameter variations to identify the appropriate 
dimensions (power and energy) of the EESS. Examples of such approaches can be found in [4], [5] and [6]. An 
example for an analytical approach, where the objective function can be solved for the dimensions of the EESS, can 
be found in [7]. The intermittent character of most demand and production profiles has led to promising stochastic 
approaches. Examples can be found in [8], [9] and [10]. Yet, to the best of the authors’ knowledge, none of these 
procedures make use of well-studied inventory models to size and optimize an EESS. 
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2.2. Inventory models and their interdisciplinary applicability 
Parallels can be identified between the process of sizing an EESS and the process of determining the optimal 
order or production lot size in batch production processes. While the lot sizing problem aims at balancing setup cost 
and inventory holding cost given specific production and demand parameters, energy storage sizing aims at finding 
the optimal storage capacity and power given a specific load profile. Thus, the question at the core of this paper is 
whether approaches to determine the optimal order quantity may provide the basis for a new procedure of sizing 
energy storages. 
Research on the lot sizing problems was initiated by the seminal work of Harris [11]. In this paper, Harris 
proposed the economic lot size model which answers the question of how many parts to produce in one production 
run while considering variable inventory holding cost and fixed cost incurred each time when setting up a machine 
or when placing an order [11]. By relaxing or altering one or more of the underlying assumptions, numerous 
inventory models have been developed over the last 100 years. [12]provide a comprehensive review of the research 
streams that emerged from Harris’ economic lot size model. 
Typically, inventory models are concerned with problems arising in a production environment. Yet, there are also 
other application areas where the use of inventory models has been of value. One of these areas is the health care 
sector. Examples of such approaches can be found in [13], [14] and [15]. Furthermore, inventory models are 
employed in disaster relief management [16-18]. A comprehensive review can be found in [19]. Some inventory 
models also include inventory capacity considerations, as limited inventory capacity may harm a smooth production 
flow [20-22]. In all applications, the question remains which storage capacity is economically most reasonable. 
Before we apply approaches used to answer this question in inventory management on the sizing of energy storages, 
we need to define requirements which energy storage systems impose on the model to be developed. 
3. Modeling EESSusing inventory models 
3.1. Requirements for modeling EESS 
To select a suitable inventory model, the requirements imposed on a technically correct model of an EESS need 
to be translated into the language of inventory management. Requirements can be clustered into fundamental 
requirements that must be fulfilled, additional requirements that improve the quality of the model, if fulfilled, but are 
not compulsory, and application-specific requirements that are valuablein adapting the model to this application. 
Table 1summarizesthe resulting adaption of requirements. 
Table 1.Translation of technical requirements for modeling an EESS into requirements for inventory models. 
 Technical requirements for EESS Requirements for inventory model 
Fundamental 
requirements 
x only energy is stored 
x there is only one EESS 
x parameters of EESS do not change with time 
x intermittent energy source 
x intermittent energy demand 
x single-product inventory model 
x single-stage inventory model 
x inventory with static model parameters 
x inventory model with stochastic supply 
x inventory model with stochastic demand 
Additional 
requirements 
x energy can be stored for multiple cycles 
x EESS incurs energy losses 
x EESS should not be discharged completely 
x multi-period inventory model 
x inventory model with perishable goods 
x consideration of safety stocks 
Application-specific 
requirements 
x unsatisfied demand cannot be satisfied in the 
future 
x demand can be partly satisfied 
 
x starting a charging/discharging process is cost-
neutral 
x charging/discharging can start without delay 
x shortages are considered as lost sales 
 
x shortage costs are proportional to the size of the 
shortage 
x no fixed order costs 
 
x no lead time 
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3.2. Selection of a suitable inventory model 
As this paper constitutes the first attempt to scale an EESS using inventory models, we concentrate on complying 
with the fundamental requirements before refining the model and subsequently integrating additional and 
application-specific requirements. In our model perspective, we assume the cost parameters to be stationary over 
time, the demand to be stochastic and that the ordering cycle comprises one day, within which the EESS is charged 
and fully discharged. Thus, the classical single-period newsvendor model constitutes the starting point to the model 
development. This model optimally solves the problem of how many newspapers a newsvendor should order every 
day given a purchase price ܿ, a sales price ݌, a salvage value ݒ and a stochastic demand [23]. If the newsvendor 
orders more newspapers than eventually demanded during the day, s/he will incur so-called overage cost ܿ݋ ൌ ܿ െ ݒ 
for every unsold newspaper. Yet, if the newsvendor orders fewer newspapers than eventually demanded, s/he will 
incur opportunity cost, termed underage cost, ܿݑ ൌ ݌ െ ܿ for every newspaper s/he could have sold if it had been on 
stock. The optimal order quantity ܳכ is determined by minimizing the sum of overage and underage cost: 
ܥ ൌ ܿ݋ ׬ ሺܳ െ ܦሻ ݂ܦ݀ܦܳͲ ൅ ܿݑ ׬ ሺܦ െ ܳሻ ݂ܦ
λ
ܳ ݀ܦǡ  (1) 
whereܦ represents the demand and ݂ܦ represents the density function of ܦ[24]. As shown in [25], the optimal 
order quantity solely depends on the overage and underage cost and can be derived from the critical fractile: 
ܨܦሺܳכሻ ൌ ܿݑܿ݋൅ܿݑ Ǥ   (2) 
Thus, the critical fractile corresponds to the probability that the order quantity ܳכ will be sufficient to meet the 
entire demand ܦ. 
When we apply this procedure to the dimensioning of an EESS, the optimal order quantity ܳכ equals the optimal 
size of the energy storage. The sales price ݌ corresponds to the market price of electricity, while the purchase price ܿ 
equals the sum of the variable production cost and the storage cost of energy taken from the EESS. 
In its basic form, the newsvendor model is only of limited help to solve the sizing problem of an EESS as it does 
not comply with the central requirement that the model has to include an uncertain supply. However, there is a 
stream of research derived from the classical newsvendor problem whose models satisfy this fundamental 
requirement. These models feature an unreliable supplier, who is backed up by a reliable supplier in some cases [26-
28]. From this stream of research, the model presented in [27] is best suited for determining the optimal dimensions 
of an EESS as it expresses the supply uncertainty in form of an additive yield. The yield represents the difference 
between the amount ordered by the newsvendor and the amount ultimately supplied to him/her. In case of an 
additive yield, this difference is stochastic, but independent of the amount ordered by the newsvendor. Yet, as the 
standard deviation of the amount of energy supplied through PV to the energy storage is independent of the amount 
of energy the house owner would like to load into the energy storage, an additive yield modelsthe supply uncertainty 
at stake best. Furthermore, Schmitt and Snyder’s [27] model differentiates itself from other models which consider 
an additive yield as it can also be used for a multi-period planning horizon. In this paper, we assumed for simplicity 
that the energy storage will be empty at the end of each day. Thus, it is justified to employ a single-period model. 
3.3. Description and adjustment of the selected inventory model 
Schmitt and Snyder (2012) replace the order size ܳ of the classical newsvendor problem by the sum of the order-
up-to level ܵ and the random yield ݓ, whereas ݓ is generally distributed with mean ݓഥ  and independent of ܵ[27]: 
ܳ ൌ ܵ ൅ݓ.   (3) 
As [27] assume the demandܦ to be deterministic and Eq. (1) can be reformulated to 
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ܥ ൌ ܿ݋ ׬ ሺܵ ൅ ݓ െ ܦሻ ݂ݓ݀ݓλܦെܵ ൅ ܿݑ ׬ ሺܦ െ ܵ െ ݓሻ ݂ݓ
ܦെܵ
െλ ݀ݓǡ  (4) 
where ݂ݓ  represents the density function of ݓ . Eventually, [27]derive a closed-form solution for the optimal 
order-up-to level,which can be used as a basis to calculate the optimal size of the EESS: 
ܵכ ൌ ܦ െ ܨݓെͳ ቀ ܿ݋ܿ݋൅ܿݑቁ ൌ ܦ െ ܨݓ
െͳ ቀܿെݒ݌െݒቁ ൌ ܦ െ ܳݓ ǡ  (5) 
whereܨݓ  represents the cumulative distribution function of the additive yield ݓ. ܵכonly depends on the demand 
for energy stored in the EESS and the basic cost parameters of the newsvendor model. Clearly, by applying the 
approach of [27], we relax the requirement of a stochastic demand. Yet, as the demand within an apartment house is 
fairly stable and well predictable,this relaxation does not limit the applicability of the model presented in this paper. 
4. Numerical analysis and results 
4.1. Load and generation profiles 
To numerically analyze the developed model, we used load data from a city building with 17 apartments with a 
27 kWpPV system on the roof and the garage. The used profile covers a time span of 365 days with one average 
value per hour. In total, the PV system generates an amount of energy which is 1.2 times higher than the building’s 
all-year consumption. Hence, with a loss-free and infinitely-sized EESS, it would be possible to achieve complete 
autarky for the building. By subtracting the generation profile from the load profile, the residual load profile shown 
in Figure 1 is obtained. 
Positive values represent times with higher energy consumption than energy generation. The excess demand is 
satisfied from the grid. Negative values imply that the generation exceeds the consumption. The excess energy can 
be either fed into the grid or stored in an EESS. 
 
 
Fig. 1.Residual load profile of the building with PV system. 
4.2. Analysis of the residual load profile 
In order to further analyze the residual load profile and prepare the data for a later use in the developedsizing 
model, the aggregated positive and negative energies per day are calculated. Without an EESS,positive amounts of 
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energy are satisfied from the grid. Therefore, positive amounts can be interpreted as demands (ܦ) towards the EESS. 
Negative amounts of energyare excess productionof the PV systemand available for charging the EESS. They can be 
interpreted as supplies (ܵ ൅ ݓ). Figure 2shows the resulting frequency distributions. 
 
 
 
Fig. 2.Frequency diagrams for demands ࡱࡰǡ࢏ and supplies ࡱࡿǡ࢏. 
Hereby, the relative frequency can be understood as the probability that a specific point or class in the 
corresponding distribution function occurs. The relative cumulative frequency, however, represents the probability 
distribution of the considered discrete and continuous variable, in this case the computed amounts of energy.As can 
be seen in Figure 2, the resulting demands ܧܦ ǡ݅  (ca. 20-80 kWh) vary less than the supplies ܧܵǡ݅  (ca. 0-180 kWh). 
This fact supports the assumption of a deterministic average demand in the used model without considering 
stochastic influences. 
4.3. Formulation of the model 
Basically, the calculation of the cyclical order quantity ܵכ according to [27] can be divided into two parts, the 
deterministic demand ܦ  and the amount to compensate the occurring random yield ܳݓ  (see Eq. (5)). The 
deterministic one-periodical demand ܦ of the building can be equated with the mean value of all single demands 
ܧܦ ǡ݅ . 
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Since ܧܦ ǡ݅  does not consider any conversion or self-discharge losses of the EESS, it has to be adjusted by the 
respective efficiency factors. Without this adjustment, the capacity would be systematically underestimated. The 
occurring losses can be translated into an additional demand of the building. In order to calculate the real losses, 
temporal aspects along with the specific charging and discharging powers of the battery have to be considered. 
Conversion losses are implemented via the single-sided conversion efficiency ߟ ൌ ͲǤͻ. In contrast to conversion 
losses, self-discharge losses dependon the battery’s state of charge. In order to compute the self-discharge losses, the 
assumption is made that the average energy content of the EESS equals half the demand in the corresponding period 
of 24 hours. This value is multiplied by the self-discharge ratio for 24 hours,ߙ ൌ ͲǤͳ͸ͺΨ. 
Due to the fact that only energy sums are considered in this approach, losses are taken into account 
usingthesimplified relationship: 
ܦ ൌ ͳܫ σ ൤
ͳ
ߟʹെߙʹߟʹ
ܧܦǡ݅ ൨݅ܫൌͳ ൌ ͳܫ σ ܧܦ ǡ݉݋݀ ǡ݅݅ܫൌͳ Ǥ   (6) 
ܨݓ is gained by subtracting the modified demands ܧܦǡ݉݋݀ ǡ݅  from the related supplies ܧܵǡ݅  for every 24 hour period 
in the load profile. The resulting quantities are named ܧܻ݈݅݁݀ ǡ݅  and can be both positive and negative. This way, the 
model does not only consider undersupply, but also oversupply, and therefore becomes more realistic regarding the 
analyzed scenario. Since the probability distribution ܨݓ  represents an empirically generated, discrete distribution 
function, ܳݓ  equals the smallest valid boundary value of a class of yields in the probability distribution ܨݓ thatfulfills 
the following condition [28]: 
ܨݓሺܳݓሻ ൒ ܿ݋ܿ݋൅ܿݑ Ǥ   (7) 
With ܳݓ , all parameters are available to calculate the cost-optimal periodical order quantity ܵכ  according to 
Eq.(5). To ultimately derive the optimal capacity ܥof the EESS, the optimal order quantity ܵכ has to be reduced by 
the losses incurred when charging the EESS: 
ܥ ൌ ߟ ή ܵכǤ   (8) 
Hereby, only conversion losses during charging are considered. Self-discharge losses during charging can be 
neglected because charging only accounts for a couple of hours within the considered 24-hour intervals. With the 
condition ߟ ൏ ͳ,the optimal capacity of the EESS is always smaller than the optimal order quantity ܵכ. In addition 
to the capacity of the EESS, its electrical power needs to be determined. In order to be able to charge and discharge 
the complete energy amounts calculated before, the required electrical power of the EESS is specified as the highest 
power value in the residual load profile. 
4.4. Cost parameters 
Basically, the inventory model proposed in [27] requires two cost parameters, the overage and underage cost, 
according to Eq.(5).Due to still high investment cost of a lithium ion battery and still comparatively low energy cost 
in many countries, home PV storage systems are on the edge of profitability. In order to evaluate the model, the cost 
parameters are chosen based on a prediction of future costs and prices. 
The purchase priceܿ for energy taken from the EESS equals the cost for generating and storing energy. The cost 
for generating 1 kWh of solar energy ܿܩ݁݊݁ݎܽݐ݅݋݊  can be calculated based on the investment cost of a PV system. 
Theyare estimated to 1400 €/kWp. Furthermore, the producible amount of energy has a mean value of 1000 kWh per 
kWp and year. Finally, the PV system is assumed to be operated for 25 years. 
ܿܩ݁݊݁ݎܽݐ݅݋݊ ൌ
ͳͶͲͲ ܹ̀݇ ݌ ήͳܹ݇ܲ
ʹͷݕ݁ܽݎݏ ήͳͲͲͲ ܹ݇ ݄ݕ݁ܽݎ
ൎ ͲǤͲ͸ ܹ݄̀݇   (9) 
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The cost for storing energy ܿܵݐ݋ݎܽ݃݁ is regarded as cost per kWh of energy, which is charged into the EESS. The 
investment cost are roughly estimated to 800 € per kWh of storage capacity for a lithium ion battery. 
Furthermore,the maximum cycle life time of the lithium ion battery is assumed to cover 6000 full cycles. The 
maximum depth of discharge is set to 85% of the total storage capacity. 
ܿܵݐ݋ݎܽ݃݁ ൌ ͹ͷͲ
̀
ܹ݇ ݄
Ͳǡͺͷή͸ͲͲͲ ήͳܹ݄݇ ൎ Ͳǡͳͷ
̀
ܹ݄݇   (10) 
The salvage value ݒ of energy first stored and then discharged to the grid is assumed to be Ͳ̀Ȁܹ݄݇. The retail 
price for stored energy is determined as the price of energy drawn from the grid. The cost for electricity is estimated 
to ݌ ൌ ͲǤ͵ͷ̀Ȁܹ݄݇.With these input data, the overage and underage cost for dimensioning a building’s EESS with 
PV system are calculated to: 
ܿ݋ ൌ ܿ െ ݒ ൌ ܿܩ݁݊݁ݎܽݐ݅݋݊ ൅ ܿܵݐ݋ݎܽ݃݁ െ ݒ ൌ Ͳǡʹͳ ܹ݄̀݇,  (11) 
ܿݑ ൌ ݌ െ ܿ ൌ ͲǡͳͶ ܹ݄̀݇ Ǥ   (12) 
The cost for operating the PV system and the EESS can be neglected because they are relatively small compared 
to their investment costs. 
4.5. Sizing results and time domain simulation 
With the numerical values for the different parameters described in Section 4.4 the results shown in Table 2 can 
be calculated. 
Table 2.Numerical results for the model’s output parameters. 
Critical fractile (CF) ܿ݋ܿ݋൅ܿݑ  
Deterministic demandܦ Random yield ܳݓ  Cyclical order quantity ܵכ Optimal capacity ܥ 
0.6 55.87 kWh 9.22 kWh 46.65 kWh 41.99 kWh 
 
High deterministic demand is corrected by random yield according to Eq.(5) and by conversion as well as self-
discharge losses leading to an optimal storage capacity of about 42 kWh. This capacity has to be interpreted as 
useable storage capacity and has to be adapted depending on the maximum depth of discharge (DOD).Figure 3 
shows the frequency distributions of the calculated yields. 
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Fig. 3.Frequency diagrams for yields ࡱࢅ࢏ࢋ࢒ࢊǡ࢏ 
The relative cumulative frequency distribution is evaluated at the critical fractile (ܥܨ) in order to obtain ܳݓ .The 
power of the EESS is set to 25 kW according to the highest average hourly value in the residual load profile. Figure 
4 shows how different performance indicators react to a variation of the storage capacity for the introduced example. 
For this purpose, a time domain simulation of the EESS with the objective of maximizing the building’s degree of 
autarky was performed. The black line marks the calculated cost-optimal storage capacity. 
 
 
Fig. 4.Behavior of performance indicators with increasingstorage capacity (step range 1 kWh) 
As illustrated in Figure 4, the calculated storage capacity covers the area with a steep increase of the degree of 
autarky. To the right of the calculated capacity, every incremental increase becomes more and more expensive. 
Hence, it can be stated that the calculated capacity leads to the cost-optimal degree of autarky for the considered 
building. With a number of full cycles per day of around 0.56, the daily aging of the battery is moderate and a long 
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life time is possible. Concerning the average state of charge, a value of around 0.35 is reached. This value indicates 
that the capacity is not fully used, but due to the difficult supply in autumn and winter it seems acceptable. 
5. Discussion and Conclusion 
This paper contributes to the interdisciplinary research on sizing of EESSs as it develops a dimensioning 
procedure which is based on a single-period newsvendor model with supply uncertainties. In a numerical analysis, 
the model is appliedtooptimally sizeanEESS for an apartment house with a PV system and its behavior is 
investigated with respect to different performance indicators. The results showthatinventory managementand energy 
storage can be brought well in line with each other and that the developed methodology for sizing energy storage 
systems supports the objectiveof increasing the building’s degree of autarky, and that it is thereforeapplicable in 
practice. In future studies, the developed methodology should be extended to a multi-period timeframe and applied 
to further scenarios and applications for detailed evaluation. 
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