Abstract. In this paper, we introduce the concept of semi-lattice mapping and the corresponding semi-lattice theorems. Using these theorems, we obtain some results in the theory of probability.
Introduction
In binary relation, the partial order relation has been applied widely [1] [2] [3] . Any elements a and b belonging to X, can be divided into comparable and non-comparable. The partial order relation is one of comparable binary relation, which is defined as follow.
Definition1 [4] The partial relation ≼ is called partial order, if it satisfies the following laws:
(1) Reflexive: ∀a ∈ A, a ≼ a; (2) anti-symmetric: ∀a, b ∈ A, a ≼ b, b ≼ a ⇒ a=b; (3) transitive: ∀a, b, c ∈ A, a ≼ b, b ≼ c ⇒ a ≼ c. We call (A, ≼) a poset, whose elements are called comparable. Definition2 [4] Let (A, ≼) be a non-empty poset. If for any x, y ∈ A, x ∨ y, exist, poset (A, ≼) is called ∨-semi-lattice, and it is referred to as (A, ∨).
Definition3 [4] Let (A, ≼) be a non-empty poset. If for any x, y ∈ A, x ∧ y exist, poset (A,≼) is called ∧-semi-lattice , and it is also referred to as (A, ∧).
Definition4 [4] Let (A, ≼) be a non-empty poset. If for any x, y ∈ A, x∨y，x∧y, exist , poset (A,≼) is called a lattice , and it is written to be (A, ∨, ∧).
Lattice has the following property (see [4] ). Lemma1 [4] Let (A,∨), (A,∧) and (A,∨,∧) be the semi-lattice (lattice), then ∀ a, b, c ∈ A, meet following laws:
(1) a∨b = b∨a; a∧b = b∧a (2) (a∨b)∨c = a∨(b∨c); (a∧b)∧c = a∧(b∧c) (3) a∨(a∧b) = a; a∧(a∨b) = a.
Main results

Definition5
Let (X,∨) and (Y, ∧) be the two semi-lattices. We call the mapping F: X → Y is a semi-lattice mapping.
We have the following theorems. Theorem1 Let (X,∨) and (Y,∧) be the two semi-lattices. Let F be the semi-lattice mapping from
Proof On one hand, if x 1 ≼ x 2 , let c ∈ F(x 2 ), then for all x ≼ x 2 , it follows that (x, c) = 1. Thus for all x ≼ x 1 , it follows from x 1 ≼ x 2 that x ≼ x 2 . Therefore (x, c) = 1. This implies c ∈ F(x 1 ). So F(x 2 ) ⊆ F(x 1 ) . On the other hand, if F(x 2 ) ⊆ F(x 1 ), but x 2 ≼ x 1 . According to the above discussion of the necessity condition, it follows that F(x 1 ) ⊆ F(x 2 ). This is inconsistent with F(x 2 ) ⊆ F(x 1 ).
Theorem2 Let (X,∨) and (Y,∧) be the two semi-lattices. Let F be the semi-lattice mapping from (X,∨) to (Y,∧). That is F: X → Y, F(x i ) = {c|, ∀ x ≼ x i ∈ X, (x, c) = 1}. And ∨, ∧ are defined as follow.
Proof If x 1 ≼ x 2 , we have
Application
Many kinds of symptoms of disease happen or happen at the same time may lead to cancer. Let A, B, C and D are symptoms of disease which are independent of each other lead to MM-cancer. Let the probability of A symptoms happen may deteriorate the disease into MM-cancer is P A ; Let the probability of A and B symptoms happen at the same time may deteriorate the disease into MM-cancer is P AB ; Let the probability of A and C symptoms happen at the same time may deteriorate the disease into MM-cancer is P AC ; Let the probability of A and D symptoms happen at the same time may deteriorate the disease into MM-cancer is P AD .
In this case, if we know
, we want to know which disease symptoms should be given priority to attention to? The probabilities can be written by the following table: Table 1 . The probability of leading to cancer. (1) Let X is the set of disease symptoms that may deteriorate the disease into MM-cancer. Obviously, the symptoms of A, B, C, D, AB, AC, AD, …∈ X, and each elements of X are not comparable. So we do not know which disease symptoms should be given priority to attention.
Let mapping F: X → Y, F(x i ) = {c|, ∀ x ≼ x i ∈ X, (x, c) = 1}. Let P: X → R,
x 1 ∨x 2 = sup (x 1 , x 2 ), F (x 1 )∧F (x 2 ) = inf(F(x 1 ), P(x 2 )). Therefore we can get semi-lattices (X,∨) and (Y,∧), and the partial order ≼ of X is unknown. Obviously F and P both are semi-lattice mappings. We can get easily that,
is given, according to Theorem1, there is (A) ≼ (AB) ≼ (AC) ≼ (AD) Therefore, comparing symptoms A, AB, AC and AD, we known which should be give more priority to attention.
In this case, we did not know the "≼" of X. But according to Theorem1, we can get the partial order relation "≼" of X, and known which disease symptoms should be given priority to attention to, by the results of the mapping P. . Similarly to Theorem2, it is easy to follow that P(x 1 ∨x 2 ∨x 3 ) = P(x 1 )∧P(x 2 )∧P(x 3 ), when P 1 >P 2 >P 3 .
More generally, there is the conclusion P (x 1 ∨x 2 ...∨x n ) = P(x 1 )∩P(x 2 )...∩P (x n ), when P 1 >P 2 >...>P n .
Conclusion
The results of this paper are Theorem1and Theorem2. In some cases, we did not know the "≼" of X. But according to Theorem1, we can get the partial order relation "≼" of X, by the results of the semi-lattice mapping P.
