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Abstract
Micro modeling of bones is a topic of considerable interest today. These complex organic materials are hierarchical bio-composites
characterized by complex multi-scale structural geometry. Specific to bone cutting, the predominant majority of the studies reported 
in the open literature are based on empirical research and based on macro level description with little, or no, account of the
s to re-
examine the topic of bone cutting from a micro-structural perspective. For this purpose, a methodology consisting of four major 
steps was developed: (1) identification of the micro-structural architecture via an automatic methodology for identifying the various
microstructures in an optical image taken from (2-year old) bovine femur cortical bone slice, (2) enhancing bone images at the 
microstructure level and, later, segregating the micro-constituents of the bone as separate artificial
intelligence (AI) modules and based on pulsed coupled neural networks (PCNN), (3) assigning mechanical properties for each AI-
identified micro-phase in the imagery, and (4) generating an FEM model (DEFORM®) for the simulation of 2D orthogonal bone
cutting the results of which can predict the (macro) cutting forces.  These simulated cutting forces, based on accounting for the
microstructure constituents of the bone, agree with experimental data reported in the literature. This micro-feature-based 
methodology promises to improve the accuracy of predictions of forces and other relevant parameters while cutting of bones.
© 2013 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of The International Scientific Committee of the 14th CIRP Conference on
Modeling of Machining Operations" in the person of the Conference Chair Prof. Luca Settineri
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1. Introduction
Bones, rigid organs that support and protect the
human body, has complex multi-scale structural
geometry and therefore cannot be treated as continuum.
The Osteon system is the basic cell construction on
which cortical bone is based. Although the Osteon 
system is predominantly comprised of lamellae matrix,
other salient micro-features include Haversian canals, 
lacunae, cement lines, and other micro features.
Several studies have been conducted to study bone
cutting and the associated heat generation. A novel
cutting process was developed in order to enhance
sawing of the bones in surgical procedures by improving 
cutting rates [1] with the results suggesting that a higher 
reciprocating frequency may invoke more efficient 
cutting. A new linear sawing apparatus was created to
overcome the drawbacks of unique sawing fixtures, and 
was evaluated by comparison with previous works [2]. A 
numerical analysis using finite element on the macro
level of the surgical drilling revealed that the forces and 
stresses decrease with smaller point angles [3]. Finite 
element macro model of bone cutting suggested a strong 
dependence of the cutting force on cutting parameters
with low depths of cut and cutting tool with sharp edges
are favored to reduce cutting forces [4]. Thermo-
mechanical finite element model of bone cutting was 
developed in [5] to optimize cutting parameters to avoid 
thermal necrosis and improve current orthopedic surgical 
procedures. Evaluation of the cutting and thrust forces, 
as well as the cut surface quality, were done over a range
of Osteon (micro-structure of the bone) orientations and 
cutting conditions in an orthogonal machining of cortical
bones [6]. Results showed that cutting perpendicular to
the Osteons resulted in the highest machining forces and
largest surface roughness.
The above studies dealt mostly with the bone at the 
macro level without taking into account the effect of the
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micro-structural phases present in the bone. In order to
have a more realistic model, the geometry must reflect
the microstructure of cortical bone via enhancement of 
bone images at the microstructure level. For modeling
bone cutting in finite element models, it would be
advantageous to reflect the true complex nature of the
bone at the micro scale. A step toward modeling bone
geometry is to segregate real bone images into their 
micro constituents via AI computer vision techniques. In
the past, several studies have dealt with bone image
processing, for example automated bone image
segmentation proved to be efficient in detecting 
microscopic bone features (e.g. Osteons and Haversian
canals) [7]. More recently developed [9] is a technique
for effective and consistent extraction of bone features
by using hybrid automated gray scale segmentation
combined  with threshold  and  edge  detection.  While
providing an automated processing technique of RGB
color images, Hage and Hamade [11] processed 
histological images without the   need to convert to gray 
scale. This technique was demonstrated to be able of 
distinguishing the salient micro-structural features of a
bovine cortical bone, present each of the segregated 
micro-structural  phases  on  a separate  image, and of 
computing  their respective  areas and area percentages. 
Pulse coupled neural networks (PCNN) were proven
[12] as robust technique for segmenting medical images
e.g. CT and ultrasound images. A multi-channel model
m-PCNN was developed to process different kinds of 
medical images [13]. A new method of image
segmentation based on PCNN and entropy was 
successfully applied on medical image analysis [14].
Brain MRI images were successfully segmented using  
statistical expectation maximization (EM) model and 
PCNN [15]. After segmentation and identification of the
micro features of the bone, the mechanical properties for
each phase would be assigned while noting the 
hierarchical structure of bone and its mechanical
properties [16].
In this paper, we utilize PCNN as an automatic
method of segmentation. Image representing similar 
features are sorted together and appropriate properties
are assigned. Later, all images are combined in a master 
image and imported into a finite element model in the
FEM software (DEFORM®, Scientific Forming 
Technologies Corporation, Columbus, Ohio). Various
simulations are run in order to extract forces at the
macro scale. These forces will be found to favorably 
compare with experimentally reported data.
2. Image Segmentation
2.1. Materials and sample preparation
All The material used in this study is cortical (mid 
femur) bone extracted from a bovine animal (cow).
Fresh bone sample was immerged in formalin solution
during a 3-day period for softening and fixation. Bone
pieces were immerged in decalcifying solution
(hydrochloric acid <15 %wt., EDTA
(ethylendiaminetetraacetic acid disodium salt) < 5 %wt.)
for 20 days. The decalcified bone, a cortex of 2mm 
thick, was processed in a Leica machine model 300
where they were dehydrated and paraffin protected, after 
one day they were cut using a rotary microtome (model
340 E microm). Finally, slices were rehydrated using hot
water. For better visualization, staining solutions
Hematoxylin and Eosin (H&E) for image optical
enhancement were used Optical images of slices were
acquired using a BX-41M LED optical Olympus
microscope.
2.2. PCNN basics
PCNN has a biological foundation and is based on
the EcKhron model of the cat visual cortex. The neuron
in this model contains two input compartments: the
feeding and the linking.
The feeding receives an external stimulus (S) as well
as local stimulus (Y). The linking receives local
stimulus. The feeding and the linking are combined in a 
second-order fashion to create the membrane voltage, 
Um
output is extracted. Figure 1 illustrates the algorithm of 
the PCNN network [17].
Fig. 1. PCNN scheme, shown is the linking and feeding compartment
control unit [17]
Mathematical equations which describe the PCNN
[17] are based on:
Input part:
Feeding input:
(1)
Linking input:
(2)
Linking part:
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                                                                                     (3) 
 Pulse generator: 
Output: 
                                                                                    (4) 
 
Threshold: 
                                                                                    (5) 
Where: 
 Y the output pulse field 
 F the feeding neurons 
 L the linking neurons 
 U the internal activity  
  
 S the image pixel intensity  
 n the iteration step 
 W1, W2 the weight matrix 
  ,  ,  the decay coefficients  
 the coefficients of potentials  
 the linking coefficient  
The threshold is dynamic in that when the neuron 
value. This value then decays until the neuron fires again 
[17]. 
PCNN has several parameters (7 coefficients and 
weights) that may affect its behaviour. By using the 
recommended coefficients in [17] and running several 
iterations, the segmented images representing the micro 
constituents of the bone were obtained. Weights were so 
chosen as to be inversely proportional to the square of 
the distance between the original image pixels.  
2.3. Segmented images 
The PCNN would be launched using a random initial 
set of parameters. For training purposes, it would be 
applied to several images of slices with several iterations 
performed in order to reach the targeted segmented 
images. Typical resulting PCNN output images are 
shown in figure 2.  The identified micro-constituents of 
the bones appear to be of good quality and demonstrate 
the robustness of this method for segmenting and 
classifying features in microscopic images of bone 
slices. 
 
 
 
 
 
 
Fig.2. (a) Original H&E image showing the bone micro-constituents; 
(b) identified Lacunae in white; (c) identified Haversian canals in 
white; (d) identified Lamella matrix in white; (e) identified  
lamellae (surrounding Haversian canal) in white 
 
3. Finite Element Model 
3.1. Model configuration 
For the work piece (bone), the output images 
extracted per the above methodology were imported into 
AUTOCAD® where a micro-model was generated 
combining each micro-constituent of the bone. This 
resulting features geometry would be imported into 
DEFORM®. Figure 3 shows a typical imported micro 
geometric model with dimensions of 156 m x 206 m x 
15 m (thick). Using the scale bar, these dimensions 
would be scaled up into micrometer 540 μm × 710 μm 
(a 270 μm × 355 μm rectangular fragment of the bone 
was used to represent a symmetrical half model of that 
was used in the simulations). In the model, the lacunae 
1 if ( )
( )  0  otherwise{
ijij
ij
U n n
Y n
( ) ( 1) ( 1)ij ij ijn n e V Y n
 a 
  
  
b c 
d e 
Lacunae      Interstitial   Haversian canal     Lamellae 
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and Haversian canals were modeled as pores leading to a 
porous media representation. 
 
Fig.3. Model of the bone work piece showing (in blue) the osteoblast 
lamellae boundaries and (in gold) the lamellae matrix 
Tool: The modelled tool represents one toothed saw (one 
of many) present in surgical tools. The rake angle was 
chosen to be 20°as in [21]. The cutting tool (shown in 
figure 4) was modelled as rigid solid where the stiffness 
was much greater than that of the bone. 
 
Fig.4. Cutting tool: shown as 3D view (left) and top 2D view (right) 
3.2. Meshing and simulation control 
Tetrahedral elements were used to mesh the tool and the 
work piece (bone), and finer mesh was applied to the tip 
of the tool and the regions were the bone is cut. For the 
work piece, 192709 elements were used with a minimum 
element size of 0.00014 mm. For the tool 8946 elements 
were used with minimum element size of 0.005 mm. The 
resulting mesh is shown in figure 5. Active re-meshing 
was considered with a relative interference ratio of 0.7 
and a maximum stroke increment of 1 μm to ensure 
proper interaction between the tool and work. The 
simulation time step was estimated based on the size of 
the smallest element in the work piece.  
 
Fig. 5. Meshed tool and bone (shown with assigned materials)  
3.3. Mechanical properties 
Cortical bone, with its Osteons aligned 
predominantly along its longitudinal axis, was modeled 
as fiber-reinforced composite heterogeneous material. 
Mechanical properties of the bone and its micro 
constituent were imported from other workers. The 
thermal properties for the Osteon (Osteoblast lamellae 
matrix) and lamellae matrix regions were assumed to 
have the same value. 
Table 1. Material properties of the bone (work piece) used in the model 
 Mechanical property Value 
Osteoblast 
lamellae 
matrix 
Young's Modulus ( ) [18] 
Hardness ( ) [18] 
Poisson's ratio 
Thermal expansion (mm/°C) [19] 
Emissivity [20] 
Thermal conductivity (N/ ) [21] 
Heat capacity (N/mm2°C) [21] 
20.8 
0.65 
0.3 
2.75e-5 
1 
0.58 
2.86e+12 
Lamellae 
matrix 
Young's Modulus ( ) [18] 
Hardness ( ) [18] 
Poisson's ratio  
Thermal expansion(mm/°C) [19] 
Emissivity [20] 
Thermal conductivity (N/ ) [21] 
Heat capacity (N/mm2°C)  [21] 
26.3 
0.79 
0.3 
2.75e-5 
1 
0.58 
2.86e+12 
   
 
 
The flow stresses of the Osteon (  lamellae 
matrix) and lamellae matrix regions were assumed to 
behave according to a Johnson-Cook (JC) material 
model to be consistent with [21]. The model accounts for 
strain-rate and temperature effects. The material was 
considered as an elastic-plastic with bilinear strain 
hardening.  
 
  
 
Where A=50 , B=101 , C=0.03 and n=0.08 
are constants extracted from the work in [21], and ,  
 and are the yield stress, plastic strain, effective 
plastic strain rate and reference strain rate, respectively. 
 and  are the room and melting temperatures, 
respectively (This term was omitted in the simulation 
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due to lack of reliable data). 
 
The material for the tool used was diamond (young's 
modulus 900 ) used in surgeries for bone cutting with 
mechanical properties set as per the library in Deform®. 
3.4. Boundary conditions 
The outer surfaces of the work were defined as fixed 
boundary. A heat transfer condition for all surfaces with 
the environment was set. The tool was given a speed in 
y-direction. In addition, an extra boundary condition in 
the z- direction prevented the chip from traveling in the 
z- direction since the width of cut in this model is very 
thin. 
3.5. Work-tool interaction 
As in [21], the shear friction factor and convection 
heat transfer coefficient at the contact interface between 
the tool and the work were set to 0.35 and 8000 , 
respectively. 
4. Results 
The cutting simulations were run on an Intel core 
i73612QM CPU @ 2.1 GHz with 6 GB RAM (64-bit 
operating system) and took around 15 hours on average.  
 
Fig.6. Chip formation along with the stress contours 
Typical results of the generated chip and contour 
values of effective stress  (MPa) are shown in figure 6. 
Cutting simulations were done for 3 values of depth-of-
cut (DOCs). The resultant force (square root of the sum 
of the feed force (Ff) component and tangential (Ft) 
cutting force component) were found in this work to 
agree favorably (under the same cutting conditions) with 
experimental results reported in [21] as summarized in 
table 2. 
 
Table 2. Comparison of forces: FEM vs. experiments [21] 
DOC 
(mm) 
Maximum 
Length of 
Cut (mm) 
Forces 
from FEM  
(N)* 
Exp. 
Forces 
[21]  
(N)** 
% 
error 
0.1 0.02625 28 25 12 
0.15 0.02625 39 34 14 
0.2 0.02625 47 43 9 
 
* Recorded force at tool tip occurring at  
corresponding depth-of-cut/maximum length of cut 
** Forces calculated based on reference the 
corresponding timing in [21] to the maximum length 
of cut in this work. 
 
In figure 7, the resultant force-time graphs were 
overlaid on those reported in [21]. Although at the end 
the values are comparable, the start of the simulations of 
the predicted force development is less steep than those 
in [21]. One likely cause of deviation at start may have 
to do with the nose radius being sharp in this work 
compared with a 10 m nose radius in [21] 
(recommended for orthopaedic bone surgery). Overall, 
this methodology appears to be capable of identifying 
the macro forces by way of modelling the micro 
constituents of the bone. 
 
 
Fig.7. Comparison of the simulated forces in this work vs. 
experimental results in [21] 
5. Summary 
To study the effect of the micro-structure on the 
generated forces while cutting bone, an AI-based 
methodology was developed in this work. First, the 
heterogeneous micro-constituents of the bone in optical 
image of actual bone slices were recognized using AI-
identified (PCNN). After, the micro-features were 
segregated into separate images where proper 
mechanical properties were assigned. Once tagged with 
0.00 
10.00 
20.00 
30.00 
40.00 
50.00 
0.00 0.05 0.10 
Fo
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the properties, the micro geometric features were re-
assembled again into one master image that was fed as 
the input geometry for an FEM model (built in the 
commercial, material-processing software DEFORM®). 
The FEM-simulated orthogonal forces were favorably 
compared against reported experimental results  [21] for 
3 values of depth of cut.  
Acknowledgements 
    The authors would like to acknowledge Mr. 
Charbel Seif, instructor at the Mechanical Engineering 
Department, and Mr. Ziad Al Baff, technician at the 
Surgical Pathology of the medical center at the 
American University of Beirut for their work in bone 
specimen preparation for microscope imaging. The 
authors acknowledge the support of the Lebanese 
National Council for Scientific Research (LNCSR) for 
support of the first author through the CNRS-L /AUB 
PhD Awards Program.    
References 
[1] Lannin T.B., Kelly M.P., James T., 2011, Reciprocating bone saw: effect 
of blade speed on cutting rate, Proceedings of the ASME 2011 
International Mechanical Engineering Congress and Exposition, 
Denver, CO, Nov. 11-17. 
[2] Pearlman J., Saigal A., James T., 2011, Linear sawing apparatus and its 
evaluation for research into high speed bone sawing, Proceedings of 
the ASME 2011 International Mechanical Engineering Congress and 
Exposition, Denver, CO, Nov. 11-17. 
[3] Paszenda Z., Basiaga M., 2009, FEM   analysis of drills used in bone 
surgery, Archives of material science and engineering, 36/2:103-109. 
[4] Alam K., Mitrofanov A.V., Silberschmidt V.V., 2009, Finite element 
analysis of forces of plane cutting of cortical bone, Computational 
Materials Science, 46/3:738 743. 
[5]  Alam K., Mitrofanov A.V., Silberschmidt V.V., 2010, Thermal analysis 
of orthogonal cutting of cortical bone using finite element simulations, 
International Journal of Experimental and Computational 
Biomechanics,1/3: 236 - 251. 
[6] Yeager C., Nazari A., Arola D., 2008, Machining of cortical bone: 
surface texture, surface integrity and cutting forces, Machining Science 
and Technology, 12:100 118. 
[7] Liu Z-Q., Liew H.  L.,  Clement J.G., Thomas, C.D.L., 1999, Bone  
Image  Segmentation, IEEE Transactions on biomedical  engineering, 
46/5: 565-573.  
[9] Jatti A., 2010, Segmentation of Microscopic Bone Images, International 
Journal of    Electronics Engineering, 2/1:11-15.  
[11] Hage I., Hamade R., 2012, Structural micro processing of Haversian 
systems of a cortical bovine femur using optical microscope and 
MATLAB®, Proceedings of the ASME 2012 International Mechanical 
Engineering Congress and Exposition, IMECE2012, Houston, TX, 
USA, Nov 9-15, 2012. 
[12] Xiao Z., Shi J., Chang Q., 2009, Automatic Image Segmentation 
Algorithm Based on PCNN and Fuzzy Mutual Information, IEEE, 
1:241-245. 
[13] Wang Z., Ma Y., 2008, Medical image fusion using m-PCNN, 
Information fusion Elsevier, 9/2:176-185. 
[14] Weili S., Yu M., Zhanfang C.,  Hongbiao Z., 2009, Research of 
automatic medical image segmentation algorithm based on Tsallis 
entropy and improved PCNN, IEEE, 1004-1008. 
[15] Fu J.C., Chen C.C., Chai J.W., Wong S.T.C., Li I.C., 2010, Image 
segmentation by EM-based adaptive pulse coupled neural 
networks in brain magnetic resonance imaging, Computerized 
Medical Imaging and Graphics Elsevier, 34/4:308-320. 
[16] Rho J.Y., Kuhn-Spearing L., Zioupos P., 1998, Mechanical 
properties and the hierarchical structure of bone, Medical 
Engineering & Physics, 20:92 102. 
[17] Lindblad T., Kinser J.M., 2005, Image Processing Using Pulse-
Coupled Neural Networks, Springer.  
[18] Rho J. Y., Zioupos P., Currey J. D., and Pharr G. M., 1999, 
Variations in the Individual Thick Lamellar Properties Within 
Osteons by Nano-indentation, Bone, 25: 295 300. 
[19] Singhranu H., The Thermal Properties of Human Cortical Bone: 
An in Vitro Study, Engineering in Medicine July 1987 16: 175-
176. 
[20] Stumme L., Baldini T., Jonassen A., Bach J., 2003, Emissivity of 
Bone, Summer Bioengineering Conference, June 25-29, Sonesta 
Beach Resort in Key Biscayne, Florida.  
[21] Alam K., 2009, Experimental and Numerical Analysis of 
Conventional and Ultrasonically assisted Cutting of Bone, 
Loughborough University, UK.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
