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REFINEMENTS OF THE ONE DIMENSIONAL FREE POINCARE´ INEQUALITY
CHRISTIAN HOUDRE´ AND IONEL POPESCU
ABSTRACT. We present two extensions of the one dimensional free Poincare´ inequality similar in spirit to
two classical refinements.
1. INTRODUCTION
The classical Poincare´ inequality for a probability measure µ onRd states that there is a constant λ > 0,
such that for any real-valued compactly supported smooth function φ defined on Rd,
(1.1) λVarµ(φ) ≤
∫
|∇φ|2dµ,
where Varµ(φ) =
∫
φ2 dµ − (∫ φdµ)2 is the variance of φ with respect to µ. Another, well known, in-
terpretation of this inequality is to view λ as the spectral gap of the generator L of the Dirichlet form
Γ(φ, φ) =
∫ |∇φ|2 dµ for which µ is an invariant measure.
For the standard Gaussian measure µ in Rd, an extension of the classical Poincare´ inequality due to
Houdre´-Kagan [12] states that, for any smooth compactly supported function φ on Rd and n ≥ 1,
(1.2)
2n∑
k=1
(−1)k+1
k!
∫
|∇kφ|2dµ ≤ Varµ(φ) ≤
2n−1∑
k=1
(−1)k+1
k!
∫
|∇kφ|2dµ.
This last inequality which can be viewed as a Taylor type expansion for Varµ(f) was extended to a
general Markov operators framework by Ledoux in [16].
In a different direction (1.1) was also extended by Brascamp-Lieb [4, Theorem 4.1] to measures on Rd
of the form µ(dx) = e−V (x)dx with V ′′(x) positive definite at each point x ∈ Rd. The extension asserts
that
(1.3) Varµ(φ) ≤
∫
〈(V ′′)−1∇φ,∇φ〉dµ,
for any compactly supported function φ. For one dimensional measures, a further extension of (1.1) in
the spirit of (1.2) is also possible (see [22]).
With the recent interest in high dimensional phenomena, it is quite natural to ask what happens with
these functional inequalities in the limit. One such setup is to apply the classical inequalities to some
standard random matrices models and then analyze the limiting object. Since large random matrices
have deep connections with free probability, it is also natural to interpret the limiting inequalities as
the free counterparts of the classical inequalities. This is particularly true in view of the random matrix
approach, as developed in [11], to the Biane-Voiculescu [3] transportation inequality and the free Log-
Sobolev inequality, which first appeared in [2], and was subsequently analyzed with random matrices
in [1].
In [21] and [17] some of these inequalities are studied as stand alone inequalities and analyzed using
tools from mass transportation. In [17], a version of the Poincare´ inequality is introduced using random
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matrix heuristics but proved without references to random matrix models. For the standard semicircular
law α(dx) = 1[−2,2](x)
√
4−x2
2pi dx, this Poincare´ inequality states that for any smooth function φ on [−2, 2],
(1.4)
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy ≤
∫
(φ′)2 dα.
Note that left-hand side of (1.4), which replaces the classical variance term, is essentially the fluctuation
quantity of random matrices. Further, note that (1.4) has a different flavor from its classical counterpart.
For example, in case of the standard Gaussian measure, (1.1) is the expression of the spectral gap of the
Ornstein-Uhlenbeck operator. In the free case, and as shown in [17], (1.4) is equivalent to
N ≤ L
where (Lφ)(x) = −(4 − x2)φ′′(x) + xφ′(x) and N are respectively the Jacobi operator and the counting
number operator for the orthonormal basis of Chebyshev polynomials Tn(x/2) of L2(β), where β is the
arcsine measure β(dx) = 1[−2,2](dx) dxpi√4−x2 . Here we interpret the operators as unbounded operators
on L2(β) which is to be contrasted with the classical case where the left-hand side is simply a projection
operator.
The inequality (1.4) can be realized as the limiting case of the classical Poincare´ inequality applied
to the distribution of the GUE-ensemble. On the other hand, the inequality (1.1) is valid for measures
µ(dx) = e−V (x)dx on Rd with V ′′(x) ≥ λ > 0, as easily seen from (1.3). Now, let V : R → R be such that
V ′′ ≥ λ > 0, and let µn(dX) = 1Zn(V )e−nTrV (X)dX be the corresponding probability measure on n × n
Hermitian matrices. Let further µV be the equilibrium measure, i.e., the unique probability measure
minimizing the functional
(1.5) EV (µ) =
∫
V dµ−
∫∫
log |x− y|µ(dx)µ(dy).
Since V is convex, the support of µV is an interval and, up to rescaling, we may assume for simplicity that
this support is [−2, 2]. In this setup, applying the Poincare´ inequality to the measures µn and functions of
the form Φ(X) = Tr(φ(X)), with φ : R → R smooth and compactly supported lead (see [17] for details)
to the limiting inequality:
(1.6) λ
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy ≤
∫
(φ′)2dµV .
This inequality was further investigated in [18] in relation to other free functional inequalities such
as the transportation, the Log-Sobolev, and the HWI ones. The main tool involved there is the counting
number operator N alluded to above and given by
(Nφ)(x) =
∫
yφ′(y)β(dy) + x
∫
φ′(y)β(dy)− (4− x2)
∫
φ′(x)− φ′(y)
x− y β(dy).
A first primary purpose of the present paper is to refine the inequality (1.4), which is the free Poincare´
inequality for the semicircular law in the spirit of the classical refinement (1.2). The corresponding state-
ment is that for any smooth function φ on [−2, 2], and any positive integer k,
2k∑
l=1
(−1)l−1
l
‖∂(l−1)φ′‖2α⊗l ≤
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy ≤
2k−1∑
l=1
(−1)l−1
l
‖∂(l−1)φ′‖2α⊗l ,
where ∂ is the non-commutative derivative introduced in [26], and where the ∂(l) are its higher versions.
The above inequality is, in fact, a consequence of an exact representation with remainder (depending
on M, the counting number operator for the rescaled Chebyshev polynomials of the second kind) for
the sandwiched term. This is contained in Theorem 8. The proof of this result is based on two main
ingredients, a first one is the basic relation between the operator N andM which appears in Theorem 3
and states that
(1.7) 〈Nφ, φ〉 = 2〈(M+ I)−1φ′, φ′〉α,
REFINEMENTS OF THE ONE DIMENSIONAL FREE POINCARE´ INEQUALITY 3
where the inner product on the left-hand side is the one in L2(β), while on the right-hand side is the one
in L2(α). This statement, by itself, is enough to get the free Poincare´ inequality (1.4) which follows from
thatM is a non-negative operator.
The second ingredient is based on an idea exposed in [22] which gives a refinement of the Brascamp-
Lieb inequality (1.3) in the spirit of the expansion from (1.2). At its roots there are some commutation
relations. To wit a bit on this idea, the starting point is the fact that
〈(M+ I)−1φ′, φ′〉α = 〈φ′, φ′〉 − 〈M(M+ I)−1φ′, φ′〉α
and thatM = ∂∗∂, where ∂∗ is the adjoint of ∂. This can then be continued with
〈M(M+ I)−1φ′, φ′〉α = 〈∂(M+ I)−1φ′, ∂φ′〉α⊗α = 〈(M(2) + 2I)−1∂φ′, ∂φ′〉α⊗α,
whereM(2) is an extension of the operatorM to tensors, in a natural way, asM(2)(P ⊗ Q) = (MP ) ⊗
Q+ P ⊗ (MQ), for any polynomials P and Q. Along the way, we also used an important commutation
relation betweenM and the derivative operator ∂. Now, an iteration leads to the the basic expansion
〈(M+ I)−1φ′, φ′〉α = 〈φ′, φ′〉 − 〈(M(2) + 2I)−1∂φ′, ∂φ′〉α⊗α.
This procedure can then be pursued to get more terms as detailed in Section 5.
As a second purpose, we wish to extend the free Poincare´ inequality (1.6) to a free Brascamp–Lieb
inequality similar to (1.3) in the form (presented in Theorem 11)
(1.8)
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)dx dy
4pi2
√
(4− x2)(4− y2) ≤
∫
φ′2
V ′′
dµV ,
which holds for any smooth function φ on [−2, 2]. The main idea in proving (1.8) is similar to one
outlined by Helffer in [9] and consists in writing the left-hand side of (1.8) as 〈(MV + V ′′)−1φ, φ〉µV ,
for some operatorMV , presumably unbounded and non-negative definite. To see what the candidate
for MV should be, we use heuristics from the classical result applied to random matrices. Once this
operator is settled, then the proof follows once it is shown that 〈(MV + V ′′)−1φ, φ〉µV does not depend
on the potential V . If this is indeed the case, then choosing our favorite potential, namely, V (x) = x2/2,
then the left-hand side of (1.8) is nothing but (1.7). To some extent, at the bottom of this argument is the
fact that the variance term on the left-hand side of (1.8) is universal, by which we mean universality of
the fluctuations of random matrices.
Both extensions provided here are sharp, i.e., we can find non-trivial functions for which equality is
attained.
The paper is organized as follows. Section 2 introduces the main notations and some preliminary
facts. Section 3 contains the main operators and their interrelations which are partially imported from
[18]. Section 4 is an intermezzo containing an interpolation equality which parallels the classical one.
It is also a motivation for a brief description for the free Ornstein-Uhlembeck semigroup seen from a
different perspective. This, in turn, provides yet another (and simple) proof of the free one dimensional
Poincare´ inequality for the semicircular law. Section 5 gives the main refinement associated with the
semicircular law, extending the operatorM to tensors and unearthing the main commutation relations.
These are then used in the expansion of the variance like term, finally leading to the free version of
Houdre´-Kagan (1.2). Next, Section 6 is a purely heuristic section which motivates the introduction of
the main operator associated to the equilibrium measure for a potential V . It also serves as a quick
recapitulation of Helffer’s arguments (from [9]) on obtaining the Brascamp-Lieb result. These are, finally,
used in Section 7 to prove the free version of Brascamp-Lieb (1.3).
2. PRELIMINARIES
2.1. Random matrices and logarithmic potentials. The random matrix ensembles we deal with are
prescribed by the probability measures on the set Hn of n × n Hermitian matrices determined by a
potential V : R→ R via
(2.1) PnV (dX) =
1
Zn(V )
e−nTrV (X)dX.
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Here,
Zn(V ) =
∫
e−nTrV (X)dX
is simply the normalizing constant which makes PnV a probability measure.
It is known, see [5] or [14], that for any such V
(2.2) − lim
n→∞
1
n2
logZn(V ) = EV = inf {EV (µ) : µ ∈ P(R)} ,
where
EV (µ) :=
∫
V dµ−
∫∫
log |x− y|µ(dx)µ(dy),
and P(R) is the set of probability measures on R. For V having enough growth at infinity, for instance, if
lim
|x|→∞
(V (x)− 2 log |x|) =∞,
this minimization problem is known to have a unique solution µV and standard references on this are
[5, 14, 23]. The variational characterization of the measure µV is
V (x) ≥ 2
∫
log |x− y|µ(dy) + C quasi-everywhere on R and
V (x) = 2
∫
log |x− y|µ(dy) + C quasi-everywhere on suppµ.
(2.3)
Therefore, taking the derivative in the second line of (2.3), it follows that on the support of µV (assuming
the support is a finite union of intervals),
(2.4) V ′(x) = p.v.
∫
2
x− yµV (dy),
where, as usual, p.v. stands for the Cauchy principal value. In this paper we limit ourselves to a smooth
V which is also convex, in which case the support of the measure µV is a single interval (see [23]).
We can, in fact, weaken the smoothing condition on V and for the main result, it suffices for V to be
C4–regular. To shorten the notations, we also denote the principal value of a measure ν by Hν, i.e.,
(Hν)(x) := p.v.
∫
2
x−yν(dy).
In addition to (2.2), another important convergence property is that for any bounded continuous func-
tion g on the real line,
(2.5)
∫
1
n
Tr(g(X))PnV (dX) −−−→n→∞
∫
g dµV .
In fact, something even stronger takes place here, namely, 1nTr(g(X)) converges almost surely to
∫
g dµV ,
as it can be seen, for instance, from [10]. Above, the GUE( 1√
n
) ensemble corresponds to V (x) = x2/2.
Let us now turn to some of the basic operators which play an important roˆle in the treatment of the free
Poincare´ inequality. There are two important measures on [−2, 2], the semicircular one and the arcsine
one, respectively defined by
(2.6) α(dx) =
√
4− x2
2pi
dx, and β(dx) =
dx
pi
√
4− x2 .
Most of the action takes place around the arcsine measure β and so we use 〈·, ·〉 to denote the inner
product in L2(β), while for any other measure µ, 〈·, ·〉µ is the inner product in L2(µ). The reason for
dealing with the interval [−2, 2] is that the semicircular law α has mean zero and variance one. Another
important reason is unfolded in [7] and [18] and stems from the prominent roˆle played by the Chebyshev
polynomials in analyzing the logarithmic potentials. Thus, for convex potentials V the support of the
equilibrium measure is a single interval. Thus, by rescaling, namely replacing V (x) by V (cx + b) for
appropriate c > 0 and b real, the support of µV can always be arranged to be [−2, 2].
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Another measure which plays a roˆle in the sequel is
(2.7) ω(dx, dy) = 1[−2,2](x)1[−2,2](y)
(4− xy)
4pi2
√
(4− x2)(4− y2)dx dy.
We introduce next the appropriate orthogonal basis associated to the measures α and β. These are
(2.8) φn(x) = Tn
(x
2
)
and ψn(x) = Un
(x
2
)
, for n ≥ 0.
Here Tn(x) is the nth Chebychev polynomials of the first kind defined via Tn(cos θ) = cos(nθ), while Un is
the nth Chebyshev polynomials of the second kind defined via Un(cos θ) =
sin(n+1)θ
sin θ . Adjusting a little the
polynomials Tn as T˜0 = T0 and T˜n(x) =
√
2Tn(x), it is easily seen that {T˜n(x/2)}n≥0 is an orthonormal
basis for L2(β). Similarly, {Un(x/2)}n≥0 forms an orthonormal basis for L2(α). Other relations between
these functions, of later use and, which can be checked effortlessly include
(2.9) φ′n =
n
2
ψn−1,
and
(2.10) − 2ψ′n−1(x) +
x
2
ψ′n(x) = nψn(x).
A further fact, used several times below, is the following relationship:
(2.11)
ψn(x)− ψn(y)
x− y =
n−1∑
k=0
ψk(x)ψn−1−k(y),
which, for instance, can be deduced from the expression for the generating function of the Chebyshev
polynomials of the second kind given by:
∞∑
n=0
rnUn(x) =
1
1− 2rx+ r2 , r ∈ (−1, 1).
2.2. Random matrices and fluctuations. By the study of the fluctuations associated to the random ma-
trix models introduced above, we mean the study of the limiting behavior of Tr(φ(M)) − E[Tr(φ(M))],
as n tends to ∞, e.g., see [14] and [15]. Assuming that µV is supported on [−2, 2], the variance of this
random variable, with respect to PnV is given in the limit by
(2.12)
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy =
∫∫ (
φ(x)− φ(y)
x− y
)2
ω(dx, dy),
a quantity which plays in our context a roˆle analogous to the one of the variance in the classical setting.
2.3. Semicircular systems. Here we summarize a few facts about the R-transform and introduce the
notion of a semicircular system.
A non-commutative probability space is a pair (A, φ), whereA is a unital ∗-algebra and φ is a trace on
it such that φ(1) = 1. For basic notions of freeness we refer the reader to [25]. Nevertheless, we mention
here the version of R-transform in the spirit of [20]. All non-commutative variables a, b considered in
this section are assumed to be self-adjoint, i.e. a∗ = a and b∗ = b.
Now, given non-commutative variables a1, a2, . . . , an inA, the moment generating function of (a1, a2, . . . , an)
is the formal power series in non-commuting variables z1, z2, . . . , zn described by
Ma1,a2,...,an(z1, z2, . . . , zn) =
∞∑
s=1
n∑
i1,i2,...,is=1
φ(ai1ai2 . . . ais)zi1zi2 . . . zis .
The R-transform is also a formal power series in non-commuting variables z1, z2, . . . , zn described by
Ra1,a2,...,an(z1, z2, . . . , zn) =
∞∑
s=1
n∑
i1,i2,...,is=1
ks(ai1 , ai2 , . . . , ais)zi1zi2 . . . zis ,
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where the ks are the free cumulants. The moment generating function and the R transforms are related
by
(2.13) M = R ? Moeb and R = M ? Zeta,
where ? is described in [24] and also in [20] in terms of the lattice of the non-crossing partitions. Here
Zeta(z1, z2, . . . , zn) =
∞∑
s=1
n∑
i1,i2,...,is=1
zi1zi2 . . . zis
and
Moeb(z1, z2, . . . , zn) =
∞∑
s=1
n∑
i1,i2,...,is=1
(−1)s+1 (2s− 2)!
(s− 1)!s!zi1zi2 . . . zis
are the Zeta and Moebius functions in n variables associated to the lattice of non-crossing partitions
(see [20, Eqs. 3.10 and 3.11]). The only point we need to make here is that R determines M , and that
vice versa M determines R. In particular, if Ra1,a2,...,an(z1, z2, . . . , zn) = Rb1,b2,...,bn(z1, z2, . . . , zn), then
Ma1,a2,...,an(z1, z2, . . . , zn) = Mb1,b2,...,bn(z1, z2, . . . , zn) which means that φ(ai1ai2 . . . ais) = φ(bi1bi2 . . . bis),
or otherwise stated, the mixed moments are the same.
A main property of the R-transform is that (a1, a2, . . . , an) and (b1, b2, . . . , bm) are free if and only if
(2.14)
Ra1,a2,...,an,b1,b2,...,bm(z1, z2, . . . , zn, z
′
1, z
′
2, . . . , z
′
m) = Ra1,a2,...,an(z1, z2, . . . , zn) +Rb1,b2,...,bm(z
′
1, z
′
2, . . . , z
′
m).
The second property is that if a is a standard semicircular element (i.e. φ(ak) =
∫
xkα(dx)), then
(2.15) Ra(z) = z2.
Next, we say that a tuple (b1, b2, . . . , bn) is a standard semicircular system if the variables are free and
each of them is a standard semicircular element. In particular, in light of (2.14) and (2.15), this means
that
(2.16) Rb1,b2,...,bn(z1, z2, . . . , zn) = z
2
1 + z
2
2 + · · ·+ z2n.
Further, we say that a tuple (a1, a2, . . . , an) of centered variables (i.e. φ(ai) = 0, 1 ≤ i ≤ n) is a
semicircular system if
(2.17) Ra1,a2,...,an(z1, z2, . . . , zn) =
n∑
i,j=1
cijzizj .
As it turns out, the coefficients cij are determined by cij = φ(aiaj), hence the matrix C = {cij}ni,j=1 is
simply the covariance matrix of the tuple. Moreover, since φ is a trace, C is a real valued symmetric
non-negative definite matrix. Note that this notion of semicircular system mimics the classical notion of
a (multidimensional) Gaussian random variable, in that the logarithm of the characteristic function is a
quadratic function. Also, as in the classical case, a semicircular system is completely determined by the
covariance matrix, by which we mean that the mixed moments of (a1, a2, . . . , an) are determined by the
covariance matrix and the inversion formula (2.13).
The main results to be used, are contained in the following statement.
Proposition 1. (1) Let (b1, b2, . . . , bm) be a semicircular system with covariance C. Let D be an n × m
matrix and let ai =
∑m
j=1 dijbj . Then (a1, a2, . . . , an) is a semicircular system with covariance matrix
C˜ = DCDt.
(2) Let C be an n × n real symmetric and non-negative definite matrix, and let D = C1/2. Then for any
standard semicircular system (b1, b2, . . . , bn), the tuple (a1, a2, . . . , an) with ai =
∑n
j=1 dijbj is a semi-
circular system with covariance matrix C. In particular, for any symmetric non-negative definite matrix
C, there exists a semicircular system with covariance matrix C.
(3) If two semicircular systems have the same covariance matrix, then they have the same moments. More
precisely, if (a1, a2, . . . , an) and (b1, b2, . . . , bn) are two semicircular systems with the same covariance
matrix, then φ(ai1 . . . ais) = φ(bi1 . . . bis), for any 1 ≤ i1, i2, . . . , is ≤ n and any s ≥ 1.
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Proof. (1) First, by the very definition of theR transform and the linearity of the cumulants, it follows
that
Ra1,a2,...,an(z1, z2, . . . , zn) =
∞∑
s=1
n∑
i1,i2,...,is=1
ks(ai1 , ai2 , . . . , ais)zi1zi2 . . . zis
=
∞∑
s=1
n∑
i1,i2,...,is=1
m∑
j1,j2,...,js=1
di1,j1di2,j2 . . . dis,jsks(bj1 , bj2 , . . . , bjs)zi1zi2 . . . zis .
Next, by the definition of Rb1,b2,...,bm(z1, z2, . . . , zm), and the quadratic assumption in z1, . . . , zm,
we infer that
ks(bj1 , bj2 , . . . , bjs) = 0 if s 6= 2 and k2(bj , bl) = cjl.
In turn, this implies that (denoting by c˜i,j the entries of C˜)
Ra1,a2,...,an(z1, z2, . . . , zn) =
n∑
i1,i2=1
m∑
j1,j2=1
di1,j1di2,j2cj1,j2zi1zi2 =
n∑
i1,i2=1
c˜i1,i2zi1zi2 ,
which is precisely what needed to be proved.
(2) This follows from the previous item combined with the fact that the covariance matrix of a stan-
dard semicircular system is the identity matrix.
(3) This is the uniqueness of the moment generating function as it follows, for example, from (2.13).

3. THE MAIN OPERATORS
We are now ready to introduce the main operators of interest. For a C2 function, φ : [−2, 2]→ R, set
(Eφ)(x) = −
∫
log |x− y|φ(y)β(dy),
(Fφ)(x) = −
∫
log |x− y|φ(y)α(dy),
(Nφ)(x) =
∫
yφ′(y)β(dy) + x
∫
φ′(y)β(dy)− (4− x2)
∫
φ′(x)− φ′(y)
x− y β(dy),
(Mφ)(x) = 2 p.v.
∫
φ(x)− φ(y)
(x− y)2 α(dy) = lim↘0 2
∫
|x−y|≥
φ(x)− φ(y)
(x− y)2 α(dy).
(3.1)
Given a measure µ on [−2, 2], let
L20(µ) =
{
f ∈ L2(µ) :
∫
f dµ = 0
}
.
Below, is a list of relationships between the operators just defined which is mainly imported from [18,
Proposition 1].
Proposition 2. (1) E maps C2([−2, 2]) to C2([−2, 2]) and can be extended to a bounded self-adjoint operator
from L2(β) into itself.
(2) For any C2 function φ ∈ L20(β),
ENφ = φ,
NEφ = φ.(3.2)
(3) Eφ0 = 0, and for n ≥ 1, Eφn = φn/n. Moreover, for n ≥ 0, Nφn = nφn. In other words, N is the
counting number operator for the Chebyshev basis {φn}n≥0 of L2(β), and it can be canonically extended
to a self-adjoint operator on L2(β), which when restricted to L20(β) has inverse E .
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(4) For any C1 functions, φ and ψ, on [−2, 2],
(3.3) 〈Nφ, ψ〉 = 2
∫∫
(φ(x)− φ(y))(ψ(x)− ψ(y))
(x− y)2 ω(dx, dy),
and in particular, 〈Nφ, ψ〉 = 〈φ,Nψ〉.
(5) If V is a C3 potential on [−2, 2] whose equilibrium measure µV has support [−2, 2], then
(3.4) dµV =
(
1− 1
2
NV
)
dβ.
(6) The operator M is the counting number operator for the basis (ψn)n≥0 of L2(α) and it has a natural
extension as a self-adjoint operator on L2(α). In other words, for any n ≥ 0,Mψn = nψn. In addition,
for any C1 function φ on [−2, 2],
(3.5) 〈Mφ, φ〉α =
∫∫ (
φ(x)− φ(y)
x− y
)2
α(dx)α(dy).
Proof. Only the last part of this theorem is not covered in [18, Proposition 1]. To prove it, we proceed as
follows: Take φ to be a C2 function on [−2, 2] and note that the variational characterization (2.4) gives
(3.6) p.v.
∫
2
x− yα(dy) = x.
This can then be used to remove the singularity in the definition ofM by observing that
(Mφ)(x) = 2
∫
φ(x)− φ(y)− φ′(x)(x− y)
(x− y)2 α(dy) + φ
′(x)p.v.
∫
2
x− yα(dy)
= −2 d
dx
∫
φ(x)− φ(y)
x− y α(dy) + φ
′(x)x.
(3.7)
Next, to show thatM is the counting number operator for ψn, notice that, from (2.11) and from the
orthogonality of ψn with respect to the inner product associated with the measure α,
∫
ψn(x)− ψn(y)
x− y α(dy) = ψn−1(x),
which, in turn, using (2.10) leads to
Mψn(x) = −2ψ′n−1(x) + xψ′n(x) = nψn(x).
In other words, M is the counting number operator for the orthonormal basis ψn of L2(α). Finally,
to prove (3.5), use the first line of (3.7) combined with (3.6) to justify the following chain of equalities,
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satisfied by any C2 function φ on [−2, 2]:
〈Mφ, φ〉α = 2
∫∫
(φ(x)− φ(y))φ(x)− φ′(x)φ(x)(x− y)
(x− y)2 α(dy)α(dx) +
∫
xφ′(x)φ(x)α(dx)
=
∫∫
(φ(x)− φ(y))φ(x)− φ′(x)φ(x)(x− y)
(x− y)2 α(dy)α(dx)
+
∫∫
(φ(y)− φ(x))φ(y)− φ′(y)φ(y)(y − x)
(x− y)2 α(dx)α(dy)
+
∫
xφ′(x)φ(x)α(dx)
=
∫∫
(φ(x)− φ(y))2 − (φ′(x)φ(x)− φ′(y)φ(y))(x− y)
(x− y)2 α(dy)α(dx) +
∫
xφ′(x)φ(x)α(dx)
=
∫∫ (
φ(x)− φ(y)
x− y
)2
α(dx)α(dy)− 2
∫
φ′(x)φ(x)
(
p.v.
∫
1
x− yα(dy)
)
α(dx)
+
∫
xφ′(x)φ(x)α(dx)
=
∫∫ (
φ(x)− φ(y)
x− y
)2
α(dx)α(dy).
(3.8)
This equality for C2 functions can be used in combination with standard results of the theory of Dirichlet
forms [6] to justify thatM has a unique essentially self-adjoint extension. Moreover, standard approxi-
mation arguments prove that (3.5) is valid for any C1 function φ. 
Let us record separately the following important identity.
Theorem 3. For any smooth function φ on [−2, 2],
(3.9) 〈Nφ, φ〉 = 2〈(M+ I)−1φ′, φ′〉α.
Proof. By polarization, (3.9) is equivalent to
〈Nφ, ψ〉 = 2〈(M+ I)−1φ′, ψ′〉α,
which, by simple approximations, needs only to be verified for φ = φn and ψ = φm. Now, since Nφn =
nφn, (2.9) combined with (M+ I)−1ψn−1 = n−1ψn−1 and orthogonality, lead to the desired conclusion.

Voiculescu in [26] introduced the non-commutative derivative ∂ : C[X]→ C[X]⊗C[X] which is given
by
∂1 = 0, ∂(X) = 1⊗ 1, ∂(m1m2) = ∂(m1)(1⊗m2) + (m1 ⊗ 1)∂(m2).
Particularly useful, is the fact that the non-commutative derivative of P = Xm can naturally be identifies
as
∂P =
P (x)− P (y)
x− y .
For instance, it turns out that (2.11) can be nicely rewritten in the form
(3.10) ∂ψn =
n−1∑
l=0
ψl ⊗ ψn−l−1.
Let us now introduce the natural trace α on C[X] by
α(P ) =
∫
Pdα
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and denote by α⊗k its natural extension to C[X]⊗k. Also introduce the trace ω on C[X]⊗ C[X] through
ω(P ⊗Q) =
∫
P (x)Q(y)ω(dx, dy).
With these notations, (3.3) can be translated into
〈Nφ, ψ〉 = 2ω(∂φ× ∂ψ).
In the language of Dirichlet forms this simply indicates that N is the generator of the Dirichlet form
D(P,Q) = 2ω(∂P × ∂Q).
In a similar vein, for the operatorM,
(3.11) 〈Mφ, ψ〉α = (α⊗ α)(∂φ× ∂ψ).
Next, introducing the dual operator ∂∗ (see [26]) via
(3.12) 〈∂∗(φ⊗ η), ψ〉α = 〈φ⊗ η, ∂ψ〉α⊗α,
a relation which has to be satisfied for C1 functions φ, ψ, and η, we see that
(3.13) M = ∂∗∂,
which certainly justifies naming M the free Ornstein–Uhlenbeck operator. Moreover, note that a nice
and useful way of defining the operator ∂∗, in terms of the basis (ψn)n≥0, is via
(3.14) ∂∗(ψa ⊗ ψb) = ψa+b+1 for a, b ≥ 0.
4. AN INTERPOLATION FORMULA FOR THE SEMICIRCULAR LAW
Let us start by recalling a classical interpolation result, e.g., see [13] and the references therein.
Proposition 4. Let f, g : Rd → R be smooth compactly supported functions, then
(4.1) E[f(X)g(X)]− E[f(X)]E[g(X)] =
∫ 1
0
E[〈∇f(√1− sX +√sZ),Σ∇g(√1− sY +√sZ)〉]ds
where X,Y, Z are d-dimensional iid N(0,Σ) random vectors.
Replacing Xn, Yn, Zn by iid GUE( 1n) ensembles and taking f(A) = g(A) = Trnφ(A) the above yields
Var(Trnφ(Xn)) =
∫ 1
0
E
[
1
n
Trn
(
φ′(
√
1− sXn +
√
sZn)φ
′(
√
1− sYn +
√
sZn)
)]
ds.
Upon taking the limit, as n → ∞, and using fluctuation results for random matrices [14, 15] or (2.12)
combined with the general result of Voiculescu on freeness [25], lead to the following formal result.
Proposition 5. Let φ : [−2, 2]→ R be a smooth function. Then,
(4.2)
∫∫ (
φ(x)− φ(y)
x− y
)2
ω(dx dy) =
∫ 1
0
τ(φ′(
√
1− sx +√sz)φ′(√1− sy +√sz))ds,
where x,y, and z are free semicircular random variables on some non-commutative probability space (A, τ).
Proof. A proof of (4.2) has already been given through random matrix manipulations. However, here is
a different and more direct approach: From (3.3), the left-hand side of (4.2) is:
(4.3)
∫∫ (
φ(x)− φ(y)
x− y
)2
ω(dx, dy) =
1
2
〈Nφ, ψ〉.
To deal with the right-hand side of (4.2), start by observing that for a fixed s ∈ [0, 1], the pair (√1− sx+√
sz,
√
1− sy + √sz) is a semicircular system as introduced in Section 2.3. The covariance matrix of
(
√
1− sx +√sz,√1− sy +√sz) is easy to compute and is equal to:[
1 s
s 1
]
.
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Since according to Proposition 1, the mixed moments do not depend on the particular realization of the
semicircular system as long as the covariance matrix is the same, a different system, namely t(
√
1− s2x+
sz, z) can be chosen. With this choice,
τ(Φ(
√
1− sx +√sz,√1− sy +√sz)) = τ(Φ(
√
1− s2x + sz, z)),
for any non-commutative polynomial Φ in two variables. In particular, for any smooth functions φ and
ψ on [−2, 2], it follows that
τ(φ′(
√
1− sx +√sz)ψ′(√1− sy +√sz))) = τ(φ′(
√
1− s2x + sz)ψ′(z)).
From this last fact, combined with the change of variable s = e−t, the right-hand side of (4.2) becomes
(4.4)
∫ 1
0
τ(φ′(
√
1− s2x + sz)ψ′(z))ds =
∫ ∞
0
e−tτ(φ′(
√
1− e−2tx + e−tz)ψ′(z))dt.
Next, define the operator Pt via
〈Ptφ, ψ〉α = τ(φ(
√
1− e−2tx + e−tz)ψ(z)).
From the covariance structure of semicircular systems pointed above, it is easy to check that (Pt)t≥0
form a semigroup of bounded selfadjoint operators. Denote by −A its generator, which we now plan to
identify. To this end, take φ(x) = xa and ψ(x) = xb, with a, b ≥ 0 integers, and compute
〈Axa, xb〉 = d
dt
∣∣∣∣
t=0
τ
(
(z +
√
2tx− tz)azb
)
= 2
∑
l1+l2+l3=a−2
τ(zl1xzl2xzl3zb)− aτ(zazb).
Using the freeness of x and z, continue with
2
∑
l1+l2+l3=a−2
τ(zl2)τ(zl1+l3+b)− aτ(zazb) = 2
a−2∑
l=0
(l + 1)τ(zl+b)τ(za−2−l)− aτ(za+b),
and thus, since z is semicircular under τ , arrive at
(4.5) −Aφ = 2D(I⊗ α)(∂φ)− xφ′,
where the operator D is the derivative operator.
Taking this last identity on functions φ = ψn, combined with (3.10) and the fact that the sequence
{ψn}n≥0 is orthogonal with respect to inner product associated to α, as well as (2.10) lead toAψn = nψn,
which shows thatA =M. Hence, for smooth functions φ on [−2, 2], the right-hand side of (4.2) can now
be written as∫ ∞
0
e−tτ(φ′(
√
1− e−2tx + e−tz)φ′(z))dt =
∫ ∞
0
e−t〈e−tMφ′, φ′〉αdt
=
∫ ∞
0
〈e−t(M+I)φ′, φ′〉αdt = 〈(M+ I)−1φ′, φ′〉α.
To conclude, the left-hand side of (4.2) is 12〈Nφ, φ〉while its right-hand side is 〈(M+ I)−1φ′, φ′〉α, and
therefore the remaining of the statement follows from Theorem 3.
Note that (Pt)t≥0 is nothing but the free Ornstein-Uhlenbeck semigroup first introduced in [2]. 
We can now state the following consequence:
Corollary 6 (The Free Poincare´ Inequality). For any smooth function φ : [−2, 2]→ R,
(4.6)
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy ≤
∫ 2
−2
φ′(x)2 α(dx).
Equality is only attained for linear functions φ.
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Proof. From the Cauchy-Schwarz inequality,
τ(φ′(
√
1− sx +√sz)φ′(√1− sy +√sz)) ≤ (τ(φ′(√1− sx +√sz)2)1/2τ((φ′(√1− sy +√sz))2)1/2.
Both,
√
1− sx +√sz and√1− sy +√sz are semicircular elements of variance 1, thus, for any s ∈ [0, 1],
τ(φ′(
√
1− sx + sz)φ′(√1− sy + sz)) ≤
∫
φ′(x)2α(dx),
which combined with (4.2) finishes the proof.
A different proof of (4.6), follows directly from (3.3), Theorem 3 and the fact thatM is non-negative.
Equality is easily seen to be attained when φ′ is in the kernel ofM, meaning that φ′ is a constant function,
in other words, φ must be a linear. 
5. FIRST REFINEMENT
We now wish to extend the operatorM to tensors. To do so, let C[X]⊗(k) := C[X]⊗C[X]⊗ · · · ⊗C[X]
where the tensor product is taken k times. The non-commutative derivative ∂ : C[X]→ C[X]⊗C[X], as
it appears in [26], is given by
∂1 = 0, ∂(X) = 1⊗ 1, ∂(m1m2) = ∂(m1)(1⊗m2) + (m1 ⊗ 1)∂(m2).
On monomials Xa, a ≥ 1, this becomes
∂(Xa) =
∑
p+q=a−1
Xp ⊗Xq
which is clearly equal to zero for a = 0. The higher derivatives ∂(k) : C[X] → C[X]⊗(k) are defined
inductively by ∂(k) = (∂ ⊗ Ik−1)∂(k−1), and it is easy to check that for 0 ≤ k ≤ n and 0 ≤ p,
(5.1) ∂(p+n) = (I⊗k ⊗ ∂(p) ⊗ I⊗(n−k))∂(n).
Now, extend the operatorM on C[X] to an operatorM(k) on C[X]⊗(k) via:
M(k)(P1 ⊗ P2 · · · ⊗ Pk) = (MP1)⊗ P2 · · · ⊗ Pk + P1 ⊗ (MP2) · · · ⊗ Pk + P1 ⊗ P2 · · · ⊗ (MPk).
Equivalently, this is characterized by
(5.2) M(a+b) =M(a) ⊗ I⊗(b) + I⊗(a) ⊗M(b),
for any a, b ≥ 0, with alsoM(0) = I andM(1) =M.
The following are important properties verified by the operators defined thus far.
Proposition 7. For any k ≥ 1,
(5.3) (∂ ⊗ I⊗(k−1))M(k) = (M(k+1) + I)(∂ ⊗ I⊗(k−1))
while for any polynomials φ, ψ ∈ C[X],
(5.4) 〈M(k)∂(k−1)φ, ∂(k−1)ψ〉α⊗(k) = k〈∂(k)φ, ∂(k)ψ〉α⊗(k+1) .
In particular,M(k)∂(k−1)φ = 0 if and only if φ is a polynomial of degree k − 1.
In addition to verifying these properties, the operator M(k) is essentially self-adjoint and non-negative on
L2(α⊗k), and for any a > k − 1,
(5.5) (M(k) + aI)−1∂(k−1) = ∂(k−1)(M+ (1 + a− k)I)−1.
Proof. The proof of (5.3) is done by induction. For k = 1, we need to prove that
∂M = (M(2) + I)∂,
and this is going to be verified on polynomials ψl. Since
(5.6) ∂ψl =
∑
a+b=l−1
ψa ⊗ ψb,
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and sinceM is the counting number operator,
∂(Mψl) = l
∑
a+b=l−1
ψa ⊗ ψb, while M(2)∂ψl = (l − 1)
∑
a+b=l−1
ψa ⊗ ψb,
which is exactly the case k = 1.
Now assume k ≥ 2 and use (5.2) to write
(5.7) (∂ ⊗ I⊗(k−1))M(k) = (∂ ⊗ I⊗(k−1))(M(k−1) ⊗ I) + (∂ ⊗ I⊗(k−1))(I⊗(k−1) ⊗M).
Now, the induction step justifies that
(∂ ⊗ I⊗(k−1))(M(k−1) ⊗ I) = ((∂ ⊗ I⊗(k−2))M(k−1))⊗ I = ((M(k) + I)(∂ ⊗ I⊗(k−2)))⊗ I
= (M(k) ⊗ I)(∂ ⊗ I⊗(k−1)) + ∂ ⊗ I⊗(k−1),
while the last term of (5.7) is
(∂ ⊗ I⊗(k−1))(I⊗(k−1) ⊗M) = (I⊗(k−1) ⊗M)(∂ ⊗ I⊗(k−1)),
completing the induction step for (5.3).
For k = 1, the equality (5.4) readily follows from (5.6) and sinceM is the counting number operator.
Alternatively, this is just the same as (3.11).
For k ≥ 2, using (5.3), one easily shows that
(5.8) M(k)∂(k−1) = ∂(k−1)(M− k + 1).
The rest of the proof reduces to showing that
〈∂(k−1)(M− (k − 1)I)φ, ∂(k−1)ψ〉α⊗(k) = k〈∂(k)φ, ∂(k)ψ〉α⊗(k+1) .
To do so, it is enough to take φ = ψl and ψ = ψl′ for some l, l′ ≥ k − 1, i.e., to show that
(l − k + 1)〈∂(k−1)ψl, ∂(k−1)ψl′〉α⊗(k) = k〈∂(k)ψl, ∂(k)ψl′〉α⊗(k+1) .
Now, an elementary calculation based on (3.10) reveals that
(5.9) ∂(k)ψl =
∑
a1+a2+···+ak+1=l−k
ψa1 ⊗ ψa2 ⊗ · · · ⊗ ψak+1 ,
where the summation is over all possible writings of l−k = a1+a2+· · ·+ak+1, with all a1, a2, . . . , ak+1 ≥
0. It remains to show that
(l − k + 1)Nk−1,l−k+1δl,l′ = kNk,l−kδl,l′ ,
where Nk,l is the number of writings of l = a1 +a2 + · · ·+ak+1, with all a1, a2, . . . , ak+1 ≥ 0. This follows
from the fact that
(5.10) Nk,l =
(
l + k
l
)
,
which is well known and easy to verify. The last part, namely (5.5), is obtained in a straightforward
fashion from (5.8) combined with the fact thatM is a self-adjoint non-negative operator. 
Using the above proposition, a refinement of the Poincare´ inequality for the semicircular law can now
be stated formally.
Theorem 8. For k ≥ 1, and any smooth function φ on [−2, 2],
1
2
〈Nφ, φ〉 =‖φ′‖2α −
1
2
‖∂φ′‖2α⊗2 +
1
3
‖∂(2)φ′‖2α⊗3 + · · ·+
(−1)k−1
k
‖∂(k−1)φ′‖2α⊗k
+
(−1)k
k
〈M(k)(M(k) + kI)−1∂(k−1)φ′, ∂(k−1)φ′〉α⊗k .
(5.11)
Moreover, φ is a polynomial of degree k if and only if
1
2
〈Nφ, φ〉 = ‖φ′‖2α −
1
2
‖∂φ′‖2α⊗2 +
1
3
‖∂(2)φ′‖2α⊗3 + · · ·+
(−1)k−1
k
‖∂(k−1)φ′‖2α⊗k .
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Proof. We prove (5.11) by induction starting with (3.9). For simplicity of notation, denote φ′ by ψ and
note that
〈(I +M)−1ψ,ψ〉α = 〈ψ,ψ〉α − 〈M(M+ I)−1ψ,ψ〉α.
Now, using (5.3), ∂(M+ I) = (M(2) + 2I)∂, which then leads to
〈M(M+ I)−1ψ,ψ〉α = 〈∂(M+ I)−1ψ, ∂ψ〉α⊗2 = 〈(M(2) + 2I)−1∂ψ, ∂ψ〉α⊗2 .
Moreover, by repeating this argument, the last term above becomes:
〈(M(2) + 2I)−1∂ψ, ∂ψ〉α⊗2 =
1
2
〈∂ψ, ∂ψ〉α⊗2 −
1
2
〈M(2)(M(2) + 2I)−1∂ψ, ∂ψ〉α⊗2 .
Now that we saw the mechanics on how to proceed, we can formally prove the inductive step by show-
ing that the formula (5.11) for k ≥ 1, implies the case k + 1. To do so, using (5.8), (5.4) and again (5.8),
allow to first justify that
〈M(k)(M(k) + kI)−1∂(k−1)ψ, ∂(k−1)ψ〉α⊗k = 〈M(k)∂(k−1)(M+ I)−1ψ, ∂(k−1)ψ〉α⊗k
= k〈∂(k)(M+ I)−1ψ, ∂(k)ψ〉α⊗k
= k〈(M(k+1) + (k + 1)I)−1∂(k)ψ, ∂(k)ψ〉α⊗k
=
k
k + 1
〈∂(k)ψ, ∂(k)ψ〉α⊗k −
k
k + 1
〈(M(k)(M(k+1) + (k + 1)I)−1∂(k)ψ, ∂(k)ψ〉α⊗k .
Therefore,
1
k
〈M(k)(M(k) + kI)−1∂(k−1)ψ, ∂(k−1)ψ〉α⊗k
=
1
k + 1
‖∂(k)ψ‖2α⊗k −
1
k + 1
〈(M(k)(M(k+1) + (k + 1)I)−1∂(k)ψ, ∂(k)ψ〉α⊗k ,
proving the main induction step.
It is also clear that the last term in (5.11) is zero since for a polynomial φ of degree k, ∂(k−1)φ′ is
constant, andM(k) vanishes on constants. 
As a consequence of Theorem 8, we also have the following result.
Corollary 9. For any k ≥ 1 and any smooth function φ on [−2, 2],
2k∑
l=1
(−1)l−1
l
‖∂(l−1)φ′‖2α⊗l ≤
1
2
〈Nφ, φ〉 ≤
2k−1∑
l=1
(−1)l−1
l
‖∂(l−1)φ′‖2α⊗l .
Above, equality is attained on the left-hand side for any polynomial φ of degree 2k, while on the right-hand side it
is attained for any polynomial φ of degree 2k − 1.
Also,
1
2
〈Nφ, φ〉 =
∞∑
l=1
(−1)l−1
l
‖∂l−1φ′‖2α⊗l ,
provided the series converges (for instance, this is always the case if φ is a polynomial).
6. HEURISTICS
The main purpose of the present section is to give heuristic arguments justifying the presence of the
operators involved in the proof of the free Brascamp-Lieb inequality.
We start with the classical case. On Rd, consider a probability measure of the form µ(dx) = e−V (x)dx,
where V is a smooth function on Rd. The measure µV is the invariant measure of the operator L =
−∆ +∇V ·∇which in turn is a generalization of the Ornstein-Uhlenbeck operator. A simple integration
by parts leads to
(6.1) Eµ[(Lf)g] = Eµ[〈∇f,∇g〉].
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One of the classical approaches to the Brascamp-Lieb inequality is due to Helffer [9] and we quickly
review it here. First, from (6.1) with f replaced by Lf ,
(6.2) 〈Lφ,Lφ〉L2(µ) = 〈∇Lφ,∇φ〉L2(µ).
Second, with the natural (component-wise) extension of L to several dimensions,
∇L = L∇+HessV∇ = (L+HessV )∇.
In particular, if K := L+HessV , then
(6.3) ∇L = K∇,
and so, using inverses whenever these are defined,
(6.4) K−1∇ = ∇L−1.
If f is a smooth function such that
∫
f dµ = 0, (6.2) with φ = L−1f and (6.4) lead to
(6.5) Varµ(f) = 〈K−1∇f,∇f〉L2(µ).
Since, L is a non-negative operator and since HessV is positive definite, it follows that HessV ≤ K and
so K−1 ≤ (HessV )−1, from which the Brascamp-Lieb inequality
(6.6) Varµ(f) ≤ 〈(HessV )−1∇f,∇f〉L2(µ)
follows naturally.
We now wish to apply these types of arguments to the case of µ = PnV . To do so, let φ : R → R be
non-constant, compactly supported and smooth, and let f(X) = Trφ(X), for any X ∈ Hn. For a better
understanding, we actually back up a step and start with
(6.7) VarPnV (f) = 〈∇((LnV )−1Trφ),∇Trφ〉PnV = 〈(KnV )−1∇Trφ,∇Trφ〉PnV .
We next wish to understand what happens if we let n tend to infinity in (6.5). The limit of the left-hand
side is determined by the fluctuations of random matrices, and (say, provided that V is a polynomial of
even degree with equilibrium measure µV having support [−2, 2]), it is given by:
lim
n→∞VarP
n
V
(f) =
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy.
For the right-hand side of (6.7) observe first that∇Trφ(X) = φ′(X). Now,
−LnV Trφ(X) = ∆Trφ(X)− n∇TrV (X) · ∇Trφ(X) = ∆Trφ(X)− nTr(V ′(X)φ′(X)),
hence we need to identify the limit of the operators KnV .
Hence, the Laplacian on matrices needs to be computed, and we do so for monomials of the form
φ(X) = Xa and then extend the result by linearity. By definition,
∆Φ(X) =
∑
γ
d2
dh2
Φ(X + hEγ),
where Eγ is an orthonormal basis of Hn. In fact, a basis consists of the matrices Ejj which have 1 on
the jth position on the diagonal and 0 elsewhere, Ejk with j < k with 1/
√
2 for the (j, k)th and (k, j)th
entries and 0 otherwise, and E˜jk with i/
√
2 for the (j, k)th entry and −i/√2 for the (k, j)th entry and 0
otherwise. Using this basis,
1
2
(∆Trφ)(X) =
∑
1≤j≤k≤n
∑
l1+l2+l3=a−2
Tr(X l1EjkX
l2EjkX
l3) +
∑
1≤j<k≤n
∑
l1+l2+l3=a−2
Tr(X l1E˜jkX
l2E˜jkX
l3)
=
∑
1≤j≤k≤n
∑
l1+l2+l3=a−2
Tr(X l1+l3EjkX
l2Ejk) +
∑
1≤j<k≤n
∑
l1+l2+l3=a−2
Tr(X l1+l3E˜jkX
l2E˜jk)
=
a−2∑
l=0
(l + 1)
∑
1≤j≤k≤n
Tr(X lEjkX
a−2−lEjk) +
a−2∑
l=0
(l + 1)
∑
1≤j<k≤n
Tr(X lE˜jkX
a−2−lE˜jk).
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Let Fjk be the matrix with 1 on the (j, k)th entry and 0 otherwise. Then Ejk = (Fjk + Fkj)/
√
2 and
E˜jk = i(Fjk − Fkj)/
√
2, for j < k. A small computation reveals that for two matrices A and B,
∑
1≤j≤k≤n
Tr(AEjkBEjk) +
∑
1<j<k≤n
Tr(AE˜jkBE˜jk) =
n∑
j,k=1
Tr(AFjkBFjk))
=
n∑
j,k=1
n∑
u1,u2,u3,u4=1
Au1u2(Fjk)u2u3Bu3u4(Fkj)u4u1
=
n∑
j,k=1
AjjBkk = Tr(A)Tr(B).
(6.8)
Therefore,
(∆Trφ)(X) = 2
a−2∑
l=0
(l + 1)Tr(X l)Tr(Xa−2−l).
Summing up our findings, for φ(x) = xa, a ≥ 2,
−LnV Trφ(X) = 2
a−2∑
l=0
(l + 1)Tr(X l)Tr(Xa−2−l)− naTr(V ′(X)Xa−1)
=
a−2∑
l=0
(l + 1)Tr(X l)Tr(Xa−2−l) +
a−2∑
l=0
(a− 1− l)Tr(X l)Tr(Xa−2−l)− naTr(V ′(X)Xa−1)
= Tr⊗ Tr(∂φ′(X))− nTr(V ′(X)φ′(X)),
which, by linearity, is then true for all polynomials φ. Taking the gradient, then gives
−∇(LnV Trφ)(X) = ∇Tr⊗ Tr(∂φ′(X))− n(V ′φ′)′ = (D ⊗ Tr)∂φ′(X) + (Tr⊗D)∂φ′(X)− n(V ′φ′)′(X).
In particular, using the operator KnV which satisfies∇(LnV Trφ)(X) = KnV∇Trφ(X), we now obtain
1
n
KnV∇Trφ(X) = −
1
n
(D ⊗ Tr + Tr⊗D)∂φ′(X) + (V ′φ′)′(X),
and therefore, since ∂φ is a symmetric tensor,
1
n
KnV φ
′(X) = − 2
n
D(I ⊗ Tr)∂φ′(X) + (V ′φ′)′(X).
Finally, since Trψ(X)/n converges to µV (ψ), heuristically KnV φ
′/n converges to
Kφ′ = −2D(I ⊗ µV )∂φ′ + (V ′φ′)′
and replacing φ′ by φ, motivates the following definition:
(6.9) KV φ := −D[2(I ⊗ µV )∂φ− V ′φ] = −D[2(I ⊗ µV )∂φ] + V ′φ′ + V ′′φ.
It is interesting to remark that using, for instance, [26, Corollary 4.4 and Proposition 3.5] one can justify
the following equality
−D[2(I ⊗ µV )∂φ] + V ′φ′ = ∂∗V ∂,
where ∂∗V is the adjoint of the operator ∂, i.e., 〈∂∗V (φ⊗ψ), η〉µV = 〈φ⊗ψ, ∂η〉µV ⊗µV and the inner product
generated by a state µ on polynomials C〈X〉 is 〈φ, ψ〉µ = µ(φ ψ¯), for any polynomials φ, ψ with the
convention that ψ¯ =
∑
i a¯iX
i if ψ =
∑
i aiX
i. The extension to tensor products is done via the usual
procedure:
〈φ1 ⊗ φ2, ψ1 ⊗ ψ2〉µ⊗µ = µ(φ1ψ¯1)µ(φ2ψ¯2),
and the representation therefore obtained has the flavor of a generalization of the non-commutative
Ornstein-Uhlenbeck operator.
REFINEMENTS OF THE ONE DIMENSIONAL FREE POINCARE´ INEQUALITY 17
Finally, heuristically, taking the limit in (6.7), it follows that
(6.10)
1
2
〈N f, f〉 = 〈K−1V f ′, f ′〉L2(µV ).
7. THE FREE BRASCAMP-LIEB INEQUALITY
From the heuristics of the previous section, let
KV φ := D
[−2(I ⊗ µV )∂φ+ V ′φ] ,
and set
MV φ := −2D(I ⊗ µV )∂φ+ V ′φ′.
Again, if V (x) = x2/2, thenMV is the counting number operator for the Chebyshev polynomials of the
second kind. It is clear that,
KV φ =MV φ+ V ′′φ,
and it is trivial that, for any function f , the multiplication operator
Afφ = fφ,
extends to a self-adjoint operator on L2(µV ). As shown next, the operatorMV is a non-negative operator
on L2(µV ).
Proposition 10. Assume µV has support [−2, 2]. The operatorMV is given on C2 functions by
(7.1) (MV φ)(x) = 2p.v.
∫
φ(x)− φ(y)
(x− y)2 µV (dy) := 2 lim↘0
∫
|x−y|≥
φ(x)− φ(y)
(x− y)2 µV (dy),
and for C1 functions, φ, ψ on [−2, 2],
(7.2) 〈MV φ, ψ〉V =
∫
(φ(x)− φ(y))(ψ(x)− ψ(y))
(x− y)2 µV (dx)µV (dy).
Moreover,MV can be extended to an unbounded non-negative essentially self-adjoint operator on L2(µV ) whose
domain includes the set of C1 functions on [−2, 2].
In addition, if V ′′ ≥ 0, and V is C2 on [−2, 2], then the operator KV has a self-adjoint extension such that for
some δ > 0, KV ≥ δI . In particular, KV is an essentially self-adjoint operator on L2(µV ) which is invertible with
a bounded inverse on L2(µV ).
Proof. The statements in the first part of this proposition, namely, (7.1) and (7.2) follow from arguments
similar to those involved in the proof of (3.5) from Proposition 2. Start with a C2 function φ on [−2, 2]
and notice that
∂φ =
φ(x)− φ(y)
x− y ,
and thus
(I ⊗ µV )(∂φ)(x) =
∫
φ(x)− φ(y)
x− y µV (dy).
Next, φ is a C2 function which when combined with the variational characterization of the equilibrium
measure from (2.4), leads to
−2 d
dx
∫
φ(x)− φ(y)
x− y µV (dy) = 2
∫
φ(x)− φ(y)− φ′(x)(x− y)
(x− y)2 µV (dy)
= 2p.v.
∫
φ(x)− φ(y)
(x− y)2 µV (dy)− φ
′(x)p.v.
∫
2
x− yµV (dy)
= 2p.v.
∫
φ(x)− φ(y)
(x− y)2 µV (dy)− V
′(x)φ′(x),
(7.3)
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giving (7.1). In turn, (7.2) follows easily for C2 functions exactly as in (3.8), replacing α by µV . Next, the
extension to a self-adjoint operator is deduced from the fact that the Dirichlet form
D(φ, φ) =
∫ (
φ(x)− φ(y)
x− y
)2
µV (dx)µV (dy)
is positive and closable, thereforeMV , its generator, according to [6] must be essentially self-adjoint and
non-negative. This last fact and standard approximations of C1 functions with C2 functions proves (7.2)
for C1 functions.
Since V is a C2 function, the multiplicative operator AV ′′ is a bounded operator on L2(µV ) and this
implies, for instance, that KV has a non-negative extension with the same domain asMV . In addition,
we claim that V ′′ > 0 on a set of positive measure (with respect to µV ). Indeed if otherwise, then V ′′
would be identically 0 on [−2, 2] which means, for example, that V ′ is constant on [−2, 2]. Since the
support of µV is [−2, 2], it follows that (e.g., see [23, Theorem 1.11 Chapter IV] or [18, Equation (4.3)])
(7.4)
∫
V ′(x)β(dx) = 0 and
∫
xV ′(x)β(dx) = 2.
These equalities cannot be satisfied if V ′ is constant on [−2, 2]. Therefore, there must be a subset A ⊂
[−2, 2] with µV (A) > 0 and a positive  > 0 such that V ′′(x) > , for all x ∈ A. On the other hand, for
x, y ∈ [−2, 2], 1
(x−y)2 ≥ 116 , and then
〈KV φ, φ〉 ≥ 1
16
∫
(φ(x)− φ(y))2µV (dx)µV (dy) + 
∫
A
φ2dµV
= 
∫
A
φ2dµV +
1
8
∫
φ2dµV − 1
8
(∫
φdµV
)2
.
Next, we wish to show that there exists δ > 0 such that

∫
A
φ2dµV +
1
8
∫
φ2dµV − 1
8
(∫
φdµV
)2
≥ δ
∫
φ2dµV ,
or equivalently,
(1 + 8− 8δ)
∫
A
φ2dµV + (1− 8δ)
∫
Ac
φ2dµV ≥
(∫
φdµV
)2
.
To show this is possible, notice that if A has full measure, then we can take δ =  and we are done. If not,
then µV (A) > 0 and µV (Ac) > 0. By the Cauchy-Schwarz inequality,
(1 + 8− 8δ)
∫
A
φ2dµV + (1− 8δ)
∫
Ac
φ2dµV ≥ (1 + 8− 8δ)
µV (A)
(∫
A
φdµV
)2
+
1− 8δ
µV (Ac)
(∫
Ac
φdµV
)2
,
and then (a2+b2)(c2+d2) ≥ (ac+bd)2, with a =
√
1+8−8δ
µV (A)
∫
A φdµV , b =
√
1−8δ
µV (Ac)
∫
Ac φdµV , c =
√
µV (A)
1+8−8δ ,
and d =
√
µV (Ac)
1−8δ yields
(1 + 8− 8δ)
∫
A
φ2dµV + (1− 8δ)
∫
Ac
φ2dµV ≥ 1µV (A)
1+8−8δ +
µV (Ac)
1−8δ
(∫
φdµV
)2
.
Thus, we just need to choose δ > 0 such that
µV (A)
1 + 8− 8δ +
µV (A
c)
1− 8δ < 1,
which is certainly possible since the above quantity is continuous in δ, and since for δ = 0,
µV (A)
1 + 8
+ µV (A
c) < µV (A) + µV (A
c) = 1.
The rest now follows. 
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Theorem 11. Let the support of the equilibrium measure µV be [−2, 2] and let V be C4 with V ′′ ≥ 0 on [−2, 2].
Then, for any C1 function φ on [−2, 2],
(7.5) 〈Nφ, φ〉 = 2〈K−1V φ′, φ′〉L2(µV ).
Moreover, the following version of Brascamp-Lieb inequality holds true: For any C1 function φ on [−2, 2],
(7.6)
∫ 2
−2
∫ 2
−2
(
φ(x)− φ(y)
x− y
)2 (4− xy)
4pi2
√
(4− x2)(4− y2)dx dy ≤
∫
φ′2
V ′′
dµV ,
with equality for φ(x) = V ′(x) + C, C ∈ R.
We use the C4 regularity of V at a single place in the proof, and so most likely this assumption can be
reduced to C3 regularity, but we are not pursuing this here.
Proof. We want to show that the right-hand side of (7.5) is in fact independent of V , so it suffices to check
it for a potential which is smooth, convex and whose equilibrium measure is also supported on [−2, 2].
That candidate is precisely V (x) = x2/2 and then the rest of the statement is just Theorem 3.
Let the operator FV be defined as
(FV φ)(x) = 2
∫
log |x− y|φ(y)µV (dy).
From (3.4), we know that dµV = (1− 12NV )dβ, hence for any C2 function φ on [−2, 2],
(FV φ)(x) = 2
∫
log |x−y|φ(y)(1− 1
2
NV (y))β(dy) = −2E
((
1− 1
2
NV
)
φ
)
(x) = −2
(
EA(1− 1
2
NV )φ
)
(x).
Now, taking the derivative yields,
(DFV φ)(x) = 2p.v.
∫
φ(y)
x− yµV (dy) = −2
∫
φ(x)− φ(y)
x− y µV (dy) + 2p.v.
∫
φ(x)
x− yµV (dy)
= −2
∫
φ(x)− φ(y)
x− y µV (dy) + φ(x)V
′(x).
Taking another derivative and using (7.3) give,
(D2FV φ)(x) = (MV φ)(x)− V ′(x)φ′(x) + (φV ′)′(x)
= (MV φ)(x) + V ′′(x)φ(x) = (KV φ)(x).
Thus, KV = −2D2EA(1− 1
2
NV ), on C
2([−2, 2]). To finish the proof we want to take inverses. To do so
requires to properly define the inverses and to this end, we look at the following diagram:
(7.7) C2([−2, 2])
A
(1− 12NV )−−−−−−−→ C2([−2, 2]) E−→ C2([−2, 2]) ∩ L20(β) D−→ C1([−2, 2]) D−→ C([−2, 2]).
We need to justify that the composition is well defined here. In the first place, and for instance, from
(7.4), and the very definition of the operator N , it follows that
(7.8) 1− 1
2
(NV )(x) = 4− x
2
2
∫
V ′(x)− V ′(y)
x− y β(dy).
This proves two things. In the first place, since V is convex, we learn that u(x) :=
∫ V ′(x)−V ′(y)
x−y β(dy), is
strictly positive and also C2 on [−2, 2] (this is the only place where the C4 condition on V is used). Thus,
the first operator is well defined. The second operator is also well defined by Proposition 2, while the
other operators are self-explanatory. The inverses are written as follows:
(7.9) C([−2, 2]) I−→ C1([−2, 2]) I0−→ C2([−2, 2]) ∩ L20(β) N−→ C([−2, 2])
A
1/(1− 12NV )−−−−−−−−→ L2(νV ),
where
(Iψ)(x) =
∫ x
−2
ψ(y)dy and (I0ψ)(x) = (Iψ)(x)−
∫
Iψ dβ,
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with νV (dx) = (4 − x2)µV (dx). Clearly, by definition, the operator N maps C2([−2, 2]) into C([−2, 2]),
whileA1/(1− 1
2
NV ) sendsC([−2, 2]) intoL2(νV ), because of (7.8). The natural choice here would be to have
the operatorA1/(1− 1
2
NV ) mapC([−2, 2]) intoL2(µV ), but this works only for functions which vanish (like
a power grater than 1/2 of x) at the endpoints of [−2, 2]. Therefore, instead of restricting the domain of
definitions of all the other operators to accommodate this fact, we change the range where A1/(1− 1
2
NV )
takes values. On the other hand, the operator K−1V is a bounded operator from L2(µV ) into itself by
Proposition 10, hence it can be taken as a bounded operator from L2(µV ) into L2(νV ).
Thus, we can now argue that on the set of continuous functions on [−2, 2],K−1V = −12A1/(1− 12NV )NI0I.
This, combined with 〈φ, ψ〉µV = 〈A(1− 1
2
NV )φ, ψ〉, now results with
〈K−1V φ′, φ′〉L2(µV ) = −
1
2
〈A1− 1
2
NVA1/(1− 1
2
NV )NI0IDφ,Dφ〉 = −
1
2
〈NI0IDφ,Dφ〉,
which is independent of V ! The rest of (7.5) follows as we pointed out by taking V (x) = x2/2 and using
Theorem (3).
To verify (7.6), notice that it suffices to show that for any φ ∈ L2(µV ),
〈(MV +AV ′′)−1φ, φ〉µV ≤
〈
1
V ′′
φ, φ
〉
µV
.
Since KV is invertible, any φ ∈ L2(µV ) can be written as φ = (MV + V ′′)ψ, for some ψ ∈ L2(µV ), so we
need to check that
(7.10) 〈(MV + V ′′)ψ,ψ〉µV ≤ 〈(V ′′)−1(MV + V ′′)ψ, (MV + V ′′)ψ〉µV .
If the right-hand side is infinite, there is nothing to prove. If it is finite, then write it as
〈(V ′′)−1(MV + V ′′)ψ, (MV + V ′′)ψ〉µV
= 〈(MV + V ′′)ψ,ψ〉µV + 〈(V ′′)−1/2MV ψ, (V ′′)−1/2MV ψ〉µV + 〈MV ψ,ψ〉µV ,
from which (7.10) follows immediately. There is, however, a small detail we need to take care of, namely
justifying that if the left-hand side of the above is finite, the equality above is well defined. This essen-
tially boils down to showing that all terms on the right-hand side are finite. This is indeed so because the
finiteness of the left-hand side is equivalent to (V ′′)−1/2(MV +V ′′)ψ ∈ L2(µV ) which, in particular, since
V ′′ is continuous and ψ ∈ L2(µV ), is equivalent to (V ′′)−1/2MV ψ ∈ L2(µV ). This is sufficient to guaran-
tee the validity of the equation above, ensuring in particular that the middle term on the right-hand side
is finite.
For the case of equality, according to (3.3) we have to show that
(7.11) 〈NV ′, V ′〉 = 2
∫
V ′′dµV .
To do so, use [18, Eq (1.32)] which gives
〈Nφ, ψ′〉+ 〈Nψ, φ′〉 =
(∫
φ′dβ
)(∫
xψ′(x)β(dx)
)
+
(∫
xφ′(dx)β(dx)
)(∫
ψ′dβ
)
.
Taking φ = V ′ and ψ = V , results with
〈NV ′, V ′〉+ 〈NV, V ′′〉 =
(∫
V ′′dβ
)(∫
xV ′(x)β(dx)
)
+
(∫
xV ′′(x)β(dx)
)(∫
V ′dβ
)
.
On the other hand, since the equilibrium measure µV is supported on [−2, 2], invoking the equation (7.4)
yields the equality
〈NV ′, V ′〉+ 〈NV, V ′′〉 = 2
∫
V ′′dβ,
or written differently,
〈NV ′, V ′〉 = 2
∫
V ′′
(
1− 1
2
NV
)
dβ,
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which combined with (3.4) is precisely the statement of (7.11). 
The curious reader may wonder how the free Brascamp-Lieb looks like in the case where the support
of the measure µV is not [−2, 2]. Assuming that the equilibrium measure µV has support [a, b] and that
V is C4 on [a, b] with V ′′(x) ≥ 0 for x ∈ [a, b], the analog of inequality (7.6) takes the form
(7.12)
∫ b
a
∫ b
a
(
φ(x)− φ(y)
x− y
)2 −2ab+ (a+ b)(x+ y)− 2xy
8pi2
√
(x− a)(b− x)√(y − a)(b− y) dxdy ≤
∫
φ′2
V ′′
dµV ,
for any smooth function φ on [a, b]. The proof of this is simply done by a linear rescaling, namely reduc-
ing everything to the case [a, b] = [−2, 2]. More precisely, take θ(x) = (b− a)x/4 + (b+ a)/2 which maps
[−2, 2] into [a, b]. With this, (7.12) reduces to (7.6) for V˜ (x) = V (θ(x)), φ˜(x) = φ(θ(x)). Notice here that
the equilibrium measure µV˜ is determined by µV˜ (A) = µV ({x ∈ [a, b] : θ−1(x) ∈ A}), for anyA ⊂ [−2, 2].
Equality in (7.12) is attained for functions φ of the form φ(x) = c1 + c2V ′(x), for some constants c1, c2.
We close this section with an extension of [17, Eq. 10.16] which seems mysterious there, but is de-
mystified by the free Brascam-Lieb inequality discussed here. This inequality is related to the Wishart
random matrix models and the main potential V is defined only on the positive axis. The interested
reader can take a look at [17] for more details.
Corollary 12. Let Q : [0,∞) → R be a continuous function and let V (x) = Q(x) − s log(x), for s > 0, be
such that limx→∞(V (x)− 2 log(x)) =∞. Let the support of µV be [a, b] and on [a, b], let Q be C4 and such that
Q′′ ≥ 0. Then, for any smooth function φ on [a, b],
(7.13)
∫ b
a
∫ b
a
(
φ(x)− φ(y)
x− y
)2 −2ab+ (a+ b)(x+ y)− 2xy
8pi2
√
(x− a)(b− x)√(y − a)(b− y) dxdy ≤
∫
x2φ′(x)2
s+ x2Q′′(x)
µV (dx),
with equality for φ(x) = c1(Q′(x)− s/x) + c2, for some constants c1 and c2.
In particular we obtain [17, Eq. 10.16]
(7.14) s
∫ b
a
∫ b
a
(
φ(x)− φ(y)
x− y
)2 −2ab+ (a+ b)(x+ y)− 2xy
8pi2
√
(x− a)(b− x)√(y − a)(b− y) dxdy ≤
∫
x2φ′(x)2µV (dx).
If Q(x) = rx+ t, for some constants r and t, (7.14) is sharp with equality attained for φ(x) = c1 + c2/x.
Proof. From (7.12) and since V ′′(x) = Q′′(x) + s/x2 ≥ s/x2 one immediately deduces (7.13). Equality in
(7.14) is attained if Q′′(x) = 0 and φ(x) = c1 + c2/x.

8. FINAL REMARKS
It is clearly of interest to discuss a multidimensional version of the free Poincare´ inequality and ex-
tensions, as for instance in the spirit of [22]. This requires more work and it will eventually be done in a
separate publication.
There is a version of the free Poincare´ inequality, introduced by Biane in [1], and in the one dimen-
sional case it is different from the one presented here. It is interesting to point out that in several di-
mensions, the fluctuations of jointly independent random matrices, more precisely the limiting variance
of the fluctuations, are the main ingredients for the formulation of the free Poincare´ inequality. This
already appears in the literature in two different forms. One is in [19], which describes it in terms of
second order freeness. The other is investigated in [8], and the variance term is given in a form similar
to the one presented in (7.5).
There are however some noticeable differences between the one dimensional case and the multidimen-
sional case. If we interpret the variance term in the Poincare´ inequality described in (7.5) as 〈K−1V φ′, φ′〉µV ,
then the key statement is that, as long as the support of the measure µV is [−2, 2], this variance does not
depend on the other details of the potential V . This is, in some sense, reminiscent of the universality
of fluctuations in random matrix theory. As it turns out, this fact does not seem to take place in several
dimensions which means that the approach for proving Theorem 11 is not going to work.
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To fully understand the multidimensional case it seems desirable to unify the two points of view
mentioned above, namely, the second order freeness and the analog of the variance through the inverse
of a properly defined operator, at least for some natural cases of potentials.
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