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NONLINEAR STATIONARY SUBDIVISION SCHEMES
THAT REPRODUCE TRIGONOMETRIC FUNCTIONS
ROSA DONAT AND SERGIO LO´PEZ-UREN˜A
Abstract. In this paper we define a family of nonlinear, stationary, interpolatory subdivision schemes
with the capability of reproducing conic shapes including polynomials upto second order. Linear, non-
stationary, subdivision schemes do also achieve this goal, but different conic sections require different
refinement rules to guarantee exact reproduction. On the other hand, with our construction, exact
reproduction of different conic shapes can be achieved using exactly the same nonlinear scheme. Con-
vergence, stability, approximation and shape preservation properties of the new schemes are analyzed.
In addition, the conditions to obtain C1 limit functions are also studied.
Keywords. nonlinear subdivision schemes, exponential polynomials, reproduction, monotonicity preser-
vation, approximation, smoothness.
MSC. 41A25, 41A30, 65D15, 65D17.
1. Introduction
Subdivision refinement is a powerful technique for the design and representation of curves and sur-
faces. Subdivision algorithms are simple to implement and extremely well suited for computer applica-
tions, which make them very attractive to users interested in geometric modeling and Computer Aided
Geometric Design (CAGD).
As in [11, 12, 13], in this paper we consider that a subdivision scheme S = (Sk)∞k=0 is a sequence
of operators Sk : l∞(Z) −→ l∞(Z)1 such that for each f0 ∈ l∞(Z), a sequence (fk)∞k=0 ⊂ l∞(Z) is
recursively defined as follows:
fk+1 := Skfk ∈ l∞(Z), k ≥ 0.
We shall restrict our attention to binary subdivision schemes which are uniform and local, i.e. there
exists q ≥ 0 such that for any f ∈ l∞(Z)
(1) (Skf)2i+j = Ψ
k
j (fi−q, . . . , fi+q), j = 0, 1, i ∈ Z,
for some Ψkj : R
2q+1 −→ R. If the functions Ψkj are linear, the level dependent rules can be expressed as
follows
(2) Ψkj (fi−q, . . . , fi+q) =
q∑
l=−q
akj−2lfi+l i ∈ Z,
where the sequence (aki )i∈Z (that has finite support) is the mask of the linear operator S
k, and the scheme
is called linear. If the rules are the same at all refinement levels k ≥ 0, then the scheme is said to be
stationary, and we simply denote Sk = S, Ψkj = Ψj and a
k
i = ai, ∀k ≥ 0. The data generated by binary
subdivision schemes are usually associated to the underlying grids 2−kZ, k ≥ 0.
Subdivision schemes of interest in practical applications need to be convergent. In this paper, we are
concerned with the classical notion of uniform convergence, which is relevant in geometric modeling.
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1l∞(Z) := {(fi)i∈Z : fi ∈ R, ∃M > 0, |fi| ≤ M} and ‖f‖∞ := supi∈Z |fi|.
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Definition 1. A binary subdivision scheme, S, is uniformly convergent if
(3) ∀f0 ∈ l∞(Z) ∃S∞f0 ∈ C(R) : lim
k→∞
sup
i∈Z
|fki − (S∞f0)(i2−k)| = 0.
If S is a convergent subdivision scheme, S∞ : l∞(Z) → C(R) denotes the operator that sends any
initial data f0 to the continuous limit function obtained by the subdivision process specified by S. A
uniformly convergent subdivision scheme is Cm, or Cm-convergent, if for any initial data the limit function
has continuous derivatives up to order m.
Interpolatory subdivision refinement is often used in practical applications. Binary interpolatory sub-
division schemes satisfy
(4) fk+12i = (S
kfk)2i = f
k
i , ∀i ∈ Z.
Hence, they are defined by specifying only the so-called insertion rules, Ψk1 , that define f
k+1
2i+1 in (1). If S
is interpolatory and convergent then
(5) (S∞f0)(i2−k) = fki ,
that is, S∞f0 interpolates the data, fk, at each resolution level. This property may be very useful in
CAGD, where interpolatory subdivision schemes are often used to obtain specific shapes from an initial
(coarse) set of samples.
One important property of linear non-stationary subdivision schemes, which linear stationary sub-
division schemes do not have, is that they can be used to efficiently generate conical shapes (circles,
ellipses...) from a coarse initial set of samples. For example, an initial representation of n equidistant
points on the unit circle is obtained by considering f0 = (G(i))i∈Z where G(t) = (cos(γt), sin(γt)), with
γ = 2π/n. From this initial coarse representation, the circle can be obtained by using interpolatory sub-
division schemes capable of reproducing the trigonometric functions The relevant definition on function
reproduction is provided below for completeness.
Definition 2. A convergent subdivision scheme S reproduces the set of continuous functions V if
(6) f0i = F (i) ∀i ∈ Z =⇒ S∞f0 = F, ∀F ∈ V .
This paper is concerned with the efficient reproduction of conical sections by means of interpolatory
stationary nonlinear subdivision schemes. In particular, we consider the (finite dimensional) spaces
(7) W0,γ = span {1, exp(γt), exp(−γt)} , 0 6= γ ∈ R ∪ ı(−π, π), ı =
√−1,
which can be used to represent circles, ellipses and hyperbolic functions centered anywhere in the plane.
As mentioned before, any linear scheme reproducing functions in this space must be necessarily non-
stationary. In addition, the value of γ must be known in order to determine the level-dependent rules of
the non-stationary scheme (see e.g. [6, 13] and section 4). In practice, this value is estimated from the
samples [13], but the dependence of these subdivision schemes on the value of the parameter γ may be seen
as a drawback when we desire to obtain shapes composed of different conical sections. In this case, several
values of the parameter γ might have to be estimated from the initial samples, and different schemes
would have to be used for exact reproduction of the different sections. There is nowadays a relatively
large body of research concerning linear, non-stationary subdivision schemes and their properties (see
e.g. [6, 11, 13] and references therein).
In this paper, we shall construct and analyze a family of interpolatory, nonlinear, stationary subdivision
schemes with the capability to reproduce2 Π2 ∪W0,γ for all γ ∈ R ∪ ı[− 34π, 34π], independently of the
value of γ, under rather general conditions. Hence, our schemes provide a simple and effective way to
obtain curves composed of different conic/hyperbolic sections by recursive subdivision, obtaining exact
reproduction in each of the conic sections.
2Πn is the space of polynomials of degree n
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The derivation of the nonlinear schemes proposed in this paper is based on the orthogonal rules that
annihilate the space W0,γ . Orthogonal rules are one possible way to derive non-stationary subdivision
schemes capable of reproducing spaces of exponential polynomials (see [13] or section 3).
The paper is organized as follows: In sections 2 and 3 we recall the basic results about convergence
of stationary subdivision schemes, both linear and nonlinear, as well as the essential ingredients on the
spaces of exponential polynomials and the derivation of the orthogonal rules that are relevant in our
construction. Sections 4 and 5 are dedicated to the definition and convergence analysis of the proposed
nonlinear subdivision schemes. The preservation of monotonicity is analyzed in section 6. In section 7
we perform a study of the regularity of the limit functions obtained from monotone initial data, following
(loosely) some ideas in [17]. The approximation capabilities and the stability are treated in section 8.
Section 9 shows some numerical experiments that fully support our theoretical results. We close in section
10 with some conclusions ans future perspectives.
2. Convergence of stationary subdivision schemes.
In what follows, we set the notation for the remainder of the paper and briefly review those tools used
in the analysis of stationary subdivision schemes (linear or not) that are relevant in our development. The
interested reader is referred to [4, 12] for a more complete description of the theory of linear subdivision
schemes, and to [2, 3, 8, 9, 16] for the relevant theory of nonlinear subdivision schemes that can be written
as a nonlinear perturbation of a convergent linear scheme. In the following we use the letter T only for
linear schemes, while S shall denote a general subdivision scheme (linear or not).
A well-known necessary condition for the convergence of a stationary subdivision scheme is that
(8)
∑
i∈Z
a2i =
∑
i∈Z
a2i+1 = 1.
The last relation is equivalent to the reproduction of constant sequences property and implies the existence
of the first difference scheme T [1], characterized by the following property
∇Tf = T [1]∇f, ∀f ∈ l∞(Z),
where ∇f = (fi+1 − fi)i∈Z. Moreover, if T is a linear subdivision scheme satisfying (8), then T is
convergent if, and only if,
(9) ∃L > 0, η < 1 :
∥∥∥∥(T [1] ◦ T [1] ◦ (L)· · · ◦ T [1])f
∥∥∥∥
∞
≤ η ‖f‖∞ ∀f ∈ l∞(Z).
In [1, 2, 3, 7, 8, 9, 16], the authors construct and analyze several nonlinear subdivision schemes that
can be described as a (rather specific) nonlinear perturbation of a convergent linear scheme. In this
paper, we are interested in subdivision schemes of the form
(10) Sf = Tf + F(∇f), ∀f ∈ l∞(Z),
where F : l∞(Z) → l∞(Z) may be a nonlinear operator and T is a linear and convergent subdivision
scheme (so T [1] exists). It is easy to see that schemes of the form specified in (10) always admit a
first-difference scheme. Indeed, applying the difference operator, ∇ to (10) we get
∇Sf = ∇Tf +∇F(∇f) = T [1]∇f +∇F(∇f).
Hence, S[1] is defined as
(11) S[1]f = T [1]f +∇F(f), ∀f ∈ l∞(Z).
Then, convergence can be proven using the following result from [3] (notice the similarity with (9)).
Theorem 3. Let S be an interpolatory subdivision scheme of the form (10). If
C1. ∃M > 0 : ||F(f)||∞ ≤M ‖f‖∞ , ∀f ∈ l∞(Z),(12)
C2. ∃L > 0, 0 < η < 1 :
∥∥∥(S[1] ◦ S[1] ◦ L· · · ◦ S[1])(f)∥∥∥
∞
≤ η ‖f‖∞ , ∀f ∈ l∞(Z),
then S is convergent. If T is Cα, then S is Cβ with β = min{α,− log2(η)/L}.
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Remark 4. We write F ∈ Cα, being α = n+ κ, with n ∈ N and 0 < κ < 1, if F (n) exists and satisfies
|F (n)(x)− F (n)(y)| ≤ C|x− y|κ.
S is Cα if S∞f0 ∈ Cα for any f0 ∈ l∞(Z). S is Cα− if S is Cα−θ for any θ > 0 small enough.
In fact, it turns out that the regularity of T in Theorem 3 does not limit the regularity of S.
Corollary 5. Suppose that S is interpolatory, of the form (10), and satisfies C1, C2 in Theorem 3.
Then S is Cβ with β = − log2(η)/L.
Proof. If S is of the form (10), S[1] is well defined. Notice that the expression for S[1] in (11), together
with the fact that F satisfies property C1 in Theorem 3, implies that there exists CS > 0 such that∥∥S[1](f)∥∥∞ ≤ CS ‖f‖∞.
Using S[1] we can write
(Sf)2i+1 = (Sf)2i+1 − (Sf)2i + (Sf)2i = ∇(Sf)2i + fi = (S[1]∇f)2i + fi
(Sf)2i+1 = (Sf)2i+2 − (Sf)2i+2 + (Sf)2i+1 = fi+1 −∇(Sf)2i+1 = fi+1 − (S[1]∇f)2i+1
(Sf)2i+1 =
1
2
((S[1]∇f)2i + fi) + 1
2
(fi+1 − (S[1]∇f)2i+1) = 1
2
fi +
1
2
fi+1 − 1
2
((S[1]∇f)2i+1 − (S[1]∇f)2i).
Hence, we can write
Sf = T1,1f + FS(∇f), FS(f)2i+1 = −1
2
((S[1]f)2i+1 − (S[1]f)2i),
where T1,1 denotes the 2-point Deslauriers-Dubuc scheme.
By applying the same argument to Tn,n, the 2n-point Deslauriers-Dubuc interpolatory subdivision
scheme, we can also write
Tn,n = T1,1 + Fn,n(∇f).
Thus, we have too
Sf = Tn,nf + (FS −Fn,n)(∇f).
Notice that S[1] and Tn,n are bounded operators, hence FS and Fn,n and FS −Fn,n satisfy condition C1
in Theorem 3.
Since S satisfies condition C2, its regularity is Cβ, β = min{− log2(η)L , αn}, where αn is the regularity
of Tn,n. But n was taken arbitrarily and αn
n→∞−→ +∞ (see e.g. [10]), then β = − log2(η)L . 
3. Linear subdivision schemes that reproduce Exponential Polynomials. Orthogonal
Rules
The reproduction of certain finite dimensional spaces is always an important issue in subdivision
refinement. In particular, for linear interpolatory subdivision schemes there is a well known relation
between the smoothness of the scheme and the reproduction of spaces of polynomials [12].
Conic sections, spirals and other objects of interest in geometric modeling can be expressed as combi-
nations of exponential polynomials. The reproduction of such (finite-dimensional) spaces, a very desirable
property in CAGD, has been thoroughly studied in the literature. The study of non-stationary subdi-
vision schemes reproducing general spaces of exponential polynomials was initiated in 2003 in [13]. We
recall that these spaces are associated to the space of solutions of certain linear differential operator
and refer the reader to [6, 13, 18] for further information. Here, we shall only recall the definitions and
concepts relevant to our development.
General Exponential Polynomial (EP) spaces are defined in terms of two sets of parameters, γ¯ =
(γ0, γ1, . . . , γν), γi 6= γj , i 6= j, γi ∈ C and µ¯ = (µ0, µ1, . . . , µν), 0 ≤ µi ∈ N, for some fixed ν ∈ N, ν ≥ 0.
In this paper, the associated space of exponential polynomials shall be denoted as follows
(13) V µ¯γ¯ = span
{
tl exp(γnt) : l = 0, 1, . . . , µn − 1, n = 0, 1, . . . , ν
}
.
Notice that V
(1,1,1)
(0,γ,−γ) = W0,γ , a notation used mainly for simplicity throughout the paper.
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We remark again that the set of parameters that define a particular EP space needs to be known in
order to determine the linear, non-stationary, interpolatory subdivision scheme capable of reproducing the
space. In practice, given an initial set of samples, the parameters that determine the correct refinement
rules are determined by a preprocessing step [13].
As pointed out in [13] (Theorem 2.5), there exists a unique Minimal-Rank (M-R) reproducing subdi-
vision scheme for a given EP space of the form (13). Its mask can be derived from a linear system of
equations (Theorem 2.3 of [13]) or from the orthogonal rules of the EP space. These rules annihilate
samples of any function in the desired given EP space and give rise to the so-called orthogonal schemes.
We recall next the definition of the Z-transform of a sequence f = (fi)i∈Z as the formal Laurent series
Z (f, z) =
∑
i∈Z
fiz
i.
Note that Z (·, z) is a linear operator and that Z (f, z) is a well-defined function for z ∈ C, 0 < |z| < 1,
if f ∈ l∞(Z). In terms of the Z-transform, (2) can be equivalently expressed as follows,
Z (T kf, z) = Z (ak, z)Z (f, z2) .
The Laurent polynomial ak(z) := Z (ak, z) is the symbol of T k.
Definition 6. Orthogonal Rule. A Laurent series bk(z) =
∑
i∈Z b
k
i z
i is an orthogonal rule for the
functional vector space V at 2−kZ if
bk(z)Z (F k, z) = 0, ∀F ∈ V , F k := F |2−kZ.
One of the easiest examples of orthogonal rules is obtained from the fact that the µ-th finite difference
operator annihilates equal-spaced samples of Πµ−1, the space of polynomials of degree up to µ−1. Using
the Z-transform on the relation
∇µP k = 0, ∀k ≥ 0, ∀P ∈ Πµ−1
we obtain
(14) z−µ(1− z)µZ (P k, z) = 0.
hence b(z) = (1 − z)µ is an orthogonal rule for Πµ−1 for any µ ≥ 1. Using this result, we shall see next
that we can easily obtain orthogonal rules to various EP spaces.
Theorem 7. Let γ¯ ∈ Cν+1, µ¯ ∈ Nν+1, with γi 6= γj if i 6= j. Then(
ν∏
n=0
(1− exp(2−kγn)z)µn
)
Z (F k, z) = 0, ∀F ∈ V µ¯γ¯ .
Proof. Consider first the case ν = 0, γ0 = γ, µ0 = µ. In this case, functions in V
µ
γ are of the form
F (t) = exp(γt)P (t), with P (t) ∈ Πµ−1. Then F ki = exp(2−kiγ)P (2−ki), and we have
Z (F k, z) =∑
i∈Z
exp(2−kγi)P (2−ki)zi =
∑
i∈Z
P (2−ki)(exp(2−kγ)z)i = Z (P k, exp(2−kγ)z) ,
with P k = (P (2−ki))i∈Z. Replacing z by exp(2−kγ)z in (14) we obtain
0 = (1 − exp(2−kγ)z)µZ (P k, exp(2−kγ)z) = (1 − exp(2−kγ)z)µZ (F k, z) .
Now, for ν > 0, F ∈ V µ¯γ¯ can be written as
F (t) =
ν∑
n=0
Fn(t), Fn ∈ V µnγn = span
{
tl exp(γnt) : l = 0, . . . , µn − 1
}
.
Since (by the case ν = 0)
(1 − exp(2−kγn)z)µnZ
(
F kn , z
)
= 0
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we have (
ν∏
n=0
(1 − exp(2−kγn)z)µn
)
Z (F km, z) = 0, m = 0, . . . , ν
hence
0 =
(
ν∏
n=0
(1− exp(2−kγn)z)µn
)
ν∑
m=0
Z (F km, z) =
(
ν∏
m=0
(1− exp(2−kγm)z)µm
)
Z (F k, z) .

The next example shows how the orthogonal rules of an EP space can be used to define a linear,
non-stationary, subdivision scheme reproducing the given EP space. It also serves to examine a relation
between the non-stationary linear scheme obtained and a stationary nonlinear rule, that is essentially
equivalent to the non-stationary refinement rules for data sampled in the given EP space. This derivation
will be useful, in section 4, in the construction of our new family of subdivision schemes.
Example 8. Circles, hyperbolas and ellipses, centered at the origin, can be drawn using functions in the
EP space (for suitable values of the parameter γ)
V
(1,1)
(γ,−γ) := span {exp (γt), exp (−γt)} .
Using Theorem 7, we obtain that ∀F ∈ V (1,1)(γ,−γ)
0 = (1− exp(2−kγ)z)(1− exp(−2−kγ)z)Z (F k, z) = (1− 2φγ,kz + z2)Z (F k, z)(15)
with
(16) φγ,k :=
1
2
(
exp(2−kγ) + exp(−2−kγ)) =
{
cosh(2−k|γ|), γ ∈ R
cos(2−k|γ|), γ ∈ ıR.
Rewriting (15) as
(17)
∑
i∈Z
(
F ki − 2φγ,kF ki−1 + F ki−2
)
zi = 0,
and considering the coefficients of the even powers in the Laurent series, we get
F k2i+2 − 2φγ,kF k2i+1 + F k2i = 0, ∀i ∈ Z.
Then, since F k2i = F
k−1
i , we can write
(18) F k2i+1 =
1
2φγ,k
F k−1i+1 +
1
2φγ,k
F k−1i .
Thus, the linear, non-stationary, subdivision scheme
(19) fk+12i = f
k
i , f
k+1
2i+1 =
1
2φγ,k+1
fki+1 +
1
2φγ,k+1
fki
reproduces V
(1,1)
(γ,−γ), provided γ is such that φγ,k 6= 0, ∀k ≥ 1. This condition is obviously fulfilled for any
γ ∈ R, and for γ ∈ ı(−π, π). Note that for γ = 0 the scheme becomes
fk+12i = f
k
i , f
k+1
2i+1 =
1
2
fki+1 +
1
2
fki ,
i.e. the 2-point Deslauriers-Dubuc, T1,1, subdivision scheme (which reproduces Π1).
Next, we derive a nonlinear stationary rule that is essentially equivalent to (18), in a sense to be
made precise later. There are two key points in this derivation. The first one is that (17) implies that
the parameters φγ,k can be obtained from the level-k samples of functions F ∈ V (1,1)(γ,−γ), provided that
F ki 6= 0, as follows
(20) φγ,k =
F ki−1 + F
k
i+1
2F ki
.
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The second key point is that the definition of φγ,k in (16) implies that the following two-scale relation
holds true,
(21) φ2γ,k+1 =
1
2
(1 + φγ,k), ∀k ≥ 0.
Assuming that ıγ ∈ (−π, π) or γ ∈ R, so that φγ,k+1 > 0, from (21) and (20) we get
φγ,k+1 =
√
1
2
(1 + φγ,k) =
√
F ki−1 + 2F
k
i + F
k
i+1
4F ki
.
Thus, from (18) and the expression above, we obtain the following nonlinear relation for the point-values
of F ∈ V (1,1)(γ,−γ) (under appropriate restrictions so that the operations involved may take place)
F k+12i+1 =
√
F ki
F ki−1 + 2F
k
i + F
k
i+1
(F ki + F
k
i+1), F ∈ V (1,1)(γ,−γ).
This derivation serves as a motivation to consider the following set of rules
(22) (Rf)2i = fi, (Rf)2i+1 =
√
fi
fi−1 + 2fi + fi+1
(fi + fi+1), f ∈ l∞(Z)
as stationary representatives of the level-dependent rules (19). Obviously (22) is not always well-defined,
due to the appearance of a square root and a fraction. Hence, it does not define a subdivision scheme,
but it does serve as a straightforward illustration of the issues that will be found in the next section,
where we shall carry out the construction of a new family of subdivision schemes.
4. A family of nonlinear, stationary, subdivision schemes with EP-reproducing
properties
Our goal is to define a symmetric 4-point stationary scheme that can reproduce functions in W0,γ ,
without any previous knowledge of γ. The starting point in our derivation is the following (minimal-rank)
non-stationary, symmetric, 4-point subdivision scheme derived in [13], here called Tγ = (T
k
γ )
∞
k=0:
(T kγ f
k)2i+1 =
1
2
fki +
1
2
fki+1 − Γkγ
(
fki+2 − fki+1 − fki + fki−1
)
, Γkγ =
1
16
φ−2γ,k+2φ
−1
γ,k+1,(23)
where φγ,k is defined in (16). This scheme is studied in [11], where it is shown that it is C2−-convergent
and reproduces the space of exponential polynomials V
(2,1,1)
(0,γ,−γ), γ ∈ R ∪ ı(−π, π). Notice that for γ = 0,
Γkγ = 1/16 and Tγ becomes the (stationary) 4-point symmetric Deslauriers Dubuc scheme.
We shall follow the path of the Example 8 in order to define a nonlinear (symmetric) 4-point rule,
which is stationary representative of the subdivision rules (23). The first step is to use the two level
relation (21) to write Γkγ directly in terms of φγ,k. As in Example 8, for γ ∈ ı(−π, π) ∪R, we can write
8φ2γ,k+2φγ,k+1 = 4(1 + φγ,k+1)φγ,k+1 = (1 + 2φγ,k+1)
2 − 1 =
(
1 +
√
2(1 + φγ,k)
)2
− 1,
hence
Γkγ =
1
2
1(
1 +
√
2(1 + φγ,k)
)2
− 1
.
The second step is to consider the orthogonal rules of W0,γ = V
(1,1,1)
(0,γ,−γ) ⊂ V
(2,1,1)
(0,γ,−γ) in order to relate the
parameter that defines the level dependent rules (23) to the functional samples. Given F ∈ W0,γ , using
Theorem 7 we get
0 = (1− z)(1− 2φγ,kz + z2)Z
(
F k, z
)
=
(
1− (2φγ,k + 1)z + (2φγ,k + 1)z2 − z3
)Z (F k, z) ,
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or, equivalently,
(24) F ki−1 − (2φγ,k + 1)F ki + (2φγ,k + 1)F ki+1 − F ki+2 = 0, ∀i ∈ Z,
from which we get that
(25) φγ,k =
1
2
(
F ki+2 − F ki−1
F ki+1 − F ki
− 1), ∀i ∈ Z s.t. F ki 6= F ki+1.
Notice that if F ki = F
k
i+1, from (24) we deduce that F
k
i+2 = F
k
i−1. For these values of i, we must be
sampling around an extremum, or a flat region, of F (t) and, in this case, φγ,k cannot be deduced from
the data F kl , l = i − 1, . . . , i + 2. On the other hand, (25) implies that φγ,k can always be determined
from the available data when the sampled points belong to a region in which F is strictly monotone.
We remark that if the orthogonal rules of V
(2,1,1)
(0,γ,−γ) are used to express φγ,k in terms of the functional
samples F k, the associated nonlinear rule will involve 5 functional samples. We have used the orthogonal
rules of W0,γ to obtain a nonlinear rule involving only 4 points, as in (23).
Let us, thus, consider that F ki 6= F ki+1. Then, we readily deduce from (25) that
2(1 + φγ,k) =
F ki+2 − F ki−1
F ki+1 − F ki
+ 1 ⇒ Γkγ =
1
2
1(
1 +
√
1 +
Fki+2−Fki−1
Fki+1−Fki
)2
− 1
.
The observations above lead us to consider the function
(26) Γ(f−1, f0, f1, f2) :=
1
2
1(
1 +
√
1 + f2−f−1f1−f0
)2
− 1
,
which satisfies Γkγ = Γ(F
k
i−1, F
k
i , F
k
i+1, F
k
i+2), ∀i ∈ Z s.t. F ki 6= F ki+1, when F k = F |2−kZ, F ∈ W0,γ .
Hence, the nonlinear stationary rule
(27) (Rfk)2i+1 =
1
2
fki +
1
2
fki+1 − Γ(fki−1, fki , fki+1, fki+2)
(
fki+2 − fki+1 − fki + fki−1
)
,
satisfies (RF k)2i+1 = F
k
2i+1 if F
k = F |2−kZ, F ∈ W0,γ in strictly monotone regions of F , since in this
case the application of (27) is equivalent to the application of (23).
Since Γ in (26) is only well-defined if f1 6= f0 and 1+ (f2− f−1)/(f1− f0) > 0, (27) cannot be directly
applied to general sequences f ∈ l∞(Z). In order to have a nonlinear rule applicable to all sequences in
l∞(Z), we propose to introduce the cut-off function Γǫ defined as follows (ǫ > 0):
(28) Γǫ(f−1, f0, f1, f2) =


1
2
1(
1+
√
1+
f2−f−1
f1−f0
)
2
−1
, f1 6= f0 and 1 + f2−f−1f1−f0 ≥ ǫ2
0, f−1 ≤ f0 = f1 ≤ f2 or f−1 ≥ f0 = f1 ≥ f2
1
16 , otherwise.
Definition 9. Given ǫ > 0, an interpolatory, nonlinear, stationary subdivision scheme Sǫ is defined by
the following insertion rule
(29) (Sǫf)2i+1 =
1
2
fi +
1
2
fi+1 − Γǫ(fi−1, fi, fi+1, fi+2) (fi+2 − fi+1 − fi + fi−1) .
In the definition of the function Γǫ in (28), we have taken into account the following considerations:
1. Γǫ : R
4 → R must be a bounded function. This will be an important ingredient in proving the
convergence of the family of schemes (29). Indeed
1 +
f2 − f−1
f1 − f0 ≥ ǫ
2 → Γǫ(f−1, f0, f1, f2) ≤ 1
2
1
(1 + ǫ)2 − 1 =
1
2ǫ(2 + ǫ)
=:Mǫ.
In what follows, we shall assume that 0 < ǫ ≤ 2, so that Γǫ(f−1, f0, f1, f2) ≤ max
{
1
16 ,Mǫ
}
=Mǫ.
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2. If f0 = f1 but we are on a ’monotone’ region, we seek to generate monotone data. For this reason,
the definition of Γǫ in this case leads to Sǫ ≡ T1,1.
3. If none of the above holds, we revert to the linear T2,2 prescription (maximal regularity).
Next, we state and prove the reproduction properties of the schemes Sǫ. As mentioned in the in-
troduction, by functional reproduction we mean the capability of a subdivision scheme to construct (or
recover) a particular function from its point evaluations at the integers. As observed in [6], Definition 2
is equivalent to the following step-wise reproduction property
(30) F k+1 = SkF k, ∀F ∈ V ,
with F k := F |2−kZ, as long as S is non-singular3 and either linear or interpolatory. The equivalence for
linear schemes was proved in [6], but it also holds for interpolatory schemes (linear or not).
Lemma 10. Let S be an interpolatory subdivision scheme. S satisfies the step-wise reproduction property
(30) if and only if S reproduces the functional space V, in the sense of Definition 2.
Proof. Assume S satisfies (30). If f0 = F |Z, obviously fk = F k = F |2−kZ and (by the definition
of convergence) S∞f0 = F . For the opposite direction, since the scheme is interpolatory Skfk =
(S∞f0)(2−kZ) = F (2−kZ), which implies step-wise reproduction. 
Thus, we use (30) to check the reproduction properties of Sǫ. Reproduction of Π2 is almost immediate.
Proposition 11. Sǫ reproduces Π2 for ǫ ∈ [0, 2].
Proof. Let F ∈ Π2, and F k = F |2−kZ. Since ∇3F k ≡ 0, we have that
F ki−1 − 3F ki + 3F ki+1 − F ki+2 = 0, ∀i ∈ Z.
For a given i ∈ Z, we consider all the possible cases: If F ki 6= F ki+1, from the previous relation
F ki+2 − F ki−1
F ki+1 − F ki
= 3 =⇒ Γǫ(fi−1, fi, fi+1, fi+2) = 1
16
,
which implies that (SǫF
k)2i+1 = (T2,2F
k)2i+1 = F
k+1
2i+1, because T2,2 reproduces Π3. If F
k
i = F
k
i+1, and
(31) F ki−1 ≤ F ki = F ki+1 ≤ F ki+2 or F ki−1 ≥ F ki = F ki+1 ≥ F ki+2,
then (SǫF
k)2i+1 = (T1,1F
k)2i+1. But if F ∈ Π2 and satisfies (31), it must be a constant function, hence
(T1,1F
k)2i+1 = F
k+1
2i+1. If F
k
i = F
k
i+1 but (31) does not hold, then (SǫF
k)2i+1 = (T2,2F
k)2i+1 = F
k+1
2i+1. 
For functions in W0,γ we have the following result.
Proposition 12. Let ǫ ∈ [0, 2], and F ∈W0,γ . Then
If F ki 6= F ki+1 =⇒ (SǫF k)2i+1 = F k+12i+1, ∀k ≥ 0, ∀i ∈ Z,
provided that γ ∈ R or γ ∈ ı(−π, π) s.t. cos(|γ|) ≥ −1 + ǫ2/2.
Proof. Let F ∈W0,γ and i, k such that F ki 6= F ki+1. Using (25)
φγ,k =
1
2
(
F ki+2 − F ki−1
F ki+1 − F ki
− 1
)
⇒ 1
2
(1 + φγ,k) =
1
4
(
F ki+2 − F ki−1
F ki+1 − F ki
+ 1
)
.
If we can prove that Γǫ(F
k
i−2, F
k
i−1, F
k
i , F
k
i+1) = Γ
k
γ , we readily obtain (SǫF
k)2i+1 = (T
k
γ F
k)2i+1 = F
k+1
2i+1,
from the EP reproduction properties of T kγ .
If γ ∈ R then φγ,k = cosh(2−k|γ|) ≥ 1, hence 12 (1 + φγ,k) ≥ ǫ2/4 ∀ǫ ∈ [0, 2]. If γ ∈ ı(−π, π) and
cos(|γ|) ≥ −1 + ǫ2/2, we also have that 12 (1 + φγ,k) ≥ ǫ2/4. Hence, in both cases,
1
2
(1 + φγ,k) ≥ ǫ2/4 −→ 1 +
F ki+2 − F ki−1
F ki+1 − F ki
≥ ǫ2 −→ Γǫ(F ki−2, F ki−1, F ki , F ki+1) = Γkγ .

3 S is non-singular if S∞f0 = 0 ↔ f0 = 0.
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From a practical point of view, the parameter ǫ restricts the values of γ for which the space W0,γ is
reproduced by Sǫ. The previous result shows that the value of ǫ ∈ [0, 2] does not affect the reproduction
of hyperbolic functions, i.e. W0,γ , for γ ∈ R, but restricts the reproduction of trigonometric functions.
However, the restriction in Proposition 12 is not too severe. For ǫ = 1 and values of γ ∈ ı(−π, π) such that
cos(|γ|) ≥ −1/2, Proposition 12 holds. In particular, since cos(2π/3) = −1/2, circles can be reproduced
from n samples for n ≥ 3, as long as the initial samples satisfy F 0i 6= F 0i+1, ∀i ∈ Z.
As an example, let us consider the function
Fu(t) = cos
(
2π
3
t+ u
)
, u ∈ R.
In Figure 1 we apply our scheme (with ǫ = 1) to refine the initial set f0 = (Gu(i))i∈Z where Gu(t) =
(cos(γt + u), sin(γt + u)), with γ = 2π/3 i.e. three points in a circle. Since cos(2π/3) = cos(4π/3),
the x-components of G0(1) and G0(2) are equal. The condition F
0
0,i 6= F 00,i+1∀i is not satisfied and
the circle is not reproduced. On the other hand, by slightly modifying the value of u, for instance to
u = 10−5, the condition that ensures exact reproduction is fulfilled. As a consequence, the circle is
correctly reproduced. In Figure 1, the limit curve obtained with the 4-point Deslauriers-Dubuc scheme
is also shown for comparison.
f0
S  f0, u=0
S  f0, u  0
S2,2 f
0
Figure 1. Curves generated by Sǫ (ǫ = 1) and T2,2 from an initial sequence f
0 =
(Gu(i))i∈Z, where Gu(t) = (cos(γt + u), sin(γt + u)), for u = 0 and u = u = 10−5.
Observe that S∞ǫ f
0 strongly depends on the value of u.
This example shows also that Sǫ is convergent (at least for ǫ = 1), a fact that will be proven in the
next section, but it is not stable. Nevertheless, in section 8.2 we show that stability holds if the initial
data is appropriately restricted.
5. Convergence
In this section we check that the schemes in (29) are of the form (10). Then we prove convergence by
checking the conditions in Theorem 3. Observe that
f2 − f−1
f1 − f0 =
∇f1 +∇f0 +∇f−1
∇f0 −→ Γǫ(f−1, f0, f1, f2) = Γ
[1]
ǫ (∇f−1,∇f0,∇f1)
with
Γ[1]ǫ (f−1, f0, f1) =


1
2
1(
1+
√
1+
f
−1+f0+f1
f0
)
2
−1
, f0 6= 0 and 1 + f−1+f0+f1f0 ≥ ǫ2
0, f−1 · f1 ≥ 0 = f0
1
16 , otherwise.
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Hence, we can write
(Sǫf)2i+1 =
1
2
fi +
1
2
fi+1 − Γ[1]ǫ (∇fi−1,∇fi,∇fi+1) (∇fi+1 −∇fi−1) ,(32)
that is, Sǫ is of the form (10) with T = T1,1 and Fǫ : l∞(Z)→ l∞(Z) given by
(33) Fǫ(f)2i = 0, Fǫ(f)2i+1 = Γ[1]ǫ (fi−1, fi, fi+1) (fi−1 − fi+1) .
Theorem 13. The scheme Sǫ is convergent for ǫ ∈ (
√
3− 1, 2].
Proof. By (11), S
[1]
ǫ = T
[1]
1,1 +∇Fǫ, i.e.
(S[1]ǫ f)2i+j =
1
2
fi + (−1)jΓ[1]ǫ (fi−1, fi, fi+1)(fi−1 − fi+1), j = 0, 1.
We check conditions C1. and C2. in Theorem 3. For this, we distinguish the following cases:
(1) fi 6= 0 and 1 + (fi−1 + fi + fi+1)/fi ≥ ǫ2. In this case we have that
0 ≤ Γ[1]ǫ (fi−1, fi, fi+1) ≤Mǫ =
1
2ǫ(2 + ǫ)
,
hence,
|F(f)2i+1| ≤ 2Mǫ||f ||∞, |(S[1]ǫ f)2i+j | ≤ ||f ||∞(
1
2
+ 2Mǫ).
(2) fi = 0, fi+1 · fi−1 ≥ 0. Then
F(f)2i+1 = 0, (S[1]f)2i+j = 1
2
fi → |(S[1]f)2i+j | ≤ 1
2
||f ||∞,
(3) otherwise
|F(f)2i+1| ≤ 1
8
||f ||∞, (S[1]f)2i+j = 1
2
fi − 1
16
(fi−1 − fi+1) → |(S[1]f)2i+j | ≤ 5
8
||f ||∞.
Then, condition C1. clearly holds for any value of ǫ. In addition, since 0 < ǫ ≤ 2, condition C2. is
satisfied with L = 1 for those values of ǫ satisfying
max{5
8
,
1
2
+ 2Mǫ} = 1
2
+ 2Mǫ < 1 → ǫ >
√
3− 1 ≈ 0.7321.

Taking into account Corollary 5, Sǫ is at least Cβ−, β = − log2(12 + 1ǫ(2+ǫ) ). This is a conservative
result, since β ∈ (0, 0.5) for ǫ ∈ (√3− 1, 2]. The question of smoothness will be considered in more detail
in sections 7 and 9.
On the other hand, we observe that for ǫ =
√
3−1, the restriction in Proposition 12 is cos(|γ|) ≥ 1−√3,
which is satisfied when γ ∈ ı[− 34π, 34π], as stated in the introduction.
6. Monotonicity preservation
In applications dealing with increasing (or decreasing) sequences of data, it is often convenient to
maintain this feature after recursive refinement. In this section we examine the conditions that guarantee
that the family of nonlinear schemes in (10) have this property.
Definition 14. S is monotonicity preserving if
∇fki ≥ 0, (≤ 0) ∀i ∈ Z −→ ∇fk+1i ≥ 0, (≤ 0) ∀i ∈ Z.
It is strictly monotonicity preserving if the above relations hold with strict inequalities.
Theorem 15. Sǫ is (strictly) monotonicity preserving for ǫ ∈ [0
√
2].
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Proof. Since ∇fk+1 = ∇Sǫfk = S[1]ǫ ∇fk, and S[1](αf) = αS[1](f) ∀α ∈ R, proving that Sǫ is mono-
tonicity preserving is equivalent to proving that S
[1]
ǫ is positivity preserving, i.e.
fi ≥ 0, ∀i ∈ Z −→ S[1]ǫ fi ≥ 0, ∀i ∈ Z, ∀f ∈ l∞(Z).
First, we notice that if fi ≥ 0 ∀i ∈ Z and ǫ ≤
√
2
Γ[1]ǫ (fi−1, fi, fi+1) =


1
2
1(
1+
√
1+
fi−1+fi+fi+1
fi
)
2
−1
, fi 6= 0
0 , fi = 0.
(34)
Thus, if fi = 0, (S
[1]
ǫ f)2i+j = 0, j = 0, 1, while for fi > 0 we can write
Γ[1]ǫ (fi−1, fi, fi+1)(fi−1 − fi+1) =
fi
2
fi−1/fi − fi+1/fi
(
√
2 + fi−1/fi + fi+1/fi + 1)2 − 1
=
fi
2
H(fi−1/fi, fi+1/fi)
so that
(35) (S[1]ǫ f)2i+j =
1
2
fi
(
1 + (−1)jH(fi−1/fi, fi+1/fi)
)
, j = 0, 1,
with
(36) H(x, y) :=
x− y
(
√
2 + x+ y + 1)2 − 1 =
x− y
2 + x+ y + 2
√
2 + x+ y
.
By straightforward algebra, we have
−1 < −x− y
2 + x+ y + 2
√
2 + x+ y
≤ H(x, y) ≤ x+ y
2 + x+ y + 2
√
2 + x+ y
< 1,
so that H(x, y) ∈ (−1, 1), ∀x, y ≥ 0. This concludes the proof.

Remark 16. For strictly positive (negative) data and ǫ ∈ [0,√2], Γ[1]ǫ (fi−1, fi, fi+1) is given by (34) (notice
that it is independent of the value of ǫ). It can be easily seen that, in this case,
|Γ[1]ǫ (fi−1, fi, fi+1)| ≤
1
2 + 2
√
2
hence
|(S[1]ǫ f)2i+j | ≤ (
1
2
+ |2Γ[1]ǫ (fi−1, fi, fi+1)|)‖f‖∞ ≤ (
1
2
+
1
1 +
√
2
)‖f‖∞.
Condition C2. in Theorem 3 is, thus, fulfilled with L = 1 and η = 12 +
1
1+
√
2
< 1. Hence, if f0 is a strictly
monotone sequence, and ǫ ∈ [0,√2], S∞ǫ f0 is a continuous function that preserves the monotonicity
properties of the initial data. This function does not depend on the value chosen for the parameter ǫ.
7. Smoothness
In this section we examine the smoothness of the schemes Sǫ. We shall see first that Sǫ admits a first
divided difference scheme, which relates the divided differences of the data produced by Sǫ at consecutive
resolution levels.
Divided differences at level k are defined as dki := 2
k∇fki , i ∈ Z, where fk = Sǫfk−1, k ≥ 1. Since S[1]ǫ
satisfies 2S
[1]
ǫ f = S
[1]
ǫ 2f , ∀f ∈ l∞(Z), we can write
2k+1∇fk+1 = 2S[1]ǫ 2k∇fk =⇒ dk+1 = 2S[1]ǫ dk
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so that the first divided difference scheme can be defined as S
(1)
ǫ := 2S
[1]
ǫ . It is well known (see e.g. [12])
that if S
(1)
ǫ is a convergent subdivision scheme, then Sǫ converges to C1 functions and
((S(1)ǫ )
∞d0)(t) =
d
dt
(S∞ǫ f
0)(t).
In this section we study the conditions that guarantee convergence of the subdivision scheme S
(1)
ǫ . As
in [12, 17], for a given d0 we shall define Pk(t) as the continuous piecewise linear function such that
(37) Pk(i2−k) = dki , ∀i ∈ Z
dk = S
(1)
ǫ dk−1, k ≥ 1, and study the conditions that ensure that (Pk)k≥0 is a Cauchy sequence.
Observe that ∥∥Pk+1 − Pk∥∥∞ = sup
i∈Z
max{|dk+12i − dki |, |dk+12i+1 −
1
2
(dki + d
k
i+1)|}
and that, using that dki =
1
2 (d
k+1
2i + d
k+1
2i+1),
|dk+12i − dki | =
1
2
|dk+12i+1 − dk2i| ≤
1
2
∥∥∇dk+1∥∥∞
|dk+12i+1 −
1
2
(dki + d
k
i+1)| = |dk+12i+1 −
1
4
(dk+12i + d
k+1
2i+1 + d
k+1
2i+2 + d
k+1
2i+3)|
=
1
4
|dk+12i+1 − dk+12i + 2(dk+12i+1 − dk+12i+2) + dk+12i+2 − dk+12i+3| ≤
∥∥∇dk+1∥∥∞ .
As a consequence, we have that
∥∥Pk+1 − Pk∥∥∞ ≤ ∥∥∇dk+1∥∥∞, so that the convergence of S(1)ǫ follows
from proving that
∥∥∇dk∥∥∞ k→∞−→ 0. Notice that for dki 6= 0
dki+1 − dki = dki
(
dki+1
dki
− 1
)
hence, we might prove the desired result by checking the following two conditions
(38) (a)
∥∥dk∥∥∞ < M <∞, ∀k ≥ 0 (b) limk→∞ supi∈Z |
dki+1
dki
− 1| = 0,
at least for a restricted class of initial data d0 such that d0i 6= 0, ∀i ∈ Z.
Notice that if the initial data satisfy d0i > 0(< 0), ∀i ∈ Z and ǫ ∈ [0,
√
2], then Theorem 15 ensures that
dki 6= 0 ∀i, k. Since the repeated application of Sǫ preserves strict monotonicity, we have that dki > 0(< 0),
∀k ≥ 0 ∀i ∈ Z.
Hence, throughout this section we shall assume that we have strictly monotone data and we shall
silently assume that ǫ ∈ [0,√2]. In Remark 16 we observed that, in this case, Sǫ does not depend on the
value of ǫ and is convergent. From (35) we get the expression of S
(1)
ǫ in this case,
(39) (S(1)ǫ d)2i+j = Ψj(di−1, di, di+1) := di
(
1 + (−1)jH( di
di−1
,
di+1
di
)
)
, j = 0, 1,
where H(x, y) is defined in (36). Notice that Ψj , j = 0, 1, are 1-homogeneous functions. In addition,
the results obtained in the previous section ensure that Ψj : R
3
+ → R+, j = 0, 1, (R+ = (0,+∞)), i.e.
they are positive functions, when restricted to positive data. They are also smooth, being compositions
of smooth functions that are always well-defined for positive data.
We shall examine next what are the conditions to ensure that (38)-(b) is satisfied. As in [17], given
an initial sequence d0, with d0i > 0(< 0), and d
k = S
(1)
ǫ dk−1, k ≥ 1, we define
(40) Rki :=
dki+1
dki
, rki = 1/R
k
i , ρ
k := sup
i∈Z
{∣∣rki − 1∣∣ , ∣∣Rki − 1∣∣} ,
and study the behavior of the sequence ρk. Obviously, proving that limk→∞ ρk = 0 leads to (38)-(b). As
a previous step, we need to restrict the class of initial data to ensure that ρk < +∞, ∀k ≥ 0.
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Lemma 17. Let dk ∈ l∞(Z), dki > 0(< 0), and dk+1 = S(1)ǫ dk, k ≥ 0. Then, with the definitions in
(39)-(40), if ρk < +∞, then ρk+1 < +∞
Proof. Using (39) and (40) we can write
Rk+12i =
Ψ1(d
k
i−1, d
k
i , d
k
i+1)
Ψ0(dki−1, d
k
i , d
k
i+1)
=
dkiΨ1(d
k
i−1/d
k
i , 1, d
k
i+1/d
k
i )
dkiΨ0(d
k
i−1/d
k
i , 1, d
k
i+1/d
k
i )
=
Ψ1(r
k
i−1, 1, R
k
i )
Ψ0(rki−1, 1, R
k
i )
=: G1(r
k
i−1, R
k
i ).
Since G1 is smooth when applied to positive data, applying the Mean Value Theorem we get
Rk+12i − 1 = G1(rki−1, Rki )−G1(1, 1) = ∇G1(rˆki , Rˆki ) ·
(
(rki−1, R
k
i )− (1, 1)
)
(41)
where (rˆki , Rˆ
k
i ) belongs to the segment joining the points (1, 1) and (r
k
i−1, R
k
i ). Hence,
|Rk+12i − 1| ≤ ρk max
r,R∈K
‖∇G1(r, R)‖1,(42)
where K is the ball of center (1, 1) and radius ρk. The same type of argument can be used to obtain
similar bounds for |Rk+12i+1 − 1| and |rk+12i+j − 1|, j = 0, 1, which proves the result. 
Remark 18. Given d ∈ l∞(Z) with di > 0(< 0) ∀i ∈ Z, we define
ρ(d) := sup
i∈Z
{|ri − 1| , |Ri − 1|} , Ri := di+1
di
, ri = 1/Ri.
Then, according to the previous lemma, ρ : l+∞(Z)→ R+, where
l+∞(Z) = {d ∈ l∞(Z) : di · di+1 > 0 ∀i ∈ Z and sup
i∈Z
{∣∣∣∣ didi+1 − 1
∣∣∣∣ ,
∣∣∣∣di+1di − 1
∣∣∣∣
}
< +∞}
and if ρ0 = ρ(d0) then ρk in (40) satisfies ρk = ρ(dk) with dk = S
(1)
ǫ dk−1, k ≥ 1.
We will show that, at least under an appropriate restriction on ρ0 = ρ(d0), the sequence (ρk)k≥0
converges to zero. As a first attempt, we try to find η and δ such that
(43) ρ0 < δ =⇒ ρk+1 ≤ ηρk, ∀k ≥ 0.
Obviously, if we could prove (43) with 0 < η < 1, we would obtain the desired result. However, we shall
see that we can only expect (43) to hold for values of η greater than 1. Nevertheless, we will be able to
prove that given η ∈ (34 , 1) there exists δη such that
(44) ρ0 < δη =⇒ ρk+2 ≤ ηρk, ∀k ≥ 0,
which will allow us to prove the required convergence result.
Let us start by analyzing (43). From (41), and taking into account that ||∇G1(1, 1)||1 = 12 (see the
Appendix for details), given η ∈ (12 , 1) we can find δ1 > 0 such that
‖(r, R)− (1, 1)‖∞ < δ1 =⇒ ‖∇G1(r, R)‖1 ≤ η.
Hence, from (42), we get that if ρk < δ1
|Rk+12i − 1| ≤ ρk max
r,R∈K
‖∇G1(r, R)‖1 ≤ η ρk.
On the other hand, the same type of arguments for Rk+12i+1 lead to the following:
Rk+12i+1 =
Ψ0(d
k
i , d
k
i+1, d
k
i+2)
Ψ1(dki−1, d
k
i , d
k
i+1)
=
Ψ0
(
1,
dki+1
dki
,
dki+2
dki+1
dki+1
dki
)
Ψ1
(
dki−1
dki
, 1,
dki+1
dki
) =: G2(rki−1, Rki , Rki+1).
It is shown in the appendix that ‖∇G2(1, 1, 1)‖1 = 1, thus |Rk+12i+1− 1| cannot be bounded as before using
any η < 1 and we cannot expect (43) to hold for any η < 1. We then turn to analyze (44).
Lemma 19. Given η ∈ (34 , 1), there exists δη > 0 such that if ρ0 < δη then ρk+2 ≤ ηρk, ∀k ≥ 0.
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Proof. We shall use the same technique as before to examine
|Rk+24i+j − 1| and |rk+24i+j − 1| j = 0, 1, 2, 3.
Let us denote the four rules that define (S
[1]
ǫ )2 as follows:
(S[1]ǫ S
[1]
ǫ d)4i+j =: Ψ
2
j(di−2, di−1, di, di+1, di+2), j = 0, 1, 2, 3
where, without loss of generality, we have assumed that Ψ2j : R
5
+ → R+, j = 0, 1, 2, 3. The specific form
of these (smooth) functions can be found in the Appendix, as well as the required computations, which
are lengthy but straightforward. In what follows we give only a sketch of the proof.
Since the functions Ψ2j are 1-homogeneous and smooth, we can write

Rk+24i+j =
Ψ2j+1(d
k
i−2, · · · , dki+2)
Ψ2j(d
k
i−2, · · · , dki+2)
= G2j(r
k
i−2, r
k
i−1, R
k
i , R
k
i+1),
rk+24i+j =
1
Rk+24i+j
=
1
G2j(r
k
i−2, r
k
i−1, R
k
i , R
k
i+1)
,
j = 0, 1, 2, 3.
It is easy to see that G2j(14) = 1, 14 := (1, 1, 1, 1). In addition,
∇ 1
G2j
(14) = −
∇G2j(14)
G2j (14)
2
= −∇G2j(14).
In the appendix we carry out all the necessary computations to obtain the values of ‖∇G2j(14)‖1,
which are displayed in Table 1.
j 0 1 2 3
‖∇G2j(14)‖1 5/16 1/4 5/16 3/4
Table 1. The 1-norm of the ratio functions G2j for j = 0, 1, 2, 3.
The functions G2j : R
4
+ → R+ are smooth and satisfy G2j (14) = 1, ‖∇G2j(14)‖1 ≤ ‖∇G23(14)‖1 = 34 .
Then using the Mean Value Theorem as before we know that, given η ∈ (34 , 1) exists δ such that if ρk < δ
ρk+2 = max
i∈Z
max
0≤j≤3
{|Rk+24i+j − 1|, |rk+24i+j − 1|} ≤ ηρk.
To conclude the proof, we notice that given η ∈ (3/4, 1) and k such that ρk < δ, we have that
ρk+2 < ηρk < δ. Thus, if ρ0, ρ1 < δ, then ρk < δ for all k ≥ 0. Since we know that we can find δ1 > 0
and η1 > 1 such that if ρ0 < δ1, then ρ1 ≤ η1ρ0, taking δη := min{δ/η1, δ1} we have that if ρ0 < δη ≤ δ1,
then ρ1 < η1ρ0 < η1δη ≤ η1δ/η1 = δ. Therefore if ρ0 < δη, then ρ0, ρ1 < δ and the result holds. 
Then, we can prove that ρk decreases at least as fast as η
k
2 .
Proposition 20. Given η ∈ (34 , 1), there exists δη > 0 such that if ρ0 < δη,
ρk+1 < η
k
2 max{ρ1, ρ0}, ∀k ≥ 0.
Proof. Given η ∈ (34 , 1), we apply the previous Lemma and consider separately the cases of k even or
odd. Then, for ρ0 < δη,
k = 2k′ −→ ρk+1 = ρ2k′+1 ≤ ηρ2(k′−1)+1 ≤ · · · ≤ ηk′ρ1 = η k2 ρ1,
k = 2k′ + 1 −→ ρk+1 = ρ2(k′+1) ≤ ηρ2k′ ≤ · · · ≤ ηk′+1ρ0 < η k
′+1
2 ρ0 < ηk/2ρ0.

The next result shows that the growth of the divided finite differences at each level or refinement also
depends on ρk. Then we can prove (38)-(a).
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Lemma 21. Assume that dki > 0 (or d
k
i < 0), ∀i ∈ Z. Then,
(1− ρ
k
1 +
√
2
)|dki | ≤ |dk+12i+j | ≤ (1 +
ρk
1 +
√
2
)|dki |, j = 0, 1.
Proof. As stated in (39), for this type of data
dk+12i+j = d
k
i
(
1 + (−1)jH(rki−1, Rki )
)
, j = 0, 1.
It is very easy to check that ∀x, y ≥ 0
|H(x, y)| ≤ 1
2 + 2
√
2
|x− y| ≤ 1
1 +
√
2
max{|x− 1|, |y − 1|}.
Thus |H(rki−1, Rki )| ≤ ρ
k
1+
√
2
∀i ∈ Z, and
1− ρ
k
1 +
√
2
≤ 1− |H(rki−1, Rki )| ≤
|dk+12i+j |
|dki |
≤ 1 + |H(rki−1, Rki )| ≤ 1 +
ρk
1 +
√
2
.

Proposition 22. Let d0 be a strictly positive (negative) sequence and dk = S
(1)
ǫ dk−1, k ≥ 1. Given
η ∈ (34 , 1), ∃δη > 0 such that if ρ0 < δη then the sequence (dk)∞k=0 is uniformly bounded.
Proof. By Lemma 21
∥∥dk+1∥∥∞ ≤ (1 + ρk1 +√2)
∥∥dk∥∥∞ , → ∥∥dk∥∥∞ ≤ ∥∥d0∥∥∞
k−1∏
l=0
(1 +
ρl
1 +
√
2
).
Applying Proposition 20, there exists δη > 0 such that if ρ
0 < δη,
∥∥dk∥∥∞ ≤ ∥∥d0∥∥∞
k−1∏
l=0
(1 + cηl/2), c = max{ρ1, ρ0} η
−1/2
1 +
√
2
.
Observe that
k−1∏
l=0
(1 + cηl/2) = exp(log(
k−1∏
l=0
(1 + cηl/2))) = exp(
k−1∑
l=0
log(1 + cηl/2)) ≤ exp(
k−1∑
l=0
cηl/2),
since log(1 + t) ≤ t, ∀t ≥ 0. Then ∥∥dk∥∥∞ ≤ ∥∥d0∥∥∞ exp( c1−√η ), which proves the result. 
Theorem 23. Let d0 be a strictly positive (negative) sequence and dk = S
(1)
ǫ dk−1, k ≥ 1. There exists
δ¯ > 0 such that if ρ0 < δ¯, then S
(1)
ǫ d0 converges to a Cα− function, with α = 1− 12 log23.
Proof. As we observed previously, the piecewise linear functions Pk(t) in (37) satisfy that∥∥Pk+1 − Pk∥∥∞ ≤ ∥∥∇dk+1∥∥∞ .
Since |∇dkj | = |dkj+1 − dkj | = |dkj |
∣∣∣∣dkj+1dkj − 1
∣∣∣∣ , by Lemma 22 and Proposition 20, given η ∈ (34 , 1), ∃δη > 0
and C > 0 such that if ρ0 < δη then∥∥Pk+1 − Pk∥∥∞ ≤ ∥∥∇dk+1∥∥∞ ≤ ∥∥dk+1∥∥∞ ρk+1 ≤ Cη k2 .
Then, by slightly modifying the proof of Corollary 3.3 in [12] we get that S
(1)
ǫ d0 is C− log2(
√
η) smooth.
Let us define δ¯ := sup 3
4
<η<1 δη. If ρ
0 < δ¯, then ρ0 < δη0 for some η0 ∈ (34 , 1) and, by the properties of
δη0 , we also have that ρ
k ≤ Cηk/20 and, as a consequence, S(1)d0 is C− log2(
√
η0) smooth. Let us consider
now any other η ∈ (34 , 1), and its ’associated’ δη. Let k0 be s.t. η
k/2
0 < δη/C, ∀k ≥ k0. Then ρk < δη,
∀k ≥ k0 and, by the same arguments used throughout this section, ρk ≤ C′η k2 , ∀k ≥ k0, C′ > 0. But
this decay rate on the ρk (for k large enough) also implies that the smoothness of the limit function is
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C− log2(√η). Since η is arbitrary in (34 , 1), we conclude that the limit functions are at least Cα−, with
α = − 12 log2(34 ) = 1− 12 log2(3) ∼= 0.2. 
According to the previous theorem, the smoothness of Sǫ for strictly monotone data is at least C
1+α−,
as long as the initial data satisfies the ’technical’ additional condition ρ(d0) < δ¯. Notice that
ρ(d) < δ¯ ≡ max
i
{ |di+1 − di||di| ,
|di+1 − di|
|di+1| } < δ¯,
hence, it is quite straightforward to see that the required technical condition may, in fact, be easily
achieved for smooth (strictly increasing) data. Indeed, if f = F |2−kZ, then di = 2k∇fi = F ′(ih) +O(h),
with h = 2−k, and
|di+1 − di|
|di| ≈ h
|F ′′(ih+ ξ)|+O(h)
|F ′(ih)|+O(h) , ξ ∈ [0, h].
Hence, for strictly monotone smooth initial data such that |F ′| > θ > 0, we get that ρ(d) is O(h) and
there should be no problem in adjusting h (the initial sampling) in order to fulfill the required condition.
In addition, taking into account the proof of Lemma 19, it is possible to give an estimate of the value
of δ¯ with the aid of Wolfram Mathematica by checking what is the largest value of δ > 0 satisfying
‖∇G2j(x¯)‖1 < 1, ‖∇
1
G2j
(x¯)‖1 < 1, ∀ x¯ : ||x¯− 14||∞ < δ.
According to our computations, we estimate that δ¯ ≈ 0.18.
8. Stability and Approximation order
Stability and approximation order are also important properties of a subdivision scheme. Both concepts
are enclosed below for completeness.
Definition 24. (Lipschitz) Stability. We say that a convergent subdivision scheme is stable if
‖S∞f − S∞g‖∞ ≤ C ‖f − g‖∞ , f, g ∈ l∞(Z).
Definition 25. Approximation order. A convergent subdivision scheme has approximation order r if for
any sufficiently smooth function, F , there exists h0 such that∥∥F − (S∞f0)(•/h)∥∥∞ ≤ Chr, f0 = F |hZ, ∀h ≤ h0.
The approximation order measures the approximation capabilities of the subdivision process, that is,
the ability to ensure that smooth behavior is adequately represented. Since the explicit expression of
S∞ is usually unknown, the approximation capabilities of a subdivision scheme are often analyzed by
considering instead the approximation order after one step.
Definition 26. Approximation order after one step. A subdivision scheme has approximation order r
after one step if for any sufficiently smooth function, F , there exists h0 such that∥∥∥F |h
2
Z
− Sf
∥∥∥
∞
≤ Chr, f = F |hZ, ∀h ≤ h0.
It is well known that the approximation order of a subdivision scheme after one step determine the
order of approximation of the scheme, provided the scheme is stable (Theorem 2.4.10 of [17]). The order
of approximation and the stability of nonlinear schemes are often studied together [2, 3, 9].
For linear stationary subdivision schemes, Lipschitz stability is a consequence of convergence, but this
is not the case for nonlinear subdivision [1, 5, 16]. Some theory was developed and successfully applied
on several instances [1, 3, 5, 7, 9, 17].
We have already observed that the nonlinear schemes Sǫ in (29) are not stable for general data (see
Figure 1). However, as in section 7, we shall be able to prove stability for a conveniently restricted class
of strictly monotone data. For such data, the order of approximation can be obtained by the usual,
Taylor-like, one-step approximation results [9].
18 NONLINEAR STATIONARY SUBDIVISION SCHEMES THAT REPRODUCE TRIGONOMETRIC FUNCTIONS
8.1. Approximation order.
Theorem 27. Let F be a smooth function with |F ′| > θ > 0, and let f = (F (ih))i∈Z. Then, for any
ǫ ∈ [0,√2] we have
||F |h
2
Z
− Sǫf ||∞ ≤ Ch4.
Proof. Clearly f0 = (F (ih))i∈Z is a strictly monotone sequence. Since (Sǫf0)2i = f0i = F (ih) =
F (2ih/2), we only need to measure the distance between (Sǫf)2i+1 and F (ξi), ξi = (2i+1)h/2 = (i+1/2)h.
By taking a formal Taylor series expansion we find
(Sǫf)2i+1 = F (ξi) +
3h4
128
(
F (3)(ξi)F
′′(ξi)
F ′(ξi)
− F (4)(ξi)
)
+O
(
h5
)
.

8.2. Stability. In [1, 3, 9], stability is proved using a result similar to Theorem 3 (see for instance
Theorem 1 of [9]), which requires that the scheme is of the form (10).
Theorem 28. Let S be of the form (10). S is stable provided that
S1. ∃M > 0 : ||F(f)−F(g)||∞ ≤M ||f − g||∞ ∀f, g ∈ l∞(Z)
S2. ∃L > 0, 0 < η < 1 :
∥∥∥(S[1])Lf − (S[1])Lg∥∥∥
∞
≤ η ‖f − g‖∞ ∀f, g ∈ l∞(Z)
Notice that S1 and S2 are Lipschitz-type conditions on F and (S[1])L. We have already observed that
Sǫ is not stable (see Figure 1). The reason behind the lack of stability can be traced back to the fact
that Γǫ is not a continuous function, so that S1 and S2 cannot be fulfilled, in general.
In section 7 we have seen that if the initial data is a strictly monotone sequence and ǫ ∈ [0,√2], the
subdivision rules of S
(1)
ǫ are smooth, positive, functions. In this case, the two conditions in Theorem 28
could be fulfilled, hence, for the rest of the section we shall (silently) assume that ǫ ∈ [0,√2], and restrict
our attention to strictly monotone data.
In [3, 9, 16], the authors use the theory of Generalized Jacobians to prove condition S2 for nonlinear
schemes defined by piecewise smooth subdivision rules. The main argument used in these references
derives from the following inequality
(45)
∥∥∥(S[1])Lf − (S[1])Lg∥∥∥
∞
≤ ‖f − g‖∞ sup
t∈[0,1]
‖DS[1](τL−1(t)) · · ·DS[1](τ1(t))DS[1](τ0(t))‖∞,
where DS[1] is the (generalized) Jacobian of S[1] (see [16] or the appendix in [9] for details) and
(46) τ0(t) = (1− t)f + tg, τk(t) = S[1](τk−1(t)).
In our case, the (smooth) subdivision rules of S
[1]
ǫ =
1
2S
(1)
ǫ are
1
2Ψ0,
1
2Ψ1, with Ψj defined in (39) and
DS
[1]
ǫ is the bi-infinite matrix with the following non-zero entries (we use Matlab notation, as in [3, 9]))
(47) (DS[1]ǫ )[2i+j,i−1:i+2] =
1
2
∇Ψj(fi−1, fi, fi+1), j = 0, 1.
To check (45), we need the following preliminary results.
Lemma 29. Given δ > 0, and f, g ∈ l∞(Z) such that fi, gi > 0(< 0) ∀i ∈ Z, we have that
(48) ρ(f), ρ(g) < δ → ρ((1 − t)f + tg) < δ ∀t ∈ [0, 1],
where ρ defined in Remark 18.
Proof. Notice first that for any u ∈ l∞(Z)
ρ(u) < δ ≡ |ui+1 − ui| ≤ δ|uj |, ∀i ∈ Z, j = i, i+ 1.
To prove the result, we shall check that ∀i ∈ Z and t ∈ [0, 1],
|((1 − t)fi+1 + tgi+1)− ((1 − t)fi + tgi)| < δ|(1− t)fj + tgj|, j = i, i+ 1.
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The cases t = 0 and t = 1 are trivial. For, t ∈ (0, 1), since (1 − t) > 0 we can write
|((1− t)fi+1 + tgi+1)− ((1 − t)fi + tgi)| ≤ (1 − t)|fi+1 − fi|+ t|gi+1 − gi|
≤ δ ((1 − t)|fj |+ t|gj |) = δ|(1− t)fj + tgj|, j = i, i+ 1,
where we have used that |fl + gl| = |fl|+ |gl| ∀l ∈ Z, since all components have the same sign. 
Proposition 30. Let us consider η ∈ (58 , 1) and δ ∈ (0, δ¯), where δ¯ is defined in Theorem 23. Then ∃Kδ
such that ∀f0, g0 satisfying f0i , g0i > 0(< 0) and ρ(f0), ρ(g0) < δ
sup
t∈[0,1]
‖DS[1]ǫ (τk(t))‖∞ ≤ η, ∀k ≥ Kδ,
with τk in (46).
Proof. From (47), we have
(49) ‖DS[1]ǫ (τk(t))‖∞ = sup
i∈Z, j=0,1
‖1
2
∇Ψj(τki−1(t), τki (t), τki+1(t))‖1, ∀t ∈ [0, 1]
where τkl (t) = (τ
k(t))l, l ∈ Z. Since ∇Ψj is 0-homogeneous and τki (t) 6= 0, ∀t ∈ [0, 1], we can write
(50) ∇Ψj(τki−1(t), τki (t), τki+1(t)) = ∇Ψj
(
τki−1(t)
τki (t)
, 1,
τki+1(t)
τki (t)
)
.
It is easy to check (see Appendix) that 12‖∇Ψ0(1, 1, 1)‖1 = 12‖∇Ψ1(1, 1, 1)‖1 = 58 . Hence, given η ∈ (58 , 1)
(and using the Mean Value Theorem as before) ∃λη > 0 such that
(51) ρ(τk(t)) < λη ⇒
∥∥∥∥∥12∇Ψj
(
τki−1(t)
τki (t)
, 1,
τki+1(t)
τki (t)
)∥∥∥∥∥
1
≤ η, j = 0, 1 ⇒ ‖DS[1]ǫ (τk(t))‖∞ ≤ η.
Consider δ < δ¯ and recall that δ¯ = sup 3
4
<η′<1 δη′ , where δη′ is given in the Proposition 20.
If ρ(f0), ρ(g0) < δ, by Lemma 29, ρ(τ0(t)) < δ ∀t ∈ [0, 1]. Then, since δ < δ¯, there exists η′ ∈ (34 , 1)
such that
ρ(τk+1(t)) < (η′)k/2max{ρ(τ1(t)), ρ(τ0(t))} ≤ Cδ(η′)k/2, ∀t ∈ [0, 1].
since, by using the arguments in Lemma 17, we can easily get that ρ(τ1(t)) ≤ cρ(τ0(t)) ∀t ∈ [0, 1], with
c independent of t ∈ [0, 1]. Thus, there exists K = Kδ such that ρ(τk(t)) < λη for all k ≥ Kδ and
∀t ∈ [0, 1]. Hence the result follows from (51). 
Using these results, a partial stability result can be stated: When applied to strictly monotone data,
Sǫ is stable with respect to strictly monotone perturbations, as long as the initial data f
0 and the
perturbation g0 satisfy a technical condition on the sizes of ρ(∇f0), ρ(∇g0).
From (32)-(33), and the results in section 6, we know that Γ
[1]
ǫ is Lipschitz for this kind of data. On
the other hand, assuming that ρ(∇f0), ρ(∇g0) < δ < δ¯ and using Proposition 30 we can find Lδ > 0 such
that
sup
t∈[0,1]
‖DS[1]ǫ (τLδ−1(t))‖∞‖DS[1]ǫ (τLδ−2(t))‖∞ · · · ‖DS[1]ǫ (τ0(t))‖∞ < 1,
where τ0(t) = (1− t)∇f0+ t∇g0, τk(t) = S[1]ǫ τk−1(t), k ≥ 1. This is sufficient to ensure stability for this
(restricted) class of initial data (see [3]).
9. Numerical experiments
In the present section we present several numerical experiments that illustrate the theoretical results
obtained in this paper. Throughout this section, we shall always consider Sǫ with ǫ = 1, which belongs
to the range of values for which we can ensure that the scheme is convergent, reproduces trigonometric
functions (with |γ| ≤ 2π3 ), hyperbolic functions and second order polynomials. In addition, in strictly
monotone regions, it is C1, stable (under strictly monotone perturbations) and, hence, it has approxima-
tion order 4.
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9.1. Reproduction properties. As stated in the introduction, the exact reproduction of specific fam-
ilies of functions is a valuable asset for a subdivision process. By applying a convergent interpolatory
subdivision scheme to each one of the coordinates of an initial data set f0 = (x0i , y
0
i )i∈Z, one readily ob-
tains a continuous curve (x(t), y(t)) = (S∞x0, S∞y0) = S∞f0 that interpolates the initial data set. Here,
we will check the exact reproduction property of our scheme when applied to different conic sections.
In Figure 2-left we consider an anthropomorphic shape formed by an ellipse, two hyperbolas and a
parabola. We take 7 points on each one of the conic sections, i.e. 28 points in total, that are repeated
periodically to form f0. S∞ǫ f
0 is shown in the center plot of Figure 2 (after 7 applications of the
subdivision process). The plot shows that each conic section is correctly reproduced. In Table 2 we
show the errors between S∞ǫ f
0 and the value of the conic section at each one of the points marked with
an ∗ in the left plot. The table shows that the error is of the order of machine precision in each case,
confirming the exact reproduction properties of the scheme. We remark here that the scheme is able to
exactly reproduce each one of the conic sections without any knowledge of the type of conic to which it is
being applied.
Figure 2. Left plot: Anthropomorphic shape composed of one ellipse, two hyperbolas
and one parabola. The marked points refer to Table 2. Center plot: f0, black dots.
S∞ǫ f
0, solid line (ǫ = 1). Right plot: f0, black dots. T∞2,2f
0, solid line. The ’exact’ conic
sections are represented with a dashed line in the center and right plots.
point/scheme Ellipse Hyperbola Parabola
Sǫ 6.6613e-16 4.4755e-16 2.2204e-16
T2,2 2.4467e-02 3.0012e-04 9.1551e-16
Table 2. Error between S∞ǫ f
0 and T∞2,2f
0 and the correct value of each one of the
points marked in Figure 2 left.
In addition, a non-oscillatory shape is obtained in the transition zones between two conic sections.
This behavior is a distinctive feature of our scheme, when compared with its linear counterparts. For
the sake of comparison, we also show T∞2,2f
0 in the right plot of Figure 2. In this case, only the parabola
is exactly reproduced, as confirmed by Table 2. The oscillatory behavior in the transition zones can be
clearly appreciated.
9.2. Monotonicity Preservation. Smoothness of limit functions. We have proven in section 6
that monotone data is preserved by Sǫ when ǫ ∈ [0,
√
2]. If the data is strictly monotone, then this
feature is also preserved. To check numerically this property, we consider as a test case the monotone
data of Table 3 in [3]:
(52) f0 = (10, 10, 10, 10, 10, 10.5, 10.5, 10.5, 10.5, 15, 50, 50, 50, 50, 60, 85, 85, 85, 85).
The limit (monotone) function S∞ǫ f
0 is displayed in the left plot of Figure 3 (solid line). For the sake of
comparison, T∞2,2,f
0 is also shown (dotted line). The different behavior between both limit functions can
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be clearly appreciated in the right plot, which shows a zoom of the flat region (between jumps) marked
with a rectangle on the left plot.
Figure 3. Left plot: T∞2,2f
0 (dotted line) and S∞ǫ f
0 (solid line) with f0 in (52). Right
plot: zoom of the area marked with a dashed rectangle on the left plot.
In section 7, we have been able to prove that when the data are strictly monotone (and appropriately
chosen, see Theorem 23), the limit function is in fact C1. In order to see the possible differences between
the limit functions for monotone and strictly monotone data, we slightly modify the data in (52) to have
the following initial set of strictly monotone data
(53) f0 = (10, 10.1, 10.2, 10.3, 10.4, 10.5, 10.6, 10.7, 10.8, 15, 50, 50.1, 50.2, 50.3, 60, 85, 85.1, 85.2, 85.3).
In Figure 4 we display the results corresponding to S∞ǫ f
0 and T∞2,2f
0, with the same convention as
in Figure 3. Comparing the right plots in Figures 3 and 4, it seems evident that there is a difference in
smoothness in both limit functions. To get a numerical estimate of the smoothness of the limit functions,
we proceed as in [9, 17], and compute, in each case,
α ≈ log2
( ∥∥∇nfk∥∥∞
‖∇nfk+1‖∞
)
,
being n a natural number greater than α. In this case, n ≥ 2.
For the initial data in (52), we find that α ≈ 1.34. On the other hand, when f0 is strictly monotone, as
in (53), we get α ≈ 2. We have also observed (numerically) this improved smoothness in other situations,
for example in reconstructing the ’heart’ shown in Figure 5, where the numerical estimate gives α ≈ 2.
The right display in this figure shows a smooth reconstruction of initial ’edge’ at the bottom. Since T2,2
is C2− we conjecture that this is, in fact, the smoothness of the limit functions shown in Figures 4 and 5.
Figure 4. Left plot: T∞2,2f
0 (dotted line) and S∞ǫ f
0 (solid line) with f0 in (53). Right
plot: zoom of the area marked with a dashed rectangle on the left plot.
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Figure 5. Left: The curve generated (line) from the initial sequence (dots) using Sǫ.
Right: A zoom of one edge of the left figure.
F1(t) = exp(−2t2) F2(t) = exp(t)− t
k Ek log2(Ek/Ek−1) Ek log2(Ek/Ek−1)
0 5.5174e-09 6.5725e-10
1 3.4488e-10 3.9998e+00 4.1470e-11 3.9863e+00
2 2.1555e-11 4.0000e+00 2.6044e-12 3.9931e+00
3 1.3474e-12 3.9998e+00 1.6298e-13 3.9982e+00
0 3.4257e-09 4.6993e-08
1 2.1598e-10 3.9874e+00 5.8667e-09 3.0018e+00
2 1.3557e-11 3.9938e+00 7.3288e-10 3.0009e+00
3 8.4910e-13 3.9970e+00 9.1581e-11 3.0005e+00
Table 3. The error (Ek) and the approximation order (log2(Ek/Ek−1)) of Sǫ when
approximating F1 (left) and F2 (right) after 7 iterations. The top tabular region cor-
responds to the monotone region [a, b] = [−1,−0.3]. The bottom tabular region to the
non-monotone region [a, b] = [−0.4, 0.4].
Through extensive numerical testing, we have observed that the lowest regularity numerically obtained
for S∞ǫ f
0, for f0 quite arbitrary, is Cα, with α ≈ 1.34. In addition, this regularity seems to occur when
considering four consecutive data of the form
fki−1 ≤ fki = fki+1 ≤ fki+2 or fki−1 ≥ fki = fki+1 ≥ fki+2,
which is exactly the case in Figure 3. In such situations (Sǫf
k)2i+1 = (T1,1f
k)2i+1. This choice is
motivated by the desire to ensure monotonicity, but it seems to have an adverse effect on the smoothness
of the limit function. In any case, we also recall that, at this moment, only C1 smoothness has been
proven (under appropriate restrictions).
9.3. Approximation order. We have proven in Theorem 27 that the approximation order of Sǫ after
one iteration is 4, when f = F |hZ and |F ′| > θ > 0. For such data, we expect that stability results of
section 8.2, hence we also expect that the ’strong’ approximation order is 4.
We check numerically the approximation order obtained after refining initial data sampled from the
functions F1(t) = exp(−2t2), F2(t) = exp(t)− t, tki = i2−k/100.
Since the approximation order depends on the monotonicity of F , as well as the properties of higher
derivatives of F , we measure the error,
Ek := sup
tk+7i ∈[a,b]
∣∣(S7ǫ (Fj(tkl ))l∈Z)i − Fj(tk+7i )∣∣ , k ≥ 0, j = 1, 2.
at different intervals [a, b], after seven applications of Sǫ. Notice that when F
′ vanishes, Theorem 27 does
not apply.
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The results are summarized in Table 3. Observe that |F ′1|, |F ′2| > θ > 0 in [−1,−0.3], thus the
approximation order is (shown in Table 3 top) is 4, as expected. On the other hand, F ′1(0) = 0 = F
′
2(0),
and the approximation order is 4 and 3, respectively, in the interval [−0.4, 0.4] (see Table 3 bottom). To
explain the difference, we may observe the Taylor expansion in the proof of Theorem 27. Different results
may be expected depending on the values of F ′(0), F ′′(0), F (3)(0). Here, 0 = F ′′′1 (0) 6= F ′′1 (0) and we
obtained order 4, while F ′′2 (0) 6= 0 6= F (3)2 (0) and we get order 3.
which reproduces exactly third order polynomials
10. Conclusions
In [13], the authors derived non-stationary versions of the classical four point Deslauriers-Dubuc linear
scheme T2,2. These linear schemes have the capability to reproduce exactly the space of exponential
polynomials span {1, t, exp(γt), exp(−γt)}, but the level-dependent rules depend explicitly on the value
of the parameter γ that defines the space. In practice, this value needs to be estimated from the initial
data provided by the user. Hence, curves composed of different conic sections are hard to reproduce using
these linear schemes.
In this paper, we have constructed a family of nonlinear schemes based on a nonlinear rule that can be
considered as stationary representative of the linear, non-stationary 4-point schemes introduced in [13].
We show that the schemes in this family reproduce exactly second order polynomials. It also reproduces
trigonometric and hyperbolic functions, provided that some easily verifiable conditions are fulfilled. We
remark that no previous knowledge on the parameters defining the hyperbolic/trigonometric functions is
required: the same scheme is being applied at all locations of a curve composed of different conic sections,
obtaining exact reconstruction away from the transition zones between sections.
We show that the new schemes can be written as a nonlinear perturbation of a linear scheme, as in
[1, 2, 3, 7, 8, 9, 16]. The analysis of convergence, monotonicity preservation and stability of the new
schemes uses some of the tools developed in these references.
We remark that the proximity theory [14, 15], usually applied on manifold data subdivision schemes,
cannot be applied in our case, because our schemes do not verify a proximity condition.
In addition, we have shown that, for strictly monotone data and for a certain range of the parameter
that defines the cut-off function Γǫ, the nonlinear rules become independent of the value of this parameter,
and are smooth positive functions. This allowed us to prove that the corresponding limit functions are
C1 smooth, provided that a (non restrictive) technical condition is verified. Some numerical experiments
were carried out to support and validate the theoretical results obtained in the paper.
The setting in this paper is one-dimensional. We plan to extend these ideas to define a new subdivision
scheme, able to reproduce trigonometric functions in a bivariate setting and on triangular meshes.
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Appendix A. Gradient computations
This appendix describes the computation of the gradients that appear in section 7. We recall that we
are assuming that the data is strictly positive and ǫ ∈ [0,√2], hence the subdivision rules of S(1)ǫ are
Ψj(x, y, z) = y + (−1)j2Γ[1]ǫ (x, y, z)(x− z), j = 0, 1,
where Γ
[1]
ǫ , which does not depend on ǫ, is given in the first row of (34).
Let us denote 1n = (1, 1, . . . , 1) ∈ Rn. An easy computation leads to
∇Ψj(13) = (0, 1, 0) + (−1)j2Γ[1](13)(1, 0,−1) = (0, 1, 0) + (−1)j 1
8
(1, 0,−1).
Then
∇Ψ0(13) =
(
1
8
, 1,−1
8
)
, ∇Ψ1(13) =
(
−1
8
, 1,
1
8
)
.
Since Ψ0,Ψ1 : R
3
+ → R, G1 and G2, in (54),(55) are positive and smooth too. Hence their gradients
are well-defined. Some details are provided below, and the results are summarized in Table 4. In the
computations below, we use that Ψj(13) = 1, the chain rule and the values obtained for ∇Ψj(13).
For G1 we have,
(54) G1(x, y) =
Ψ1(x, 1, y)
Ψ0(x, 1, y)
for x, y > 0, ∇(x, 1, y) =

1 00 0
0 1

 ,
thus the chain rule leads to
∇G1(12) = 1
Ψ0(13)2

Ψ0(13)∇Ψ1(13)

1 00 0
0 1

−Ψ1(13)∇Ψ0(13)

1 00 0
0 1




=
((
−1
8
, 1,
1
8
)
−
(
1
8
, 1,−1
8
))1 00 0
0 1

 = (−1
4
,
1
4
)
.
To compute ∇G2(13), where
(55) G2(x, y, z) =
Ψ0(1, y, yz)
Ψ1(x, 1, y)
,
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we proceed analogously
∇G2(13) =
(
1
8
, 1,−1
8
)0 0 00 1 0
0 1 1

− (−1
8
, 1,
1
8
)1 0 00 0 0
0 1 0

 = (1
8
,
6
8
,−1
8
)
.
‖Ψ0(13))‖1 ‖Ψ1(13))‖1 ‖∇G1(12)‖1 ‖∇G2(13)‖1
5/4 5/4 1/2 1
Table 4. The 1-norms of the gradients of the subdivision rules Ψ0, Ψ1 and the functions
G1 and G2.
To carry out the computations required in Lemma 19, we use the following notation: The double
application of Sǫ is determined by
(56) Ψ2j(di−2, di−1, . . . , di+2) := (S
[1]
ǫ S
[1]
ǫ d)4i+j , j = 0, 1, 2, 3, 4,
where:
(S[1]ǫ S
[1]
ǫ d)4i = Ψ0
(
Ψ1(di−2, di−1, di),Ψ0(di−1, di, di+1),Ψ1(di−1, di, di+1)
)
,
(S[1]ǫ S
[1]
ǫ d)4i+1 = Ψ1
(
Ψ1(di−2, di−1, di),Ψ0(di−1, di, di+1),Ψ1(di−1, di, di+1)
)
,
(S[1]ǫ S
[1]
ǫ d)4i+2 = Ψ0
(
Ψ0(di−1, di, di+1),Ψ1(di−1, di, di+1),Ψ0(di, di+1, di+2)
)
,
(S[1]ǫ S
[1]
ǫ d)4i+3 = Ψ1
(
Ψ0(di−1, di, di+1),Ψ1(di−1, di, di+1),Ψ0(di, di+1, di+2)
)
.
Applying the chain rule and the previous results, we get
∇Ψ20(15) = (
1
8
, 1,−1
8
)

− 18 1 18 0 00 18 1 − 18 0
0 − 18 1 18 0

 = (− 1
64
,
17
64
,
57
64
,− 9
64
, 0),
∇Ψ21(15) = (−
1
8
, 1,
1
8
)

− 18 1 18 0 00 18 1 − 18 0
0 − 18 1 18 0

 = ( 1
64
,− 1
64
,
71
64
,− 7
64
, 0),
∇Ψ22(15) = (
1
8
, 1,−1
8
)

0 18 1 − 18 00 − 18 1 18 0
0 0 18 1 − 18

 = (0,− 7
64
,
71
64
,− 1
64
,
1
64
),
∇Ψ23(15) = (−
1
8
, 1,
1
8
)

0 18 1 − 18 00 − 18 1 18 0
0 0 18 1 − 18

 = (0,− 9
64
,
57
64
,
17
64
,− 1
64
),
∇Ψ24(15) = (
1
8
, 1,−1
8
)

0 − 18 1 18 00 0 18 1 − 18
0 0 − 18 1 18

 = (0,− 1
64
,
17
64
,
57
64
,− 9
64
).
Then, for j = 0, 1, 2, 3,
(57) G2j(x, y, z, w) :=
Ψ2j+1(xy, y, 1, z, zw)
Ψ2j(xy, y, 1, z, zw)
, ∇G2j (14) = (∇Ψ2j+1(15)−∇Ψ2j(15))


1 1 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 1 1


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so that
∇G20(14) = (
1
32
,−1
4
,
1
32
, 0), ∇G22(14) = (0,−
1
32
,
1
4
,− 1
32
),
∇G21(14) = (−
1
64
,− 7
64
,
7
64
,
1
64
), ∇G23(14) = (0,
1
8
,−1
2
,−1
8
).
The relevant results are summarized in Table 5.
j 0 1 2 3
‖∇G2j(14)‖1 5/16 1/4 5/16 3/4
Table 5. The 1-norm of the ratio functions G2j for j = 0, 1, 2, 3.
