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Abstract-Determination of the (possibly complex) eigenvalues of a general square matrix is reduced to 
integration in the complex plane of ordinary differential equations subject to known initial conditions. Some 
formulae from the theory of functions of a complex variable play a crucial role. The method is illustrated 
with results of some numerical experiments. 
INTRODUCTION 
Determining the eigenvalues of a square matrix is a fundamental problem in applied ma- 
thematics. Numerous methods for solving this problem existill. From these methods, anumber 
of computer algorithms have been developed for obtaining numerically the eigenvalues[2]. In
this paper, we present a method for locating the eigenvalues of a general complex matrix. We 
derive a Cauchy system which, when integrated. provides values which are used in formulae 
from the theory of complex variables to determine the eigenvalues of the matrix. The method is 
straight-forward and involves only matrix multiplications and the integration of ordinary 
differential equations with known initial conditions. Expansion of the determinant is un- 
necessary. Some numerical experiments are presented which indicate the feasibility of this 
method. 
DERIVATION OF A CAUCHY SYSTEM 
Consider the square matrix of order n given by B(h) = A - AI, where A is an n x n general, 
complex matrix and I is the identity matrix of order n. By introducing the notation 
in the above expression, we deal with the following matrix 
B(p) = I - pA. (2) 
The roots of 
or 
A = det B(P) = 0, (3) 
det (I - FA) = 0, (4) 
give the reciprocals of the eigenvalues of the matrix A. 
We now proceed to reduce the problem of determining the values of I_L for which (4) is 
satisfied to an initial value problem, i.e. to a system of differential equations with given initial 
conditions (which is easily solved numerically by digital computer). The inverse of the matrix B 
is given by 
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Recalling that 
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Ill?-’ = I. (6) 
we have 
Z det B = B adj B. (7) 
In order to obtain a Cauchy system, we differentiate 
parameter k which yields 
both sides of (7) with respect o the 
B, adj B + B (adj B), = I (det II),,, 
where (*), = (d(*)/dp). From (2) we see that 
B, =-A. 
(8) 
(9) 
Making this substitution into (8) and premultiplying both sides by adj B, we get 
-(adj B)A adj B + (adj B)B (adj B), = (adj B)Z (det B),. (10) 
Postmultiplying both sides of (5) by B det (B). we have 
I det B = (adj B)B. (11) 
Using (11) in (lo), we get 
-(adj i3)A adj B + det B (adj B), = (adj B) (det II)+. (12) 
Since det B is a scalar, from (12) we find 
(adj B), = [(adj B) (det B), + (adj B)A adj B]/det B. (13) 
Let bii be the element of the ith row and the jth column of the matrix B. Then differentiating 
det B with respect o CL, we obtain 
Met B), =$,y$t 
But 
where Bii is the cofactor of the element in the ith row and jth column. 
Now, substitution of (IS) into (14) yields 
(det B)fi i.i=, ” dp ’ = g B..dbii 
(14) 
(15) 
(16) 
Letting aii denote the element in the ith row and jth column of the matrix A, we obtain from 
(IO) that 
dbJ= 
dp 
-Uijs (17) 
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Substituting (17) into (16) we get 
(det B)e = si$, Biiaii. 
Let us now evaluate the product -(adj B)A. We have 
-(adj B)A = - 
The terms on the principal diagonal of this product will be 
-(adjB)A = - 
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(18) 
(19) 
iBtlall+B2a+. --+&ad 
(B12a ,Z + B.2a22 + . * . + B.2an2) 
(20) 
(BIna Bznazn + . . . + B”“D”“)J 
The of the product -(adjB)A is by definition the sum of all the terms on the principal 
diagonal, i.e. 
trace [-(adj B)A]=-(BII~II+B~~~~I +* * *+B~I&I) 
- (Blm2 + B22a22 + . . * + &and 
or 
- (Bhah + Bzna2" + * . . + Bnnann), 
- (trace [(adj B)A] = -i$, Biiaib 
By comparing (18) and (21), we see that 
(det B), k -trace [(adj B)A]. 
By substituting (22) into the right hand side of equation (13), we have 
(adj B), = 
-(adj B) trace [(adj B)A] + (adj B)A adj B 
det R 
From (22) and (23), we see that it is convenient o introduce a new matrix C such that 
(adj B)A = C. 
Then equation (22) becomes 
(det B), = - trace C. (25) 
By post-multiplying both sides of (23) by A, we have 
-$ [(adj B)A] = - (adj B)A trace [(adj B)A] + (adj B)A (adj B)A 
det B 
(21) 
(22) 
(23) 
(24) 
(26) 
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Using notation (24), equation (26) becomes 
-+= 
-C trace C + C* 
detB (27) 
SUMMARYOFTHECAUCHYSYSTEM 
We have now ordinary differential equations for the determinant of B and the matrix C. the 
product of the adjoint of B and the matrix A, namely, 
from (25) 2 (det B) = -trace C, 
and (27) is $c= -C trace C + C’ detB ’ 
The initial conditions for p = 0 are, from (4). 
and, from (2). 
det [B(O)] = det (I) = 1. (28) 
so that 
adj B(0) = adj I = I (29) 
C(0) = adj B(O)A = A. (30) 
METHOD FORLOCATINGTHEEIGENVALUES 
We will discuss now a means of employing the above relations to solve the eigenvalue 
problem. 
From the theory of complex variables, the number of zeros. N assuming no poles, of a 
function (e.g. det [B(p)]) contained within a closed contour C in the complex plane is[3]: 
N = 1 
f 2ai c 
(d/dF) Wet B@)I dp 
det B(p) * (31) 
Once a region has been located which contains zeros, other formulas are available for 
determining the values of those zeros. For example, if N = I, we determine the value of that 
zero, say CL*. from the equation 
1 
CL *=- 27ri cP f
(d/+ 1 Wet NCL 11 dp 
det B(p) * (32) 
Using (31) and (32) in conjunction with the Cauchy system derived above, we have now a 
method for determining the roots of (4). We integrate the Cauchy system to compute the value 
of the integrand in (31) and (32) for each value of CL around a given contour C. 
In the following numerical examples, we explain the method in more detail. Note that 
instead of using (31) and (32), we choose to begin with N = 0 and cc* = 0 and integrate the 
following equations 
dN 1 -=, (d/dp) [det B(CL )I 
dw 2571 det B(P) 
and 
G* dCL = 5 Wee) Net B(F )I 
7T’ det B(g) 
(33) 
(34) 
around the given contour C in order to compute the values of N and /.L*. 
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NUMERICALEXAMPLES 
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Numerical results were obtained on an IBM 36O/Model 44 computer at USC. In each 
example, we are integrating, around some closed contour in the complex plane, :he following 
set of equations, which were derived above: 
-& (det B) = -trace C, 
-$c= 
- trace C + C’ 
detB ’ 
dN I (d/dp) [det B] -=-_: 
dF 27ri detB ’ 
G*_ P (dbL)[detBl --- 
dk 2ri detB 
(25) 
(27) 
(33) 
(34) 
We have initial conditions for (25) and (27) at the origin in the complex plane which are 
det B(0) = 1, (28) 
C(0) = A. (30) 
Thus, for a given contour around which we wish to integrate, we must integrate from the origin 
to a point on the contour so that we have initial conditions at that point for det B and C. (In the 
following examples, we obtain these initial conditions by integrating along the real axis in the 
positive or negative direction starting at the origin. The integration routine begins with the 
Runge-Kutta method for the first few steps and then switches over to an Adams-Moulton 
predictor-corrector method. The step size used to integrate for initial conditions was 0.01. We 
then initialize N and CL* to zero and integrate quations (25), (27), (33) and (34) around the 
closed contour. (The contour was chosen always to be a circle. The integration step size 
corresponded to 3.6” increments in the counter-clockwise direction.) At the completion of this 
integration, the value of N will represent he number of roots of equation (4) 
det B(p) = det (I - CIA) = 0 
which are located in the region enclosed by the contour. Furthermore, if N = 1, CL* will be the 
value of that root. Recall that the roots correspond to the reciprocals of the eigenvalues. Also 
note that, since we are integrating in the complex plane, the computed value of N is a complex 
number. Thus, if it is to represent he number of roots, we expect the real part of N to be 
approximately an integer value and the imaginary part of N to be approximately zero. In the 
following examples, we are able to determine xact analytical solutions with which to compare 
our numerical solutions. 
We consider first a 2 x 2 diagonal matrix, namely, 
A 
2 0 
’ = 0 0.5 . [ 3 (35) 
The eigenvalues of A, are A1 = 2 and A2=0.5. Hence, pI = l/h, =0.5 and p2= l/~~= 2. 
Integrating our system of equations around the unit circle, we expect to find that N = 1 +Oi 
which indicates that there is one root in the unit circle. Also, since N = 1, we can determine the 
value of that root. Carrying out this experiment, we find that 
N = 1.OOOOOO9 - .oooooooO3i 
CL * = 0.5OOOOO33 - O.oooooooO7i, (36) 
which is in accord with our expectations. 
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Next we consider a 2 x 2 complex matrix, namely, 
AZ= 
l+i 3+i 
2+2i > 2+3i * (37) 
We determine analytically that PI= 0.1320833491-0.12375515421’ and PZ= 
-0.9262009961-0.19977425751’. Hence, both roots lie in the unit circle. Indeed, our method 
yields 
N = 1.9999949 + 0.00002074i 
cc * = -0.79409790 - 0.323544031’, (37) 
when we integrate the system of equations around the unit circle. Since there are two roots in 
the region, p* is equal to the sum of the two roots. 
Now, consider the circulant matrix 
We determine analytically that ~1~ = p2 = p3 = - 1 and b4= l/3. We integrate our system of 
equations corresponding tothis matrix around three separate contours. Fist, we integrate around 
the unit circle which yields 
N = 3.2285894 + 1.0275119i. (39) 
Yet we know that Re(N) should be approximately an integer value and that Im(N) should be 
approximately zero. The problem is that plr cl2 and k3 lie on the unit circle. Hence, the 
determinant of B(p) becomes approximately zero at the point, -1 +Oi, as we integrate and we 
get answers that indicate that the calculation is in error. 
Next, we integrate around a circle of radius 0.5 and center at 0.5 +Oi. We expect to find 
N=landF*= l/3. Our results are 
N = l.O000011-O.OOOOOO025i 
p * = 0.33333372 - O.oooooooo98i. (40) 
Finally we integrate around the circle of radius 0.5 with center at - 1 + Oi. We expect to locate 
the three roots at - 1. Indeed we find that 
N = 3.OOOOO63 - O.OOOOOO25i 
cr * = -3.OOOOO73 + O.OOOOOO29. (41) 
Again CL* is equal to the sum of the three roots. 
CPU time was approximately 0.25 min for the 2 x 2 matrices and 1.26 min for the 4 X 4 
matrix using the IBM 36O/Model44 computer. 
DISCUSSION 
We have presented a general method for determining the eigenvalues of an n x n matrix. 
The numerical examples indicate that the method leads to a computationally stable algorithm 
and accurate results. Now it remains to optimize the algorithm. Can the computations be 
simplified by performing preliminary operations on the matrix A in order to put it into a special 
form? What integration routine and step size should be used to give the necessary accuracy for 
the least cost? Also, in the numerical examples, the locations of the zeros of the equation 
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B(p) = I - PA were known a priori. Hence, it was easy to choose the correct contour around 
which to integrate in order to locate a given zero. In practice, it will be necessary to devise a scheme 
to search for the zeros by choosing an optimal sequence of contours. 
We discuss now some possible applications of the method. First of all, the method can 
verify the eigenvalues computed by another method since we know the correct regions around 
which to integrate. 
Another application of the method is to determine the stability of discrete systems where we 
wish to know whether all the eigenvalues lie in the unit circle in the complex plane. Integration 
of equations (29, (27), (33) and (34), with the appropriate initial conditions, around the unit 
circle would provide this information in a straightforward manner. 
Another method of determining the eigenvalues of the n X n matrix A is to expand the 
determinant of A - AI = det B(h) into its characteristic polynomial, namely, 
detB(A)=b0+b,h+b2A2+...+bnA”. (42) 
Once this is accomplished, a polynomial root finding method is used to determine the values of 
A for which det B(h) = 0. The problem is in computing the coefficients. The relations we have 
derived provide the values needed for computing the coefficients bk, k = 0,l.. . . , n, using the 
equation 
br = Net B(O)l’k’ = 1 
k! 26 f 
detAB(A) dA, (43) 
where (” denotes the kth derivative with respect o A. 
In problems concerning buckling or vibration of structures, we wish to know the zeros 
(eigenfrequencies) of the equation det B(A) =0 where A is a parameter which may appear 
linearly or non-linearly in any of the elements of the matrix B. Our approach can be generalized 
to handle this problem[4]. 
Finally let us observe that our method also yields the eigenvector corresponding to an 
eigenvalue, for any nonzero column of the auxiliary matrix C evaluated at the eigenvalue is an 
eigenvector, as is easily seen. 
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