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We exploit the structure of the critical orbital sets of symmetry
classes of tensors associated to signuniformpartitions andweestab-
lish new connections between symmetry classes of tensors, match-
ings on bipartite graphs and coding theory. In particular, we prove
that the orthogonal dimension of the critical orbital sets associated
to single hook partitions λ = (w, 1n−w) equals the value of the
coding theoretic function A(n, 4,w). When w = 2 we reobtain this
number as the independence number of the Dynkin diagram An−1.
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1. Introduction
This paper appears as a continuation of the papers by Dias da Silva and the first author [8,9], where
combinatorial necessary and sufficient conditions for orthogonality in critical orbital sets of symmetry
classes of tensors were obtained and some values for the orthogonal dimension were computed. In
those papers, matchings in bipartite graphs have turned to be a valuable tool for the computation
of the inner product on critical orbital sets. In [8] it was proved that the inner product of critical
symmetrized decomposable tensors can be computed in terms of signed edge colorings of a bipartite
graph canonically associated to each pair of tensors. Moreover, for a large class of partitions (including
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single hook partitions) it was proved that the inner product of critical symmetrized decomposable
tensors vanishes if and only if there is no matching in the corresponding bipartite graph.
In this paper,we develop these ideas further.We compute exact values for the inner product on crit-
ical orbital sets and we establish a connection between coding theory and orthogonality. In particular,
we show that the orthogonal dimension of the critical orbital sets, i.e., the maximum cardinality of an
orthogonal set of critical symmetrized tensors is the value of the coding theoretic function A(n, 4,w)
in the case of single hook partitions (w, 1n−w). For the remaining partitions we present lower and
upper bounds also expressed by means of the coding theoretic functions A(n, d,w). The computation
of the exact values of A(n, d,w) is an unsolved problem in general (exact values of A(n, 4,w) are
known for every n only whenw  4) which gives a clear indication of the difficulty of computing the
orthogonal dimensions, even in the simplest case of the hook partitions.
In the particular case of the hook partition (2, 1n−2) it was proved in [3,8] that the orthogonal
dimension of the critical orbital sets is  n
2
. In the same direction, we prove in this paper that the crit-
ical orbital sets associated to the partition (2, 1n−2) are actually crystallographic root systems with
Dynkin diagram An−1, and we describe the decomposable symmetrized tensors in terms of its simple
roots. As a corollary we reobtain the orthogonal dimension  n
2
 as the independence number of An−1.
In general the computation of the independence number of a graph is an NP-hard problem [22].
2. Full edge colorings of bipartite graphs
Throughout this paper we denote by |S| the cardinality of a (multi)set S.
Let X and Y be disjoint finite sets and let G = (X, Y, E) denote a bipartite graph with bipartition
{X, Y}. For x ∈ X and y ∈ Y , an edge connecting x and y is denoted {x, y}. We allow the same pair of
vertices to define more than one edge. Therefore E is a multiset identified with a family of unordered
pairs, indexed by the integers from 1 to |E|. The degree of a vertex v ∈ X ∪ Y is denoted deg(v). We
denote the number (possibly zero) of edges connecting a vertex xi ∈ X = {x1, . . . , xr}, to a vertex
yj ∈ Y = {y1, . . . , ys}, by μi,j and we call it the multiplicity of the (multi-)edge {xi, yj}. We denote
by AG = [μi,j], i = 1, . . . , r, j = 1, . . . , s, the biadjacency matrix of G. We refer to [2] for further
terminology on graphs.
A matching in G is a set of pairwise independent edges, i.e., a set of edges no two of which are
adjacent. We can regard a matching M as a one-to-one correspondence from a subset I of X onto a
subset J of Y , such that corresponding vertices of I and J are joined by an edge of M. If I = X , M is
called a complete matching. It is well known that the number of complete matchings of a graph Gwith
|X| = |Y | equals the permanent of its biadjacency matrix, per(AG) (see [5] for details).
A partition of a positive integerm is a decreasing finite sequence of nonnegative integers with sum
equal tom. Let λ = (λ1, . . . , λt) be a partition of m. The conjugate partition of λ is the partition of m
given by λ∗ = (λ∗1, . . . , λ∗λ1), where λ∗i is the number of components of λ greater than or equal to i.
A Ferrers diagram with shape λ = (λ1, . . . , λt) is by definition a collection of m boxes arranged in t
left-justified rows such that the number of boxes in row i is equal to λi, i = 1, . . . , t.
Let S ⊂ X∪Y be a set of vertices of G. We denote byΓ (S) the set of vertices of Gwhich are adjacent
to at least one vertex of S.
Let S be a set of vertices contained in X and let GS be the subgraph induced by S, i.e., GS =
(S, Γ (S), E(S)), where E(S) = {{x, y} ∈ E : x ∈ S}. We define degS (respectively, degΓ (S)) to be the
partition of |E(S)| obtained by ordering in decreasing way the sequence of degrees of the vertices of S
(respectively, Γ (S)) in GS .
By definition of conjugate partition, the ith term of deg∗S (respectively, deg∗Γ (S)) is the cardinality
of the subset of the vertices of S (respectively, Γ (S)) with degree greater than or equal to i in GS . Thus,
the first term of deg∗S (respectively, deg∗Γ (S)) is the cardinality of S (resp Γ (S)) and the length of deg∗S
(respectively, deg∗Γ (S)) is the maximum degree of the vertices of S (respectively, Γ (S)) in GS .
We refer to [16,20] for details on partitions.
We say that G is λ-regular if degX = degY = λ and we call the conjugate partition λ∗ the rank
partition of G.
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Definition 1. LetG = (X, Y, E) be aλ-regular bipartite graph. A full edge coloring ofG is an ordered set
partition U = (U1, . . . ,Uλ1) of the edge family E such that, for every j = 1, . . . , λ1, Uj is a matching
and |Uj| = λ∗j .
Notice that if U = (U1, . . . ,Uλ1) is a full edge coloring of G, U1 is a complete matching of G, since
λ∗1 = |X| = |Y |. We denote by CG the set of the full edge colorings of the bipartite graph G.
Example 1. Consider the λ-regular bipartite graph G = (X, Y, E) depicted in the figure below, with
λ = (3, 22, 12) and λ∗ = (5, 3, 1).
The bipartite graph G admits the full edge coloring U = (U1,U2,U3), where
U1 = {{x1, y5}, {x2, y2}, {x3, y4}, {x4, y1}, {x5, y3}} ,
U2 = {{x1, y3}, {x2, y1}, {x3, y2}} ,
U3 = {{x1, y1}} .
The problem of determining good characterizations for the existence of full edge colorings in a
bipartite graph G = (X, Y, E) is related to the problem of characterizing the set of color feasible
sequences for G (see [1] for the details). We address this problemwhen G is λ-regular. In this direction
Theorem 2 gives a necessary condition for the existence of a full edge coloring in a bipartite graph that
can be viewed as a partial analogue of the Marriage Theorem of Hall for colorings of bipartite graphs,
by means of the domination ordering for partitions.
Theorem 1 (Hall). Let G = (X, Y, E) be a bipartite graph. There is a complete matching in G if and only if
∀S ⊆ X, |S|  |Γ (S)|.
Theorem 2 [9]. Let G = (X, Y, E) be a λ-regular bipartite graph. If G has a full coloring, then
∀S ⊆ X, deg∗S 
 deg∗Γ (S) . (1)
The converse of Theorem 2 does not hold. A counterexample is provided in the next example.
Example 2. Consider the bipartite graph G = (X, Y, E) depicted in the figure below.
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The rank partition of G is (5, 3, 1) as in Example 1. The only complete matching of G is
U1 = {{x1, y1}, {x2, y4}, {x3, y5}, {x4, y2}, {x5, y3}} .
Hence any full edge coloring of G is necessarily of the form U = (U1,U2,U3) with
U2 ∪ U3 = {{x2, y1}, {x3, y1}, {x1, y2}, {x1, y3}} ,
s.t. (U2,U3) is a full edge coloring of a graphwith rank partition (3, 1). Since U2 ∪U3 has no complete
matching,G cannot have a full edge coloring. Despite this fact, we can verify by exhaustion that deg∗S 

deg∗Γ (S) still holds for every S ⊆ X . For instance, if S = {x1, x2}, Γ (S) = {y1, y2, y3, y4} (see the figure
below) and deg∗S = (2, 2, 1) 
 deg∗Γ (S) = (4, 1).
For a class of partitions introduced in [8, Section 6], the weaker condition of the existence of a
complete matching is also sufficient for the existence of a full edge coloring.
Theorem3 [8]. Aλ-regular bipartite graphwithλ of the form (, k, 1r) or (2s, 1t), has a full edge coloring
if and only if it has a complete matching.
Given aλ-regular bipartite graphG = (X, Y, E)we enumerate the sets of vertices X = {x1, . . . , xr}
and Y = {y1, . . . , yr}, in such a way that
λ = (deg(x1), . . . , deg(xr)) = (deg(y1), . . . , deg(yr)).
Theorem 4. Let G = (X, Y, E) be a λ-regular bipartite graph with λ of the form (, k, 1r) or (2s, 1t). We
have the following:
1. Assume that λ = (, 1t),   2, t  0. Then |CG| = 0 if μ1,1   − 2. Otherwise, |CG| = μ1,1!.
2. Assume thatλ = (, k, 1t),   k  2 and t  0. Then |CG| = 0 if for some i = 1, 2,μi,1+μi,2 
deg(xi) − 2 or μ1,i + μ2,i  deg(yi) − 2. Otherwise, |CG| = μ1,1!μ1,2! (μ2,1 + μ2,2)!
3. Assume that λ = (2s, 1t), s  2. Then |CG| = per(AG).
Proof. In the sequel {eνi,j}ν denotes the family of edges of E connecting xi ∈ X and yj ∈ Y and the
notation e∗i,j is used to represent any edge of this family. We shall depict the vertices with degree
greater than 1 by a filled dot.
1. Assume thatλ is the hookpartition (, 1t). The rankpartition ofG is (t+1, 1−1). By theMarriage
Theorem of Hall, G has no complete matching if and only if at least two vertices of degree 1 in X are
adjacent to the unique vertex of degree  in Y if and only if μ1,1   − 2.
If μ1,1 = , each full edge coloring is formed by the unique complete matching {e11,1, e2,2, . . . ,
et+1,t+1} (up to reordering), and  − 1 matchings with a single edge, {ej1,1}, j = 2, . . . , , as depicted
in the tableau below. We can permute the  edges e∗1,1 in the leftmost column. Hence |CG| = !
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If μ1,1 =  − 1, each full edge coloring is formed by the unique complete matching of the type
{e1,2, e2,1, e3,3, . . . , et+1,t+1} (up to reordering), and  − 1 matchings with a single edge, {ej1,1},
j = 1, . . . ,  − 1, as depicted in the tableau below. We can permute the  − 1 edges e∗1,1 in the
leftmost column. Hence |CG| = ( − 1)!
2. Assume t = 0, i.e., λ = (, k). The rank partition of G is (2k, 1−k). Since the bipartite graph G
has two vertices in each bipartition class, it has a completematching. Each full edge coloring is formed
by s := μ1,2 = μ2,1 matchings of the type {e∗1,2, e∗2,1}, r := μ2,2 matchings {e∗1,1, e∗2,2}, and  − k
matchings with a single edge, {e∗1,1}, as depicted in the tableau below.
For each fixed arrangement of the k = μ2,1 + μ2,2 edges in the right column of the tableau, we
can permute, in the left column, theμ1,1 edges e
∗
1,1 among them and theμ1,2 edges e
∗
1,2 among them.
Hence |CG| = μ1,1!μ1,2!(μ2,1 + μ2,2)!
Assume t  1, i.e., λ = (, k, 1t). The rank partition of G is (t + 2, 2k−1, 1−k). Using the Mar-
riage Theorem of Hall along with the fact that X and Y only have two vertices of degree greater than
one, we conclude that G has no complete matching if and only if at least two vertices of degree 1 are
adjacent to the same vertex of degree  or k. In other words |CG| = 0 if and only if for some i = 1, 2,
μi,1 + μi,2  deg(xi) − 2 or μ1,i + μ2,i  deg(yi) − 2.
Now if G has a complete matching it is necessarily one of the types depicted below.
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We shall only consider case V. A similar argument can be carried out for the other cases. Keeping
the notation above we have that each full edge coloring is formed by the unique complete matching
{e11,2, e2,3, e3,1, e4,4 . . . , et+2,t+2} (up to reordering),μ2,1 = s−1matchings of the form, {e∗1,2, e∗2,1},
μ2,2 = rmatchings of the form, {e∗1,1, e∗2,2}, and −kmatchingswith a single edge, {e∗1,1}, as depicted
in the tableau below.
For each fixed arrangement of the μ2,1 + μ2,2 edges e∗2,j , j  2, in the second column of the tableau,
we can permute in the first column the μ1,1 edges e
∗
1,1 among them and the μ1,2 edges e
∗
1,2 among
them. Hence |CG| = μ1,1!μ1,2! (μ2,1 + μ2,2)!.
3. Assume thatλ = (2s, 1t). Since themaximumdegreeofG is two, each completematchingdefines
a unique full coloring ofG and thus |CG| equals the number of completematchings ofG, i.e, per(AG). 
Let ξ(G) be the number of vertices of degree one connected to a vertex of degree greater than one
and let ω(G) be the number of vertices of G of degree greater than one.
Corollary 5. Under the same hypothesis of the previous theorem, ξ(G)  4 [ξ(G)  2(ω(G) + 1)] is a
necessary [sufficient] condition for |CG| = 0. In particular we have the following:
1. If λ = (, 1t), ξ(G)  4 is a necessary and sufficient condition for |CG| = 0.
2. If λ = (, k, 1t), , k  2, ξ(G)  4 [ξ(G)  6] is a necessary [sufficient] condition for |CG| = 0.
3. If λ = (2s, 1t), s  2, ξ(G)  4 [ξ(G)  2(s + 1)] is a necessary [sufficient] condition for
|CG| = 0.
Proof. The necessity follows from the fact that if ξ(G) < 4, at most one vertex of degree one in Y [X]
is connected to a vertex of degree greater than one of X [Y] which implies in all cases of Theorem 4
that G has a complete matching.
The sufficiency follows immediately since condition ξ(G)  2(ω(G)+ 1) implies that at least one
vertex of degree greater than one is connected with two or more vertices of degree one. 
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3. Full colorings of biwords
In this section, we recall the notion of full coloring of a biword (introduced in [8] as an “(α, β)-
coloring") which can be considered as the signed counterpart of the notion of full edge coloring of a
bipartite graph. This notion is the key to apply the results on bipartite graphs given in the previous
section to the study of the metric properties of critical orbital sets of symmetry classes of tensors.
Letm be a positive integer and denote by Γm,n the set of all words on the alphabet {1, . . . , n}with
lengthm, i.e., the setmaps from {1, . . . ,m} into {1, . . . , n}. Thus, a wordα inΓm,n can be represented
as am-tuple (α(1), . . . , α(m)) with α(i) ∈ {1, . . . , n}.
For a word α = (α(1), . . . , α(m)), we denotem(α(i)) the multiplicity of α(i) in α, i.e.,m(α(i)) =
|α−1(α(i))|.
The multiplicity partition of a word α ∈ Γm,n, denoted by M(α), is the partition of m obtained by
reordering, in a decreasingway, the n-tuple
(
|α−1(1)|, . . . , |α−1(n)|
)
of themultiplicities of 1, . . . , n
in α. Moreover, ifM(α) = (|α−1(1)|, . . . , |α−1(n)|), we say that the word α is normal.
For example, the word (1, 1, 1, 2, 2, 3, 3, 4, 5, 6) ∈ Γ10,6 is normal.
The symmetric group Sm acts by composition on Γm,n. We say that β is a rearrangement of α if β
is in the same orbit of α under this action. It is easy to see that α and β are in the same orbit if and
only if |α−1(j)| = |β−1(j)| for all j = 1, . . . , n. In particular, words in the same orbit share the same
multiplicity partition. The subset Gm,n of the increasing words is a complete set of representatives for
the equivalence relation associated to this action.
For α, β ∈ Γm,n, we define the biword Wα,β as
Wα,β : {1, . . . ,m} → {1, . . . , n} × {1, . . . , n}
i → (α(i), β(i)).
We denote the set of such biwords by Γm,(n,n). Each pair (α(i), β(i)) is called a biletter. The biword
Wα,β can be represented as an array
Wα,β =
⎛
⎝ α(1) α(2) . . . α(m)
β(1) β(2) . . . β(m)
⎞
⎠ ,
where each column
⎛
⎝ α(i)
β(i)
⎞
⎠ , i = 1, . . . ,m, corresponds to a biletter. If β is a rearrangement of α,
we definemultiplicity partition ofWα,β as the multiplicity partition of α and β .
We say that the biwordWα,β is normal if α is normal and β is a rearrangement of α. We define rank
partition of a normal biwordWα,β as the conjugate partition of its multiplicity partition.
Definition 2. LetWα,β ∈ Γm,(n,n) be a normal biword with multiplicity partition λ. We say that a λ1-
tuple of subsets of {1, . . . ,m}, L = (L1, . . . , Lλ1), is a full coloring ofWα,β if the following conditions
are satisfied:
(i) (L1, . . . , Lλ1) is a set partition of {1, . . . ,m}.
(ii) |Li| = λ∗i , for every i = 1, . . . , λ1.
(iii) The restrictions α|Li and β|Li are one-to-one, for every i = 1, . . . , λ1.
Next result is a consequence of Theorem 6.6 of [8].
Proposition 6. Let Wα,β be a normal biword with multiplicity partition λ. Let L = (L1, . . . , Lλ1) be a
full coloring of Wα,β . Then, for each i = 1, . . . , λ1, α(Li) = β(Li) and the restriction of Wα,β to Li is a
permutation. Moreover, α(Li) = β(Li) = {1, . . . , λ∗i }, i = 1, . . . , λ1.
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By Proposition 6we can assign to each full coloringL = (L1, . . . , Lλ1) ofWα,β aλ1-tuple of permu-
tations
(
σL1 , . . . , σLλ1
)
.We call sign ofL, denoted sgn(L), the product of the signs of the permutations
σL1 , . . . , σLλ1 . We say that the full coloring L is positive [negative] if sgn(L) = 1 [sgn(L) = −1].
Wedenote by Cα,β ,Pα,β andNα,β the collection of full colorings, positive full colorings andnegative
full colorings, respectively, of the biwordWα,β .
A full coloringL = (L1, . . . , Lλ1) of a biwordWα,β can be represented by a “bi-tableau" TL of shape
λ∗, such that for each i = 1, . . . , λ1, row i is filled with the biletters of Wα,β corresponding to the
permutation σLi .
Example 3. Consider the normal biword with multiplicity partition λ = (3, 22, 12),
Wα,β =
⎛
⎝ 1 1 1 2 2 3 3 4 5
1 3 5 1 2 2 4 1 3
⎞
⎠ .
Its rank partition is (5, 3, 1) and the bi-tableau
TL =
(1, 5) (2, 2) (3, 4) (4, 1) (5, 3)
(1, 3) (2, 1) (3, 2)
(1, 1)
represents a full coloring ofWα,β . The sign of L is −1, since
σL1 =
⎛
⎝ 1 2 3 4 5
5 2 4 1 3
⎞
⎠ , σL2 =
⎛
⎝ 1 2 3
3 1 2
⎞
⎠ , σL3 =
⎛
⎝ 1
1
⎞
⎠ .
We assign to a normal biword Wα,β the λ-regular bipartite graph Gα,β = (X, Y, E), where X ={x1, . . . , xλ∗1 }, Y = {y1, . . . , yλ∗1 } and E is a multiset of edges {xα(i), yβ(i)} in one-to-one correspon-
dence onto the multiset of biletters (α(i), β(i)) ofWα,β . We call Gα,β the bipartite graph generated by
Wα,β . For example the bipartite graph depicted in Example 1 is the bipartite graph generated by the
biwordWα,β considered in Example 3.
Definition 3. We say that a partition λ is strong sign uniform if the following hold for every normal
biwordWα,β with multiplicity partition λ.
(i) All full colorings ofWα,β have the same sign.
(ii) The existence of a full coloring of Wα,β only depends on the existence of a complete matching
of Gα,β .
The notion of strong sign uniform partition is a refinement of the concept of sign uniform partition
introduced in [8, Definiton 6.4].
When λ is strong sign uniform andWα,β is a normal biword withmultiplicity partition λ, we write
sgn(Wα,β) = 0 if |Cα,β | = 0 and sgn(Wα,β) = sgn(L) for some full coloring L ofWα,β , otherwise.
From [8, Theorems 6.6 and 7.9] we derive immediately the following characterization of the strong
sign uniform partitions.
Theorem7. Apartition is strong sign uniform if and only if its Ferrers diagramdoes not contain the diagram
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In other words, the class of the strong sign uniform partitions corresponds to the class of partitions
considered in Theorem 4, i.e., to the class of partitions of the form (, k, 1r) or (2s, 1t).
4. Inner products on critical orbital sets
To begin with we recall some background in multilinear algebra, with emphasis in the metric
properties of the critical orbital sets of Vλ(Sm), where λ is an irreducible character of Sm (see [20] for
details on symmetry classes of tensors). We then apply the results of the previous sections to study
some of these metric properties, when λ is a strong sign uniform partition.
Throughout this section we shall use the same symbol to denote an irreducible character of Sm and
the corresponding partition ofm.
Let V be complex inner space of dimension n with a fixed orthonormal basis (e1, . . . en). Let V
⊗m
denote themth tensor power of V , with the induced inner product. It is well known that the set
{
e⊗α := eα(1) ⊗ . . . ⊗ eα(m) : α ∈ Γm,n
}
is an orthonormal basis for V⊗m.
Let G be a subgroup of the full symmetric group Sm and let λ ∈ Irr(G) be an irreducible complex
character of G. The symmetry class of tensors Vλ(G) is a generalization of the notion of Grassmann
space that can be defined as the (complex) span of the set of the decomposable symmetrized ten-
sors
{
e∗λα : α ∈ Γm,n
}
,
where
e∗λα :=
λ(id)
|G|
∑
π∈G
λ(π)eαπ−1(1) ⊗ . . . ⊗ eαπ−1(m).
Actually, the Grassmann space of degreem is the symmetry class of tensors Vλ(Sm) where
λ(π) = sgn(π), π ∈ Sm.
It is well known that
V⊗m = ⊕
λ∈Irr(G)
Vλ(G)
with
Vλ(G) =
⊕
α∈m,n
span
{
e∗λασ : σ ∈ G
}
,
where m,n is a complete set of representatives for the orbits of the action (via composition) of G on
Γm,n. Both sums are orthogonal, since the basis (e1, . . . , en) is orthonormal.
A classical problem asks, for each irreducible character λ of G, whether or not there exists a subset
Oλm,n of Γm,n such that the set
{
e∗λα : α ∈ Oλm,n
}
is an orthogonal basis for Vλ(G) [18].
If Vλ(G) is the Grassmann space we can take the set of increasing words of length m and n letters,
Oλm,n = Qm,n.
Several authors [12–14,21,23] have papers on this subject.
This problem is equivalent to decide, for each α ∈ m,n, whether or not there is an orthog-
onal subset of the orbital set Eα := {e∗λασ : σ ∈ G
}
with cardinality equal to the dimension of
span Eα .
In this way it is important to have “nice” conditions to characterize the orthogonality on the orbital
sets of Vλ(G).
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The inner product of two decomposable symmetrized tensors in the same orbital set is given by
the formula,
(
e∗λα , e
∗λ
β
)
= λ(id)|G|
∑
π∈Gα
λ(σ−1π), (2)
where β = ασ , for some σ ∈ G and Gα is the stabilizer subgroup of α, with respect to the action of G
referred above.
In the subsequent part we shall restrict this problem to symmetry classes of tensors Vλ(Sm). Irre-
ducible characters of the full symmetric group Sm can be described by means of partitions (or equiv-
alently Ferrers diagrams). The subset of m,n consisting of the words corresponding to the nonzero
decomposable symmetrized tensors, is denoted ¯λm,n. This set can be described in a combinatorial
way, via domination ordering on the set of the partitions ofm. In fact, ifM(α) denotes the multiplicity
partition of the word α, it is well known [19] that
¯λm,n = {α ∈ Gm,n : λ  M(α)}.
An orbital set Eα = {e∗λασ : σ ∈ Sm
}
is called critical if M(α) = λ. It is well known that the
dimension of the span of a critical orbital set of Vλ(Sm) is equal to λ(id) (see [10,19] for details).
Holmes has proved in [13] that the critical orbital sets of V(m−1,1)(Sm) have no pairs of orthogonal
tensors.
Dias da Silva and the first author [8,9] have raised the problem of computing the maximum car-
dinality of an orthogonal subset of a critical orbital set Eα of Vλ(Sm), and they called this number the
orthogonal dimension of Eα . The orthogonal dimension gives ameasure of how far are the critical orbital
sets from admitting orthogonal basis of decomposable symmetrized tensors. It is easy to prove that
the value of the orthogonal dimension of an orbital set Eα only depends on the multiplicity partition
of α. Therefore we shall restrict the study of the orthogonal dimension to normal words.
The Littlewood correspondence between immanants and Schur functions [11,17]was themain tool
to prove the following result.
Theorem 8 [8, Theorem 5.5]. Let Wα,β be a normal biword of length m and multiplicity partition λ. Then
(
e∗λα , e
∗λ
β
)
= λ(id)
m!
∑
L∈Cα,β
sgn(L).
In particular,
(
e∗λα , e
∗λ
β
)
= 0 if and only if Pα,β = Nα,β .
From Theorem 8 we get immediately the following result.
Theorem 9. Let Wα,β be a normal biword of length m and strong sign uniform multiplicity partition λ.
Then
(
e∗λα , e
∗λ
β
)
= λ(id)
m! sgn(Wα,β)|Cα,β |,
and this number does not vanish if and only if Gα,β has a complete matching.
Given a normal biword Wα,β the multiplicity μr,s of an edge of Gα,β , connecting the vertex xr to
the vertex ys equals the number of biletters (α(i), β(i)) such that α(i) = r and β(i) = s.
Next result computes the inner product of two decomposable symmetrized tensors belonging to
the same critical orbital set of Vλ(Sm), when λ is a strong sign uniform partition.
Theorem 10. Let Wα,β be a normal biword of length m and strong sign uniform multiplicity partition λ.
We have the following:
1616 M.M. Torres, P.C. Silva / Linear Algebra and its Applications 436 (2012) 1606–1622
1. If λ = (, 1t) with   2 and t  0, then
(
e∗λα , e
∗λ
β
)
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, if μ1,1   − 2,
λ(id)
m! sgn(Wα,β) μ1,1!, otherwise.
2. If λ = (, k),  > k  2, then
(
e∗λα , e
∗λ
β
)
= λ(id)
m! (−1)
μ1,2 μ1,1!μ1,2!(μ2,1 + μ2,2)!
3. If λ = (, k, 1t) with  > k  2 and t  1 then
(
e∗λα , e
∗λ
β
)
=
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0, if μi,1 + μi,2  deg(xi) − 2 or μ1,i + μ2,i  deg(yi) − 2,
for some i = 1, 2.
λ(id)
m! sgn(Wα,β) μ1,1!μ1,2!(μ2,1 + μ2,2)! otherwise.
4. If λ = (2s, 1t) then
(
e∗λα , e
∗λ
β
)
= λ(id)
m! sgn(Wα,β)per(AGα,β ).
Proof. The number of full colorings of a biwordWα,β is equal to the number of full colorings of Gα,β .
Using this fact, Theorem 9 and Theorem 4, the result follows. 
5. Connections with coding theory
Let F2 denote the Galois field of order 2. Let m be a positive integer. An nonempty subset C of
F
m
2 is called a binary code of length m and its elements are called codewords (of length m). The weight
of a codeword u is the number of nonzero coordinates in u. A constant weight code is a code with all
codewords of the sameweight. Given codewords u, v ∈ Fm2 , we define theHamming distance d(u, v) as
the weight of the code u+ v, that is, as the number of positions where u and v have distinct values. An
(m,N, d) code consists of a code of lengthm containing N codewords with pairwise minimal distance
d. Analogously, an (m,N, d,w) code consists of a code of lengthm containing N codewords of weight
w with pairwise minimal distance d.
The error-correcting code problem asks for the maximal number A(m, d) of codewords in any
(m,N, d) code. Theanalogueproblemfor constantweight codes seeks themaximalnumberA(m, d,w)
of codewords of length m, constant weight w and pairwise minimal distance d. These problems are
important in coding and information theory and are discrete analogues of sphere packing problems.
Both problems are unsolved in general (see [6,7] for details).
Next result establishes a connection between the problem of finding the orthogonal dimension
of critical orbital sets of Vλ(Sm) and the error-correcting code problem, extending previously known
results on the orthogonal dimension problem (cf. [3,8]).
Denote by dim⊥ λ the orthogonal dimension of the critical orbital sets of Vλ(Sm).
Theorem 11. For strong sign uniform partitions we have the following:
1. dim⊥(, 1m−) = A(m, 4, ).
2. dim⊥(, k) = 1.
3. A(m, 6,  + k)  dim⊥(, k, 1m−−k)  A(m, 4,  + k).
4. A(m, 2s + 2, 2s)  dim⊥(2s, 1m−2s)  A(m, 4, 2s).
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Proof. We keep the notations of Corollary 5.
Recall that the orthogonal dimension of a (critical) orbital set is the maximum cardinality of its
orthogonal subsets. In order to prove case 1, consider for each word ν ∈ Γm,n, the codeword ν¯ =
(ν¯1, . . . , ν¯m) ∈ Fm2 defined by ν¯i = 1, if m(ν(i))  2 and ν¯i = 0, otherwise. Fix a normal word
α with multiplicity partition λ = (, 1m−). Given two rearrangements β and γ of α, β¯ and γ¯ are
codewords of length m, weight  and Hamming distance d(β¯, γ¯ ) = ξ(Gβ,γ ). From Corollary 5 and
Theorem 9, we conclude that the orthogonal dimension of the critical orbital set Eα is the maximum
cardinality of a set of rearrangements of α such that the corresponding codewords have pairwise
Hamming distance greater than or equal to 4. Since every binary codeword of length m and weight 
can arise from a rearrangement of α as above, the orthogonal dimension of Eα equals A(m, 4, ).
Cases 3 and 4 are proved by similar arguments.
Case 2 follows immediately since the inner product of critical orbital tensors never vanishes (see
Theorem 10). 
From Theorem 11 and the results of [7, section III] we derive immediately the following conse-
quences for the orthogonal dimension problem on symmetry classes of tensors associated with hook
partitions.
Theorem 12. The following hold:
1. dim⊥(2, 1m−2) = m
2
.
2. dim⊥(3, 1m−3) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⌊
m
3
⌊
m−1
2
⌋⌋
, m ≡ 5 (mod 6)
⌊
m
3
⌊
m−1
2
⌋⌋
− 1, m ≡ 5 (mod 6)
3. dim⊥(4, 1m−4) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
m(m−1)(m−2)
24
, m ≡ 2 or 4 (mod 6)
m(m−1)(m−3)
24
, m ≡ 1 or 3 (mod 6)
m(m2−3m−6)
24
, m ≡ 0 (mod 6)
4. dim⊥(, 1m−) = dim⊥(m − , 1)
5. dim⊥(, 1m−) 
⌊
m

dim⊥( − 1, 1m−)
⌋
6. dim⊥(, 1m−) 
⌊
m
m− dim
⊥(, 1m−−1)
⌋
7. dim⊥(, 1m−)  dim⊥( − 1, 1m−) + dim⊥(, 1m−−1)
The first equality was also obtained in [3,8], using different approaches.
6. Root systems of critical decomposable symmetrized tensors
We start by recalling some background on root systems. We refer to [4,15] for details.
Let VR denote a finite dimensional real vector space, endowed with an inner product (· , ·). The
hyperplane orthogonal to a nonzero vector v ∈ VR is Hv = {w ∈ VR : (v,w) = 0} and the
reflectionmap throughHv is denoted sv : VR → VR, defined by sv(w) = w−〈v,w〉 vwith 〈v,w〉 :=
2(v,w)/(v, v).
Definition 4. Wesay that a subset ⊂ VR is a root system (of rank dim VR) if the following conditions
hold:
1618 M.M. Torres, P.C. Silva / Linear Algebra and its Applications 436 (2012) 1606–1622
(a) Φ is finite.
(b) The span of Φ is VR.
(c) Φ is closed under reflections, that is, sv(Φ) ⊂ Φ for all v ∈ Φ .
(d) The only scalar multiples of v ∈ Φ that belong to Φ are v itself and −v.
If moreover,
(e) Φ satisfies the integrality condition, 〈v,w〉 ∈ Z for all v,w ∈ Φ , we say thatΦ is crystallographic.
(f) Φ is the disjoint union of two sets Φ+ and −Φ+, such that whenever the sum of two roots of
Φ+ is a root then it is a root of Φ+, we say that Φ is regular and we call Φ+ [−Φ+] a set of
positive [negative] roots.
Let Φ = Φ+ ∪ −Φ+ be a regular root system with set of positive roots Φ+. A positive root is called
simple if it cannot be decomposed as the sum of two positive roots. The set Π of the simple roots
is a basis of VR called a simple system for Φ+. Moreover, every positive [negative] root in Φ is a
linear combination of the elements of Π , with all coefficients nonnegative [nonpositive]. The matrix
A = [ai,j], i, j = 1, . . . , n defined by ai,j = 〈vi, vj〉, vi, vj ∈ Π , is called the Cartan matrix for Π . The
corresponding Coxeter graph is a multi-graph G with set of vertices Π , such that two simple roots vi
and vj are connected by a multi-edge of multiplicity ai,j · aj,i. In particular, vi and vj are connected
if and only if vi and vj are mutually non-orthogonal. The Dynkin diagram of Φ is obtained from the
Coxeter graph by decorating the double and triple edges with an arrow pointing to the larger root (if
any!). The Dynkin diagram is independent of the choice of the simple system and encodes the metric
structure of Φ . We shall consider here only Dynkin diagrams of the form Am,
whose Cartan matrix is the tridiagonal matrix,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1 0 · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 · · · 0
. . .
. . .
. . .
0 · · · −1 2 −1
0 0 · · · −1 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3)
Now we turn again to critical orbital sets of tensors.
Let λ be the single hook partition (2, 1m−2), α = (1, 1, 2, . . . ,m − 1) the unique normal word
of Gm,n with multiplicity partition λ and let Vα be the (complex) span Eα , endowed with the inner
product (2). By Theorem 10,
〈
e
∗λ
β , e
∗λ
γ
〉
= 2 (e
∗λ
β , e
∗λ
γ )
(e
∗λ
β , e
∗λ
β )
= sgn(Wβ,γ )μ1,1! ∀e∗λβ , e∗λγ ∈ Eα. (4)
For 1  i < j  m define the rearrangement of α,
α[i, j] := (2, 3, . . . , i, 1, i + 1, i + 2, . . . , j − 1, 1, j, j + 1, . . . ,m − 1).
Given a rearrangement β = (β(1), . . . , β(m)) of α we denote by iβ, jβ , iβ < jβ , the unique
positions of β such that β(iβ) = β(jβ) = 1. In particular, iα[i,j] = i and jα[i,j] = j.
Theorem 13. The set Πα :=
{
e∗λα[s,s+1] : s = 1, . . . ,m − 1
}
is a basis for Vα . Moreover, for every
e∗λβ ∈ Eα we have
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e∗λβ = sgn(Wα[iβ ,jβ ],β)(−1)jβ−iβ+1
jβ−1∑
s=iβ
e∗λα[s,s+1]. (5)
Proof. Recall that the dimension of Vα equals λ(id) = m − 1. By (4) the matrix A = [ai,j], i, j =
1, . . . ,m − 1, with ai,j =
〈
e
∗λ
α[i,i+1], e
∗λ
α[j,j+1]
〉
, equals (3). Since A invertible we can conclude that Πα
is linearly independent, and so it is a basis of Vα .
To prove expression (5), we observe in first place that
e∗λβ = sgn(Wα[iβ ,jβ ],β) e∗λα[iβ ,jβ ],
since ‖e∗λβ ‖ = ‖e∗λα[iβ ,jβ ]‖ and (e∗λβ , e∗λα[iβ ,jβ ])/‖e∗λβ ‖2 = sgn(Wα[iβ ,jβ ],β).
So, we only need to prove that
e∗λα[i,j] = (−1)j−i+1
j−1∑
s=i
e∗λα[s,s+1], 1  i < j  m.
Let us fix 1  i < j  m and denote B = [b1 · · · bm−1]T , such that bs =
〈
e∗λα[s,s+1], e∗λα[i,j]
〉
,
s = 1, . . . ,m − 1 and u = [u1 · · · um−1]T such that us = (−1)j−i+1 if i  s  j − 1 and us = 0,
otherwise.
We claim that Au = B. Therefore, we have to prove that
(−1)j−i+1
j−1∑
r=i
as,r = bs, s = 1, . . . ,m − 1. (6)
By (4), we have
bs =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0, {i, j} ∩ {s, s + 1} = ∅,
2, {i, j} = {s, s + 1},
(−1)j−i+1, |{i, j} ∩ {s, s + 1}| = 1 with i = s or j = s + 1,
(−1)j−i, |{i, j} ∩ {s, s + 1}| = 1 with i = s + 1 or j = s.
(7)
Equality (6) is obvious for the indices s such that {i, j} = {s, s + 1}. If {i, j} ∩ {s, s + 1} = ∅ with
j  s − 1 or i  s + 2, the equality also follows immediately. If {i, j} ∩ {s, s + 1} = ∅with i  s − 1
and j  s + 2,∑j−1r=i as,r reduces to as,s−1 + as,s + as,s+1 = 0 and the equality holds. If s = i and
j > s + 1,∑j−1r=i as,r reduces to as,s + as,s+1 = 1 and the result follows. The case s + 1 = j is proved
in the same way. If s = i + 1,∑j−1r=i as,r reduces to as,s+1 = −1 and the result follows. Analogously if
s = j.
Since A is symmetric and 〈· , ·〉 is linear in the second coordinate, we have that
e∗λα[i,j] =
m−1∑
s=1
xse
∗λ
α[s,s+1] implies Ax = B, x = [x1 · · · xm−1]T .
Since A is invertible, we conclude that the vector of coordinates of e∗λα[i,j] w.r.t. the basis Πα equals
u and the result follows. 
Let VRα =
⊕m−1
s=1 R e
∗λ
α[s,s+1] ⊂ Vα be the real span of Πα .
By Theorem 13, Eα ⊂ VRα . Moreover, since the inner product of critical decomposable symmetrized
tensors belongs toR, VRα is endowed with the induced inner product.
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Set E+α := {(−1)j−i+1 e∗λα[i,j] : 1  i < j  m} and Φm := E+α ∪ −E+α ,m  3.
Now we can state the main result of this section that characterizes the metric structure of the
critical orbital sets associated to the hook partition (2, 1m−2),m  3.
Theorem 14. Let α be the unique normal word of Gm,n with multiplicity partition (2, 1
m−2), m  3. The
following hold:
1. Φ3 = Eα ∪ −Eα and Φm = Eα , m  4.
2. The set Φm, m  3, is a regular crystallographic root system of rank m − 1, set of positive roots E+α ,
simple system Πα and Dynkin diagram Am−1.
3. The root systems Φm, m  4 are the only crystallographic root systems consisting entirely of critical
decomposable symmetrized tensors associated to a single hook partition.
Proof. Let us prove thefirst point. Ifm = 3, Eα =
{
e∗λα[1,2], e∗λα[2,3], e∗λα[1,3]
}
and E+α =
{
e∗λα[1,2], e∗λα[2,3],
−e∗λα[1,3]
}
. ThusΦ3 = Eα∪−Eα . Ifm  4andβ is a rearrangementofα, e∗λβ = sgn(Wβ,β ′)e∗λβ ′ = −e∗λβ ′
whereβ ′ is obtained fromβ by permutating two letters ofmultiplicity one. Thus−Eα ⊂ Eα . The result
now follows by Theorem 13.
Let us prove the second point. Assumptions (a), (b), (e) and (f ) of Definition 4 are trivially verified.
Let us verify assumption (c). We have to prove that se∗λβ
(
e∗λγ
)
∈ Φm for all rearrangements β and
γ of α. It is enough to verify that se∗λα[i,j]
(
e∗λα[r,s]
)
∈ Φm for all 1  i < j  m and 1  r < s  m.
If {i, j} = {r, s} the result is trivial. If {i, j} ∩ {r, s} = ∅,
〈
e∗λα[i,j], e∗λα[r,s]
〉
= 0 and the result also
follows.
Now assume |{i, j} ∩ {r, s}| = 1. If i = r,
〈
e∗λα[i,j], e∗λα[r,s]
〉
= (−1)s−j . By Theorem 13,
se∗λα[i,j]
(
e∗λα[r,s]
)
= e∗λα[r,s] − (−1)s−je∗λα[r,j]
= (−1)s−r+1
s−1∑
k=r
e∗λα[k,k+1] − (−1)s−j(−1)j−r+1
j−1∑
k=r
e∗λα[k,k+1]
= ±
q∑
k=p+1
e∗λα[k,k+1],
with p = min{s, j} and q = max{s, j} and the result follows. The case j = s is proved in the sameway.
If j = r,
〈
e∗λα[i,j], e∗λα[r,s]
〉
= (−1)s−i+1 and thus
se∗λα[i,j]
(
e∗λα[r,s]
)
= e∗λα[r,s] − (−1)s−i+1e∗λα[i,r]
= (−1)s−r+1
s−1∑
k=r
e∗λα[k,k+1] − (−1)s−i+1(−1)r−i+1
r−1∑
k=i
e∗λα[k,k+1]
= (−1)s−r+1
s−1∑
k=i
e∗λα[k,k+1]
and the result follows. The case i = s is analogous.
Assumption (d) follows from the fact that by Theorem 10 all roots have the same length.
The last point follows from the fact that the integrality condition does not hold for the case of hook
partitions (, 1t) with   3. Actually, if we consider the words β = (1, . . . , 1, 1, 2, 3, . . . , t + 1)
and γ = (1, . . . , 1, 2, 1, 3, . . . , t + 1) we obtain
〈
e
∗λ
β , e
∗λ
γ
〉
= ± 2
l
∈ Z. 
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Next figure depicts the root systemΦ3 and a roughly two dimensional projection of the root system
Φ4. The simple roots aremarkedwith filled dots and the remaining positive roots by filled arrows. The
white arrows represent the negative roots. Notice that all roots have the same length and the angle
between two roots e∗λβ and e∗λγ , viewed as vectors of VRα , has cosine equal to 12
〈
e∗λβ , e∗λγ
〉
.
An independent set of a graph G is a subset of the vertex set of G that contains no pair of adjacent
vertices. The independence number of G, denoted α(G), is the maximum cardinality of an independent
set in G. Recalling that two vertices of a Dynkin diagram are connected if and only if the corresponding
simple roots are mutually non-orthogonal we obtain the following result.
Corollary 15. Theorthogonaldimensionof the critical orbital sets associated to thehookpartition (2, 1m−2)
is equal to α(Am−1) = m2 .
By the previous corollary an independent set of simple roots of maximum cardinality determines
an orthogonal subset of decomposable symmetrized tensors ofmaximum cardinality. Actually, we can
take the subset
{
e∗λα[1,2], e∗λα[3,4], e∗λα[5,6], . . . , e∗λα[k,k+1]
}
,
with k = m − 1 [k = m − 2] if m is even [odd]. This same subset was also considered in [8, Proof of
Corollary 2], to show that the orthogonal dimension of the critical orbital subsets of Vλ(Sm) is m2 ,
when λ = (2, 1m−2) .
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