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Computer based multi-source and information fusion is often an intermediate step in the deduc-
tion of decision-relevant information. Fuzzy sets provide a useful formalism for the representation of
the types of uncertain granular information that appear as inputs and outputs of these fusion sys-
tems. When our ultimate goal is the derivation of human oriented decision-relevant information
we must often alter the output of these fusion systems to provide information in a form more readily
accessible to the human recipient. In this work we introduce and investigate a measure of soundness
which can be used to calculate the validity of various alterations of fuzzy granular information in the
course of transforming outputs of fusion systems into forms more useful for human comprehension
and manipulation. An important role in this work is played by the idea of similarity.
 2006 Elsevier Inc. All rights reserved.1. Introduction
In many applications fuzzy sets are used to provide a granular representation of uncer-
tain information about a variable of interest. If V is a variable taking its value in the
domain X we can formally represent our knowledge about the value of V in terms of a
fuzzy subset A. We express this as V is A. As suggested by Zadeh [1] this type of represen-
tation provides a constraint on the variable, for each x 2 X, A(x) indicates the possibility
that x is the value of V. One view of the fuzzy subset A is as a set in which the value of V
lies.
One of the beneﬁts of the use of this kind of representation is that the fuzzy set tech-
nology can help in obtaining an expression of the information about V in a manner that0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2006.06.003
E-mail address: yager@panix.com
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ing and decision making, for which the information about V was sought. The procedure of
retranslation discussed in [2] is an example of this process.
Since the process which resulted in our knowledge about V usually involves mathemat-
ically directed computational operations, the form of A may not be easily expressible in
terms useful to recipient. One approach in this case is to alter the knowledge contained
in V is A so that we get our information about V in a form suitable for the needs of
the recipient. Given a statement V is A we shall call the process of replacing it with another
statement V is B an alteration of the statement V is A. Within the context of expressing
possible values for V some alterations of the fuzzy subset A are logically sound while
others are more dangerous and can be erroneous. For example if we know that V lies
in the set A then we can be sure that it lies in any set B larger than A. Thus we can always,
with complete validity, replace the statement V is A with the statement V is B when A  B.
This process has been codiﬁed as one of the basic protoforms [3] in fuzzy logic and is called
the entailment principle. On the other hand replacing a proposition V is A with some
unique value V is x*, as done in defuzziﬁcation [4], is not a logically justiﬁed and sound
operation. However, in many situations and applications we often obtain some advantage
in performing some not completely logically sound alteration of a fuzzy subset. An exam-
ple of this is the use of defuzziﬁcation in fuzzy control systems [4]. Default reasoning [5] is
another situation in which we use some not completely logical alteration of our state of
knowledge. More generally the process of making a choice in the face of uncertainty
has this characteristic.
In many of these situations in which we make some alteration of our information that is
not completely valid we must weigh the tradeoﬀ between the beneﬁt gained from the alter-
ation and the risk resulting from the lack of soundness of the alteration. In order to do this
we must have some measure of validity or soundness of an alteration of our knowledge.
Our purpose here is to suggest and study a measure of the soundness of replacing one
fuzzy subset by another.
2. On the representation of similarity
Often in situations where we replace one fuzzy subset by another, equivalence or sim-
ilarity between the elements in the domain X helps in neutralizing the risk associated with
the alteration of a fuzzy subset. In the following we provide a formalization of the concept
of similarity. Assume V is a variable taking its value in the space X. A similarity relation-
ship on X is a mapping R: X · X! [0,1] having the properties:
1. Reﬂexivity: R(x,x) = 1.
2. Symmetry: R(x,y) = R(y,x).
The larger R(x,y) the more similar the two elements. We emphasize that the actual
manifestation of the similarity relation, other than its satisfying the above two properties,
is extremely context dependent.
Note: Our deﬁnition of similarity is slightly diﬀerent, weaker, then the deﬁnition of sim-
ilarity introduced by Zadeh [6]. Our deﬁnition is what Kaufmann [7] called a resemblance
relationship. We choose to use the term similarity because we feel it brings the appropriate
intuition. The term proximity relationship may be a synonym.
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and y and R* where R*(x,y) = 0 for all x5 y and R*(x,y) = 1 for all x = y. Often the sec-
ond case arises when the values of X are not on a scale such as temperature but distinct
elements.
We can introduce a partial ordering on the space R of similarity relations on X · X. We
say that R1 > R2 if R1(x,y)P R2(x,y) for all x and y. Here we say R1 is a stronger simi-
larity relation. We see that while > is only a partial ordering onR we have R* > R > R*, R
*
is the strongest similarity relationship and R* is the weakest. Actually R* corresponds to
no similarity.
Here we now look at some additional formal features that can be associated with a sim-
ilarity relation. We say a similarity relation is binary if R(x,y) 2 {0,1}, that is R(x,y) is
either one or zero. A notable feature associated with binary similarity relations is transi-
tivity. If R is a binary similarity relation we say it is transitive if for all x,y,z 2 X
If Rðx; yÞ ¼ 1 and Rðy; zÞ ¼ 1 then Rðx; zÞ ¼ 1
An equivalence relationship [8] is a binary, transitive similarity relationship. If R is an
equivalence relation on X it partitions X into subsets E1, . . . ,Eq such that Ei \ Ej5 ;
and [qj¼1Ei ¼ X . For any x,y 2 Ei we have R(x,y) = 1 and for z 2 Ei we have
R(x,z) = R(y,z) = 0. The Ei are called the equivalence classes associated with R. We note
that rough set theory [9] makes considerable use of equivalence relations.
We now return to the more general class or similarity relationship in which
R(x,y) 2 [0, 1]. We call a similarity relationship a Zadeh similarity relation if it has a form
of transitivity called Max–Min transitiveness [6]. That is R(x,z)P _y5X(R(x,y) ^ R(y,z)),
Here _ and ^ are the max and min operators. We note if R is binary relation then this is
equivalent to the concept of transitivity introduced earlier. A more general concept is max-
star transitive
Rðx; yÞP
_
y2X
ðRðx; yÞRðy; zÞÞ
when  is any t-norm (generalized ‘‘and’’ operator) [6]. Again if R is binary these become
the ordinary transitivity property.
An important relationship exists between the Zadeh similarity relationship and the clas-
sic binary equivalence relationship [6]. In order to formulate this we need to introduce the
concept of an a-level set of a relationship R : X · X! [0, 1]. The a-level set of R, denoted
Ra is a crisp relationship on X · X such that Ra = {(x,y)/R(x,y)Pa}. Thus Ra(x,y) = 1 if
R(x,y)P a otherwise it is zero. We note that these a-level set relations are nested: if a1 > a2
then Ra1  Ra2 .
As shown in [6] if R is a Zadeh similarity relation then each Ra is an equivalence rela-
tion. Furthermore since for a1 > a2 we have Ra1  Ra2 . These equivalence relations are such
that if x and y are in the same equivalence class of level a1 then they must be in the same
equivalence class for at level a2P a1. Furthermore, Zadeh [6] showed that if Sa for
a 2 [0, 1] are a nested sequence of equivalence relations Saj  Sai for aj > ai then
S = ¨a2[0,1]a Æ Sa is a Zadeh similarity relationship. We note aSa is a fuzzy relationship
where the element in Sa have membership grade a and all other elements have membership
grade zero.
An important relationship exists between metrics (measures of distance) [10] and simi-
larity relationships. A mapping d : X · X! R (non-negative numbers) is called a metric if
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(2) d(x,y) = d(x,y) symmetry.
(3) d(x,y) + d(y,z)P d(x,z) (triangle inequality).
A metric is essentially a distance measure. If F is a function F : R! [0,1] such that
(1) F(0) = 0.
(2) F(x)P F(y) if x > y.
then we can use these to obtain a similarity relation R from a metric d by deﬁning
Rðx; yÞ ¼ 1 F ðdðx; yÞÞ
An useful example of this occurs if we deﬁne Rðx; yÞ ¼ 1 dðx;yÞM where the ﬁnite value M*
denotes the largest distance between any two elements in X.
3. Measuring soundness of an alteration
Fig. 1 will be helpful in providing an understanding of the discussion that follows.
As suggested by Zadeh [1] information about a variable is carried by constraints on the
variable. Consider a variable whose value lies in the space shown in the Fig. 1. Knowing
that the actual value of the variable lies in the subset A is information about the variable.
We have constrained the variable to lie in the subset A. If we alter our expression of the
information about the variable by saying it lies in the larger set B we are still correct. This
can be seen as a sound alteration of our knowledge. On the other if we alter the expression
of our information by saying that it lies in D we can possibly have the wrong conclusion.
We have added an additional constraint to our knowledge about the variable which can
lead to an unsound conclusion. Central to our observation of what is a sound alteration
of our information is the idea of containment (entailment). We can go from smaller sub-
sets to larger subsets but must be cautious going from larger subsets to smaller as this
implicitly implies additional information. Another aspect that plays a role in determining
sound alterations is the concept of equivalence or similarity. Consider that we know the
temperature is between 58 and 63 (Fahrenheit). If for the purpose to which the informa-
tion about the temperature is to be used, somebody deciding what jacket to wear, is such
that all the values within this range are equivalent then it will be acceptable to alter our
information to say that the temperature is 60.
Our objective in the following is to generalize and formalize these observations about
the soundness of altering our information to environments in which the constraints are
fuzzy and the exists some similarity relationship over the elements in the underlying space.Space
A
B
D
Fig. 1. Constraints and information.
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which provides a means of simultaneously capturing the ideas of containment1 and
similarity.
In the following we shall assume V is a variable with domain X. We further assume we
have knowledge about the value of V given by the constraint V is A where A is a fuzzy
subset of X. We let V is B be a potential alteration of V is A, here B is also a fuzzy of
X. Our objective is to determine the validity of this alteration in the context of having a
similarity relation R on X with respect to V.2
What must be emphasized here is that in determining the validity of the alteration V is
B in the face of the data V is A we are not trying to measure the degree to which B is the
same as A but the degree to which the constraint V is B is inferable from the constraint V is
A. This means not adding any additional constraints in going from V is A to V is B. This
means we can relax the constraint V is A but not strengthen it.
As a ﬁrst step in developing this measure we introduce the concept of concordance. Let
x and y be elements in X. We deﬁne the concordance of A(x) with B(y), denoted
Con(A(x),B(y)) as
ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  BðyÞÞÞ ^ Rðx; yÞ
As we shall subsequently see Con(A(x),B(y)) reﬂects the compatibility of the constraint
of B(y) on V with the original constraint imposed by A(x), we ﬁrst observe that
Con(A(x),B(y)) is monotonic with respect to B(y) given that all other terms are constant.
If B1(y)P B2(y) then Con(A(x),B1(y))P Con(A(x),B2(y)).
We emphasize that this formulation of the concept of concordance relates information
about both the similarity of the two elements x and y as well as information about
their membership grades in A and B, respectively. We emphasize that the term
(1 Max(0,A(x)  B(y))) provides a vehicle for reﬂecting information about containment
since it assumes the value one when B(y)P A(x) while when B(y) < A(x) it takes the value
1  (A(x)  B(y)), the bigger the diﬀerence the smaller the value.
We observe some basic features of this concept. We note if R(x,y) = 0 then Con(A(x),
B(y)) = 0. At the other extreme if R(x,y) = 1 then Con(A(x),B(y)) = (1 Max(0,A(x) 
B(y))).
Table 1 helps us understand the concept of concordance.
We observe that for each row we get an increase as we go from left to right:
Box-1 6 Box-2 6 Box-3
Box-4 6 Box-5 6 Box-61 While many deﬁnitions have been suggested for capturing the idea that fuzzy subset A is contained in B
fundamental to all of these is that the membership grades are such that A(x) 6 B(x).
2 Consider two variables Johns age and Mary’s grade on a test. Both these variables take their values in the
same domain X, the set integers from 0 to 100. Any similarity relation we deﬁne on the set X will depend on which
variable we are considering. For example an often used similarity relation on X, actually an equivalence relation,
when we are considering the variable to be a grade on a test is to consider the values 90–100 to be equivalent, 80–
89 to be similar, 70–79 to be equivalent, 60–69 to be similar and all values less then 60 to be equivalent. Clearly
this similarity relationship is not appropriate when we consider the variable to be a persons age.
Table 1
Concordance structure
A(x) > B(y)
A(x) ≤ B(y)
0
0
R(x, y) = 0 0 < R(x, y) < 1 R(x, y) = 1
1
(1 - (A(x) - B(y)))R(x, y) (1 - (A(x) - B(y)))∧
1 2 3
4 5 6
R(x, y)
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Box-1 6 Box-4
Box-2 6 Box-5
Box-3 6 Box-6
Using Con(A(x),B(y)) we now deﬁne the concordance of A(x) with B. We express this
as
ConðAðxÞ;BÞ ¼Max
y
½ConðAðxÞ;BðyÞÞ
We also observe the monotonicity with respect to B. Thus if B1P B2, B1(y)P B2(y) for all
y, then Con(A(x),B1)P Con(A(x),B2). From this it follows if B* = X,B*(x) = 1 for x,
then Con(A(x),B*)P Con(A(x),B) for all B.
Finally using Con(A(x),B) we introduce a measure of validity of replacing V is A with V
is B. We call this the soundness of replacing V is A by V is B and deﬁne it
SoundðA;BÞ ¼Min
x
½ð1 AðxÞÞ _ ConðAðxÞ;BÞ
We note that the value Sound(A,B) always lies in the unit interval and the larger
Sound(A,B) the more appropriate the replacement of V is A by V is B. It can easily be
shown that
SoundðA;BÞ ¼Min
x
½ð1 AðxÞÞ _Max
y
½ConðAðxÞ;BðyÞÞ
As we indicated earlier Con(A(x),B(y)) is monotonic with respect to the value B(y).
This implies a more general monotonicity with respect to the concept of soundness.
Theorem. Assume we have V is A where V has universe X. Let R be any similarity
relationship on X. If B1 and B2 are two fuzzy subsets of X such that B1  B2, B1(x) 6 B2(x)
for all x, then it is the case that
SoundðA;B1Þ 6 SoundðA;B2Þ
We can always increase soundness by using a larger altering set.
We now show that using the entailment principle is always a completely sound
operation.
Theorem. If A  B then Sound(A,B) = 1.
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ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  BðxÞÞÞ ^ Rðx; yÞ
for the case where y = x. Here R(x,y) = 1. Further, since B(x)P A(x) then
(1 Max(0,A(x)  B(x))) = 1 and Con(A(x),B(x)) = 1 thus Con(A(x),B) = 1 for all x
and therefore we get that SoundðA;BÞ ¼MinxðAðxÞ _ 1Þ ¼ 1.
A special case of similarity relation is the one where R(x,y) = 0 for x5 y and
R(x,x) = 1 for all x. This is one in which there is not any similarity in the context of V. In
this case Con(A(x),B(y)) = 0 for x5 y and Con(A(x),B) = 1  (0 _ jA(x)  B(x)j). Thus
Con(A(x),B) = Con(A(x),B(x)) and hence SoundðA;BÞ ¼MinxðAðxÞ _ ConðAðxÞ;BðxÞÞÞ.
We can express this as
SoundðA;BÞ ¼ Min
x;BðxÞ6AðxÞ
½AðxÞ _ ð1 ðAðxÞ  BðyÞÞÞ
SoundðA;BÞ ¼ Min
x;BðxÞ6AðxÞ
½AðxÞ _ ðAðxÞ þ BðyÞÞ
SoundðA;BÞ ¼ Min
x;BðxÞ6AðxÞ
½AðxÞ þ BðyÞ
SoundðA;BÞ ¼ Min
x;BðxÞ6AðxÞ
½1 ðAðxÞ  BðyÞÞ
We see this is equivalent to
SoundðA;BÞ ¼ 1 Max
x;BðxÞ6AðxÞ
½AðxÞ  BðxÞ
SoundðA;BÞ ¼ 1Max
x
½ðAðxÞ  BðxÞÞ _ 0
We consider now the other extreme case where R(x,y) = 1 for all x and y. In the follow-
ing we shall ﬁnd it useful to let x* be such that B(x*) = Maxx[B(x)] and let x^ be such that
Aðx^Þ ¼Maxx½AðxÞ. In this case with R(x,y) = 1 for all x and y we have
ConðAðxÞ;BðyÞÞ ¼ 1Maxð0;AðxÞ  BðyÞÞ for all y
and hence Maxall x
ConðAðxÞ;BÞ ¼Max
y
½ConðAðxÞ;BðyÞÞ ¼ ConðAðxÞ;BðxÞÞ
Furthermore with
SoundðA;BÞ ¼Min
x
½ð1 AðxÞÞ _ ConðAðxÞ;BÞ
since for all x we have that 1 AðxÞP 1 Aðx^Þ and ConðAðxÞ;BÞP ConðAðx^Þ;BÞ we get
SoundðA;BÞ ¼ ð1 Aðx^ÞÞ _ ð1Maxð0;Aðx^Þ  BðxÞÞÞ
From this we see that
SoundðA;BÞ ¼ 1 if Max
x
ðBðxÞPMax
x
ðAðxÞÞÞ
SoundðA;BÞ ¼ 1 ðMax
x
½AðxÞ Max
x
½BðyÞÞ if Max
x
ðBðxÞ < Max
x
ðAðxÞÞÞ 
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Let us look at Sound(A,B) for some special alterations. Consider the alteration of V is
A to V is B where B(x) = A(x)a, we raise it to a power.3 If a 6 1 then A(x)aP A(x) and
hence B(x)P A(x) and hence the alteration is sound independent of the underlying rela-
tion R. On the other hand if a > 1 then B(x) = Aa(x) 6 A(x) and the soundness depends on
R. In particular
ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  AaðyÞÞÞ ^ Rðx; yÞ
using this we must calculate Con(A(x),B) = Maxy[Con(A(x),B(y))] and ﬁnally obtain
Sound(A,B) = Minx[1  A(x) _ Con(A(x),B)].
Here note that Con(A(x),B) = Maxy[Con(A(x),B(y))]P Con(A(x),B(x)). Since
R(x,x) = 1 and A(x)P A(x)a then Con(A(x),B)P 1  A(x) + Aa(x). Therefore
SoundðA;BÞPMin
x
½ð1 AðxÞÞ _ ð1 AðxÞ þ AaðxÞÞ
Since 1  A(x) + Aa(x)P 1  A(x) then we have that for aP 1
SoundðA;BÞPMin
x
½1 ðAðxÞ  AaðxÞÞ
Another interesting bound in this case is the following. For each x let Rx be the subset
of X such that R(x,y) = 1. For any y 2 Rx we have Con(A(x),B(y)) =
1 Max(0,A(x)  Aa(y)) and since ConðAðxÞ;BÞPMaxy2Rx ½ConðAðxÞ;BðyÞÞ and
therefore
SoundðA;BÞPMin
x
½ð1 AðxÞÞ _Max
y2Rx
½ConðAðxÞ;BðyÞÞ
If there exists a y* 2 Rx where Aa(y*)P A(x) then Con(A(x),B(y)) = 1. Let G be the subset
of X for which there exists no y*. Then SoundðA;BÞPMinx2G½1 AðxÞ _Maxy2Rx ½AðxÞa.
Consider now the soundness of replacing V is A by V is B where B is the alteration of A
obtained by taking its negation,4 B(x) = 1  A(x). We ﬁrst consider this in the case in
which R is weakest, R(x,y) = 0 for x5 y. In this case Con(A(x),B(y)) = 0 for x5 y and
ConðAðxÞ;BðxÞÞ ¼ 1Maxð0;AðxÞ  ð1 AðxÞÞÞ ¼ 1Maxð0; 2AðxÞ  1Þ
ConðAðxÞ;BðxÞÞ ¼ 1 ð0 _ ð2AðxÞ  1ÞÞ
From this it follows that
ConðAðxÞ;BÞ ¼Max
y
½ConðAðxÞ;BðyÞÞ ¼ ConðAðxÞ;BðxÞÞ ¼ 1 ð0 _ ð2AðxÞ  1ÞÞ
and ﬁnally Sound(A,B) = Minx[1  A(x) _ (Con(A(x),B(x)))].
First consider the case where A is normal there exists some element x* with A(x*) = 1.
In this case Con(A(x*),B(x*)) = 1  1 = 0 and hence Sound(A,B) = 0. Thus for this case
where A is normal it is totally unsound to make this replacement under the assumed form
for R.3 Our interest in this operation is based on its role in modeling, within the framework of Zadeh’s paradigm of
computing with words, the inclusion of linguistic hedges such as very [3].
4 Out interest in this operation, among other reasons, in its role in the process of providing ‘‘disinformation’’ in
adversarial environments.
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Minx[(1  A(x)) _ Con(A(x), B(x))]. We can partition X into two subsets those for which
A(x) 6 0.5 and those for which A(x) > 0.5. Let us denote these subsets as X* and X**. We
note that for those x 2 X* then Con(A(x),B(x)) = 1 while for those x where A(x) > 0.5 we
get
ConðAðxÞ;BðxÞÞ ¼ 1 ð2AðxÞ  1Þ ¼ 2ð1 AðxÞÞ ¼ 2AðxÞ
From there we get
SoundðA;BÞ ¼ 1 ^ Min
x;AðxÞ>0:5
½ð1 AðxÞÞ _ 2ð1 AðxÞÞ
SoundðA;BÞ ¼ 1 ^ Min
x;AðxÞ>0:5
½2ð1 AðxÞÞ
Therefore we see that if Maxx[A(x)] = b > 0.5 then Sound(A,B) = 2(1  b). On the other
hand if b 6 0.5 then Sound(A,B) = 1. It worth to observe that if A is such that all
A(x) < 0.5 then B(x) = 1  A(x) has B(x) > 0.5 for all x. In particular A  B and this is
an example of the entailment principle.
We now consider the case where R(x,y) = 1 for all x and y. In this case
ConðAðxÞ;BðyÞÞ ¼ 1Maxð0;AðxÞ  ð1 AðyÞÞÞ:
If we let x* be such that A(x*) = Minx(A(x)) then we see that for all x
ConðAðxÞ;BÞ ¼Max
y
½ConðAðxÞ;BðyÞÞ ¼ 1Maxð0;AðxÞ  AðxÞÞ
If x* = Maxx[A(x)] then
SoundðA;BÞ ¼Min
x
½ConðAðxÞ;BÞ ¼ ConðAðxÞ;AðxÞÞ
SoundðA;BÞ ¼ 1Maxð0;AðxÞ  AðxÞÞ5. On the soundness of reduction
Often the task of altering a given constraint V is A involves replacing it with a simpler
one. This can be motivated by a desire to present information to a human, replacing A
with a more cognitively consistent subset is an example of such an alteration. Another
motivation comes when we must make a decision, replacing A with a single value is an
example of this situation. More generally this simpliﬁcation often involves a process of
reduction. We begin looking at the soundness of various types of this reduction and
simpliﬁcation.
We initially consider the special case where A is a crisp subset of X and B is also a crisp
subset of X obtained from A by removing some portion of A. Here then B = A  E where
E is a subset of A. We now investigate the soundness of this type of replacement of A by B.
We begin by considering the removal of one element from A. Thus if A = {x1, . . . ,xn}
then B = {x1, . . . ,xn1}. For x5 xn, we have
ConðAðxÞ;BðxÞÞ ¼ ð1Maxð0;AðxÞ  BðxÞÞÞ ^ Rðx; yÞ ¼ 1
and hence Con(A(x),B) = 1 for x5 xn.
Consider now A(xn), for any y 2 X we get Con(A(xn),B(y)) = (1 
Max(0,1  B(y))) ^ R(xn,y). If y 62 B we get 1  B(x) = 1 and hence Con(A(xn),B(y)) = 0.
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B(y)) = R(xn,y). Thus here we get
ConðAðxnÞ;BÞ ¼Max
y2B
½Rðxn; yÞ
Finally for B = A  {xn} we have
SoundðA;BÞ ¼Min
x
½ð1 AðxÞÞ _ ConðAðxÞ;BÞ ¼Max
yB
½Rðxn; yÞ
Here then the soundness of removing xn depends on the availability of a similar element inB.
In the more general case where we remove the crisp set E from A to obtain B = A  E
we get
SoundðA;BÞ ¼Min
x2E
Max
y2AE
½Rðx; yÞ
 
An even more general case is where we remove E elements from A and subsequently add F
to form B = (A  E) [ F. In this case again
SoundðA;BÞ ¼Min
x2E
Max
y2B
½Rðx; yÞ
 
however since B = (A  E) [ F this gives us
SoundðA;BÞ ¼Min
y2E
½Max
y2AE
ðRðx; yÞÞ _Max
y2F
½Rðx; yÞ
Here then to improve the soundness we may look for some subset F that contains elements
with much similarity to the elements in E.
We note that if R(x,y) = 0 for x5 y then Sound(A,B) = 0 for any of these actions.
The preceding can be seen as special cases of the more general operation which we shall
call reduction. Here we start with V is A and let E be any fuzzy subset of X. We then deﬁne
our alteration V is B with B = A  E. Here then B(x) = (A(x)  E(x)) _ 0.
Here then we are reducing A by removing E. In the following we shall still let E be a
crisp subset of X. In essence we are suppressing all elements in E. Here then we have
ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  ððAðyÞ  EðyÞÞ _ 0ÞÞÞ ^ Rðx; yÞ
We note because of the assumed crispness of E either E(y) = 1 or 0. We ﬁrst consider the
case of x in which E(x) = 0, we do not subtract anything. For this case we observe that
ConðAðxÞ;BðxÞÞ ¼ ð1Maxð0;AðxÞ  AðxÞÞÞ ^ Rðx; xÞ ¼ 1
Thus here with E(x) = 0 we have Con(A(x),B) = 1.
Consider now the case where E(x) = 1. First we observe that
ConðAðxÞ;BðxÞÞ ¼ ð1Maxð0;AðxÞ  ððAðxÞ  1Þ _ 0ÞÞÞ ^ Rðx; xÞ ¼ 1 AðxÞ
Furthermore more generally in this case
ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  ððAðyÞ  EðyÞÞ _ 0ÞÞÞ ^ Rðx; yÞ
We can see there are two cases. First for those y where E(y) = 1. In this case
ConðAðyÞ;BðyÞÞ ¼ ð1 AðxÞÞ ^ Rðx; yÞ 6 1 AðxÞ
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ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  AðyÞÞÞ ^ Rðx; yÞ
If A(y)P A(x) then we get
ConðAðxÞ;BðyÞÞ ¼ Rðx; yÞ
If A(y) < A(x) then we get
ConðAðxÞ;BðyÞÞ ¼ ð1 AðxÞ þ AðyÞÞ ^ Rðx; yÞ
We are now in a position to summarize. For x 62 E, E(x) = 0, then Con(A(x),B) = 1.
For x 2 E, E(x) = 0, we get Con(A(x),B) = Max(1  A(x),b) where
b ¼Max
y 62E
½Rðx; yÞ ^ ð1Maxð0;AðxÞ  AðyÞÞÞ
Using this we can ﬁnd the soundness of B = A  E,Minx[Con(A(x),B)].
6. An observation on the measure of soundness
We make an observation about the calculation of this soundness. We see that for any x
we have Con(A(x),B) = Maxy[Con(A(x),B(y))]. In particular for any x there exists some y
denoted yx such that Con(A(x),B) = Con(A(x),B(yx)). Hence
ConðAðxÞ;BÞ ¼ ð1Maxð0;AðxÞ  BðyxÞÞÞ ^ Rðx; yxÞ
Either one or two situations hold
Case i. If B(yx)P A(x) then Con(A(x),B) = R(x,yx).
Case ii. If B(yx) 6 A(x) then Con(A(x),B)  (1  A(x) + B(yx)) ^ R(x,yx).
We recall that the deﬁnition of soundness is
SoundðA;BÞ ¼Min
x
½ð1 AðxÞÞ _ ConðAðxÞ;BÞ
Let us look at the term T(x) = 1  A(x) _ Con(A(x),B) for these two cases
Case i. T(x) = (1  A(x)) _ R(x,yx).
Case ii. T(x) = (1  A(x)) _ (1  A(x) + B(yx) ^ R(x,yx)).
Consider these two cases when Rðx; yxÞP AðxÞ here we get
Case i. T(x) = R(x,yx).
Case ii. For this case we observe that 1  A(x) + B(yx)P 1  A(x) and here
Rðx; yxÞ ^ AðxÞ þ BðyxÞP 1 AðxÞ
thus T(x) = ((1  A(x)) + B(yx)) ^ R(x,yx).We further observe when R(x,yx) = 1 then we get
Case i. T(x) = 1.
Case ii. T ðxÞ ¼ 1 ðAðxÞ  BðyxÞÞ ¼ AðxÞ þ BðyxÞ.
54 R.R. Yager / Internat. J. Approx. Reason. 45 (2007) 43–677. Soundness of alteration under equivalence relations
We recall an equivalence relation is a binary similarity relation, R(x,y) 2 {0,1}, that is
transitive. In particular R partition X into disjoint equivalence classes E1,E2, . . . ,Eq such
that X ¼ Sqj¼1Ej and R(x,y) = 1 for x,y 2 Ej are R(x,y) = 0 for x and y in diﬀerent classes.
Consider now the calculation of the soundness of replacing V is A with V is B under an
equivalence relation R. We let E1, . . . ,Eq be the equivalence classes under R. We shall let yj
be such that B(yj)P B(x) for all x 2 Ej. yj is the element in Ej with the largest membership
grade in B. We shall denote yj as the king under B of the equivalence class Ej.
At times we shall ﬁnd it convenient to use the notation Ex. Here we mean the equiva-
lence class containing x. Here yx is used to denote the king under B of the equivalence class
that contains x.
Furthermore we shall let zj be such that A(zj)P A(x) for all x 2 Ej. zj is the element
from Ej with the larger membership grade in A. We shall denote zj as the king under A
of Ej. Here we use zx to indicate the king under A of the equivalence class containing x.
Consider now the calculation of Con(A(x),B(y)) = (1 Max(0, (A(x)  B(y)))) ^
R(x,y). We observe that R(x,y) = 1 for all y 2 Ex and R(x,y) = 0 for all y 62 Ex hence
ConðAðxÞ;BðyÞÞ ¼ 1Maxð0;AðxÞ  BðxÞÞ for y 2 Ex
ConðAðxÞ;BðyÞÞ ¼ 0 for all y 62 Ex
From this we see that ConðAðxÞ;BÞ ¼Maxy2Ex ½1Maxð0;AðxÞ  BðyÞÞ. From the mono-
tonicity of 1 Max(0,A(x)  B(y)) with respect to the value of B(y) we see that
ConðAðxÞ;BÞ ¼ ConðAðxÞ;BðyxÞÞ ¼ 1Max½0;AðxÞ  BðyxÞ
where yx is the king of the equivalence class Ex under B containing x.
Consider now the calculation of
SoundðA;BÞ ¼Min
x
½ð1 AðxÞÞ _ ð1Maxð0;AðxÞ  BðyxÞÞÞ
Since the term 1 Max(0,A(x)  B(yx)) is either equal to one or 1  A(x) + B(yx) both of
which are at least as great as 1  A(x) then Sound(A,B) = Minx2X[1 Max(0, A(x) 
B(yx))]. We can express this in terms using the equivalence class partitioning as
SoundðA;BÞ ¼ Min
j¼1 to q
Min
x2Ej
½ð1Maxð0;AðxÞ  BðyÞÞÞ
 
We further observe that 1 Max(0,A(x)  B(yi)) is a monotonically decreasing function
of A(x), then larger A(x) the smaller it is. As a result of this we see that
Min
x2Ej
f1Maxð0;AðxÞ  BðyjÞÞg ¼ 1Maxð0;AðzjÞ  BðyjÞÞ
Here A(zj) is the largest membership grade in A of an element from Ej and B(yj) is the larg-
est membership grade in B of an element from Ej using this we get
SoundðA;BÞ ¼ Min
j¼1 to q
½1Maxð0;AðzjÞ  BðyjÞÞ
Thus here we look individually at each equivalence class and calculate the soundness for
this class. Thus if B(yj)P A(zi), there exists an element in Ej whose membership grade in B
is at least as big as any equivalent element’s membership is A then we get 1 Max(0,
A(zj)  B(yj)) = 1. In this case we say Ej is concordant. If all equivalence classes are con-
cordant then Sound(A,B) = 1.
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type similarity relationships. Here again we have a data V is A and a proposed alteration
V is B as well as a Zadeh similarity relation R. As we noted at each level a the Zadeh sim-
ilarity relation induces an equivalence relationship Ra. In the following we shall use the
notation Eaj to indicate the jth equivalence class at the a level and qa to indicate the number
of equivalence classes at the a level. In addition we get zaj be the element in E
a
j with the
largest membership grade in A and yaj be the element in E
a
j with the larger membership
grade in B. Using it now deﬁne
SoundaðA;BÞ ¼ Min
j¼1 to qa
½1Maxð0;Aðzaj Þ  Bðyaj ÞÞ
From this we obtain the over soundness as
SoundðA;BÞ ¼Max
a2½0;1
½a ^ SoundaðA;BÞ8. Soundness of selecting one element
In many situations in which our information about the value of a variable is expressed
in terms of a fuzzy set we are faced with the task of selecting one value as the representa-
tive value. Defuzziﬁcation and decision making under uncertainty are examples of this
type of task. Here we look at the issue of the determination of the soundness of the selec-
tion of a single value.
Again let V is A be our constraint on the variable V. Let V is B be an alteration of this
where B is a crisp singleton, B = {x*}. Consider the determination of the soundness of
using V is B in the face of a similarity relation R.
First we formulate the concordance of any A(x) with this type of B. We note that for
y = x* since B(x*) = 1P A(x) then Con(A(x),B(x*)) = R(x,x*). On the other hand for any
y5 x* since B(y) = 0 then
ConðAðxÞ;BðyÞÞ ¼ ð1 AðxÞ þ BðzÞÞ ^ Rðx; yÞ ¼ ð1 AðxÞÞ ^ Rðx; yÞ
In this case where B is a singleton we have
ConðAðxÞ;BÞ ¼Max
y2Y
ðConðAðxÞ;BðyÞÞÞ ¼ Rðx; xÞ _Max
y 6¼x
½ð1 AðxÞÞ ^ Rðx; yÞ
ConðAðxÞ;BÞ ¼ Rðx; xÞ _ ð1 AðxÞÞ ^Max
y2X
½Rðx; yÞ
 
Furthermore since Maxy2X[R(x,y)] = 1 where y = x then Con(A(x),B) = R(x,x*) _
(1  A(x)). From this we get that for B = {x*}
SoundðA;BÞ ¼Min
x
½Rðx; xÞ _ ð1 AðxÞÞ
Thus we see that given the decision V = x* its soundness is given by the above.
An important question is the determination of the value x* which has the maximal
soundness. Let us ﬁrst consider the special case where R(x,y) = 0 for all x5 y. In this case
for x = x* we have Con(A(x*),B) = 1 and for x5 x* we haveR(x,x*) = 0. From this we get
SoundnessðA;BÞ ¼Min
x6¼x
ð1 AðxÞÞ ¼ 1Max
x 6¼x
ðAðxÞÞ
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in order to achieve the maximum soundness we select the element with the highest mem-
bership grade in A. This of course is a very natural thing to do. It is the basis to the Max
defuzziﬁcation rule.
Another interesting special case is where R is an equivalence relation with q equivalence
classes Ej, j = 1 to q. In this if we let yi be the king of Ej with respect to A, yj has the max-
imal membership grade in A for all elements in Ej, then for a given B = {x*} we get
SoundðA;BÞ ¼Min
j
½Rðyj; xÞ _ AðyjÞ
Since R(yj,x*) = 0 for x* 62 Ej then
SoundnessðA;BÞ ¼ Min
j=x 62Aj
½AðyjÞ ¼ 1 Max
j=x 62Aj
½AðyjÞ
To maximize the soundness we select as x* an element from an equivalence class having
an element with maximal membership grade is A. That is x* = xi such that
A(xi) = Maxj[A(yj)].
In the more general case of R we must ﬁnd x* to maximize the following
SoundnessðA; fxgÞ ¼Min
x
½Rðx; xÞ _ AðxÞ
In general there is no nice closed form for the maximal but it must be calculated for each
case.
We can now consider the case of selecting a more general decision alternative than sim-
ply a single unique value. We can consider the use of an interval or a collection of singleton
values. More generally we can consider the case when B is a crisp subset of X. Let us look
at the soundness in this case.
Here then for A(x) we have Con(A(x),B(y)) = 1 Max(0,A(x)  B(y)) ^ R(x,y). For
y 2 B,B(y) = 1, we have Con(A(x),B(y)) = R(x,y). For y 62 B, B(y) = 0, we get Con(A(x),
B(y)) = (1  A(x)) ^ R(x,y). From this we get
ConðAðxÞ;BÞ ¼Max
y2X
½ConðAðxÞ;BðyÞÞ
ConðAðxÞ;BÞ ¼Max
y2B
½Rðx; yÞ _Max
y 62B
½ð1 AðxÞÞ ^ Rðx; yÞ
ConðAðxÞ;BÞ ¼Max
y2B
½Rðx; yÞ _ ð1 AðxÞÞ ^Max
y2B
½Rðx; yÞ
 
If x 2 B then Maxy2B[R(x,y)] = R(x,x) = 1 and hence Con(A(x),B) = 1. If x 62 B then
Maxy 62B[R(x,y)] = R(x,x) = 1 and hence we obtain
Con½AðxÞ;B ¼Max
y 62B
½Rðx; yÞ _ ð1 AðxÞÞ
Actually we can combine there and use
ConðAðxÞ;BÞ ¼ ð1 AðxÞÞ _Max
y
½BðyÞ ^ Rðx; yÞ
From this we see
SoundnessðA;BÞ ¼Min
x
½AðxÞ _Max
y
½BðyÞ ^ Rðx; yÞ
We observe that the larger B, the larger the soundness.
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and R(x,y) = 0 for x 2 y, we get Maxy[B(y) ^ R(x,y)] = B(x) and hence
SoundnessðA;BÞ ¼Min
x
½AðxÞ _ BðxÞ
Under the binary assumption of B we can express this as
SoundnessðA;BÞ ¼ 1Max
y 62B
½AðxÞ
This is equal to the negation of the membership grade of the element not in B with the
largest membership grade A. Clearly the way to increase the soundness is to try to include
in B as many of the elements that have high membership grade in A.
9. Alternative measures of soundness
The measure we have introduced to calculate the soundness of replacing V is A with V is
B is a very strong measure. In particular it requires all (x,(A(x))) to be concordant with B.
In the following we describe a class of softer measures which we shall denote as Q-Sound-
ness. Here Q denotes a linguistic quantiﬁer of the type introduced by Zadeh in [11] such as
most, almost all, less then half. In particular Q denotes a monotonic proportional quanti-
ﬁer. More formally Q is a quantiﬁer that can be represented as a fuzzy subset Q of the unit
interval such that for each r 2 [0, 1], Q(r) indicates the degree to which the proportion r
satisﬁes the linguistic quantiﬁer. We assume Q is such that Q(0) = 0, Q(1) = 1 and
Q(r1)P Q(r2) if r1 > r2.
If Q1 and Q2 are two quantiﬁers such that Q1(r) 6 Q2(r) for all r we shall denote this as
Q1 6 Q2 and say that Q1 is a stricter quantiﬁer. We note that if Q* is deﬁned such that
Q*(1) = 1 and Q*(r) = 0 for all r5 1 and if Q
* is deﬁned such that Q*(0) = 0 and
Q*(r) = 1 for all r5 0 than for any quantiﬁer Q we have Q* 6 Q 6 Q*. Thus Q* is the
most strict and Q* is the least.
Again let V is A be a constraint on the variable V and let V is B be an alternative con-
straint being proposed as a replacement for V is A. We again let
ConðAðxÞ;BðyÞÞ ¼ ð1Max½0;AðxÞ  BðxÞÞ ^ Rðx; yÞ
be the concordance of A(x) with B(y). Using this we again let
ConðAðxÞ;BÞ ¼Max
y
½ConðAðxÞ;BðyÞÞ
In the following using the proceeding terms we shall consider the calculation of Q-
Soundness(A,B) where Q is a quantiﬁer of the type described earlier.
Here we shall assume that the space X is ﬁnite, X = {x1, . . . ,xn}. In this case we can use
the OWA aggregation operator [12,13] to deﬁne our measure of Q-Soundness(A,B). We
recall that an OWA operator whose arguments are (a1, . . . ,an) is deﬁned as
F W ða1; . . . ; anÞ ¼ W TB ¼
Xn
j¼1
wjbj
Here bj is the jth largest of the argument values, andW is a vector whose components, the
wj, are a collection of weights lying in the unit internal and summing to one. If we let ind be
an index function so that aind(j) is the jth largest of the ai then F wðai; . . . ; anÞ ¼
Pn
j¼1wjaindðjÞ.
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Q-SoundnessðA;BÞ ¼ F W Q;Aða1; . . . ; anÞ
Here then aind(j) = Con(A(xind(j)),B) where ind(j) is the index of the element in X having the
jth largest concordance with B. Furthermore the wj are obtained from Q and A as
wj ¼ QðtjÞ  Qðtj  1Þ
where tj ¼
Pi
k¼1AðxindðkÞÞPn
i¼1AðxiÞ
. It is the proportion of the total membership grade appearing in the
elements with j largest concordance.
Let us look at this formulation for some notable examples of Q. The ﬁrst is Q* where
Q*(x) = 0 for x5 1 and Q*(x) = 1 for x = 1. This corresponds to the quantiﬁer ‘‘all’’. In
this case wj = 1 for j = n and wj = 0 for all j5 n. Hence
Q-SoundnessðA;BÞ ¼ aindðnÞ ¼ ConðAðxindðnÞÞ;BÞ ¼Mini ½ConðAðxiÞ;BÞ
This is exactly the form previously introduced, it is the smallest concordance of any ele-
ment in X. In addition we note that this case of Q* is the strictest of any Q-Soundness mea-
sure. Thus our original measure is special case of our new family of Q-Soundness
measures.
In the following discussion we shall ﬁnd it convenient to use the normalized weighted
membership grade, ui ¼ AðxiÞPn
i¼1AðxiÞ
. With this the notation uind(j) is the normalized member-
ship grade of the element with the jth largest concordance. Furthermore we let tj ¼Pj
i¼1uindðiÞ.
We now consider another special of Q where Q(r) = r, this a linear formulation of the
quantiﬁer. We shall denote this as QL. In this case wj = Q(tj)  Q(tj  1) = uind(j). It is the
normalized membership grade of the element with the jth largest concordance. From this it
follows that
QL-SoundnessðA;BÞ ¼
Xn
j¼1
uj
It is a weighted average of the concordances, the weights are the normalized membership
grades in A.
Another interesting special case of the Q-Soundness measure is based upon the quan-
tiﬁer, Qa where Qa(r) = 0 if r < a and Qa(r) = 1 if rP a. Here then we are requiring that
a percent of the elements be concordant. We note Q* is a special case when a = 100%.
In this case of Qa we proceed to obtain the Soundness as follows. We order the concor-
dances, Con(A(xj),B), in descending order along with its associated normalized weight.
Here for simplicity we use aind(j) = Con(A(xind(j)),B),
aindð1Þ uindð1Þ t1 ¼ uindð1Þ
aindð2Þ uindð2Þ t2 ¼ t1 þ uindð2Þ
aindðjÞ uindðjÞ tj ¼ tj  1þ uindðjÞ
aindðnÞ lindðnÞ tn ¼ tn1 þ uindðnÞ
We proceed down this table under we ﬁnd j* such that tj1 < a 6 tj . Using this we obtain
Qa-SoundnessðA;BÞ ¼ ConðAðxindðjÞÞ;BÞ
11α β
Fig. 2. Quantiﬁer Qa/b.
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which we denote as Qa/b. Here if aind(j) = Con(A(xind(j)),B), is the jth largest element con-
cordance and uind(j) is its normalized membership grade. We essentially get
5
wj ¼ 0 for j such that tj 6 a
wj ¼ 1ba uindðjÞ for j such that a 6 tj 6 b
wj ¼ 0 for j such that tj > b
Using this we obtain
Qa=b-SoundnessðA;BÞ ¼
Xn
j¼1
wjaindðjÞ
Let us look at these Q-Soundness measures for some special cases of R. Consider ﬁrst
the case where R is such that R(x,y) = 0 for x5 y. In this case
ConðAðxÞ;BÞ ¼ ConðAðxÞ;BðxÞÞ ¼ 1Maxð0;AðxÞ  BðxÞÞ
and therefore
ConðAðxÞ;BÞ ¼ 1 if BðxÞP AðxÞ
ConðAðxÞ;BÞ ¼ 1 ðAðxÞ  BðxÞÞ if AðxÞ > BðxÞ
Let us now look at this in the situation of the QL-Soundness measure where
QL-SoundnessðA;BÞ ¼
Xn
j¼1
ujConðAðxjÞ;BÞ
Denoting Z as the subset of X for which A(x) > B(x) we have
QL-SoundnessðA;BÞ ¼
P
xj 62Z
uj þ
P
xj2z
ujð1 ðAðxjÞ  BðxjÞÞÞ
QL-SoundnessðA;BÞ ¼
P
xj 62Z
uj þ
P
xj2Z
uj 
P
xj2Z
ujðAðxjÞ  BðxjÞÞ
QL-SoundnessðA;BÞ ¼ 1
P
xj2Z
ujðAðxjÞ  BðxjÞÞ
QL-SoundnessðA;BÞ ¼ 1 1Pn
j¼1AðxjÞ
P
xj2Z
AðxjÞðAðxjÞ  BðxjÞÞ5 Actually the ﬁrst and last element must be slightly modiﬁed.
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B(x*) = 1. In this case
QL-SoundnessðAfxgÞ ¼ 1
X
xj 6¼x
ujAðxjÞ ¼ 1
P
xj 6¼x ðAðxjÞÞ
2Pn
j¼1AðxjÞ
We see that the maximal soundness is obtained by selecting x* such that A(x*) =
Maxj[A(xj)]. Here then for QL when we have no similarity the best choice is the element
with maximal membership grade in A.
Actually it is more generally the case that if R(x,y) = 0 for x5 y and B = {x*} then for
any Q the optimal Q-Soundness occurs when x* is the element with the maximal member-
ship grade in A. Let us show this. When R(x,y) = 0 for x5 y we get
ConðAðxÞ;BÞ ¼ 1 if BðxÞP AðxÞ
ConðAðxÞ;BÞ ¼ 1 ðAðxÞ  BðxÞÞ if AðxÞP BðxÞ
with B = {x*} then we have
ConðAðxÞ;BÞ ¼ 1
ConðAðxÞ;BÞ ¼ 1 AðxÞ for all x 6¼ x
In the following for simplicity of notation we shall assume x* = x1 and aind(j) = A(xj) = aj
Q-SoundnessðA; fxgÞ ¼ w1 þ
Xn
j¼2
wjaj ¼ w1 þ
Xn
j¼2
wjð1 ajÞ ¼ 1
Xn
j¼2
wjaj
where wj ¼ Q
Pi
i¼1aiPn
i¼1ai
 
 Q
Pj1
i¼1aiPn
i¼1ai
 
. It can be shown that selecting x* to be the element
with the largest membership in A maximizes Q-Soundness(A,{x*}).
Now consider the special case where R is an equivalence relation with equivalence clas-
ses E1, . . . ,Eq. Again let yj be the king of the jth equivalence class with respect to
B;BðyjÞ ¼Maxy2Ej ½BðyÞ. In this case Con(A(x),B) = 1 Max(0,A(x)  B(yx)) where yx
is the king of the equivalence class containing x.
If we are using the QL-Soundness measure then
QL-SoundnessðA;BÞ ¼
X
j
ujConðAðxjÞ;BÞ
Let Z be the subset of X such that AðxjÞP BðyxjÞ, the elements for which its membership
grade in A is greater than the largest membership of any element in its equivalence class
has in B. Using this notation we get QL-SoundnessðA;BÞ ¼ 1
P
xj2ZujðAðxjÞ  BðyxjÞÞ.
Consider now the situation where B is a singleton, B = {x*}. Let us denote E* as the
equivalence class containing x*. In this case denoting A(xj) as aj we get
QL-SoundnessðA;BÞ ¼ 1
X
xj 62E
ujaj ¼ 1
P
xj 62Ea
2
jPn
j¼1aj
¼ 1
P
k 6¼E ð
P
xj2Ek a
2
j ÞPn
j¼1aj
:
Here we see that the maximal soundness is obtained by selecting for x* any element from
the equivalence whose sum of squared membership grades in A is the largest.
We want to consider another special case. Here we want to determine the soundness of
replacing one singleton value with another diﬀerent one. Here we have A = {xn}, a single-
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choice of using x1 and xn does not eﬀect the results it will just simplify our notation later.
We see for any x5 x1 or xn
ConðAðxÞ;BðxÞÞ¼ ð1Maxð0;AðxÞBðxÞÞÞ^Rðx;xÞ¼ ð1Maxð0;00ÞÞ^1¼ 1
For x = x1 we also get Con(A(x1),B(x1)) = (1 Max(0,0  1)) ^ R(x1,x1) = 1 and hence
for x5 xn we get Con(A(x),B) = 1. However for x = xn we get the following:
1. For y5 x1
ConðAðxnÞ;BðyÞÞ ¼ ð1Maxð0; 1 0ÞÞ ^ Rðxn; yÞ ¼ ð1 1Þ ^ Rðx; yÞ ¼ 0
2. For y = x1
ConðAðxnÞ;Bðx1ÞÞ ¼ ð1Maxð0;AðxnÞ  Bðx1ÞÞÞRðxn; x1Þ
ConðAðxnÞ;Bðx1ÞÞ ¼ ð1Maxð0; 1 1ÞÞ ^ Rðxn; x1Þ ¼ Rðxn; x1Þ
Thus Con(A(xn),B) = R(xn,x1). We note that Con(A(xn)B) is the smallest.
Letting ai = Con(A(xi),B) we have ai = 1 for i = 1 to n  1 and an = R(xn,x1). This sit-
uation allows us not to have to do a reordering aj = aind(j). In this case since A(xj) = 0 for
j5 n and A(xn) = 1 we have uj = 0 for j5 n and un = 1.
We recall Q-SoundnessðA;BÞ ¼Pnj¼1wjaj where wj = Q(tj)  Q(tj1) with tj ¼Pjk¼1uk.
However in our case we have tj = 0 for j < n and tn = 1. From these it follows for any
of the quantiﬁer of the type we are considering, where Q(0) = 0 and Q(1) = 1, we get
wj = 0 for j < n and wj = 1. Thus here we have Q-Soundness({xn},{x1}) = an = R(xn,x1).
The soundness of replacing a crisp singleton value with another crisp singleton is equal
to the similarity between the two elements.
We now consider another special situation. Assume we have V is A where A is some
crisp subset of X and let B be some crisp subset of A. Thus here we are considering a pure
reduction.
We ﬁrst we observe that for any x 62 A we have Con(A(x),B) = 1 since in this case with
A(x) = 0 we have Con(A(x),B(x)) = (1 Max(0,A(x)  B(x))) ^ R(x,x) = 1. Next for any
x 2 B then again we have Con(A(x),B) = 1. This follows since with B(x) = 1 we have
ConðAðxÞ;BðxÞÞ ¼ ð1Maxð0;AðxÞ  BðxÞÞÞ ^ Rðx; xÞ ¼ 1
Finally consider x 2 A  B. In this case for y 62 B
ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0; 1 0ÞÞ ^ Rðx; yÞ ¼ 0
For y 2 B we get Con(A(x),B(y)) = R(x,y). Thus for x 2 A  B we have
ConðAðxÞ;BÞ ¼Max
y2B
½Rðx; yÞ
Let us now calculate Q-Soundness(A,B). We ﬁrst note that in this situation ux ¼ AðxÞjAj
where jAj ¼Pnj¼1AðxjÞ, the cardinality of A. We observe that the elements of X can be bro-
ken up into three categories:
(i) x 62 A where Con(A(x),B) = 1 and ux = 0.
(ii) x 2 B \ A where Con(A(x),B) = 1 and ux ¼ 1jAj.
(iii) x 2 A  B where Con(A(x),B) = Maxy2B(R(x,y)) and ux ¼ 1jAj.
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x with the j largest value for Con(A(x),B) and wj = Q(sj)  Q(sj1) where sj ¼
Pj
k¼1 uind(k).
In the following, for simplicity, we shall assume the element in X have been indexed in
descending order of their Con(A(x),B) values. In particular the elements in category one,
x 2 A, are xi for i = 1 to n  jAj. The elements in category two, xi 2 A \ B, are xi for
i = n  q + jAj to jAj  jBj. The elements in category three, xi 2 A  B, are xi for
i = jAj  jBj + 1 to n. Thus we see
Q-SoundnessðA;BÞ ¼
X
xj 62A
wjConðAðxjÞ;BÞ þ
X
xj2A\B
wjConðAðxjÞ;BÞ
þ
X
xj2AB
wjConðAðxjÞ;BÞ
We note for those elements in category 1, xj 62 A, since uj = 0 we have sj = 0 and hence
wj = 0. In this case
P
xj 62AwjConðAðxjÞ;BÞ ¼ 0. For those elements in category 2, xi 2
A \ B, we have Con(A(xj),B) = 1 and uj ¼ 1jAj. For these elements wj = Q(sj)  Q(sj1)
where sj ¼ sj1 þ 1jAj and therefore we see that
P
xj2A\BwjConðAðxjÞ;BÞ ¼
P
xj2A\Bwj ¼
QðjA\BjjAj Þ. Finally for the last term
P
xj2ABwjConðAðxjÞ;BÞ, where we have assumed the
Con(A(xj),B) are in decreasing order, we again have wj = Q(sj)  Q(sj1) where
sj ¼ sj1 þ 1jAj. If we let r ¼ jAj þ jA \ Bj then the elements in A  B are xj for j = r + 1
to n. We see here that srþ1 ¼ jB\AjjAj þ 1jAj and srþk ¼ jB\AjjAj þ kjAj. Here then wr+k = Q(sr+k) 
Q(sr+k1). Using this we get for any Q
Q-SoundnessðA;BÞ ¼ Q jA \ BjjBj
 
þ
Xnr
k¼1
wrþkConðAðxrþkÞ;BÞ
where Con(A(xr+k,B)) = Maxy2B[R(xr+k,y)].
In the special case where Q is the linear quantiﬁer then we have
QL-SoundnessðA;BÞ ¼ jB \ AjA þ
1
jAj
X
xj2AB
Max
y2B
½Rðxj; yjÞ
Further since Maxyy2B[R(x,y)] = 1 for x 2 A \ B then we can more succinctly express this
as
QL-SoundnessðA;BÞ ¼ 1jAj
X
x2A
Max
y2B
½Rðx; yÞ
It is the average of concordance with of the elements in A with B.
We consider another special case of Q, Qa. Here Qa(z) = 0 for z < a and Q(z) = 1 for
zP a. In this case we see that with
Q-SoundnessðA;BÞ ¼ Q jA \ BjjBj
 
þ
Xnr
k¼1
wrþkConðAðxrþkÞ;BÞ
if j jA\BjA jP a then Q-Soundness(A,B) = 1. If this is not the case then we calculate that
Q-Soundness(A,B) is as follows. We let k* we the index such that
jA \ Bj
A

þ k  1jAj < a 6 jA \ BjA

þ k  1jAj
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duces our original deﬁnition.
Here we want to look at another special situation. We assume V is A and we desire to
replace this with V is B where B = {x*}, it is a singleton. In this case to calculate
ConðAðxÞ;BðyÞÞ ¼ ð1Maxð0;AðxÞ  BðyÞÞÞ ^ Rðx; yÞ
we see that for y = x* then B(x*) = 1 and Con(A(x), B(y*)) = R(x,x*). For y5 x*,
B(y) = 0, then Con(A(x),B(y)) = (1  A(x)) ^ R(x,y). Since R(x,x) = 1 then
ConðAðxÞ;BÞ ¼Max
y
½ConðAðxÞ;RðyÞÞ ¼ Rðx; xÞ _ ð1 AðxÞÞ
Assume here we are using QL. Then we get
QL-SoundnessðA;BÞ ¼
P
jAðxjÞðRðxj; xÞ _ ð1 AðxjÞÞÞP
jAðxjÞ
Further we can consider a special form of similarity relation. In particular
Rðx; yÞ ¼ 1 ðx yÞ
2
M
when M =Maxx,y2X[(x  y)2]. Here then our similarity is based on the mean square dif-
ference between x and y. In this case we see that when selecting a best x* we are essentially
looking for the element in X with the smallest weighted mean square distance from the ele-
ments in A.
10. Alterations for human comprehension
Often our interest in replacing a statement V is A by an alternative V is B is motivated
by the task of presenting information about V to some agent, human or digital. Here our
concern with soundness is not the main motivating factor but more a constraint assuring
that the information conveyed is true with respect to what we know. Other objectives are
motivating our purpose in selecting B. In [2] we discussed this topic in detail. In the fol-
lowing we only brieﬂy touch this issue as our main consideration here is the formulation
of the measure of soundness.
One objective that often motivates our interest in replacing V is A by V is B is to help
enable comprehension, cognitive clarity and consistency, of the information presented to a
recipient or client. To be able to discuss this we need more structure on the underlying
space X. Here we assume we have an ordering on the space X. For simplicity we assume
a ﬁnite space X = {x1, . . . ,xn} on which we have a linear ordering, x1 < x2    < xn.
We note that formally a linear ordering is a relation L : X · X! [0,1] where L(x,y) = 1
means x > y. The fact that it is a linear ordering implies it satisﬁes the following:
(1) Transitive: L(x,y) = 1 & L(y,z) = 1) L(x,z) = 1.
(2) Strongly complete: L(x,y) = 1 or L(y,x) = 1.
(3) Anti-symmetric: L(x,y) = 1  L(y,x).
The availability of a linear ordering on X allows us to introduce the idea of a closed
interval on X. Assume xa < xb a closed interval, denoted [xa,xb], is a subset of X such that
all xk satisfying xa < xk < xb as well as xa and xb are contained in B.
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fuzzy subset D on X. More formally D is such that
1. 9xj such that Dðxj Þ ¼ 1.
2. Every a  level set of D is a closed interval.
If xj is any element such Dðxj Þ ¼ 1 then we can say the granule is focused as xj .
The following properties follow from the deﬁnition of D. Assume n1 < n2 are positive
integers. If x ¼ xj þ n1 and y ¼ xj þ n2 then D(x)P D(y). If x ¼ xj  n1 and
y ¼ xj  n2 then D(x)P D(y). Essentially the further you move from xj the smaller the
membership grade in D gets (More precisely it can’t get bigger).
The linear ordering and the related idea of a granule gives us a framework for the intro-
duction of cognitively understandable concepts on the space X. We refer to Gardenfors
[14] work on conceptual spaces for an in-depth discussion of the connection between
the ordering and cognitive concepts.
Here we shall additionally assume that we have a similarity relation R on X space that is
connected to our ordering L. In particular if k1 and k2 are positive integers then
Rðxi; xjÞP Rðxik1 ; xjþk2Þ
Here then R(xi,xj)P R(xi,xj + k2) and Rðxi; xjÞP Rðxik1 ; xjÞ. Thus the closer the objects
are to each other in the ordering the more similar.
Given a concept deﬁned as normal convex fuzzy subset of we can introduce some char-
acterizing features of the concept. One feature is its speciﬁcity. We deﬁne the speciﬁcity
[15] of D as SP ðDÞ ¼ nTn1 where T ¼
Pn
j¼1DðxjÞ. It is essentially a measure of the width
of the subset D.
The narrower the set D, the less elements, the more speciﬁc. We note that if D is single-
ton set then SP(D) attains its largest value of one. On the other hand if D(xj) = 1 for all j
then SP(D) attains its smallest value of zero. Thus we see more generally that
0 6 SP(D) 6 1.
Another feature of D is what we shall call its cognitive consistency with respect to R. By
cognitive consistency we mean to indicate that all the elements in D are similar. There are a
number of ways to deﬁne this the idea cognitive consistency. One way, which we shall use,
is
CogðDÞ ¼Min
i;j
½DðxiÞ _ DðxjÞ _ Rðxi; xjÞ
This is essentially measuring the minimal similarity between any two elements in D.
Consider the special case of a granule D which is simply a crisp closed interval,
D = [xa,xb]. In this case D(xj) = 1 for xj 2 D and D(xj) = 0 for xj 62 D and therefore
CogðDÞ ¼ Min
xi;xj2½xa;xb
½Rðxi; xjÞ:
Furthermore as a result of the relationship between R and the ordering, the further away
they are in the ordering the smaller the similarity, we get in this case that
CogðDÞ ¼ Rðxa; xbÞ:
Thus as we would anticipate it is the similarity of the two furthest elements in the closed
interval.
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Theorem. Assume D1 and D2 are two granules of X such that D1  D2. Then
(1) SP(D1)P Sp(D2).
(2) COG(D1)P Cog(D2).Proof
(1) Since D1(x) 6 D2(x) for all x then T 1 ¼
Pn
j¼1D1ðxjÞ 6
Pn
j¼1D2ðxjÞ 6 T 2 and hence
n T 1
n 1 P
n T 2
n 1
(2) For any pair xj and xj we see that
ð1D1ðxjÞÞ _ ð1D1ðx2ÞÞ _Rðxi;xjÞP 1D2ðxiÞ _ ð1D2ðxiÞÞ _RðxiÞ and therefore
CogðD1ÞPCogðD2Þ: Thus making a granule narrower increases its cognitive consistency and speciﬁcity.
We now can consider the following issue. Assume we have a piece of information V is A
and we want to replace it with a cognitively consistent granule D that is sound with respect
to V is A under a similarity relationship R.
Assume D is our a proposed granule. We can use here two measures. The ﬁrst step is to
calculate the soundness of replacing V is A with V is D. We can use our measure
Sound(A,D). The second step is to calculate the degree of Cognitive consistency of D,
Cog(D). We then can calculate the satisfaction of our two criteria by [16]
SATðD=AÞ ¼Min½ðSoundA;DÞ;CogðDÞ
As we indicated earlier there exists a monotonic relationship with respect to the sound-
ness measure. Assume we have V is A. Let D1 and D2 be two fuzzy subsets such
that D1  D2 then it is the case that under any similarity relationship R we have Sound
(A,D1) 6 Sound(A,D2). Thus we can always increase soundness by using a bigger granule.
We now observe the fundamental dynamic at play in trying to satisfy these two criteria.
A desire for soundness motivates us to use a bigger subset for D while our desire for
cognitive consistency motivates us to use smaller subsets for D.In some cases of initial data V is A we may be able to ﬁnd a subset D that suﬃciently
satisﬁes both the criteria. In cases when this is not possible we may look for more sophis-
ticated solutions for presenting the information to the client. One possibility is to consider
the use of multiple granules. In this case we let B ¼ hhV is D1; V is D2; . . . ; V is Dqii
where each Di is a granule. Here then we would present to the client these individual
Di. It is anticipated that each of these Di are individually cognitively consistent. Concep-
tually we can view B as representing a ‘‘non–Operational’’ oring of the constituent
components. Our idea here is that while we are presenting the information that V is D1
or V is D2 or . . ..V is Dq we want to keep each of these components distinct as the use
of the mathematical oring operation will result in a less human comprehensible object,
it will be cognitively more confusing then viewing them distinctly.
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Sound½A;B ¼ Sound A;
[q
i¼1
Di
" #
To obtain the cognitive consistency of the information presented we must calculate
Cog½B ¼Min
j
½CogðDjÞ
That is we measure the consistency of each granule and then take the Min. Thus the idea is
that for comprehension the recipient is able to grasp the meaning of each granule
individually.
The use of multiple granules, of course, comes at some price. Clearly the more granules
we use increases the possibility for cognitive dissonance. Because of this we must have
some constraint on the number of allowable granules presented to a client. To formulate
this we can introduce a function on the set of natural numbers N, positive integers,
G : N! ½0; 1 such that G(q) measures the allowability of presenting q granules to a client.
While the actual form of G is very context depend it clearly must satisfy the following two
properties:
1. G(1) = 1.
2. G(q2) 6 G(q1) ifq2 > q1.
We note here that the pioneering work by Miller [17,18] on the limitations of working
memory is signiﬁcant.
It also appears in the case of multiple granules that the goal of cognitive clarity can be
endangered by a situation in which the diﬀerent granules may not be clearly distinct. Let
D1 and D2 be two granules. We deﬁne a measure of distinction between these as
DistðD1;D2Þ ¼ 1Max
i;j
½D1ðxiÞ ^ D2ðx2Þ ^ Rðxi; xjÞ
Using this we can obtain a measure of overall distinction associated with the multiple
granular object B as Dist½B ¼Minj;k½DistðDj;DkÞ.
We see then the satisfaction of the goal of presenting to a client the information V
is A in a cognitively clear manner using a collection of granules, B ¼ hhV is D1; V is
D2; . . . ; V is Dqii has to be measured taking into account the four criteria: soundness, cog-
nitive consistency of the component granules, moderation in the use individual granules do
to human limitations in working memory and clear distinction between the granules.
Using the formulation for evaluating multiple criteria decisions suggested by Bellman
and Zadeh [16] we can calculate the satisfaction of using B as
SATðB=AÞ ¼Min½SoundðA;BÞ;CogðBÞ;GðqÞ;Dist½B
More sophisticated ways of combining these criteria can be used [19].
11. Conclusion
We have introduced a measure of soundness to calculate the validity of transforming
one fuzzy proposition into another. Central to our work was the idea of similarity as it
allows us to include context based considerations of the equivalence of values.
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