ABSTRACT. In this paper we study the dual codes of a wide family of evaluation codes on norm-trace curves. We explicitly find out their minimum distance and give a lower bound for the number of their minimum-weight codewords. A general geometric approach is performed and applied to study in particular the dual codes of onepoint and two-point codes arising from norm-trace curves through Goppa's construction, providing in many cases their minimum distance and some bounds on the number of their minimum-weight codewords. The results are obtained by showing that the supports of the minimum-weight codewords of the studied codes obey some precise geometric laws as zero-dimensional subschemes of the projective plane. Finally, the dimension of some classical two-point Goppa codes on norm-trace curves is explicitely computed.
INTRODUCTION
Let r ≥ 2 be an integer and let q denote a prime power (fixed). Consider the field extension F q ⊆ F q r and denote by P 2 the projective plane defined over the field F q r . Write c := The curve Y r is in fact defined by the equation N r (x) = Tr r (y) and so it is called the norm-trace curve associated to the integer r. If r = 2 then Y 2 is the well-known Hermitian curve. We studied the geometric properties of the dual codes of Goppa codes on Y 2 in [1] , [2] and [3] . Here we focus on the more complicated case r ≥ 3. In this situation the curve Y r is singular. The only point at infinity, of projective coordinates P ∞ := (0 : 1 : 0), is also the only singular point of the curve (straightforward computation). Denote by π : C r → Y r the normalization, which is known to be a bijection. The genus of Y r (which is by definition the genus of C r ) is g = (q r−1 − 1)(c − 1)/2 and the Weierstrass semigroup associated to P ∞ is well studied in [7] and known to be H(P ∞ ) = q r−1 , c .
The curve Y r carries |Y r (F q r )| = q 2r−1 + 1 rational points and we have already stated that q 2r−1 of them lie in the affine chart {z = 0}. Let Q ∞ := π −1 (P ∞ ). For any 0 ≤ s ≤ cq r a basis of the Riemann-Roch space L(sQ ∞ ) is formed by the (pull-backs of the) monomials {x i y j : i < q r , j < q r−1 , iq r−1 + jc ≤ s} (see [4] ). Since for any prime power q and for any r ≥ 2 we get (q r − 1)/(q − 1) > q r−1 , the degree of Y r is exactly c = (q r − 1)/(q − 1). The pull-backs of the monomials {1, x, y} span the vector space H 0 (C r , π * (O Y r (1))), which is contained into L(cQ ∞ ). Since we know dim F q r L(cQ ∞ ) = 3, we get exactly L(cQ ∞ ) = H 0 (C r , π * (O Y r (1))), the vector space of the homogeneous degree 1 forms on the curve Y r (we pull-back forms through π in order to work on a smooth curve). More generally, if 0 < d < q then the vector space of the degree d homogeneous forms on the curve
and we will widely use this geometric fact in the paper to get a bond between classical Goppa codes and a new class of evaluation codes. For any 0 < d < q r−1 a natural basis for the vector space
of the degree d homogeneous forms on the curve Y r is made of the monomials x i y j such that i, j ≥ 0 and i + j ≤ d (up to a homogeneization). Indeed, these monomials are linearly independent because they appear also in the cited basis of L(dcQ ∞ ). In general we have an inclusion of vector spaces
ONE-POINT CODES: A FIRST ANALYSIS
In this section we study a simple family of evaluation codes on Y r curves. The method will be improved at a second time. First of all, we state a technical result.
Lemma 1. Fix integers
Proof. See [1] , Lemma 2.
Notation 3. By the injectivity of π, from now to the end of the paper we will write S instead of π −1 (S), for any S ⊆ Y r (F q r ).
at the rational points of the curve different from P ∞ (see Section 1). For any 0
Hence the minimum distance of C ⊥ s is at least the minimum distance of C (d) ⊥ (studied below). 
is injective. Let S be the support of a minimum-weight codeword. The set S imposes dependent conditions to H 0 (C r , π * (O Y r (d))); moreover, no proper subset S ′ S imposes dependent conditions to that space. Hence the minimum distance of C (d) ⊥ is exactly ♯(S). We already know that ♯(S) ≤ d + 2. The set S imposes of course dependent conditions also to the image of ρ d . Since this linear map is injective, we get that S imposes dependent conditions also to Theorem 6. The number of the minimum-weight codewords of a C (d) ⊥ code is at least
Proof. By Theorem 5 we know that the minimum distance of C (d) ⊥ is d + 2 and that the points of the support of a minimum-weight codeword are collinear. Pick out any α ∈ F q 2 and consider the line L α of equation x = α. The equation Tr r (y) = α has q r−1 distinct solutions. Choose any distinct affine d + 2 points
The parity-check matrix of the code C (d) ⊥ has at most d + 1 linearly independent rows (those associated to the monomials 1, y, ..., y d ) and so there exist a dependent relation among the columns associated to the points P 1 , ..., P d+2 , i.e. {P 1 , ..., P d+2 } is the support of a minimum-weight codewords of
we have only monomials x i y j with the property i ≤ d. Hence we can repeat the proof with horizontal lines and the norm map. In this case we can choose any line of the form y = α, provided that α = 0. The lower bounds in the statement follow.
Remark 7.
If d < q then Theorem 6 describes in fact one-point codes on norm-trace curves. Indeed, by setting s := dc we get an identity of vector spaces
This proves the following result. 
A FEW REMARKS ON GOPPA CODES
Let q be a prime power and let P k be the projective space of dimension k over the field F q . Consider a smooth curve X ⊆ P k and a divisor D on it. Take points P 1 , ..., P n ∈ X (F q ) avoiding the support of D and set
is defined to be the code obtained evaluating the vector space L(D) at the points P 1 , ..., P n (see [8] ). These codes were introduced in 1981 by Goppa, who was interested in studying their dual codes. Since a norm-trace curve Y r is not a smooth curve, when writing " Goppa code on Y r " we mean " Goppa code on C r " (the normalization of Y r ). The points of Y r will be identified with those of C r through the injectivity of the normalization π : C r → Y r .
Definition 10. Let q be a prime power. We say that codes C , D on the same field F q and of the same lenght are strongly isometric if there exists a vector x = (x 1 , ..., x n ) ∈ F n q of non-zero components such that
The notation will be C ∼ D and this defines of course an equivalence relation. 
A strongly isometry of codes preserves in fact the minimum distance of a code, its weight distribution and the supports of its codewords.
Remark 12. Take the setup of the beginning of the section. Let D and D ′ be divisors on X and take points P 1 , ..., P n ∈ X (F q ) avoiding both the supports of D and
ONE-POINT CODES
Definition 13. Let 0 < d < q r−1 − 1 and a ≥ 0 be integers. We denote by C (d, a) the code obtained 
is injective. Since S imposes dependent conditions to the vector space
Hence L is either the line at infinity, or a vertical line. The line at infinity does not intersect Y r at any affine point, so L has to be a vertical line. It follows 
If a ∈ {0, 1} then as in the proof of Theorem 5 and Theorem 14 this minimum distance is reached on vertical lines (the monomials of the form y i appearing in L(sP ∞ ) and in H 0 (C r , π * (O Y r (d))(−aP ∞ )) are the same). If 1 < a ≤ d then we can repeat the proof of Theorem 14 into a slightly general context.
Remark 16.
It could be pointed out that Corollary 15 describes in fact also some classical Goppa onepoint codes arising from norm-trace curves (and not only the dual codes of such kind of codes). Indeed, norm-trace curves turn out to be a particular case of Castle curves and so ( [6] , Proposition 5) we get a strong isometry of one-point codes C ⊥ s ∼ C n+2g−2−s , in the sense of Definition 10, with n = q 2r−1 and 2g − 2 = (q r−1 − 1)(c − 1) − 2. It follows that the metric properties of C n+2g−2−s are those of C ⊥ s .
TWO-POINT CODES
Let P 0 denote the point of Y r of projective coordinates (0 : 0 : 1). In this section we study codes obtained by using zero-dimensional plane schemes supported by P ∞ and P 0 . The results can be applied to study several two-point codes on norm-trace curves (as we will explain in details). 
Proof. Keep in mind that C (d, a, b) is the code obtained evaluating
Hence we can study the properties of the code 
) and 1, y d do not. So in cases (1) and (2) the dual minimum distance of
The minimum distance of this code is exactly ♯(S). The set S imposes dependent conditions to the space
• Assume to be in case (1) or in case (2). Since
Otherwise L has to be the tangent line to Y r at P 0 , which is absurd because • Assume to be in case (3) . As in the previous part of the proof we get the existence of a line Remark 21. The divisor of the rational function y on the curve Y r is (y) = cP 0 − cP ∞ (see [7] , Section 3). Hence we get the linear equivalence cP 0 ∼ cP ∞ . So if d < q then Theorem 19 is very useful to study two-point codes on norm-trace curves (see Example 22 below).
The following is an interesting computational example. 
The results of Section 10 assure that we are not changing the metric properties of the code C ⊥ by using these linear equivalences. Apply the preliminary results of Section 1 to compute a vector basis of L(25P ∞ ):
The rational function x has a zero at P 0 of order 1, while the rational function y has a zero at P 0 of order c = 13 (see [7] , Section 3). Hence 1, x / ∈ L(25P ∞ − 2P 0 ) and
On the other hand, the Riemann-Roch space L(25P ∞ − 2P 0 ) is equal to the vector space
(see Section 1 again). Set S := 2P 0 . The scheme S imposes independent conditions to the vector space
. Indeed, if it imposes dependent conditions to this space then it has to impose dependent conditions also to H 0 (P 2 , O P 2 (2)(−P ∞ )) (use the injectivity of the map ρ d,1 as in the proof of Theorem 14). By Lemma 1 there must exist a line L ⊆ P 2 with the property deg(L ∩ (P ∞ ∪ S)) ≥ d + 2 = 4, which is absurd, because deg(S) = 2. This proves that the dimension of
. So we have all the explicit data needed to construct the code C ⊥ in a Magma environment. It can be checked that the minimum distance of C ⊥ is in fact 2 = d. Hence the number of the minimumweight codewords of C ⊥ is exactly 728 = 26 · 8 2 (Theorem 19).
MORE GENERAL EVALUATION CODES
The result of Section 15 and Section 5 can be slightly extended by using zero-dimensional schemes whose support is made of arbitrary affine points of the curve Y r .
Definition 23. Let 0 < d < q r−1 − 1 be an integer. Choose a zero-dimensional subscheme E ⊆ P 2 such that
Definition 24. Let E ⊆ P 2 be a zero-dimensional scheme. Denote by L the set of the lines in P 2 different from the line of equation y = 0 and the line at infinity of equation z = 0. Denote by V the set of the vertical lines in P 2 . Define
and the number of the minimum-weight codewords of
Proof. If E = / 0 then the thesis trivially follows from Theorem 5. Assume E = / 0. There obviously exists a vertical line L such that deg(L ∩ E) ≥ 1 and, by definition of 
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