A dom inant tenet in physio logy for m .ore t han half a century h as been the principle of homeostasis. The term was coined by W. B. Cannon (2) to describe the observation that physiological systems normally operate to reduce variability and to maintain a constancy of internal function. Accordingly, one might expect most any physiological variable, including heart rate, to return to its normal value after it has been perturbed and to remain steadily at that value until for some reason it is perturbed again.
This notion of a physiological steady state, however, appears to be complicated by recent observations that indicate a good deal of intrinsic variability in many aspects of healthy function (9) . For example, the normal heartbeat is not predictably regular. The normal electroencephalogram shows erratic brain wave activity.
Hormone levels, assayed in the serum of healthy individuals, fluctuate in a manner that also seems to violate the constancy required of unperturbed homeostatic systems. Is there a mechanism for this apparently nonhomeostatic variability that characterizes the healthy structure and function of the heart and many other physiological systems?
Can with the low-power lens of a microscope, it becomes apparent that there are smaller wrinkles on the larger ones, and so on.
This internal look-alike property of fractals is referred to as self-similarity. The more closely you inspect a fractal, the more detail you see, and the small scale structure is similar to, though not necessarily identical to, the larger scale form, As a consequence, fractal objects do not have a well-defined length. The measured length of a fractal line (e.g., a coastline) will vary depending on the size of the ruler used. The smaller the measuring stick, the longer the apparent length, since the smaller ruler will "pick up" the microscopic bends and turns of the small scale structure.
Fractal One way to analyze the dynamic patterns of a complex nonlinear system geometrically is to track the location of its variables using a socalled phase space or delay map representation,
The state of such a system is defined by a point in this phase space, the axes of which correspond to each of the independent variables of the system (or to the value of any single variable plotted against the value of that same variable after some fixed time delay). As time proceeds, this point traces out a curve, called an orbit or trajectory, that describes the system's evolution. If there is a limiting set to which neighboring trajectories converge after a sufficiently long time, then the system dynamics are described by an attractor.
The simplest case is that of the fixed-point attractor, where all the trajectories converge to a single point, a type of homeostatic equilibrium.
Another pattern is that of a periodic attractor (limit cycle) in which the trajectories follow a regular path corresponding to a process that is cyclic, The name strange attractors was given to those attractors on which the system dynamics do not converge to a fixed point and or a limit cycle, but instead are chaotic.
An appreciation for the fractal nature of the processes that are described by strange attractors can be obtained most simply by inspecting (5)) the time series of a chaotic process. At first glance, the ragged irregular time series plot of such a process appears random. However, if you now inspect a shorter section of the same time series in greater detail, you find that there is a layer of fluctuations visible on this finer time scale. You can dissect this process even further by examining these shorter time scales at greater resolution Therefore, just as a fractal line has no characteristic length scale, a chaotic process has no characteristic time scale. Remarkably, in chaos the fluctuations (temporal wrinkles) on different time scales are self-similar (fractal).
The concept of noninteger dimensionality is an important link between these notions of a geometrical fractal and a chaotic process. Several techniques have been developed for computing a dimension from the output of complex processes. The dimension of a process can be used to estimate the minimum number of independent variables needed to fully characterize the process. Application of these dimensional calculations to biological\ and physiological data sets, in which there may be random noise in addition to de-88 NIPS Volume 6/April 199 1 terministic chaos, is currently an area of active research (14) .
Nonlinear dynamics and sudden cardiac death
Attempts to apply chaos theory to physiology in general and to the heart in particular began about a decade ago. At first it was widely assumed that chaotic time series were produced by pathological systems and that this new nonlinear theory would be most useful as a way of modeling cardiac arrhythmias and especially in understanding the dynamics of atria1 or ventricular fibrillation.
Contrary to initial theories, the weight of current evidence indicates that the dynamics of these erratic arrhythmias are not chaotic in the technical sense described here (7) . We have proposed that the most compelling clinical example of cardiac chaos is paradoxically found in the dynamics of normal sinus rhythm (9, 15) .
The heart rate in healthy individuals, even those at bedrest, is neither constant nor strictly periodic. Instead, plots of beat-to-beat heart rate variability demonstrate an erratic pattern of fluctuations in healthy subjects. The time series of the normal heartbeat, in fact, is quite reminiscent of the wrinkly type of fractal line described earlier (Fig. 2) . Furthermore, the wrinkliness of the normal heartbeat time series is seen over many different orders of temporal magnitude (hours, minutes, and seconds); there is no characteristic time scale. Spectral analysis of these normal heart rate time series supports their fractal nature, since it demonstrates a type of broad-band spectrum (Fig. 3) .
The
In contrast, chaotic processes, which have no characteristic frequency, generate a broad or "noisy" spectrum with a continuum of frequency components. Spectral analysis of normal heart rate variability reveals a type of broad spectrum suggestive of chaos. Further, phase space mapping of the normal heart rate reveals a strangelike attractor rather than the periodic type of attractor that would be seen if a healthy heartbeat were truly regular (Fig. 3) .
What is the mechanism of this unexpected healthy chaos of the normal heartbeat? The answer appears to lie in the chaos of the nervous system, since heart rate variability is directly modulated by autonomic inputs, Parasympathetic stimulation decreases the firing rate of pacemaker cells in the heart's sinus node. Sympathetic stimulation has an accelerative effect. The competing influences of these two branches of the nervous system result in a constant tug of war on the sinus node. The result of this continuous neural buffeting is the type of chaotic heart rate variability that is recorded in healthy subjects.
An Such plasticity is essential for coping with the exigencies of an unpredictable and changing environment.
The absence of a characteristic time scale for heart rate fluctuations, for example, broadens the frequency response of the cardiovascular system and prevents the system from being locked into one frequency response (mode locking).
Recent evidence from a number of laboratories suggests that the normal dynamics of other physiological systems are also chaotic. Chaos in the nervous system function was mentioned earlier.
Evidence for the existence of chaos in the central nervous system is also supported by dimensional analysis of electroencephalographic (EEG) waveforms of healthy individuals (1) . Like the normal electrocardiogram, the normal EEG also shows a broad type of spectrum and a phase space attractor that is quite unlike a limit cycle. Chaos in neuroendocrine function, a concept advanced by Rossler and Gotz (15) and others, is suggested by timeseries analysis of serum hormone levels in healthy human subjects. Such plots, as noted above, do not display the regularity expected by a classical homeostatic system.
Nonlinear diagnostic indexes
Not surprisingly, a number of pathologies are characterized by increasingly periodic behavior and a loss of complex variability.
For example, we and others have analyzed the heart rate patterns that may precede sudden cardiac death (8) . The major dynamic finding that emerges from this analysis is the loss of physiological heart rate variability seen in patients minutes to months before sudden cardiac death (Fig. 3) . In some cases, the loss of normal dynamics is represented by an overall reduction in beat-to-beat variability and in other cases by highly periodic, relatively low-frequency (0.0~0.04
Hz), sometimes-sustained oscillations that usually start and stop abruptly. In the parlance of nonlinear dynamics, these abrupt changes are referred to as bifurcations.
Similar heart rate patterns involving a loss of variability and the appearance of low-frequency oscillations have been previously reported in survivors of cardiac arrest, in high-risk patients following heart attacks, and in fetal distress syndrome. Current investigations are aimed at establishing the practical prognostic and diagnostic importance of nonlinear heart rate patterns in clinical medicine.
In the nervous system, an analogous loss of complex variability and emergence of pathological periodicities is seen in several maladies including epilepsy, tremors, and manic-depressive oscillations, This type of nonlinear trait may also generalize to other complex systems in physiology. For example, under normal conditions white blood cell counts in healthy subjects have been reported to fluctuate chaotically from day to day. Of interest, in certain cases of chronic granulocytic leukemia, periodic oscillations in white blood cell counts occur (6) . Similarly, epilepsy has been shown to cause a reduction in the dimensionality of EEG time series related to that seen in normal individuals (1) . Heart rate dynamics with aging are also characterized by a loss of complex variability (11) .
Chaos vs. homeostasis
Chaos theory is not completely incompatible with the classical concept of homeostasis. However, there are several fundamental differences between these approaches to understanding physiological variability Nonlinear investigation of physiological systems is just at its beginning. Indeed, physiology may prove one of the richest of laboratories for the study of fractals and chaos, as well as other types of nonlinear dynamics (9) . Nonlinear mathematics could soon become the most powerful tool for quantitatively describing the apparently nonhomeostatic variability of normal physiological dynamics and the changes that accompany a variety of diseases. The jargon of nonlinear dynamics, however, may have contributed to some of the initial misunderstanding about the applications of chaos to physiology. Strange attractors, far from unusual, may be dynamic maps of healthy fluctuations in the heart and nervous system observed under most ordinary circumstances. Broad spectra of time series appear to be markers of physiological information, not "noise." Finally, deterministic chaos, contrary to its vernacular connotations, is not a completely random state. Instead, chaos gives rise to fractal structures and complex variability that bring an elegant and essential order to physiological self-organization. 
