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Abstract 
The thesis has two parts. The first part is a novel methodology and its applications 
to intermolecular interaction studies using two-dimensional correlation spectroscopy. 
In orthogonal sample design (OSD) and related techniques used in two-dimensional 
correlation spectroscopy (2DCOS), the cross peaks can reliably reflect intermolecular 
interaction between two solutes dissolved in the same solvent. Subtle changes of the 
absorption peaks of the two solutes can be revealed by characteristic patterns of cross 
peaks in 2D correlation spectra generated via OSD and relevant techniques. It can help 
us to understand on the nature of intermolecular interaction. 
When weak intermolecular interaction is investigated, the cross peaks are quite 
vulnerable to noise. Thus, improving signal-to-noise level of 2DCOS spectrum used in 
such investigation is important. In order to solve the problem, a new approach is 
proposed to construct 2D asynchronous spectrum without subtracting a reference 
spectrum. This approach is effective in enhance the intensities of cross peaks. Under 
investigation on weak intermolecular interaction, in some cases, enhancing the 
intensities of the cross peaks alone is not enough, and some additional step should be 
taken to suppress the effect of noise. Butterworth filter is used to reduce the standard 
deviation of noise. A new strategy is proposed to reduce the noise on one hand and 
control signal distortion on the other hand. Another current issue is that application of 
2DCOS spectra using the OSD techniques have not been extensively exploited. 
Convincing illustrative example of the utility and merit of this technique must be 
presented. 2D asynchronous spectrum is applied to investigate intermolecular 
interaction between berberine and β-CyD. The occurrence of cross peaks around (420 
nm, 420 nm) in 2D asynchronous spectrum reveals that intermolecular interaction 
indeed exists between berberine and β-CyD. The behaviors of cross peaks demonstrate 
that berberine enter the hydrophobic cavity of β-CyD. The above spectral results are 
helpful in understanding why the solubility of berberine is enhanced by β-CyD. 
Moreover, the doubly asynchronous DAOSD approach is adopted to study 
intermolecular interaction between two solutes dissolved in the same solution. In the 
system, one solute occurs in two exchangeable states. In this case, cross peaks in 2D 
asynchronous spectra may still reflect intermolecular interaction reliably. However, it 
should also be noted that certain cross peaks can still be produced even if intermolecular 
interaction do not bring about any changes on the characteristic peaks of solutes. These 
cross peaks are related to the variations of chemical systems caused by intermolecular 
interaction at a network level. 
The second part of the thesis is the preparation and characterization of lanthanum 
carbonate octahydrate for the treatment of hyperphosphatemia. Lanthanum carbonate 
is an ideal phosphate binder. It can be utilized as phosphate binder for renal failure 
patients. A new approach is proposed to prepare lanthanum carbonate via reactions 
between lanthanum chloride and NaHCO3. In the reaction, small amount of NaHCO3 
solution was firstly added into the acidic solution of lanthanum chloride to generate 
lanthanum carbonate nuclei and then NaHCO3 is added into the lanthanum chloride at 
a constant speed. This approach makes both precipitation reaction and neutralization 
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reaction take place simultaneously. Consequently, lanthanum carbonate is produced at 
low pH environment (the pH value is below 4.5) so that the risk of generating 
lanthanum carbonate hydroxide is reduced. 
 
Keywords: two-dimensional correlation spectroscopy; Butterworth filter; 
intermolecular interaction; lanthanum carbonate 
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Preface 
This thesis consists of two parts: the first part is novel methodology study and its 
application to intermolecular interaction studies of two-dimension correlation 
spectroscopy (2DCOS). The second part is on the preparation and characterization of 
lanthanum carbonate octahydrate for the treatment of hyperphosphatemia. 
In the first part, the thesis is mainly focused on development of the methodology 
of 2DCOS to study weak intermolecular interactions between two solutes dissolved in 
the same solutions. The 2DCOS is a very powerful analytical technique. It has been 
applied in many fields. In many cases, only weak intermolecular interaction occurs and 
the relevant cross peaks are quite weak in the resultant 2D correlation spectra. 
Consequently, noise in 2D correlation spectra often brings about significant interference 
on the identification of weak cross peaks that are related to weak intermolecular 
interactions. The author addressed the problem from the aspects of enhancing the 
intensities of cross peaks and reduction of noise by using novel approach to construct 
2D spectra and Butterworth filter. 
In some systems, a solute that take part in intermolecular interaction may occur in 
two exchangeable states such as conformational changes, etc. This situation may bring 
about additional complexity in the resultant 2D asynchronous spectrum. The author 
investigate the spectral behavior of a pair of 2D asynchronous spectra, which extend 
the application of 2D correlation spectroscopy to much broader applications. 
Berberine is a Chinese traditional medicine, which has many new pharmaceutical 
functions in medical researches. Unfortunately, the low solubility of berberine poses a 
limitation to the broader application in medical practice. An effective way to increase 
its solubility is to introduce suitable excipient. The author investigated the interaction 
between berberine and β-cyclodextrin (β-CyD) by using 2DCOS. The spectral behavior 
from cross peaks in 2D asynchronous spectrum is helpful in understanding why the 
solubility of berberine is enhanced by β-CyD. The result support that 2DCOS may 
become a new method to selecting the optimized excipients. 
In the second part of the thesis, the author developed an approach to produce 
lanthanum carbonate that can be used in the treatment of hyperphosphatemia of renal 
failure patients.  
The novelty of this thesis can be described as follows: 
In chapter 1, the author proposed a new approach to construct 2D asynchronous 
spectrum without subtraction of a reference spectrum. This approach is effective in 
enhance the intensities of cross peaks.  
In chapter 2, the author proposed to use the Butterworth filter to reduce the 
standard deviation of noise. A new strategy is proposed to reduce the noise on one hand 
and control signal distortion on the other hand. 
In chapter 3, the author applied 2D asynchronous spectrum to investigate 
intermolecular interaction between berberine and β-CyD. The occurrence of cross peaks 
around (420 nm, 420 nm) in 2D asynchronous spectrum reveals that specific 
intermolecular interaction indeed exists between berberine chloride and β-CyD. The 
behaviors of cross peaks demonstrate that berberine enter the hydrophobic cavity of β-
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CyD. The above spectral behavior is helpful in understanding why the solubility of 
berberine is enhanced by β-CyD. 
In chapter 4, the author adopted the DAOSD approach to study intermolecular 
interaction between two solutes dissolved in the same solution. In the system, one solute 
occurs in two exchangeable states. In this case, cross peaks in 2D asynchronous spectra 
can still reflect intermolecular interaction reliably. It should be noted that cross peaks 
can still be produced even if intermolecular interaction do not bring about any changes 
on the characteristic peaks of solutes. These cross peaks are related to the variations of 
chemical systems caused by intermolecular interaction at a network level. 
In the second part of the thesis, a new approach is proposed to prepare lanthanum 
carbonate via reactions between lanthanum chloride and NaHCO3. In the reaction, small 
amount of NaHCO3 solution was firstly added into the acidic solution of lanthanum 
chloride to generate lanthanum carbonate nuclei and then NaHCO3 is added into the 
lanthanum chloride at a constant speed. This approach makes both precipitation 
reaction and neutralization reaction take place simultaneously. Consequently, 
lanthanum carbonate is produced at low pH environment (the pH value is below 4.5) 
so that the risk of generating lanthanum carbonate hydroxide is reduced. 
1. Background of Two–Dimensional Correlation Spectroscopy 
A novel idea was put forward in the field of NMR spectroscopy about 40 years 
ago that, by spreading spectral peaks over the second dimension, one can simplify the 
visualization of complex spectra consisting of many overlapped peaks.1-5 It became 
possible for the spectral intensity to be obtained as a function of two independent 
spectral variables. Two-dimensional (2D) NMR has greatly expanded the scope of 
application, especially in the solution of protein and other biological macromolecules. 
Following this conceptual breakthrough, an impressive amount of progress has been 
made in the branch of science now known as 2D spectroscopy. 
2D NMR technology provides a good support for the representation of complex 
systems. Unfortunately, the technology cannot be applied to other common optical 
spectroscopic techniques. The common optical spectroscopy techniques, such as IR, 
Raman, and ultraviolet–visible (UV–vis) are governed by physical phenomena having 
time scales which are very different from those of NMR.5 The characteristic time scale 
of molecular vibrations observed in IR absorption spectroscopy is on the order of 
picosecond, compared to the micro to millisecond ranges usually encountered in NMR.5 
 In NMR, a set of time-domain data collected after double Fourier transformed 
under multiple-pulse excitations generates 2D spectra.1-5 Direct adaptations of such a 
procedure based on pulsed excitations to conventional vibrational spectroscopy was 
rather difficult several decades ago. Nowadays, it has become possible to conduct 
certain experiments based on ultrafast femtosecond optical pulses in a fashion 
analogous to pulse-based 2D NMR experiments.6-11 However, such measurements are 
still in their infancy. The commercial IR spectrometers cannot adequately provide rapid 
excitation and detection of vibrational relaxation responses to carry out such 
measurements. Thus, the specific experimental procedure of 2D NMR had to be 
fundamentally modified before being applied to practical optical spectroscopy.5 
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The basic concept of perturbation-based 2D IR correlation spectra was proposed 
first by Noda in 1986.12-14 Noda considered the multiple-pulse excitations in 2D NMR 
spectroscopy as a perturbation to the system. Therefore, a simple cross-correlation 
analysis was applied to sinusoidally varying dynamic IR signals to obtain a set of 2D 
IR correlation spectra. This 2D IR correlation spectroscopy has been successful in the 
study of samples stimulated by a small-amplitude mechanical or electrical 
perturbation.5  
The major shortcomings of the above 2DCOS approach was that the small-
amplitude perturbation must be sinusoidal to effectively employ the original data 
analysis scheme. To overcome this limitation, Noda proposed generalized 2DCOS in 
1993.5, 15 The mathematical procedure to yield 2DCOS spectra was modified to handle 
an arbitrary form of variable dependence much more complex than simple sinusoidally 
varying time-dependent spectral signals. The generalized 2DCOS scheme lifted the 
constraint of the perturbations and excitation types. As a result, perturbations can be a 
variety of physical origins, such as mechanical, electrical, temperature, pH, 
concentration, biological, etc..16-63 The type of spectral signals analyzed by the newly 
proposed 2D correlation method became virtually limitless, which broaden possible 
applications to various fields among IR, Raman, X-ray, UV–vis, fluorescence, even to 
fields outside of spectroscopy.16, 20, 23-27, 29-31, 33-37, 39-43, 45, 48-56, 58-60, 62, 64-98 At the same 
time, hetero-spectral correlation can be constructed by 2DCOS, among different 
spectroscopic techniques, such as 2D-IR-Raman correlation spectra, 2D-XRD-Raman 
correlation spectra.24, 33, 39, 42, 45, 48, 62 Therefore, 2DCOS is truly revolutionized in the 
field of vibrational spectroscopy. 
2. Construction of Two–Dimensional Correlation Spectra 
Figure 1-1 shows the general scheme for constructing 2DCOS spectra.15 
In 2DCOS, an additional external perturbation is applied to the system during the 
spectroscopic measurement. This external perturbation stimulates the system to cause 
some selective changes in the state, order, surroundings, etc. of system constituents. 
The response of the stimulated system to the applied external perturbation leads to 
distinctive changes in the spectrum. This spectral variation induced by an applied 
perturbation is called a dynamic spectrum.5 
The dynamic spectrum of a system is defined as:  
ỹ(𝜈, 𝑡) = {
y(𝜈, 𝑡) − y̅(𝜈)   for: 𝑇min ≤ 𝑡 ≤ 𝑇max
0               otherwise
 (1-1) 
where y(ν, t) is a perturbation-induced variation of a spectral intensity during a 
fixed interval of some external variable t between Tmin and Tmax. The external variable 
t in many cases is not only the chronological time, but also can be any other reasonable 
measure of a physical quantity, such as temperature, concentration, voltage, etc.. The 
variable ν can be any appropriate spectral index used in the field of spectroscopy. 
?̅?(𝜈)is the reference spectrum.5 It is customary to set ?̅?(𝜈) to be the averaged spectrum 
given by: 
6 
 
?̅?(𝜈) =
1
𝑇max − 𝑇min
∫ 𝑦(𝜈, 𝑡)dt
𝑇max
𝑇min
 (1-2) 
The generalized 2DCOS function given below 
𝚽(𝜈1, 𝜈2) + 𝑖𝚿(𝜈1, 𝜈2) =
1
𝜋(𝑇max − 𝑇min)
∫ ?̃?1(𝜔) ⋅ ?̃?2
∗(𝜔)d𝜔
∞
0
 (1-3) 
where the real part Φ(v1, v2) and the imaginary part Ψ(v1, v2) are the synchronous 
correlation spectra and asynchronous correlation spectra, respectively. The term ?̃?1(𝜔) 
is the forward Fourier transform of the spectral intensity variations ỹ(𝜈1, 𝑡) observed 
at a given spectral variable ν1 with respect to the external variable t. The conjugate of 
the Fourier transform ?̃?2
∗(𝜔) of the spectral intensity variation ỹ(𝜈2, 𝑡) is observed at 
another spectral variable ν2.5 
By applying the well-known Wiener–Khintchine theory,99 the synchronous 
2DCOS spectrum can be directly computed as: 
𝚽(𝜈1, 𝜈2) =
1
𝑇max − 𝑇min
∫ ỹ(𝜈1, 𝑡) ⋅ ỹ(𝜈2, 𝑡)dt
𝑇max
𝑇min
 (1-4) 
The manipulation of a classical cross-correlation function of dynamic spectra 
constructs only a synchronous 2DCOS spectrum. In order to circumvent the use of the 
Fourier transformation of dynamic spectra, Noda developed provides a reasonable 
estimate of an asynchronous 2D correlation spectrum in 2000.5, 100 He introduced the 
time-domain Hilbert transform into the calculation of asynchronous correlation spectra. 
The asynchronous correlation spectrum is shown as 
𝚿(𝜈1, 𝜈2) =
1
𝑇max − 𝑇min
∫ ỹ(𝜈1, 𝑡) ⋅ z̃(𝜈2, 𝑡)dt
𝑇max
𝑇min
 (1-5) 
where z̃(𝜈2, 𝑡) is the time-domain Hilbert transform of the dynamic spectrum ỹ(𝜈2, 𝑡) 
shown as: 
z̃(𝜈2, 𝑡) =
1
𝜋
pv∫
ỹ(𝜈2, 𝑡′)
𝑡′ − 𝑡
+∞
−∞
dt′ (1-6) 
The practical numerical computation methods for synchronous and asynchronous 
2DCOS spectra.5, 15, 100, 101 It can be written as: 
𝚽(𝜈1, 𝜈2) =
1
𝑚 − 1
ỹ(𝜈1)
Tỹ(𝜈2) 
(1-7) 
𝚿(𝜈1, 𝜈2) =
1
𝑚 − 1
ỹ(𝜈1)
T𝐍ỹ(𝜈2) 
where m is the number of 1D spectra to construct the 2DCOS spectrum, ỹ(𝜈𝑛) is the 
dynamic spectra, T is transpose, and N is the m order Hilbert-Noda matrix100 as follows: 
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N𝑖𝑗 =
1
𝜋
[
 
 
 
 
 
 
 
 0 1
1
2
1
3
…
−1 0 1
1
2
…
−
1
2
−1 0 1 …
−
1
3
−
1
2
−1 0 …
… … … … …]
 
 
 
 
 
 
 
 
𝑚
 (1-8) 
Figure 1-2A shows a typical synchronous 2DCOS spectrum.5, 14 A synchronous 
spectrum is a symmetric spectrum with respect to a diagonal line corresponding to 
coordinates. Correlation peaks appear at both diagonal and off-diagonal positions. The 
intensity of peaks located at diagonal positions mathematically corresponds to the 
autocorrelation function of spectral intensity variations observed. Therefore, the 
diagonal peaks are referred to as autopeaks, which is always positive. The magnitude 
of an autopeak intensity represents the overall extent of spectral intensity variation 
observed at the specific spectral variable ν during the observation interval between Tmin 
and Tmax. Thus, any region of a spectrum which changes intensity to a great extent under 
a given perturbation will show strong autopeaks. 
Cross peaks located at the off-diagonal positions of a synchronous 2D spectrum 
represent simultaneous or coincidental changes of spectral intensities observed at two 
different spectral variables ν1 and ν2. The sign of cross peaks can be either positive or 
negative. Such a synchronized change, in turn, suggests the possible existence of a 
coupled or related origin of the spectral intensity variations. It is often useful to 
construct a correlation square joining the pair of cross peaks located at opposite sides 
of a diagonal line drawn through the corresponding autopeaks to show the existence of 
coherent variation of spectral intensities at these spectral variables. 
Figure 1-2B shows an example of an asynchronous 2DCOS spectrum.5, 14 The 
asynchronous spectrum is antisymmetric with respect to the diagonal line. Autopeak 
occurs on a 2D asynchronous spectrum. That is to say, 2D asynchronous spectrum 
consists exclusively of cross peaks located at off-diagonal positions. The cross peaks in 
an asynchronous spectrum develop only if the intensities of two spectral features 
change out of phase with each other (i.e., delayed or accelerated if time is the external 
variable). This property is especially useful in differentiating overlapped bands arising 
from spectral signals of different origins.  
3. The development of Orthogonal Sample Design (OSD) and 
Related Techniques 
This thesis is based on orthogonal sample design (OSD) and related techniques, 
which were introduced by Xu et al.20, 26, 37, 40, 72, 79, 80, 93, 102-120 Herein we give a brief 
introduction of OSD approach and its development. 
Intermolecular interactions, which occur ubiquitously in nature, have been the 
focus of extensive research interests, as they lie at the center of many physical, chemical, 
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and biological processes including molecular recognition and molecular catalysis. Over 
the past several decades, various methods have been utilized to characterize 
intermolecular interactions.121-125 Among those approaches, molecular spectroscopic 
methods possess great potential. For example, the variation in frequency and bandwidth 
of OH/NH stretching bands in infrared (IR) and Raman spectra provides a sensitive 
probe to monitor the formation and change of hydrogen bonds.126-137 However, many 
intermolecular interactions, such as dipole–dipole interaction, albeit quite strong, can 
induce only subtle spectral changes that are often buried within complex spectral 
profiles. Consequently, it is quite difficult to investigate these intermolecular 
interactions directly by using conventional spectroscopic methods. 
The advent of two-dimensional (2D) correlation spectroscopy provides a new 
avenue to study intermolecular interactions. Two-dimensional correlation spectroscopy 
is a powerful spectral analysis technique based on the analysis of a set of spectral data, 
which are sequentially obtained under some form of perturbation applied to the sample. 
Many important spectral features that are not readily accessible in the original set of 
one-dimensional spectra can be clearly visualized in the 2D spectra. 
For example, the cross-peaks in a 2D synchronous spectrum can be used to 
characterize intermolecular interactions. A system containing two substances is 
considered here. The two substances are denoted as P and Q. The spectral coordinate of 
a characteristic peak from P is given by XP, and that from Q is XQ. The occurrence of a 
cross-peak at (XP, XQ) in the 2D synchronous spectrum indicates that the responses of 
spectral intensities at XP and XQ vary in a synchronous or coordinated manner under 
the external perturbation. In principle, this synchronous behavior of spectral intensities 
may sometimes suggest the presence of intermolecular interaction between P and Q. 
However, interfering cross peaks due to other sources of synchronicity, such as 
concentration variations of solutes, also arise. Consequently, cross peak may appear at 
(XP, XQ) in the corresponding 2D synchronous spectrum even if there is no 
intermolecular interaction between P and Q. This problem makes it difficult to directly 
use the cross-peaks in a 2D synchronous spectrum as a reliable criterion to judge 
whether intermolecular interaction actually occurs or not.  
The work of Yu is quite heuristic to address the problem. In his work, Yu and his 
co-worker demonstrated that intermolecular interaction can be reflected by the spectral 
signals that are systematic deviated from the Beer-Lambert law.121 This work conferred 
a solid physical basis to use 2D correlation spectra to study intermolecular interaction. 
Inspired by Yu’s work, Xu and his co-worker proposed an orthogonal sample 
design (OSD) scheme to reflect intermolecular interaction using cross peaks in 2D 
synchronous spectrum is a reliable manner.  
Xu and his coworker study intermolecular interaction between two solutes 
(denoted as P and Q) dissolved by the same solvents. They use concentration of P and 
Q as external perturbations. The advantage of this selection is two folds: 1) The 
relationship between the perturbation and dynamic data becomes simple and can be 
expressed mathematically in a straightforward manner. 2) The spectral behavior is 
controllable. This approach provides an opportunity to tailor the dynamic data by 
designing suitable concentration series to control the information content of the 2D 
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synchronous spectra. 
Xu et al. used a model system to express the idea of the OSD approach. To 
investigate intermolecular interaction between P and Q, a series of solution containing 
different amount of P and Q are prepared and the spectra of these solutions are recorded. 
Then a 2D synchronous spectrum is generated via the obtained spectra.  
In the obtained spectra, Xu et al assumed that: (1) No spectral overlapping occurs 
between the characteristic peak of P at XP and the characteristic peak of Q at XQ. (2) 
Solvent has no spectral contribution to the characteristic peak of P and that of Q.   
When P and Q co-exist in the same solution and intermolecular interaction occur 
between P and Q. The absorbance at XP and XQ can be express as: 
AP
𝑖 (XP) = 𝜀PLCP
𝑖 − δP
𝑖 (XP, CP
𝑖 , CQ
𝑖 ) 
(1-9) 
AQ
𝑖 (XQ) = 𝜀QLCQ
𝑖 − δQ
𝑖 (XQ, CP
𝑖 , CQ
𝑖 ) 
where εP is the molar absorptivity of P at XP, while εQ is that of Q at XQ. L is the 
path length of the solution, and CP
𝑖  and CQ
𝑖  are the concentrations of P and Q in the ith 
spectrum, respectively. δP
𝑖 (XP, CP
𝑖 , CQ
𝑖 )  and δQ
𝑖 (XQ, CP
𝑖 , CQ
𝑖 )  are the deviation terms 
that can be used to characterize the intermolecular interactions between P and Q. 
Then, the series of spectra were used to construct a 2D synchronous spectrum and 
the expression of 2D synchronous spectrum at (x,y) is composed of two parts: 
(XP, XQ) =
1
𝑚 − 1
[𝐌(XP, XQ) + 𝐍(XP, XQ)] (1-10) 
Where 
𝐌(XP, XQ) = − ∑[𝜀PLC̃P
𝑖 δ̃Q
𝑖 (XQ, CP
𝑖 , CQ
𝑖 ) + 𝜀QLC̃Q
𝑖 δ̃P
𝑖 (XP, CP
𝑖 , CQ
𝑖 )
𝑚
𝑖=1
− δ̃P
𝑖 (XP, CP
𝑖 , CQ
𝑖 )δ̃Q
𝑖 (XQ, CP
𝑖 , CQ
𝑖 )] (1-11) 
𝐍(𝑥, 𝑦) = 𝜀P𝜀QL
2 ∑C̃P
𝑖 C̃Q
𝑖
𝑚
𝑖=1
 
The first term M(XP, XQ) contains the excess terms, δ̃P
𝑖 (XP, CP
𝑖 , CQ
𝑖 )  and 
δ̃Q
𝑖 (XQ, CP
𝑖 , CQ
𝑖 ), which can be nonzero when intermolecular interactions exist between 
P and Q. That is to say, M(XP, XQ) reflects intermolecular interaction in the form of the 
deviation from the Beer–Lambert law. The second term N(XP, XQ) is just related to the 
concentration of the solutes and has nothing to do with intermolecular interaction 
between the two solutes.  
If no intermolecular interactions occur between P and Q, then both δ̃P
𝑖 (XP, CP
𝑖 , CQ
𝑖 ) 
and δ̃Q
𝑖 (XQ, CP
𝑖 , CQ
𝑖 ) become zero, and we have 
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M(x,y)=0 (1-12) 
Combining eq. 1-10 and 1-12, we obtain 
(x,y)= N(x,y) (1-13) 
For a 2D synchronous spectrum that is designed to reflect intermolecular 
interactions properly, it is desirable for  (XP, XQ) to be zero when there is no 
interaction between P and Q. Thus, N(XP, XQ) has to be zero. 
From eq. 1-11, it is quite clear that N(XP, XQ) may be nonzero if the concentrations 
of P and Q are selected arbitrarily. Thus, something should be done on the design of the 
concentration series of P and Q to make the value of N(XP, XQ) to be zero.  
Xu et al. noticed that N(XP, XQ) could be written as a dot product of two vectors  
?⃗̃?P
(init)
 and ?⃗̃?Q
(init)
.  
𝐍(XP, XQ) = 𝜀P𝜀QL
2?⃗̃?P
(init)
⋅ ?⃗̃?Q
(init)
.  (1-14) 
According to the basic properties of a vector dot product, a feasible way to make 
the value of N(XP, XQ) be zero is that the vector ?⃗̃?P
(init)
 is orthogonal to the vector 
?⃗̃?Q
(init)
.  
(C⃗⃗̃P
(init)
)T?⃗̃?Q
(init)
= 0 (1-15) 
Table 1-1 provide an example of concentration series of P and Q that satisfies eq. 
1-15. 
This is the basic idea of the OSD approach. 
Xu and his coworkers have used the OSD approach on a couple of chemical system. 
For example, they investigated weak coordination between Pr3+ and carbonyl group of 
butanone.40 Cross peaks indeed appear in the 2D synchronous spectrum generated using 
the OSD approach (Figure 1-3A). For comparison, they performed a negative control 
experiment (Figure 1-3B). In this experiment, Pr3+ and butanone are spatially separated, 
thereby excluding the possibility interaction occur between Pr3+ and butanone. Spectra 
of Pr3+ and butanone are recorded separated. Afterward, the spectra of Pr3+ and 
butanone added to “synthesized” spectra of Pr3+/butanone mixture. The obtained 
“synthesis” spectra are used to generate 2D synchronous spectrum via the OSD 
approach. In this case cross peak does not appear, demonstrating the effectiveness of 
the OSD approach.  
Nowadays, multiple dimensional NMR have been extensively used. The key point 
in the approach is designing of suitable pulse sequences. Via this way, irrelevant signals 
are removed so that physicochemical features that the users are concerned appear as 
cross peaks in multiple dimensional NMR spectra.  
In 2DCOS, Xu and his co-worker adopted a strategy: Construction of 2D 
correlation spectra via designing of concentration series. They hope this approach is 
helpful to enhance the understanding on intermolecular interaction. 
However, the OSD approach has limitation.   
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Based on Mathematical analysis, Li and Xu demonstrated that it is not practically 
feasible to remove interference portion completely from 2D synchronous spectrum 
when the characteristic peaks of P and Q are overlapped.114 
To a considerable extent, this limitation restricts the extensive application of the 
OSD approach in real chemical systems.  To solve the problem, Xu and his co-worker 
developed Asynchronous Orthogonal Sample Design (AOSD) approach.114 
In this approach, cross peaks in 2D asynchronous spectrum rather than 2D 
synchronous spectrum are used to reflect intermolecular interaction between two 
solutes (P and Q) dissolved in the same solution.  
Li and Xu demonstrated that interference part that are difficult to be completely 
removed in 2D synchronous spectrum can be completely eliminated using the basic 
mathematical properties of the Hilbert-Noda matrix. As a result, cross peaks in 2D 
asynchronous spectrum are still reliable probe to reflect intermolecular interaction even 
if the characteristic peaks of P and Q are overlapped. In their paper, they use two model 
systems to show the effectiveness of the AOSD approach. 
In the two model systems, interaction between two solutes (P and Q) are 
investigated. The characteristic peak of P and Q are overlapped. In the first system, 
intermolecular interaction is present between P and Q while no intermolecular 
interaction occurs between P and Q in the second system. The description of the two 
model system in detail can be found in ref. 114. 
The spectra of a typical solution of the first solution and the second solution are 
shown in Figure 1-4. No observable difference is found between the two spectra. When 
2D asynchronous spectra are generated using the AOSD approach (Figure 1-5), 
dramatically difference are found between the two systems. In the 2D asynchronous 
spectrum of the first system (Figure 1-5A), cross peak are present while no cross peaks 
are found in the 2D asynchronous spectrum of the second system (Figure 1-5B). The 
results clearly demonstrate that intermolecular interaction between two solutes 
dissolved in the same solutions can be accurately reflected by 2D asynchronous 
spectrum generated via the AOSD approach even if the characteristic peaks of the two 
solutes are overlapped.  
P and Q co-exist in the same solution and interaction occur between P and Q, the 
intermolecular interaction can also be described by the following model: 
Under the interaction, a small fraction of P undergoes subtle structural variation 
and converts into another form, denoted as U. A small fraction of Q changes into V. In 
1D spectra, the peak parameters, including peak position, bandwidth, and absorptivity 
of U, are quite closed to those of P. Hence, the peak of P and that of U are severely 
overlapped. Moreover, weak interaction only converts very small fraction of P into U. 
Thus, the concentration of is usually overwhelmingly stronger than that of U. In a 
spectroscopic experiment, what we can observe is the summation of the signal from P 
and U. From this summation, it is almost impossible to differentiate the signal from P 
and that of U. Similar problem occur between the characteristic peaks of Q and V. That, 
revealing subtle spectral changes is a challenge.  
In another paper, Zhang and Xu designed a concentration series of P and Q.119 
Using this concentration series, interference part from both 2D synchronous spectrum 
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and 2D asynchronous spectrum can be completely removed. Thus, cross peaks in both 
2D synchronous spectrum and 2D asynchronous spectrum can be used to reflect 
intermolecular interaction between P and Q. The approach is called double orthogonal 
sample design (DOSD) scheme.  
Zhang and Xu defined XP, XQ, WP, WQ, P, Q as follows:  
XP= XU -XP 
(1-16) 
XQ= XV –XQ 
WP= WU -WP 
WQ= WV –WQ 
P= U -P 
Q= V –Q 
The patterns of cross peaks in both 2D synchronous spectrum and 2D 
asynchronous spectrum generated using the DOSD approach provided a comprehensive 
information that is helpful in revealing subtle changes in peak position, bandwidth, and 
absorptivity.  
In the first example, the peak parameters of P, Q, U and V are summarized in Table 
1-2. In comparison with the characteristic peak of P, the peak of U undergoes a slight 
shift. As a result, the peak of P and U are highly overlapped. From a solution containing 
P, Q, U and V, the overlapping between the peaks of P and U are so severe that the 
characteristic peak of U cannot be observed even if second derivative spectra method 
is used. However, 2D synchronous spectrum and 2D asynchronous spectrum (Figure 
1-6A) generated via the DOSD approach managed to reveal the occurrence of U even 
if the characteristic peak of P and U are severely overlapped. For example, around 
(150,350) in 2D synchronous spectrum, a group of cross peaks that is composed of one 
positive cross peak and a negative cross peak can be observed. In 2D asynchronous 
spectrum, two groups of cross peaks are relevant to the subtle band-shift. The first group 
of cross peaks appear around (150, 350). The first group of cross peaks is also composed 
of one positive cross peak and a negative cross peak. The second group of cross peaks 
locate near the diagonal. This group of cross peaks is composed of two cross peak that 
are antisymmetric about the diagonal. 
In the second example, the peak parameters of P, Q, U and V are summarized in 
Table 1-3. In this case, the peak positions of the characteristic peak of P and U are the 
same. However, the bandwidth of the two peaks are different. To our knowledge, there 
is no other method available to differentiate the two overlapped peaks whose peaks 
positions are the same. However, both 2D synchronous and asynchronous spectra 
(Figure 1-6B) generated using the DOSD approach can reveal the existence of U via 
the characteristic patterns. Around (150, 350) in 2D synchronous spectrum, a group of 
cross peaks is produced. The group of cross peaks is composed of two peaks whose 
sign and absolute intensity are the same. Two groups of cross peaks are present in 2D 
asynchronous spectrum. The first group of cross peaks occur around (150,350). The 
pattern of this group of cross peaks are roughly the same as that in 2D synchronous 
spectrum. The second group of cross peaks is composed of two horizontal cross peaks 
and two vertical cross peaks that form a diamond pattern. The absolute intensities of 
the four cross peaks are the same. The sign of two horizontal cross peaks are the same 
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and the sign of the two vertical cross peaks are the same. However, signs of the 
horizontal cross peaks are different from that of the two vertical cross peaks.  
In the third example, the peak parameters of P, Q, U and V are listed in Table 1-4. 
In this case, both peak position and bandwidth of the characteristic peak of P are the 
same as those of U. However, the absorptivity of characteristic peak of P and U are 
different. That is to say, the characteristic peaks of P and U are completely overlapped. 
In spite of the severe overlapping, 2D correlation spectra (Figure 1-6C) generated using 
the DOSD approach can be used to reveal the existence of U that is completely covered 
by the peak of P. In both 2D synchronous spectrum and 2D asynchronous spectrum, 
single cross peaks appear at (150, 350).  
The above results demonstrate that characteristic pattern of cross peaks in 2D 
synchronous spectrum and 2D asynchronous spectra become a powerful resolution 
enhancement tool that can be used to differentiate highly overlapping peaks.   
In the further work, Xu and his colleagues found that the pattern of cross peaks in 
2D correlation spectra constructed via the DOSD approach cannot reveal what happens 
when peak position, bandwidth and absorptivity change simultaneously.  
To enhance understanding on the physical-chemical nature of intermolecular 
interaction, a new approach called double asynchronous orthogonal sample design 
(DAOSD) scheme is developed by Chen and Xu.103 
In the DAOSD approach, two groups of solutions are prepared. In the first group 
of solutions, the initial concentrations of P are constant, while the initial concentrations 
of Q can be selected arbitrarily. In the second group solution, the initial concentrations 
of Q are constant, while the initial concentration of P can be selected arbitrarily. Spectra 
of the two groups of solutions are recorded. Subsequently, a 2D asynchronous spectrum 
is generated from the first group of solution and the resultant 2D asynchronous 
spectrum is called P(x, y). Similarly, the spectra of the second group of solutions are 
used to construct 2D asynchronous spectrum and the resultant 2D asynchronous 
spectrum is called Q(x, y). 103 
Chen and Xu used a model system to show the spectral behavior of the pair of 2D 
asynchronous spectrum (P(x, y) and Q(x, y)) generated via the DAOSD approach. In 
the model system, the characteristic peaks of P occur at XP and the characteristic peak 
of Q occur at XQ. The pattern of P(x, y) and Q(x, y) are illustrated in Scheme 1-
1.There are three groups of cross peaks in P(x, y). The first group of cross peaks 
appears around (XQ, XQ). The second and third groups of cross peaks occur around (XP, 
XQ) and (XQ, XP), respectively. Mathematical analysis demonstrated that the cross 
peaks around (XQ, XQ) reflect the difference on peak position and bandwidth between 
the characteristic peak of Q and V. The relationship between the sign of XQ and WQ 
and the pattern of cross peaks are summarized in Figure 1-7. The second and the third 
groups of cross peaks in P(x, y) are antisymmetric about the diagonal and only the 
second group of cross peaks are discussed. Mathematical analysis indicates that the 
second group of cross peaks is composed of two parts. The first part is related to the 
difference on peak position and bandwidth between the characteristic peak of P and U, 
and the second part is relevant to the difference on absorptivity between the 
characteristic peak of P and U. The relationship between the sign of XP and WP and 
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the pattern of the first part of second group of the cross peaks is shown in Figure 1-8. 
In addition, the relationship between the sign of P and the pattern of the second part 
of second group of the cross peaks is shown in Figure 1-8. 
Similarly, there are three groups of cross peaks in Q(x, y). The first group of cross 
peaks appears around (XP, XP). The second and third groups of cross peaks occur 
around (XP, XQ) and (XQ, XP), respectively. The cross peaks around (XP, XP) reflect the 
difference on peak position and bandwidth between the characteristic peak of P and U. 
The relationship between the sign of XP and WP are similar to Figure 1-7. The 
second and the third groups of cross peaks are antisymmetric about the diagonal and 
only the second group of cross peaks are discussed. The second group of cross peaks is 
composed of two parts. The first part is related to the difference on peak position and 
bandwidth between the characteristic peak of Q and V and the second part is relevant 
to the difference on absorptivity between the characteristic peak of Q and V.  
The above spectral properties of the cross peaks make it possible to deduce XP, 
XQ, WP, WQ, ΔεP and ΔεQ via the patterns of cross peaks in the pair of 2D 
asynchronous spectra generated via the DAOSD approach.  
An example of analysis of XP, WP, P, XQ, WQ and Q on a model system 
by using the DAOSD approach is shown in Figure 1-9 
First, a 2D asynchronous spectrum generated by using the AOSD approach is 
shown on the left part of Figure 1-9. Although interference part that has nothing to do 
with intermolecular interaction has been completely removed, the patterns of cross 
peaks are still quite complex. It is difficult to deduce what happen on the characteristic 
peak of P and Q upon intermolecular interaction.  
When the DASOSD approach is utilized, 2D asynchronous spectrum generated by 
using the AOSD approach can be split into P(x, y) and Q(x, y). According to the 
pattern of cross peak around (300, 300) in P(x, y), we learn that the bandwidth of Q 
decreases upon interaction with P. Based on the pattern of cross peaks around (100, 100) 
in Q(x, y), it can be deduced that XP>0 and WP>0.  
Based on the above results, we simulate cross peaks around (100, 300) in P. After 
comparing the simulated cross peak with cross peaks around (100, 300) in P, a 
negative single cross peak appears at (100, 300) in P. Based on this result, we get a 
conclusion that P is negative under interaction. Similarly, we simulate cross peak 
around (300, 100) in Q. After comparing the simulated cross peak with cross peaks 
around (300, 100) in Q, we find a positive single cross peak occur at (100, 300) in P. 
Thus, P should be positive.  
The peak parameters for P, Q, U and V are shown in Table 1-5. The signs of XP, 
WP, P, XQ, WQ and Q are the same as those deduced from the pattern of cross 
peaks from P(x, y) and Q(x, y).  
4. Other Developments in Two-Dimensional Correlation 
Spectroscopy 
In recent years, numerous significant new concepts of 2DCOS have been reported 
with the development of 2DCOS theory138. For example, chemometrics-combined two-
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dimensional correlation spectroscopy,30, 139-147 moving-window two-dimensional 
analysis (MW2D),34-36, 49-55, 58-60, 71, 87, 90, 148-150 quadrature orthogonal signal corrected 
two-dimensional correlation spectroscopy (QOSC),151, 152 projection two-
dimensional,153 two-dimensional codistribution spectroscopy (2DCDS)154 have been 
developed. A brief introduction about chemometrics-combined two-dimensional 
correlation spectroscopy and moving-window two-dimensional analysis is provided in 
the section. 
4.1. Chemometrics-Combined Two-Dimensional Correlation Spectroscopy 
2DCOS and chemometric techniques are very popular in spectral analyzes in many 
research fields. The combination of 2DCOS and chemometric generally provides more 
useful information to explain the subtle spectral changes of the system, which are hardly 
detectable in conventional 2DCOS.30, 138-144 
Jung et al. firstly reported the real combination of 2DCOS and principal 
component analysis (PCA), which is called PCA-2DCOS. In this technology, PCA is 
an essential part of PCA-2DCOS.138, 139, 144 It is a very powerful technique for 
eliminating the noise contribution in the spectrum and extract useful information. Jung 
also reported on a new concept of eigenvalue manipulation transform (EMT) for PCA-
2DCOS, which can emphasize weak but important contribution.30, 138, 141-143 
Here we will briefly introduce background of PCA-2DCOS and EMT.30, 138, 141-143 
The original spectral data matrix A is an nm matrix with n spectra and m data points 
in each spectrum. In PCA, the significant part of the data matrix A* can be expressed 
as the product of score and loading matrices. 
where W and V are the loading matrix (mr) and score matrix (nr), respectively, 
and E is the residual matrix often related with pure noise. The matrix product A* is the 
reconstructed data matrix of the original data A without noise contribution.30, 138, 141-143  
A*=WVT (1-18) 
In PCA-2DCOS, this reconstructed data matrix A* from a few selected significant 
scores and loading vectors of PCA is used instead of the original data matrix. PCA-
2DCOS highlights the most important features of synchronization and asynchrony with 
noise-free contribution.  
This PCA-reconstructed data matrix A* can be also expressed as a singular value 
decomposition: 
A*=USVT (1-19) 
and 
S=L1/2 (1-20) 
where U and S are the orthonormal score matrix and diagonal matrix containing the 
singular value, respectively. 
L=W’W is a diagonal matrix where each diagonal element corresponds to the 
eigenvalue of principal component (PC). The scoring matrix W is expressed as W=US 
and can be obtained directly from W=AV. 
A*=WVT+E=A*+E (1-17) 
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By manipulating and replacing the eigenvalues of A*, a new transformed data 
matrix A** can be obtained. 
A**=US**VT (1-21) 
where S** is given by varying the corresponding eigenvalues in S by raising them to 
the power of m. 
S**=Sm (1-22) 
In this technique, the specific information content in 2D correlation spectroscopy 
is amplified by using a transformation of the data set.30, 138, 141-143 
Jung et al. investigate the impact of the new reconstructed data matrix on 2D 
correlation spectra by using the time-dependent FT-IR spectra of a mixture of methyl 
ethyl ketone, deuterated toluene, and polystyrene system as an example.141 The 
experiment details can be found in ref. 100.  
Jung et al. inject artificial noise to the 1D spectra and set the value of the power 
parameter m, as m = 2. Figure 1-10A displays a synchronous 2D correlation spectrum 
from the EMT-reconstructed data matrix A** obtained by replacing the original 
eigenvalues by varying the value of the power parameter m, as m=2. In comparison, the 
original synchronous 2D correlation spectrum is shown in Figure 1-10B. The 
corresponding asynchronous 2D correlation spectra are depicted in Figure 1-11.141 
For m=2, this operation will diminish the contribution of smaller eigenvalues much 
more rapidly. The net result is that minor factors representing the noise component are 
effectively eliminated.  
The most noticeable benefit of EMT operation is a gradual noise reduction process 
based on more flexible fine-tuning operation compared to the abrupt truncation of noise 
(and spectral information) performed by the PCA-2D correlation analysis. As eq 1-
21and 1-22, the transformation of spectral data via a simple manipulation of 
eigenvalues to enhance spectral selectivity shows promising flexibility and potential, 
especially when coupled with 2D correlation analysis. 
 
4.2. Moving-Window Two-Dimensional Analysis (MW2D) 
The interpretation of 2DCOS based on a large set of spectral data sometimes 
becomes difficult, due to the inclusion of too many underlying processes influencing 
the spectral changes. In order to solve this problem, Thomas et al. introduced the 
concept of moving window into the 2DCOS.90 A spectrum data matrix y(v, p) is 
consisted of rows along the spectral variable and columns along the perturbation 
variable. A submatrix of the data is constructed by choosing only 2m+1 rows around 
the jth row of the data.149, 150 That j and J are correspond to the index of a window and 
that of a spectrum within the window, respectively. Generalized 2D correlation spectra 
are then calculated from the individual submatrix, and a certain characteristic one-
dimensional (1D) spectrum (a diagonal line spectrum, a slice spectrum, etc.) is extracted 
from the 2D spectrum. Finally, the set of 1D spectra thus collected are aligned along 
the perturbation axis by incrementally shifting the position of the window to obtain a 
MW2D correlation spectrum.5 
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PCMW2D analysis is a variant form of the MW2D analysis introduced by Morita 
et al..138, 148 In PCMW2D analysis, the spectral intensity variation within a chosen 
window is correlated synchronously and asynchronously with the perturbation variable 
itself. The resulting waterfall plots as functions of wavenumber and perturbation 
variable roughly correspond to the first and second derivatives of spectral intensities 
with respect to the perturbation variable. PCMW2D technique has been recently applied 
for identification of a specific zone along the perturbation variable axis containing 
distinct variations of spectral intensities. Once such zones of interest are identified, then 
traditional 2D correlation analysis is applied only to those localized zones. The 
combination of PCMW2D and standard 2D correlation analysis yields unambiguous 
correlation results by avoiding the inclusion of multiplicity of spectral intensity 
variation responses. This approach is often preferred over the simple segmentation of 
data set into arbitrary blocks, as PCMW2D provides good estimates for both location 
and width of perturbation variable interval to be used for 2D correlation analysis.34-36, 
49-55, 58-60, 138, 148 
Morita et al. proposed that the synchronous (ΠΦ) and asynchronous (ΠΨ) 
PCMW2D correlation spectra are calculated as follows:148 
𝚷𝚽,𝑗(𝜈, 𝑝𝑗) =
1
2𝑚
∑ ?̃?(𝜈, 𝑝𝐽)
𝑗+𝑚
𝐽=𝑗−𝑚
⋅ 𝑝𝐽 
(1-23) 
𝚷𝚿,𝑗(𝜈, 𝑝𝑗) =
1
2𝑚
∑ ?̃?(𝜈, 𝑝𝐽)
𝑗+𝑚
𝐽=𝑗−𝑚
⋅ ∑ 𝐍 ⋅ 𝑝𝐾
𝑗+𝑚
𝐾=𝑗−𝑚
 
In addition, they find an important rule that the synchronous and asynchronous 
PCMW2D correlation spectra are similar to the first derivative and second derivative 
of the spectral intensity variation along the perturbation direction (eq 1-24). Table 1-6 
summarized the rules of PCMW2D correlation spectra.148  
𝚷𝚽,𝑗(𝜈, 𝑝)~ [
𝜕𝑦(𝜈, 𝑝)
𝜕𝑝
]
𝜈
 
(1-24) 
𝚷𝚿,𝑗(𝜈, 𝑝)~− [
𝜕2𝑦(𝜈, 𝑝)
𝜕𝑝2
]
𝜈
 
The authors used an example to elucidate spectral features of the PCMW2D 
correlation analysis. In the example, the PCMW2D technique was applied to a set of 
simulated spectra as shown in Figure 1-12. Each spectrum possesses two peaks (a and 
b). The intensity of each peak changes as a function of the perturbation variable p.148 
Figure 1-13A and 1-13B are both the synchronous and asynchronous correlation 
spectra shown in a form of a birds-eye view and generated from the simulated spectra 
(Figure 1-12).148  
Figure 1-14A shows a slice spectrum at v=300 of the original simulated spectra. 
Figure 1-14B and Figure 1-14C are the slice spectra of the synchronous (Figure 1-
13A) and asynchronous (Figure 1-13B) PCMW2D correlation spectra at v=300, 
respectively.148 
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The variation of the intensities of the original spectra versus perturbation variable 
can be described by a sine function. The slice spectrum at v=300 in the synchronous 
PCMW2D spectrum can be roughly described by a cosine function, the first derivative 
of the sine function. The slice spectrum at v=300 in the asynchronous PCMW2D 
spectrum can be roughly described by a sine function, the second derivative of the sine 
function. The behavior on the simulated system supporting the author’s conclusion, i.e., 
the synchronous and asynchronous PCMW2D correlation spectra are similar to the first 
derivative and second derivative of the spectral intensity variation along the 
perturbation direction.148 
5. Applications of Two-Dimensional Correlation Spectroscopy 
It has been reported that 2DCOS has significant experiments in many fields, 
including the types of analytical probes employed, various external perturbations used 
in the experiments, and various materials and systems for 2DCOS studies. To 
investigate the properties of the system, 2DCOS was applied to spectra measured by 
different types of modern analytical probes such as IR,23, 25, 27, 30, 31, 33-36, 40-42, 45, 49-55, 58-
60, 62, 71, 87, 90, 94 NIR,27, 68, 89, 91, 96 Raman,29, 39, 67, 76, 77, 81, 88, 95, 98 vibrational optical 
activity(VOA),16, 43, 65, 66, 84 UV-Vis,20, 26, 29, 37, 56, 72, 79, 80, 92, 97 fluorescence,69, 73, 74, 93 X-
ray24, 29, 33, 39, 48, 75, 82, 83 and NMR.42, 64, 70, 78, 85, 86 Among the external perturbations 
applied, such as mechanical,45-47, 62 electrical,18, 28, 39, 57 thermal,19, 24, 30, 31, 33-36, 41, 44, 48-
55, 58-60, 62 chemical,16, 20, 23, 25-27, 29, 32, 33, 37, 38, 40, 42, 43, 56, 63 biological,17, 21, 22, 61 etc., 
temperature is the most commonly used application in 2DCOS. 2DCOS has been 
utilized to investigate various materials and systems such as polymers,24, 28, 30, 31, 33, 34, 
36, 42, 46, 48, 50-54, 56, 58-60, 62, 69, 76, 81, 88, 94, 96, 155-158 proteins and peptides,16, 29, 32, 43, 44, 65, 159, 
160 nanomaterials and composites,38, 47, 89, 92, 161-164 medicine,26, 45, 165-167 nucleic acids,22, 
74, 161, 168 food,97, 169-174 natural materials17, 61, 175-177 and environmental178-181 by using 
2DCOS. 
A very attractive advantage in 2DCOS applications is the hetero-correlation 
analysis, such as hetero-spectral correlation,24, 33, 39, 42, 45, 48 hetero-perturbation (or 
hybrid) correlation,33, 62 and hetero-sample correlation.25, 182 Among them, 2D 
heterogeneous correlation is the most frequently used, and it is possible to compare two 
systems of completely different types of spectral data obtained under similar external 
perturbations. In the 2D hetero-spectral correlation analysis, the correlation between 
different spectral signals under the same perturbation can be detected. 2D 
heterogeneous spectral analysis can be applied to correlations not only between closely 
related spectroscopic measurements such as IR and Raman spectroscopy, but also 
between completely different types of spectroscopic or physical techniques such as IR 
and X-ray spectroscopy. 
6. Outline of Each Chapter 
The outline of each chapter for the present thesis will be described as follows.  
This thesis consists of five chapters. 
Chapter 1: this chapter describes a novel approach to generate 2DCOS spectra, 
in order to enhance the intensity of cross peaks relevant to intermolecular interaction. 
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We investigate intermolecular interaction between two solutes (denoted as P and Q, 
where P has a characteristic peak at XP) dissolved in the same solvent via the near 
diagonal cross peaks around the coordinate (XP, XP) in a two-dimensional (2D) 
asynchronous spectrum of generalized spectroscopy. Because of physical constrains in 
many cases, the variation ranges of the initial concentrations of P or Q must be kept 
very narrow, leading to very weak cross peak intensities. The weak cross peaks 
vulnerable to noise bring about difficulty in the investigation of subtle intermolecular 
interaction. Herein, we propose a new of way constructing a 2D asynchronous spectrum 
without the subtraction of the average spectrum often used as a reference spectrum. 
Mathematical analysis and computer simulation demonstrate that the near diagonal 
cross peaks around the coordinate (XP, XP) in the 2D asynchronous spectrum using the 
new approach possess two characteristics: 1) they can still reflect an intermolecular 
interaction reliably; 2) the absolute intensities of the cross peaks are significantly 
stronger than those generated by the conventional method. We incorporate the novel 
method with the DAOSD (Double Asynchronous Orthogonal Sample Design Scheme) 
approach and applied the modified DAOSD approach to study hydrogen bonding 
behavior in diethyl either/methanol/THF system. The new approach made the weak 
cross peaks, which are not observable in 2D asynchronous spectrum generated using 
conventional approach, become observable. The appearance of the cross peak 
demonstrate that: When a small amount of THF is introduced into diethyl solution 
containing low amount of methanol, THF breaks the methanol-diethyl ether complex 
and forms methanol-THF complex via new hydrogen bond. This process takes place in 
spite of the fact that the content of diethyl ether is overwhelmingly larger than that of 
THF. The above result demonstrates that the new approach is applicable to enhance 
intensity of cross peaks in real chemical systems. 
Chapter 2: this chapter describes the behavior of noise in asynchronous 2DCOS 
spectra and a new approach to improve a signal-to-noise ratio of 2DCOS spectra by a 
Butterworth filter. Mathematical analysis on the noise of 2D spectra and computer 
simulation on a model system show that the fluctuation of noise in a 2D asynchronous 
spectrum can be characterized by the standard deviation of noise in 1D spectra. 
Furthermore, a new approach to improve a signal-to-noise ratio of 2D asynchronous 
spectrum by a Butterworth filter is developed. A strategy to determine the optimal 
conditions is proposed. Computer simulation on a model system indicates that the noise 
of 2D asynchronous spectrum can be significantly suppressed using the Butterworth 
filtering. In addition, we have tested the approach to a real chemical system where 
interaction between berberine and β-CyD is investigated using 2D UV-vis 
asynchronous spectra. When artificial noise is added, cross peaks that reflect 
intermolecular interaction between berberine and β-CyD are completely masked by 
noise. After the method described in this article is utilized, noise is effectively 
suppressed and cross peaks are faithfully recovered. The above result demonstrates that 
the approach described in this article is applicable in real chemical systems.  
Chapter 3: this chapter describes interaction between berberine chloride and β-
CyD by using 2DCOS spectra. The occurrence of cross peaks around (420 nm, 420 nm) 
in 2D asynchronous spectrum reveals that specific intermolecular interaction indeed 
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exists between berberine chloride and β-CyD. In spite of the difficulty caused by 
overlaping of cross peaks, we manage to confirm that the 420 nm band of berberine 
undergoes red-shift and its its bandwidth decrease under interaction with β-CyD. The 
red-shift of the 420 nm band that can be assigned to n-π* transition indicates the 
environment of berberine become more hydrophobic. The above spectral behavior is 
helpful in understanding why the solubility of berberine is enhanced by β-CyD. 
Chapter 4: this chapter describes a particular system: there has intermolecular 
interaction between two solutes (P and Q) in the solution and P occurs in two 
exchangeable states. In this particular system, P occurs in two exchangeable states when 
it is dissolved in the solutions. Results on mathematical analysis and computer 
simulation demonstrated that interference unrelated to the intermolecular interaction 
can be completely removed. Hence, the resultant 2D asynchronous spectra generated 
by using the DAOSD approach can reflect intermolecular interaction reliably. Moreover, 
properties of cross peaks in different regions of the pair of asynchronous spectra are 
discussed. In our previous works, cross peaks generated by using the DAOSD and 
relevant techniques reflect variations on peak position, bandwidth or absorptivity of the 
characteristic peaks of solutes caused by intermolecular interaction. However, we find 
that cross peak can still be produced even if intermolecular interaction do not bring 
about any changes on the characteristic peaks of solutes. Mathematical analysis 
demonstrates that cross peaks are related to the variations of chemical systems caused 
by intermolecular interaction at a network level. 
Chapter 5: this chapter describes a new approach to prepare lanthanum carbonate 
via reactions between lanthanum chloride and NaHCO3. In the reaction, small amount 
of NaHCO3 solution was firstly added into the acidic lanthanum chloride solution to 
generate lanthanum carbonate nuclei and then NaHCO3 is added into the lanthanum 
chloride at a constant speed. This approach makes both precipitation reaction and 
neutralization reaction take place simultaneously. Consequently, lanthanum carbonate 
is produced at low pH environment (pH below 4.5) so that the risk of generating 
lanthanum carbonate hydroxide is reduced. The product of the above reaction is 
validated by EDTA titration, elemental analysis and XRD characterization. In addition, 
we established a FTIR spectroscopic method to identify La(OH)CO3 from 
La2(CO3)2.8H2O. Lanthanum carbonate exhibits considerable ability to bind phosphate. 
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Table 1-1 An Example of Concentration Series of P and Q that Satisfies OSD 
Approach. 
 
𝐂P
(init)
 𝐂Q
(init)
 ?̃?P
(init)
 ?̃?Q
(init)
 
5 4 1 0 
4 5 0 1 
3 4 -1 0 
4 3 0 -1 
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Table 1-2 Peak Parameters for the Model Systems that is Analyzed by using the DOSD 
Approach shown in Figure 1-6A.119 
 
 P U Q V 
Peak position(X)/cm-1 150 152 350 350 
Bandwidth(W) /cm-1 20 20 20 20 
Absorptivity() 1.00 1.00 1.00 1.00 
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Table 1-3 Peak Parameters for the Model Systems that is Analyzed by using the DOSD 
Approach shown in Figure 1-6B.119 
 
 P U Q V 
Peak position(X)/cm-1 150 150 350 350 
Bandwidth(W) /cm-1 20 22 20 20 
Absorptivity() 1.00 1.00 1.00 1.00 
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Table 1-4 Peak Parameters for the Model Systems that is Analyzed by using the 
DAOSD Approach Shown in Figure 1-6C.119 
 
 P U Q V 
Peak position(X)/cm-1 150 150 350 350 
Bandwidth(W) /cm-1 20 20 20 20 
Absorptivity() 1.00 1.10 1.00 1.00 
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Table 1-5 Peak Parameters for the Model Systems that is Analyzed by using the 
DAOSD Approach Shown in Figure 1-9.109 
 
 P U Q V 
Peak position(X)/cm-1 100 101 300 300 
Bandwidth(W) /cm-1 20 21 20 19 
Absorptivity() 1.00 0.95 1.00 1.05 
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Table 1-6. Rules of PCMW2D Correlation Spectroscopy (in the case of Linear 
Increment Perturbation).148 
 
Synchronous Asynchronous Spectral Change 
+ + Convex increment 
+ 0 Linear increment 
+ - Concave increment 
0 + Convex top 
0 0 Constant 
0 - Concave bottom 
- + Convex decrement 
- 0 Linear decrement 
- - Concave decrement 
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Figure 1-1. General Scheme for Obtaining Perturbation-Based 2DCOS Spectra. 5, 15, 138 
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Figure 1-2. The Typical Synchronous (A) and Asynchronous (B) 2DCOS Spectra.5, 15 
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A) B) 
  
 
Figure 1-3 The Synchronous Spectra of Weak Coordination between Pr3+ and 
Carbonyl Group of Butanone. A) 2D Synchronous Spectrum is Generated using the 
OSD Approach. B) A Negative Control Experiment is used for Comparison.40 
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Figure 1-4. 1D Spectra of the Model System: (a) Mixture of P, Q, U, and V when 
only Bandwidth Variations Are Allowed due to Intermolecular Interaction; (b) no 
Intermolecular Interaction between P and Q Achieved by Setting the Equilibrium 
Constant K to zero.115 
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A) B) 
  
 
Figure 1-5. 2D Asynchronous Spectrum: A) Only Bandwidth Variations Are Allowed 
to Change due to Intermolecular Interaction; B) There Is No Intermolecular 
Interaction between P and Q.115 
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Figure 1-6. 2D Synchronous Spectra and asynchronous Spectra of the Model System 
Obtained as a Consequence of Peak Position and Bandwidth Variations, 
respectively.119 
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Figure. 1-7 The Relationship between the Pattern of Cross Peaks around (XQ, XQ) in P(x, y) and the Signs of XQ and WQ.109 
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Figure 1-8 The Relationship between the Pattern of Cross Peaks around (XP, XQ) in P(x, y) and the Signs of XP, WP and P.109 
49 
 
 
 
Figure 1-9. An Example of Analyzing the Signs of XP, WP, P, XQ, WQ and Q Based on the Pattern of Cross Peaks from a pair of 2D 
Asynchronous Spectra Generated by using the DAOSD Approach. 109 
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A) B) 
  
 
Figure 1-10. A) Synchronous 2D Correlation Spectra Constructed from the New 
Reconstructed Data Obtained by m=2; B) Synchronous 2D Correlation Spectrum 
Constructed from a Substantial Amount of Artificial Noise is Injected to the Time-
Dependent FT-IR Spectra of a Mixture of Methyl Ethyl Ketone, Deuterated Toluene, 
and Polystyrene.141 
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A) B) 
  
 
Figure 1-11. A) Asynchronous 2D Correlation Spectra Constructed from the New 
Reconstructed Data Obtained by m=2; B) Asynchronous 2D Correlation Spectrum 
Constructed from a Substantial Amount of Artificial Noise is Injected to the Time-
Dependent FT-IR Spectra of a Mixture of Methyl Ethyl Ketone, Deuterated Toluene, 
and Polystyrene.141 
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Figure 1-12. A Series of 1D Simulated Spectra.148 
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Figure 1-13. PCMW2D Correlation Spectra Calculated from the Series 1D Simulated Spectra (Figure. 1). A) Synchronous and B) Asynchronous 
PCMW2D Correlation Spectra. 148 
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Figure. 1-14. Slice at v=300 of (A) Simulated Spectra and (B) Synchronous and (C) 
Asynchronous PCMW2D Correlation Spectrum.148 
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Scheme 1-1. Schematic Diagram that Illustrates the Relationship between the Cross 
Peaks in Six Spectral Regions and the Peak Variables.103 
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Chapter 1 
 
 
 
A Novel Method of Constructing Two-Dimensional Correlation 
Spectra without Subtracting a Reference Spectrum 
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Significance of Enhancing Signal of Cross Peaks 
In our previous work, we have developed orthogonal sample design scheme (OSD) 
and relevant techniques to reflect intermolecular interaction between two solutes in a 
reliable manner. 1-4 However, the limitation of these approaches is that the intensities of 
cross peaks are usually weak in comparison with typical cross peaks from 2D 
correlation spectra that are generated. Weak cross peaks are rather vulnerable to noise 
introduced during the spectral measurements. Consequently, it is still a challenge to 
study weak intermolecular interactions via cross peaks in 2D correlation spectrum 
generated by using the OSD and relevant techniques. 
In order to enhance the signal of cross peaks, we tried to alter the sequence of 
sample spectra in the construction of 2D asynchronous spectrum.5 In addition, we 
proposed a modified reference approach to increase the intensities of cross peaks.6 
However, above efforts are not always effective because of their own shortcomings. 
Thus, alternative approaches to enhance the intensities of cross peak are still needed.  
In many situations, the research work may focus on a specific spectral region. In 
this spectral region, the component P possesses characteristic peaks at XP. On the other 
hand, Q possesses no contribution in the spectra. We previously demonstrated that an 
interaction between P and Q can be reflected by the appearance of cross peaks near the 
main diagonal line around the spectral coordinate (XP, XP) in a 2D asynchronous 
spectrum. 7 We have utilized the results from this work on a couple of real chemical 
systems.8-17 When we revisit this situation, we notice that near diagonal cross peaks 
around (XP, XP) have no interference portion that has nothing to do with intermolecular 
interaction. This realization confers us an opportunity to modify the procedure on the 
construction of 2D asynchronous spectrum so as to improve the performance of 2D 
asynchronous spectrum.   
In this chapter, we propose that 2D asynchronous spectrum can be generated 
without the subtraction of a reference spectrum. Mathematical analysis and computer 
simulation on a model system demonstrate that: 1) near diagonal cross peaks around 
the coordinate (XP, XP) in 2D asynchronous spectrum generated by using the new 
method can reflect intermolecular interaction between P and Q reliably. 2) In 
comparison with conventional method, the intensities of cross peaks in the 2D 
asynchronous spectrum construct via the new method are significantly enhanced. In 
addition, we incorporated the new method with the DAOSD approach developed in our 
previous work. Then, we applied the modified DAOSD approach to study hydrogen 
bonding behavior in diethyl either/methanol/THF system. The appearance of cross 
peaks in 2D asynchronous spectrum with the new method demonstrate that THF 
competes with diethyl ether and combines to methanol via hydrogen bond. When 2D 
asynchronous spectrum is generated using the conventional method, the above cross 
peaks become too weak to be observed since the concentration range of THF is very 
narrow. These results demonstrate that the novel approach is very useful to enhance 
intensity of cross peaks, especially when the range of reactant concentration is very 
narrow. 
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Experimental 
Methods 
In the mathematical analysis and computer simulation on the model system, all the 
simulated 1D spectra were produced by using a program written in our lab using Matlab 
software (Mathworks, Inc.). 2D correlation spectra in both model system and real 
chemical system were constructed based on the algorithm developed by Noda via 
Matlab software. 
Reagents 
Diethyl ether was of AR grade and obtained from Beijing Chemical Company. 
Methanol (GR grade) was purchased from Beijing Tong Guang Fine Chemicals 
Company. Tetrahydrofuran (THF) of HPLC grade, was ordered from Xilong Chemical 
Co., Ltd.  
A solvent purification system (MB-SPS-800) was used to treat diethyl ether and 
THF to remove trace amount on water. FTIR spectra of the diethyl ether, THF were 
recorded before and after treatment. No change was found in the corresponding FTIR 
spectra. That is to say, the interference of trace amount of water on FTIR spectra is 
negligible.  
Instrument 
FTIR spectra were collected on a Thermo-Fischer Nicolet 6700 Fourier transform 
infrared spectrometer equipped with an attenuated reflection accessory. All the spectra 
were recorded at a resolution of 4 cm-1 and 32 scans were co-added. During the 
experiment, the spectrometer was purged by dry air to remove the interference caused 
by water vapor. 
 
Results and Discussion 
1 Description of the Model System 
The model system is composed of a series of solutions containing two solutes (P 
and Q). Under an intermolecular interaction, a small fraction of P undergoes a subtle 
structural variation and converts into another form denoted as U. Similarly, a small part 
of Q converts into another form (denoted as V). The inter-conversion can be described 
by a reaction shown in eq. 2-1. 
P+Q
K
↔U+V (2-1) 
where K is the equilibrium constant. We use concentrations of P and Q as external 
perturbations to construct 2D asynchronous spectra, so that the interaction between P 
and Q can be characterized by cross peaks in the resultant 2D asynchronous spectrum. 
In the study, we focused on a specific spectral region. In the spectral region, 
solvent has not any contribution. Furthermore, neither Q nor V has an absorption band. 
P possesses a characteristic peak at XP and U has a peak at XU that is quite closed to XP. 
We use Gaussian function shown in eq. 2-2 to model the absorption peak of P and that 
of U  
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f𝑗(𝑥) = 𝜀𝑗 ∗ e
−(ln2)∗[
(𝑥−X𝑗)
2
W𝑗
2 ]
 
(2-2) 
where the index j refers to component P or U. Parameters j, Xj, and Wj are the 
corresponding molar absorptivity, peak position and bandwidth (half-width at half-
height, HWHH) of the characteristic band of the jth chemical species, respectively. The 
assumed values of absorptivity, peak position and bandwidth of the characteristic peaks 
of P and U are listed in Table 2-1.  
To reflect the intermolecular interaction between P and Q, four solutions 
containing different amounts of P and Q are simulated. The initial concentrations of P 
and Q in the four solutions are listed in Table 2-2. In this case, the range of the initial 
concentration of P is quite narrow.  Based on the above data, 1D spectra of the four 
solutions are simulated. Then 2D asynchronous spectrum is generated from the four 1D 
spectra. 
Here, two methods to construct 2D asynchronous spectra are examined.  
The first method is a conventional method, 31 where an average spectrum of the 
above four spectra is obtained and the used as a reference spectrum. The reference 
spectrum is subtracted from each of the four spectra. The resultant dynamic spectra are 
used to generate a 2D asynchronous spectrum. 31 
The second method is a new approach proposed in the present study. In this method, 
a 2D asynchronous spectrum is generated using the four spectra directly and no 
subtraction of a reference spectrum is carried out. First, we assume no intermolecular 
interaction occurs between P and Q, and this can be achieved by setting the value of K 
in eq. 2-1 to 0. The 2D asynchronous spectrum produced using the conventional method 
and the new method, respectively. No cross peak appears in the 2D asynchronous 
spectra constructed using both the conventional and new methods. Then, we assume 
that the interaction occurs between P and Q and the K value is now set as 0.01. The 
corresponding 2D asynchronous spectra produced using the two methods are depicted 
in Figure 2-1A and Figure 2-1B, respectively. This time, a group of cross peaks appears 
in Figure 2-1A. When we inspect Figure 2-1B, we find that a group of cross peaks can 
also be observed. Moreover, the pattern of cross peaks in Figure 2-1B is the exactly the 
same as those in Figure 2-1A. The results demonstrate that the near diagonal cross 
peaks around the coordinate (XP, XP) in the 2D asynchronous spectrum generated using 
the new method can also be used to reflect intermolecular interaction reliably.  
Since the pattern of cross peaks of Figure 2-1A and Figure 2-1B are the same, we 
use the absolute value of cross peak at (88, 112) to reflect the intensities of cross peak 
in the two 2D asynchronous spectra. The absolute value of conv(88,112) and 
mod(88,112) are 2.2610-6 and 1.8910-2, respectively. The intensity of cross peak in 
Figure 2-1B is about 8000 times larger than that in Figure 2-1A. Therefore, the 
intensity of cross peaks can be enhanced markedly if a 2D asynchronous spectrum is 
constructed without the subtraction of the reference spectrum defined as the average. 
To understand the spectral behavior of 2D asynchronous spectra generated using 
the new method, a mathematical analysis is performed on the above model system. 
Firstly, the 1D spectra of the four solutions can be expressed as: 
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A𝑖(𝑥) = CP
𝑖(eq)
fP(𝑥) + CU
𝑖(eq)
fU(𝑥) (2-3) 
where i{1,2,3,4}, x is the spectral variable, fP(x) and fU(x) are the spectral 
functions of P and U, and CP
𝑖(eq)
 and CU
𝑖(eq)
 are the equilibrium concentrations of P and 
U, respectively.  
From eq. 2-1, we have  
CP
𝑖(eq)
= CP
𝑖(init)
− CU
𝑖(eq)
 (2-4) 
Thus, eq. 2-3 changes into 
A𝑖(𝑥) = CP
𝑖(eq)
fP(𝑥) + CU
𝑖(eq)
(fU(𝑥) − fP(𝑥)) (2-5) 
In the conventional method of constructing 2D asynchronous spectrum estimated 
from the average, a reference spectrum is obtained as  
R(𝑥) =
1
4
∑A𝑖(𝑥)
4
𝑖=1
 (2-6) 
Then, each spectrum is converted to dynamic spectrum via 
?̃?(𝑥) = A𝑖(𝑥) − R(𝑥) (2-7) 
After combining eq. 2-4-eq. 2-7, the expression of the dynamic spectrum can be 
expressed as 
A𝑖(𝑥) = C̃P
𝑖(eq)
fP(𝑥) + C̃U
𝑖(eq)
(fU(𝑥) − fP(𝑥)) (2-8) 
where  
C̃P
𝑖 = CP
𝑖(𝑖𝑛𝑖𝑡) − CP
init(av) 
C̃U
𝑖 = CU
𝑖(eq)
− CU
eq(av)
 
CP
init(av) =
1
4
∑CP
𝑖(𝑖𝑛𝑖𝑡)
4
𝑖=1
 
CU
eq(av)
=
1
4
∑CU
𝑖(𝑒𝑞)
4
𝑖=1
 
(2-9) 
Afterward, a 2D asynchronous spectrum (denoted as conv(x, y)) is generated from 
the dynamic spectra via  
𝚿conv(𝑥, 𝑦) =
1
𝑛 − 1
?⃗⃗̃?T(𝑥)𝐍?⃗⃗̃?(𝑦) (2-10) 
where ?⃗⃗̃?(𝑥) = {?̃?1(𝑥), ?̃?2(𝑥), ?̃?3(𝑥), ?̃?4(𝑥)}, superscript T stands for transposition, 
and N is the Hilbert-Noda transformation matrix. 
After combining eq. 2-10 with eq. 2-8, the expression of conv(x, y) is  
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𝚿conv(𝑥, 𝑦) = ∑𝐌𝑖(𝑥, 𝑦)
4
𝑖=1
 (2-11) 
where 
𝐌1(𝑥, 𝑦) = fP(𝑥)fP(𝑦) (?⃗̃?P
init)
T
𝐍?⃗̃?P
init 
(2-12) 
𝐌2(𝑥, 𝑦) = fP(𝑥)(fU(𝑦) − fP(𝑦)) (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
 
𝐌3(𝑥, 𝑦) = (fU(𝑥) − fP(𝑥))(fU(𝑦) − fP(𝑦)) (?⃗̃?U
eq
)
T
𝐍?⃗̃?U
eq 
𝐌4(𝑥, 𝑦) = (fU(𝑥) − fP(𝑥))fP(𝑦) (?⃗̃?U
eq
)
T
𝐍?⃗̃?P
init 
Based on the mathematical property of Hilbert–Noda transformation matrix N 
listed in eq. 2-13,  
?⃗⃗⃗?T𝐍?⃗⃗⃗? = 0 (2-13) 
M1(x, y) and M3(x, y) are zero. 
Additionally, M2(x, y) and M4(x, y) can be combined into one term according to 
another property of the Hilbert-Noda matrix shown in eq. 2-14. 
?⃗⃗?𝐓𝐍?⃗⃗⃗? = −?⃗⃗⃗?𝐓𝐍?⃗⃗? (2-14) 
Therefore, the expression of the 2D asynchronous spectrum can be simplified as: 
𝚿conv(𝑥, 𝑦) = [fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq 
(2-15) 
In the new method, all the 1D spectra are directly used to construct 2D 
asynchronous spectrum. The corresponding 2D asynchronous spectrum (denoted as 
mod(x, y)) can be generated via: 
𝚿mod(𝑥, 𝑦) =
1
𝑛 − 1
?⃗⃗?T(𝑥)𝐍?⃗⃗?(𝑦) (2-16) 
The difference between eq. 2-10 and eq. 2-16 is that dynamic spectra vector ?⃗⃗̃? in 
eq. 2-10 is replaced by spectra vector ?⃗⃗? in eq. 2-16.  
Via a similar procedure that is used to obtained eq. 2-16, mod(x, y) can be 
expressed as eq. 2-17. 
𝚿mod(𝑥, 𝑦) = [fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦)](?⃗?P
init)
T
𝐍?⃗?U
eq 
(2-17) 
When an intermolecular interaction is not present, the product of intermolecular 
interaction U between P and Q will not be produced. As a results, both ?⃗̃?U
eq and ?⃗?U
eq
 
are zero vectors. According to eq. 2-15 and eq. 2-17, both conv (x, y) and mod(x, y) 
are zero. Thus, no cross peak is produced in 2D asynchronous spectra.  
When an intermolecular interaction occurs between P and Q, U is produced and 
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neither ?⃗̃?U
eq
 nor ?⃗?U
eq
 is zero vector any more. Thus, cross peaks might be present in 
the corresponding 2D asynchronous spectra. According to eq. 2-15 and eq. 2-17, a 2D 
asynchronous spectrum can be regarded as a product of pattern factor and intensity 
factor (Table 2-3). The pattern factors for conv(x, y) and mod(x, y) are identical, i.e., 
fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦). Consequently, the pattern of cross peaks in Figure 2-1A is 
exactly the same as that of Figure 2-1B.  
Then, we inspect the intensity factor, namely, (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
 for conv(x, y) and 
(?⃗?P
init)
T
𝐍?⃗?U
eq for mod(x, y).  
According to eq. 2-9, (?⃗?P
init)
T
𝐍?⃗?U
eq
 can be expressed as  
(?⃗?P
init)
T
𝐍?⃗?U
eq
= (?⃗̃?P
init + CP
init(av)?⃗⃗⃗?)
T
𝐍(?⃗̃?U
eq
+ CU
eq(av)
?⃗⃗⃗?) 
(2-18) 
where ?⃗⃗⃗? = {1, 1,1,1}. 
Equation 2-18 can be expanded as  
(?⃗?P
init)
T
𝐍?⃗?U
eq
= (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
+ CP
init(av)(?⃗⃗⃗?)
T
𝐍?⃗̃?U
eq
+ CU
eq(av)
(?⃗̃?P
init)
T
𝐍?⃗⃗⃗?
+ CP
init(av)CU
eq(av)
(?⃗⃗⃗?)
T
𝐍?⃗⃗⃗? 
(2-19) 
Based on the mathematical property of Hilbert–Noda transformation matrix N 
listed in eq. 2-13, the 4th term on the right of eq. 2-19 is zero. Moreover, we applied eq. 
2-14 on eq. 2-19. Finally, eq. 2-18 can be simplified as  
(?⃗?P
init)
T
𝐍?⃗?U
eq
= (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
+ CP
init(av)(?⃗⃗⃗?)
T
𝐍?⃗̃?U
eq
− CU
eq(av)
(?⃗⃗⃗?)
T
𝐍?⃗̃?P
init (2-20) 
We define the first, second and third term on the right of eq. 2-20 as E, F and G, 
respectively. In addition, we define 
?⃗̃?P
init𝑛𝑜𝑟𝑚 = ?⃗̃?P
init/ |?⃗̃?P
init| 
(2-21) ?⃗̃?U
eq𝑛𝑜𝑟𝑚 = ?⃗̃?U
eq
/ |?⃗̃?U
eq
| 
?⃗⃗⃗?𝑛𝑜𝑟𝑚 = ?⃗⃗⃗? |?⃗⃗⃗?|⁄ = {
1
2
,
1
2
,
1
2
,
1
2
}
𝐓
 
where |?⃗̃?P
init|, |?⃗̃?U
eq
| and |?⃗⃗⃗?| are the moduli of ?⃗̃?P
init, ?⃗̃?U
eq
 and ?⃗⃗⃗?. 
We have  
|?⃗⃗⃗?| = 2 
(2-22) 
|?⃗̃?P
init| = √∑(CP
𝑖(init)
− CP
init(av))
2
4
𝑖=1
= 2std(CP
init) 
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|?⃗̃?U
eq
| = √∑(CU
𝑖(eq)
− CU
eq(av)
)
2
4
𝑖=1
= 2std(CU
eq
) 
where std stands for standard deviation. 
Thus E, F and G can be expressed as  
E = (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
= |?⃗̃?P
init| |?⃗̃?U
eq
| ( ?⃗̃?P
init𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 )
= 4std(CP
𝑖(init)
)std(CU
𝑖(eq)
) ( ?⃗̃?P
init𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 ) 
(2-23a) 
F = CP
init(av)(?⃗⃗⃗?)
T
𝐍?⃗̃?U
eq
= CP
init(av)|?⃗⃗⃗?| |?⃗̃?U
eq
| ( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 )
= 4CP
init(av)std(CU
eq
)( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 ) 
(2-23b) 
G = −CU
eq(av)
(?⃗⃗⃗?)
T
𝐍?⃗̃?P
init = −CU
eq(av)
|?⃗⃗⃗?| |?⃗̃?P
init| ( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?P
init𝑛𝑜𝑟𝑚 )
= −4CU
eq(av)
std(CP
init)( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?P
init𝑛𝑜𝑟𝑚 ) 
(2-23c) 
When the initial concentrations of P and Q are adopted as Table 2-2, the range of 
the initial concentration of P is very narrow, and thus, we have 
|std(CP
init)| ≪ |CP
init(av)| (2-24) 
Since the K value of eq. 2-1 is very small, only a very small fraction of P converts 
into U. Thus, we have  
|CU
eq(av)
| ≪ |CP
init(av)| (2-25) 
Additionally, the range of initial concentration of Q is quite large, the range of the 
resultant equilibrium concentrations of U is larger than the range of the initial 
concentration of P. Thus, we have 
|std(CP
init)| < |std(CU
eq
)| 
(2-26) 
The values of ( ?⃗̃?P
init𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 ), ( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 ) and 
( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?P
init𝑛𝑜𝑟𝑚 ) are calculated to be 9.8310-2, -0.411 and -3.2610-3, when k 
value of eq. 2-1 is 0.01. Thus: 
|( ?⃗̃?P
init𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 )| ∼ |( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?U
eq𝑛𝑜𝑟𝑚 )|
≫ |( ?⃗⃗⃗?𝑛𝑜𝑟𝑚 )
T
𝐍( ?⃗̃?P
init𝑛𝑜𝑟𝑚 )| 
 (2-27) 
After combining formula. 2-24- formula 2-27, we have 
│F│>>│E│ 
│F│>>│G│ 
(2-28) 
According to formula 2-27, eq. 2-20 changes into  
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|(?⃗?P
init)
T
𝐍?⃗?U
eq
| = |E + F + G| ≈ |F| ≫ |E| = |(?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
| 
(2-29) 
The above analysis explains why the intensities of cross peak in the 2D 
asynchronous spectrum generated using the novel method described in this chapter are 
enhanced. Then, we investigate the spectrum behavior of 2D asynchronous spectrum 
generated using the new method. The initial concentrations of P and Q listed in Table 
2-2 are adopted while the K values of eq. 2-1 changes from 0.01 to 1.010-6. We find 
eq. 2-24 to eq. 2-27 are still true. Thus, eq. 2-29 is still valid. Namely, the intensities of 
cross peaks are enhanced when the new method (constructing 2D asynchronous 
spectrum without subtracting a reference spectrum) is utilized to construct a 2D 
asynchronous spectrum.  
In summary, we propose a novel approach to generate a 2D asynchronous 
spectrum without subtracting a reference spectrum during the constructing process. The 
resultant near diagonal cross peaks around (XP, XP) can be used to reflect intermolecular 
interaction in a reliable manner. Moreover, the intensities of cross peaks around the 
coordinate (XP, XP) in the 2D asynchronous spectrum generated using the new approach 
is much stronger than those in a 2D asynchronous spectrum generated using the 
conventional approach.  It should be pointed out that the approach described in this 
chapter is very effective especially the range of initial concentrations of P is very narrow.  
2 Application of novel method on a Real Chemical System 
The approach described in this chapter can be incorporated into the now well-
established DAOSD approach31-41 to improve the performance of 2D asynchronous 
spectrum to probe the intermolecular interactions. In the DAOSD approach, a 2D 
asynchronous spectrum called P(x, y) is generated via the following procedure: a 
group of solutions containing P and Q are prepared. In a series of solutions, the initial 
concentration of P is constant. Then, 1D spectra of the series of solutions are recorded 
and used to construct a 2D asynchronous spectrum. The 2D asynchronous spectrum in 
the 2D spectral region around the coordinate (XP, XP) can be described via eq. 2-15. 
Since the initial concentration of P is constant, ?⃗̃?P
init is a zero vector. That is to say, the 
intensity factor for P(x, y) is zero and P(x, y)=0 in the spectral region around (XP, 
XP). When the new approach is adopted, the intensity factor changes from 
(?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
 into (?⃗?P
init)
T
𝐍?⃗?U
eq
. Since ?⃗̃?P
init is a zero vector, eq. 2-20 is simplified as  
(?⃗?P
init)
T
𝐍?⃗?U
eq
= CP
init(av)(?⃗⃗⃗?)
T
𝐍?⃗̃?U
eq
 (2-30) 
Thus, nonzero intensity factor can be produced and cross peaks appear near the 
diagonal line around the coordinate (XP, XP) in the resultant P(x, y).  
Herein, we apply this approach on a real chemical system. The system is used a 
series of solutions. In these solutions, diethyl ether was utilized as a solvent. Methanol 
was used as one solute and tetrahydrofuran (THF) was employed as another solute. 
When methanol was dissolved in diethyl ether, hydrogen bonds are formed. FTIR 
spectra of the system were measured to characterize the hydrogen bonding behavior in 
the system. As shown in Figure S2-1 in the Supporting Information, a single OH 
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stretching band appears at 3504 cm-1 when the concentration of methanol is below 
4.6110-4 mol/ml. Neither peak position nor band shape changes when the 
concentration of methanol is between 1.3710-4 and 4.6110-4 mol/ml. Thus, the band 
3504 cm-1 is assigned to the OH stretching band of methanol that forms a methanol-
diethyl ether complex via a hydrogen bond (Scheme 2-1). 57-60 As the concentration of 
methanol increases, the shape of the OH stretching band changes and undergo a red 
shift. (Please see the first part of Supporting Information) The reason for this change 
is that the OH groups of methanol play a dual role. On one hand, the OH group acts as 
a hydrogen bonding donor (the OH group marked in blue in Scheme 2-2); on the other 
hand, the oxygen atom of the OH group acts as hydrogen bonding acceptor (the OH 
group marked in red in Scheme 2-2). In this way, methanol may form (methanol)x 
(including dimer, trimer, tetramer or multimers) via hydrogen bonding among methanol 
molecules.  The formation of (methanol)x makes the spectrum of OH stretching band 
rather complex. In this chapter, we focus on the diethyl ether solutions in which the 
concentration of methanol is below 4.6110-4 mol/ml, so that (methanol)x will not be 
produced. Then, THF is now introduced into the solutions as a second solute. Upon 
introducing THF, THF may compete with diethyl ether on the formation of hydrogen 
bonding with methanol (Scheme 2-3). Namely, a small fraction of hydrogen bond 
between methanol and diethyl ether will break so that the resultant free methanol can 
form a hydrogen bond with THF. Figure 2-2 depicts a typical FTIR spectrum of diethyl 
ether solution containing both methanol (2.4710-4 mol/ml) and THF (7.4010-4 
mol/ml). For comparison, an FTIR spectrum of diethyl solution that contains only 
methanol (2.4410-4 mol/ml) is also shown. However, no observable difference can be 
found for the OH stretching band between the two spectra shown in Figure 2-2. 
Moreover, the second derivative spectra (Figure S2-4) show that the OH stretching 
band of methanol does not split upon introduction of THF. The reason why no 
significant observable difference may be as follows: That the content of diethyl ether is 
overwhelmingly larger than that of THF. Alternately, the strength of hydrogen bond 
between methanol and diethyl ether may be similar to that between methanol and THF. 
As a result, the OH stretching band of methanol-diethyl ether may severely overlap 
with that of methanol-THF. The above reasons make it difficult to observe spectral 
changes on the OH stretching band even if a hydrogen bond is indeed formed between 
THF and methanol. Alternative approach should be adopted to address the problem.  
The hydrogen bonding between methanol and THF dissolved in diethyl ether can 
be regarded as a form of intermolecular interaction (eq. 2-31), which might be revealed 
by cross peaks in a 2D asynchronous spectrum. 
Methanol-Diethyl Ether+THF
K
↔ Methanol-THF+Diethyl Ether (2-31) 
In this study, we try to use the near diagonal cross peaks around the coordinate 
(3504 cm-1, 3504 cm-1) in 2D asynchronous spectrum generated by using the DAOSD 
approach to probe whether Methanol-THF complex is formed or not. In the first 
experiment, three diethyl ether solutions were prepared with the initial concentrations 
of methanol and THF listed in Table 2-4. Their FTIR spectra were recorded and used 
to construct a 2D asynchronous spectrum (Figure 2-3A). Since the initial concentration 
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of THF is constant, the resultant 2D asynchronous spectrum is called THF. According 
to the basic property of the DAOSD approach, cross peaks around the coordinate (3504 
cm-1, 3504 cm-1) in the 2D asynchronous spectrum is expected to be useful in probing 
the peak position and bandwidth difference between the OH stretching band of 
methanol- diethyl ether and that of methanol-THF. As mentioned above, to prevent the 
formation of (methanol)x in the solution, the initial concentration of methanol has to be 
very low. As a result, the concentration ranges of methanol listed in Table 2-4 is rather 
narrow. The narrow concentration ranges of methanol, in turn, make the intensities of 
cross peak rather weak. As a matter of fact, cross peaks in the resultant 2D asynchronous 
spectrum are so weak that they are completely covered by noise. 
To address the problem, we adopt the new approach developed in the present study. 
Another series of diethyl ether solutions containing both methanol and THF are 
prepared. The initial concentration of methanol and THF are listed in Table 2-5. In 
these series of solutions, the initial concentrations of methanol are constant, while the 
initial concentrations of THF are variable. Then, FTIR spectra of the series of solution 
are collected. Afterward, the obtained FTIR spectra are used to generate a 2D 
asynchronous spectrum (denoted as methanol) via a procedure without subtracting a 
reference spectrum. Because of the contribution of the extra term in eq. 2-30, cross 
peaks indeed appear around (3504 cm-1, 3504 cm-1) in the resultant methanol even if the 
initial concentration of methanol is constant (Figure 2-3B). The appearance of cross 
peak demonstrates that THF does take part in competition with diethyl ether in the 
formation of hydrogen bond with methanol. As a result, new OH stretching band is 
produced via the formation of methanol-THF complex. The new band that is buried 
under the congested envelop of the OH stretching band is revealed and manifested as 
cross peaks in the 2D asynchronous spectrum.  
According to previous discussion, 2D asynchronous spectrum shown in Figure 2-
3B can be described by  
𝚿methanol(𝑥, 𝑦) = CP
init(av)(?⃗⃗⃗?)
T
𝐍?⃗̃?U
eq[fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦)]
 (2-32) 
where fP(x) is the peak function of the OH stretching band of methanol-diethyl ether, 
and fU(x) is the peak function of the OH stretching band of methanol-THF, CP
init(av)
 is 
the average value of the initial concentration of methanol, and CU
eq
 is the equilibrium 
concentration of methanol-THF complex. 
The exact value of equilibrium concentrations of methanol-THF complex in the 
solution cannot be obtained since the K value of eq. 2-31 is not available. The sign of 
CP
init(av)(?⃗⃗⃗?)
T
𝐍?⃗̃?U
eq
 is positive when the initial concentration of methanol and THF are 
set as Table 2-5. (Mathematical proof of this state can be found in the part 2 of 
Supporting Information). That is to say, the pattern of cross peaks (the number, 
position, shape and sign of cross peaks) can be represent by fP(x)fU(y)-fP(y)fU(x) in 
Ψmod(x, y). The pattern of Ψmod(x, y) cannot reflect difference on absorptivity between 
the OH stretching band of methanol-diethyl ether complex and that of methanol-THF 
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complex. We try to find whether the peak position or bandwidth of the OH stretching 
band change when the methanol-diethyl ether complex is replaced by the methanol-
THF complex. There are nine possible situations concerning the difference on the peak 
position and bandwidth. In part 3 of Supporting Information, the nine possible 
situation and corresponding pattern of Ψmod(x, y) are listed in Table S2-2. A one-to-one 
correspondence can be set up. The pattern of cross peak in Situation II of Figure S2-5 
is the same as that shown in Figure 2-3B. Thus, the width of the OH stretching band of 
the methanol-THF complex is roughly the same as that of the methanol-THF complex. 
The OH stretching band of methanol-THF, in turn, undergoes a red shift in comparison 
with that of methanol-diethyl ether, even if the range of initial concentration of THF is 
only between 0 and 4.93 10-4 mol/ml.  
The conclusions from the above 2D asynchronous spectra get additional support 
from the following experiment. Trace 1 of Figure 2-4 shows an FTIR spectrum of THF 
solution containing methanol (2.7810-4 mol/ml). In this case, all methanol molecules 
form methanol-THF complex. A single OH stretching band appears at 3484 cm-1. For 
comparison, a spectrum of diethyl ether solution containing methanol (2.4410-4 
mol/ml) is shown as trace 2 of Figure 2-4. As mentioned above, all methanol molecules 
form methanol-diethyl complex and the corresponding OH stretching band occur at 
3504 cm-1. Therefore, the OH stretching band of the methanol-THF complex undergoes 
a red shift in comparison with the OH stretching band of the methanol-diethyl ether. 
Moreover, the widths of the OH stretching band in trace 1 and trace 2 in Figure 2-4 are 
roughly the same. This example demonstrates that the approach described in this 
chapter is applicable in the real chemical system.  
We suggest that this approach might be applicable in moving window analysis to 
enhance the intensities of cross peaks. Further work is still being performed. 
 
Conclusion 
A new method to construct 2D asynchronous spectrum without subtracting a 
reference spectrum is proposed. The resultant 2D asynchronous spectra are used to 
study intermolecular interaction between two solutes (P and Q, where P has a 
characteristic peak at XP) dissolved in the same solvent. We focus on the spectral 
behavior of the near diagonal cross peaks around the coordinate (XP, XP) in the 2D 
asynchronous spectrum generated using the new method. Mathematical analysis and 
computer simulation on a model system demonstrate that cross peaks around (XP, XP) 
can reflect intermolecular interaction between P and Q in a reliable manner. Moreover, 
the intensities of cross peaks around (XP, XP) can be significantly enhanced in 
comparison with the corresponding 2D asynchronous spectrum produced with the 
conventional method. The new approach is especially effective in enhancing the 
intensities of weak cross peaks because of narrow variation range of the initial 
concentrations of P or Q. We incorporated the new method with the DAOSD approach 
developed in our previous work. Then we applied the modified DAOSD approach to 
study hydrogen bonding behavior in diethyl either/methanol/THF system. In diethyl 
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solution containing low concentration of methanol, only methanol-diethyl ether 
complex via a hydrogen bond exists. Upon introducing THF, THF breaks the methanol-
diethyl ether hydrogen bond and forms methanol-THF complex via new hydrogen bond 
even if the content of diethyl is overwhelmingly larger than that of THF. This process 
can be revealed by the appearance of cross peak in 2D asynchronous spectrum using 
the modified DAOSD approach. Since the range of concentration of THF is very narrow, 
the cross peaks can only become observable using the new method. 
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Table 2-1 Spectral Parameters of P in the Model System when Intermolecular 
Interaction Occurs between P and Q 
 
Spectral variable 
Peak position 
(cm-1)  
Bandwidth  
(cm-1) 
Absorptivity 
P 100 20 1.00 
U 99 20 1.00 
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Table 2-2 The Initial Concentrations of P and Q in the Model System 
 
Index CP (mol/ml) CQ (mol/ml) 
1 1.48 17.4 
2 1.47 4.93 
3 1.46 2.47 
4 1.45 0 
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Table 2-3 The Pattern Factor and Intensity Factor of the 2D Asynchronous Spectra 
Generated by Conventional Method and New Method described in this chapter 
 
 Ψconv(x, y) Ψmod(x, y) 
Pattern factor fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦) fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦) 
Intensity factor (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq (?⃗?P
init)
T
𝐍?⃗?U
eq 
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Table 2-4 Initial Concentrations of Methanol and THF, which Meet the Requirement 
of the DAOSD Approach 
 
Index 
Cmethanol 
(x10-4mol/ml) 
CTHF 
(x10-4mol/ml) 
1 2.47 2.47 
2 1.98 2.47 
3 1.48 2.47 
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Table 2-5 Concentrations of Methanol and THF in the Group of Solutions 
 
Index 
Cmethanol 
(x10-4mol/ml) 
CTHF 
(x10-4mol/ml) 
1 2.47 4.93 
2 2.47 2.47 
3 2.47 0 
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Figure 2-1 2D Asynchronous Spectra of the Model System. The Equilibrium Constant (K) of eq. 2-1 is set as 0.01.  
A) 2D Asynchronous Spectrum is Generated using the Conventional Method. 
B) 2D Asynchronous Spectrum is Generated using the New Method. 
B A 
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Figure 2-2 FTIR Spectrum of Diethyl Ether Solution Containing both Methanol 
(2.4710-4 mol/ml) and THF (7.4010-4 mol/ml) (Trace 1), FTIR Spectrum of Diethyl 
Solution Containing Methanol only (2.410-4 mol/ml) (Trace 2).
3400  3450  3500  3550  3600  3650  
Wavenumber (cm-1)
Trace 1
Trace 2
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Figure 2-3 2D Asynchronous Spectrum of Methanol /THF/ Diethyl Ether System Generated by using the DAOSD Approach.  
A) 2D Asynchronous Spectrum (THF) is Generated from Three Solutions. The Concentrations of Methanol, THF in the Three Solutions are 
listed in Table 2-4.  
B) 2D Asynchronous Spectrum (methanol) using the New Approach is Generated from Three Solutions. The Concentrations of Methanol, THF 
in the Three Solutions are listed in Table 2-5.  
A B 
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Figure 2-4 FTIR Spectrum of THF Solution Containing Methanol (2.78x10-4mol/ml) 
(Trace 1); FTIR Spectrum Diethyl Ether Solution Containing Methanol (2.44x10-
4mol/ml) (Trace 2).
3400  3500  3600  3700  
Wavenumber (cm-1)
Trace 1
Trace 2
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Scheme 2-1 The Methanol-Diethyl Ether Complex via a Hydrogen Bond. 
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Scheme 2-2 The Methanol Aggregation via Hydrogen Bonding Among Methanol 
Molecules. The OH Group Marked in Blue Acts as a Hydrogen Bonding Donor; the 
OH Group Marked in Red Acts as a Hydrogen Bonding Acceptor. 
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Scheme 2-3 The Methanol-THF Complex via a Hydrogen Bond. 
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Supporting Information 1 
 
Part 1 FTIR Spectra of Diethyl Ether Solution containing Different Amounts of 
Methanol 
 
Table S2-1 The Relationship between Molar Ratio of Methanol and OH Stretching 
Band 
 
Index nmethanol:ndiethyl ether 
A 0.014  
B 0.021  
C 0.026  
D 0.034  
E 0.0489  
F 0.0973  
G 0.204  
H 0.259  
I 0.5770  
J 2.321  
K 5.109  
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Figure S2-1 FTIR Spectra of Diethyl Ether Solutions Containing Different Amounts of Methanol. The Molar Ratios between Methanol and 
Diethyl Ether are Listed in Table S2-1.  
* The peaks marked by * are from the overtone bands of diethyl ether. 
A B C 
D E F 
G H I 
J K 
* * * 
* 
* * * 
* * * * * 
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Figure S2-2 shows an FTIR spectrum of hexane solution containing methanol(less 
than 110-4 mol/ml). The OH stretching band of methanol appears as a sharp single 
peak around 3654 cm-1. In this case, the concentration of methanol is quite low, and 
thus methanol exists in a free state and no hydrogen bond is formed among methanol 
molecules. 
 
 
 
Figure S2-2 An FTIR Spectrum of Methanol in a Hexane Solution (The 
Concentration of Methanol is less than 110-4 mol/ml). 
 
From Figure S2-1, we learn that: As the concentration of methanol is below 
4.6110-4 mol/ml, a single narrow OH stretching peak appear at 3504 cm-1. In 
comparison with Figure S2-2, the OH stretching band of methanol dissolved in diethyl 
ether (the concentration is below 4.6110-4 mol/ml) undergoes a red shift. That is to say, 
a hydrogen bond forms on the methanol molecules. Since the concentration of methanol 
is quite low and the content of diethyl ether is overwhelmingly larger than that of 
methanol, the OH stretching band around 3504 cm-1 can be assigned to the methanol 
whose OH group acts as a hydrogen bonding donor and form a single hydrogen bond 
with the oxygen atom so that a methanol-diethyl ether complex is formed (Scheme 2-1 
in the main text). 
When the concentration of methanol is below 4.6110-4 mol/ml, increasing the 
concentration does not bring about changes in the band shape of the OH stretching band. 
However, the intensities of the OH stretching band at 3504 cm-1 increases linearly with 
3600  3650  3700  3750  3800  
Wavenumber (cm-1)
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the increment of the concentration of methanol (Figure S2-3). This phenomenon 
demonstrates that the concentration of the aforementioned methanol-diethyl ether 
increases with the concentration of methanol. Moreover, methanol molecules do not 
form other form of hydrogen bonding structure.  
 
 
 
Figure S2-3 Linear Relationship between the Concentrations of Methanol and the 
Absorbance of the 3504 cm-1 Band in the FTIR Spectra. 
 
As the concentration of methanol increases further, the OH stretching band 
becomes broad and exhibits a red shift. In addition, the intensity of the OH stretching 
band increases significantly. The reason for this phenomenon is that methanol 
molecules form dimer, trimer, tetramer and/or multimer via methanol-methanol 
hydrogen bond shown in Scheme 2-2 in the main text. The formation of the above 
complex aggregation via hydrogen bonding among methanol molecules is out of the 
scope of this work.  
In this chapter, we kept the concentration of methanol below 4.6110-4 mol/ml. 
Under this condition, whether interconversion between methanol-diethyl ether complex 
(Scheme 2-2 in the main text) and methanol-THF complex (Scheme 2-3 in the main 
text) occur or not is investigated using 2D asynchronous spectra.  
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Part 2 Discussion on the Intensity Factor is (?⃗?P
init)
T
𝐍?⃗?U
eq
 
N is the M order Hilbert-Noda matrix as follows 
𝐍 =
[
 
 
 
 
 
 
 
 
 
 
 0 1
1
2
1
3
…
1
𝑗 − 𝑖
−1 0 1
1
2
… …
−
1
2
−1 0 1 … …
−
1
3
−
1
2
−1 0 …
1
2
… … … … 0 1
−
1
𝑗 − 𝑖
… … −
1
2
−1 0
]
 
 
 
 
 
 
 
 
 
 
 
M
 (S2-1) 
where i, j M 
The M order N matrix can be regarded as a summation of M(M-1)/2 sub-matrices 
(Ni, j).  
𝐍 = ∑ ∑ 𝐍𝑖,𝑗
M−1
𝑖=1
M
𝑗=𝑖+1
 (S2-2) 
The sub-matrices can be defined as:  
𝐍𝑖𝑗 =
1
𝜋
[
 
 
 
 
 
 
 
0 … 0 … 0 …
… 0 …
1
𝑗 − 𝑖
… …
0 … 0 … 0 …
… −
1
𝑗 − 𝑖
… 0 … …
0 … 0 … 0 …
… … … … … 0]
 
 
 
 
 
 
 
M
 (S2-3) 
Intensity factor can be expressed as: 
(?⃗?P
init)
T
𝐍?⃗?U
eq
= ∑ ∑ V𝑖,𝑗
M−1
𝑖=1
M
𝑗=𝑖+1
 (S2-4) 
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where:  
V𝑖,𝑗 = (?⃗?P
init)
T
𝐍𝑖𝑗?⃗?U
eq
= [CP
1(init)
… CP
𝑖(init)
… CP
𝑗(init)
… CP
M(init)]
[
 
 
 
 
 
 
 
0 … 0 … 0 …
… 0 …
1
𝑗 − 𝑖
… …
0 … 0 … 0 …
… −
1
𝑗 − 𝑖
… 0 … …
0 … 0 … 0 …
… … … … … 0]
 
 
 
 
 
 
 
M
[
 
 
 
 
 
 
 CU
1(eq)
…
CU
𝑖(eq)
…
CU
𝑗(eq)
…
CU
M(eq)
]
 
 
 
 
 
 
 
=
1
𝑗 − 𝑖
(CP
𝑖(init)
CU
𝑗(eq)
− CU
𝑖(eq)
CP
𝑗(init)
) 
(S2-5) 
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As shown in Table 2-5 in the main text, the initial concentration of P is constant. 
Thus, eq. S2-5 can be simplified as 
𝐕𝑖,𝑗 =
CP
init
𝑗 − 𝑖
(CU
𝑗(eq)
− CU
𝑖(eq)
) (S2-6) 
In addition, the initial concentration of Q decreases with the increment of i.  
Namely, CQ
𝑖(init)
> CQ
𝑗(init)
, when i<j. 
Moreover, the initial concentration of P is constant. For the equilibrium reaction 
shown in eq. 2-1 in the main text, we have: CU
𝑖(eq)
> CU
𝑗(eq)
, when i<j. 
Thus, we have Vi,j<0. Since every Vi,j is negative, the summation of all the Vi,j 
terms are negative. Therefore, we come to the following conclusion: although we do 
not know the exact values of equilibrium concentration of U, the sign of the intensity 
factor ((?⃗?P
init)
T
𝐍?⃗?U
eq
) is always negative when the initial concentrations of P and Q are 
adopted as in Table 2-5 in the main text.  
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Part 3 The Second Derivative Spectra in the OH Stretching Band of Diethyl 
Solutions Containing Methanol only and Methanol/THF 
 
 
 
Figure S2-4 Second Derivative Spectrum of  
Trace 1: The OH Stretching Band of Diethyl Ether Solution Containing Methanol 
(2.4710-4 mol/ml) 
Trace 2: The OH Streching Band of Diethyl Ether Solution Containing Methanol 
(2.4710-4 mol/ml) and THF (7.4010-4 mol/ml) 
 
Part 4 The Relationship between the Patterns of Cross Peak in 2D Asynchronous 
Spectrum and Possible Changes of the Peak Parameters of the Characteristic Peak 
of U.  
To explore what happens on the OH stretching band when the methanol-THF 
complexes is formed. We performed a computer simulate on a model system. Herein P 
stands for the OH stretching band of methanol-diethyl ether complex and U stands for 
the OH stretching band of the methanol-THF complex. Since the pattern of cross peaks 
around cannot be used to reflect the changes on the changes of the absorptivity of the 
band, the absorptivity of the peak of band U are all set the same as P. The qualitative 
difference on peak position, bandwidth can be classified into nine situations shown in 
Table S2-2.  
  
3460  3480  3500  3520  3540  
Wavenumber (cm-1)
Trace 1
Trace 2
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Table S2-2 Nine Possible Situations Concerning the Changes on Peak Position and 
Bandwidth of the 100 cm-1 Band. The Peak Position and Bandwidth of P are 100 cm-1 
and 20 cm-1, respectively. 
 
Model systems 
Peak position 
(cm-1) 
Bandwidth 
(cm-1) 
1 99 19  
2 99  20  
3 99  21 
4 100 19  
5 100  20 
6 100 21  
7 101  19  
8 101 20  
9 101 21 
 
The corresponding cross peak of pattern factor is shown in Figure S2-3. The 
pattern of Figure 2-3B in the main text is the same as Situation System 2 in Figure 
S2-5. That is to say, the bandwidth of the OH stretching band of the methanol-THF 
complex is almost the same as that of the methanol-diethyl ether. Moreover, the OH 
stretching band of the methanol-THF complex exhibits a red shift in comparison with 
that of the methanol-diethyl complex.  
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Figure S2-5 Cross Peaks Around (100, 100) in (x, y) of the Nine Model Systems, the Peak Parameter of U can be found in Table S2-2. 
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Chapter 2 
 
 
 
Investigation on the Behavior of Noise in Asynchronous Spectra 
in Generalized Two-Dimensional (2D) Correlation Spectroscopy 
and Application of Butterworth filter in the Improvement of 
Signal-to-Noise ratio of 2D Asynchronous Spectra 
  
93 
 
Significance of reduction of noise 
In the measurement of 1D spectra are used to construct 2D correlation spectra, 
there is always some amount of unpredictable noise. 1 The noise may arise from 
instrumental and environmental fluctuations, electrical signal contamination, truncation 
and other effects in digital processing, etc. Upon generation of 2D correlation spectra, 
the presence of such noise might bring about severe interference on the resultant 2D 
spectra. Thus, something should be done to extract useful information from 2D spectra, 
especially with heavily noisy background.  
In the field of 2D correlation spectroscopy, several approaches have been 
implemented to improve the signal-to-noise ratio. 2-9 Smoothing on the original spectra 
has been extensively employed. In some cases, however, subtle spectral feature might 
be lost after smoothing process. Berry and Ozaki have demonstrated that denoising 
using a wavelets approach is superior to the conventional smoothing method. 2 Wu and 
co-workers have developed quadrature approaches, which have been proved to be quite 
effective in the suppression of noise. Additionally, reconstruction of the data based on 
principal component analysis with eigenvector manipulation is another promising 
approach in the improvement of signal-to-noise ratio of 2D correlation spectra. 9 
In OSD and related techniques, the occurrence of cross peaks in 2D spectra can be 
used as an unambiguous evidence of the existence of an intermolecular interaction. 
However, the cost of orthogonal sample design scheme and relevant techniques is that 
the intensity of cross peaks is significantly attenuated. As a consequent, the problem of 
noise becomes a challenge to interpreting resultant 2D spectra. To address the problem, 
we have proposed improvement of the quality of 2D asynchronous spectra by changing 
the sequence of 1D spectra. In addition, we use a modified reference spectrum in the 
generation of 2D asynchronous spectrum based on the AOSD approach. The above 
approaches may increase the absolute intensities of cross peaks in the resultant 2D 
correlation spectra by more than 100 times in some cases. As a result, the signal-to-
noise ratio can be improved to some extent. 4-5 In our further work, the above 
approaches are indeed effective in improving the quality of the obtained 2D spectra. 4-
5, 10-11 However, noise in 2D spectra can be magnified by accompanying signals in the 
cross peaks region of 2D spectra. As a consequence, it still becomes difficult to observe 
cross peaks that reflect intermolecular interaction when noise is severe in the original 
1D spectra. Thus, something should be done to improve the quality of 2D spectra via 
an approach of effectively suppressing noise. There are many approaches to enhance 
the signal-to-noise ratio of 2D correlation spectra reported in the literature using noise 
suppressing methods. 2-9 However, the noise attenuation approaches may also bring 
about some signal distortion to the treated spectra. Uncontrolled signal distortion may 
produce artifactual interference in the resultant 2D spectra, which may result in 
misleading conclusions. Therefore, a useful approach on improvement of the quality of 
2D spectra should satisfy the following requirements: The approach must effectively 
reduce the fluctuation of noise; on other hand, it should not bring about severe signal 
distortion on the treated spectra.  
In the present study, we adopt a Butterworth filter, 12-14 which is extensively used 
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in the field of signal processing, 15-19 to improve the quality of 2D correlation spectra. 
The reason why we adopt this approach is that the Butterworth filter is a linear operator. 
Hence the effect of noise suppression and signal distortion produced by the Butterworth 
filter can be independently investigated and controlled. Herein, mathematical analysis 
on the statistic property of noise in 2D asynchronous spectrum and computer simulation 
on a model system are carried out to show the effectiveness of the Butterworth filter 
approach.  Moreover, we apply the Butterworth filter on a real chemical system with 
added artificial noise. Experimental results demonstrate that the Butterworth filter is 
useful in the reduction of noise in real chemical systems. 
 
Methods 
In the investigation of the model system, all the simulated spectra were generated 
via a program written in our lab using Matlab software (Mathworks, Inc.). Two-
dimensional correlation spectra were constructed based on the algorithm developed by 
Noda via Matlab software. 
 
Results and Discussion 
1 Description of the Model System 
We establish a model system to study the behavior on the improvement of the 
quality of 2D asynchronous spectrum by a Butterworth filtering approach. The model 
chemical system is composed of six solutions containing two solutes (P and Q). In the 
spectral region investigated, the solvent has no absorption band. Under the 
intermolecular interaction between P and Q, a small fraction of P undergoes a subtle 
structural variation and converts into another form of solute denoted as U. Similarly, a 
part of Q changes into V. The interconversion caused by the intermolecular interaction 
can be modeled by a chemical reaction shown in eq. 3-1. The strength of the 
intermolecular interaction can be characterized by the equilibrium constant K that is set 
as 0.01 in this article. 
P+Q
K
↔U+V 
(3-1) 
In the system, we assume that the characteristic peaks of P/U and Q/V are not 
overlapped, and thus we focus on the spectral region where only P and U possess 
absorptive peaks. The description of the spectral functions of P and U in detail can be 
found in the first part of the Supporting Information.  
To construct a 2D asynchronous spectrum of the system, the spectra of six solution 
samples containing different amounts of P and Q are simulated. The initial 
concentrations of P and Q of the six sample solutions are listed in Table 3-1. The 
simulated 1D spectra are shown in Figure 3-1A. Based on the six 1D spectra, a 2D 
asynchronous spectrum is generated and is shown in Figure 3-1B.  
Two independent cross peaks are observed around (283, 306), and (306, 330). 
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Another two cross peaks at (306, 283) and (330 306) are antisymmetric to the two cross 
peaks at (283, 306) and (306, 330) with respect to the diagonal. The pattern of cross 
peaks demonstrates that both peak position and bandwidth of the peak of the 
characteristic P and U are different.  The cross peaks at (283, 306) and (330 306) are 
negative, indicating that the bandwidth of P is larger than that of U. Moreover, the 
intensity of cross peaks around (283, 306) is larger than that of cross peak at (330 306), 
demonstrating that the peak position of the characteristic peak of P is smaller than that 
of U. The above conclusions deduced from the pattern of cross peak are in accordance 
with the peak parameters listed in Table S3-1 (please see the Supporting Information). 
Then, noise is introduced into each 1D spectrum. The fluctuation of the noise is 1% 
of the maximum intensity of the each 1D spectrum. The simulated 1D spectra of the six 
samples are shown in Figure 3-2A, and the corresponding 2D asynchronous spectrum 
is shown in Figure 3-2B. In this model system, intermolecular interaction is not very 
strong (the corresponding K value is only 0.01). Consequently, the resultant cross peaks 
in the 2D asynchronous spectrum are not very strong. In this case, even noise whose 
fluctuation is not quite large can bring about a destructive effect. As shown in Figure 
3-2B, all cross peaks are completely masked by the noise. This situation is different 
from denoise work reported in the literature. For example, the patterns of cross peaks 
are still observable even if the fluctuation of noise amounted to 5% (Figure 7 of ref 2).  
2 Analysis on the Behavior of Noise in a 2D Asynchronous Spectrum 
To understand the influence of noise on a 2D asynchronous spectrum, mathematical 
analysis on noise in a 2D asynchronous spectrum is performed. First noise is introduced 
into a 1D spectrum, and the expression of the corresponding 2D asynchronous spectrum 
is listed in eq. 3-2. The details on how eq. 3-2 is obtained can be found in the second 
part of the Supporting Information. 
(x, y)= signal(x, y)+ noise(x, y) (3-2) 
As shown in eq. 3-2, (x, y) can be classified into two parts; the first part is a signal 
part (signal(x, y)), and the second part is a noise part (noise(x, y)).  
𝚿signal(𝑥, 𝑦) = (fP(𝑥)fU(𝑦) − fU(𝑥)fP(𝑦)) (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
 (3-3A) 
𝚿noise(𝑥, 𝑦) = (fP(𝑥) − fP(𝑦)) (?⃗̃?P
init)
T
𝐍 (?⃗⃗̃?(𝑦)) + (fU(𝑥) − fP(𝑥)
− fU(𝑦) + fP(𝑦)) (?⃗̃?U
eq
)
T
𝐍(?⃗⃗̃?(𝑦)) + (?⃗⃗̃?(𝑥))
T
𝐍(?⃗⃗̃?(𝑦)) 
(3-3B) 
 
Figure 3-3A and Figure 3-3B depict signal(x, y) and noise(x, y), respectively. 
Figure 3-3A is actually the same as Figure 3-1B. For comparison, we select a 1D 
spectrum with the weakest intensity among the six spectra shown in Figure 3-2A. The 
signal part and noise part of the spectrum are shown in Figure 3-3C and Figure 3-3D, 
respectively. The absolute intensity of the strongest cross peak of signal(x, y) in Figure 
3-3A is 2.07710-3. The intensity of the absorption peak of the 1D spectrum, which is 
the weakest among the six 1D spectra used to a generated 2D asynchronous spectrum, 
is 1.10. The intensity of signal in the 2D asynchronous spectrum is remarkably 
attenuated in comparison with the corresponding 1D spectrum. On the other hand, the 
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amplitude of noise in the 1D spectrum in Figure 3-3D is 5.510-3. However, the 
maximum amplitude of noise in noise(x, y) is 5.2710-2. Thus, the noise part in the 2D 
asynchronous spectrum is significantly magnified compared with that of the 1D 
spectrum. Consequently, the attenuation of the signal part and magnification of the 
noise part in the 2D asynchronous spectrum deteriorate the quality of the resultant 2D 
asynchronous spectra. This is the reason why the cross peaks are completely masked 
by noise.  
As shown in Figure 3-3D, the fluctuation level of noise is the same in every 
frequency in the 1D spectrum. However, the situation is dramatically different when we 
inspect the distribution of noise in the 2D asynchronous spectrum depicted in Figure 
3-3B.  
To describe the distribution behavior of noise, we first define the whole spectrum 
region in 1D spectrum as . As shown in Figure 3-1A,  is composed of peak region 
(1) and background region (2). The definitions of 1 and 2 are given below: 
1 ={x| XP-4WPx XP-4WP or XU-4WUxXU-4WU } 
2={x| x and x1} 
12= 
12= 
(3-4) 
where  is an empty set.  
The corresponding spectral region of a 2D asynchronous spectrum () can be 
classified into four regions.  
Region I: For every point [(x, y)] in Region I, we have (x, y) 11. The shape of 
Region I is a square. As shown in Figure 3-3B, the fluctuation of noise is very large in 
this region.  
Region II: For every point [(x, y)] in Region II, we have (x, y) 21. As shown 
in Figure 3-3B, Region II is composed of two disconnected rectangle subregions along 
the x axis. The fluctuation level of noise is significant but weaker than that of Region I. 
The noise in this region forms two horizontal ridges.  
Region III: For every point [(x, y)] in Region III, we have (x, y) 12. As shown 
in Figure 3-3B, Region III is composed of two disconnected rectangle subregions. The 
fluctuation of noise is roughly the same as that of Region II. The noise in this region 
forms two vertical ridges.  
Region IV: For every point [(x, y)] in Region IV, we have (x, y) 22. As shown 
in Figure 3-3B, Region IV is composed of four disconnected rectangle subregions. The 
fluctuation of noise is much weaker than those of Region I, Region II, and Region III.   
Then, we calculate the expectation of noise of noise(x, y) (E(noise(x, y))) and the 
standard deviation (STD) of noise(x, y) ((noise(x, y))). The details of calculation can 
be found in the third part of the Supporting Information. The results indicate that 
E(noise(x, y)) is always zero. Thus, E(noise(x, y)) cannot be used to reflect the 
fluctuation level of noise in a 2D asynchronous spectrum. However, (noise(x, y)) turns 
out to be nonzero.  
To test whether (noise(x, y)) can be used as a suitable index to reflect the 
fluctuation level of noise(x, y), a computer simulation is performed. In the simulation, 
20000 groups of the 1D spectrum are generated. Each group is composed of six 1D 
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spectra. Each 1D spectrum is constructed according to eq. S3-8. fP(x) and fU(x) are 
calculated via eq. S3-1, and peak parameters used in eq. S3-1 are listed in Table S3-1. 
The initial concentrations of P and Q used are listed in Table 3-1, and 𝐂U
𝑖(eq)
 and 
𝐂V
𝑖(eq)
are calculated via eq. 3-1.  For each 1D spectrum, noise ((x)), whose fluctuation 
is 1% of the maximum intensity of the group 1D spectra, is independently simulated. 
One 2D asynchronous spectrum is constructed from every group of 1D spectra. Thus, 
20000 2D asynchronous spectra ((x, y)) are generated. Then, noise(x, y) is extracted 
from each (x, y). Afterward, the standard deviation of noise(x, y) is calculated and 
plotted in Figure 3-4.  
After comparing noise(x, y) shown in Figure 3-3B with (noise(x, y)) illustrated 
in Figure 3-4, we find that the level of noise fluctuation in noise(x, y) is roughly the 
same as that of (noise(x, y)). Thus, (noise(x, y) is used to characterize the behavior 
of noise in a 2D asynchronous spectrum.  
Based on the definition of 1 and 2, the expression of (noise(x, y)) in Region I, 
Region II, Region III, and Region IV can be further simplified. The detail of analysis 
can be found in the third part of the Supporting Information, and the results are 
summarized in Table 3-2.  
According to the results listed in Table 3-2, we learn that: 
In the background region of a 2D asynchronous spectrum (x2 and y2), the 
noise level is quite low.  
When x1 or y1, the fluctuation of noise is significantly enhanced. Thus, the 
noise in 2D asynchronous spectrum is actually magnified by cross peaks. This is the 
reason why the signal-to-noise level in 2D asynchronous spectrum is deteriorated when 
2D asynchronous spectrum is constructed. Therefore, something should be done to 
suppress the noise level to improve the quality of 2D asynchronous spectrum.  
We notice from eq. S3-29 that [noise(x, y)] is proportional to the standard 
deviation of noise of 1D spectrum ( [γ]). Hence, reduction of the STD of noise of 1D 
spectrum is an effective way to improve the quality of 2D asynchronous spectra.  A 
Butterworth filter may provide a feasible way to decrease the STD value of 1D 
spectrum. Herein, we develop an approach to use the Butterworth filter to improve the 
quality of 2D asynchronous spectrum.  
The detailed description of the Butterworth filter can be found in the literature. 12-
14 Herein we provide a brief introduction of the Butterworth filter. Any given 1D 
function can be regarded as the summation of sinusoidal components of different 
frequencies. Filtering is a process to change the relative contribution of different 
sinusoidal components in the function. Butterworth filter is a frequency selective filter, 
which is designed to selectively pass some frequencies without distortion and 
significantly attenuate or eliminate others. We already know that the actual signal only 
contains low frequencies (Figure 3-3C), while the noise component contains high 
frequencies (Figure 3-3D). Hence, we designed it as a low-pass filter. That is to say, 
Butterworth filter preserves sinusoidal components of the low frequencies and 
attenuates or rejects components of higher frequencies.  
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In this article, the Butterworth filter is designated as an operator ?̂?𝑛,𝜔, where n and 
ω are number of pole and cutting off frequency, respectively. Both n and ω are 
important parameters of a Butterworth filtering operator ( ?̂?𝑛,𝜔 ). Treatment of a 
spectrum function (A(x), where x is spectral variable) by the Butterworth filter can be 
expressed as ?̂?𝑛,𝜔A(𝑥). First, we present a typical example on the application of the 
Butterworth filter. Figure 3-5A shows a noise whose fluctuation and standard deviation 
are -510-3~510-3 and 2.810-3, respectively Then a Butterworth filter whose n and ω 
values are 3 and 0.1, respectively is applied on the noise. The outcome is shown in 
Figure 3-5B. The fluctuation level of noise is significantly reduced and the standard 
deviation of noise is 7.5110-4. This result indicates that [] can be significantly 
reduced by a Butterworth filter (the reduction factor is 3.73 in this case). 
The effect on the reduction of the standard deviation of noise by the Butterworth 
filter is also related to the selection on the number of poles and cutting off frequency of 
the filter. Herein a noise, whose fluctuation and standard deviation are -0.015~0.015 
and 8.710-3, respectively, is subjected to the Butterworth filter with different number 
of poles and cutting off frequency. Figure 3-6 illustrates the variation of [] of the 
treated noise by a Butterworth filter whose cutting off frequency numbers of poles are 
variable. The results indicate that the value of [] decreases with decreasing of the 
cutting off frequency when the number of poles ranges from 1 to 6. Thus, decreasing 
the cutting off frequency is a very effective way in the reduction of the standard 
deviation of noise.  
When a Butterworth filter is used to treat a 1D spectrum, the standard deviation of 
noise can be reduced. However, the treatment of the Butterworth filter may also bring 
about distortion on the signal part of the 1D spectrum. Uncontrolled distortion may 
produce interference cross peak and result in misleading outcome in the investigation. 
Thus, additional consideration is required to address the problem of signal distortion.  
For any give 1D spectrum A(x), where x is spectral variable, A(x) is composed of two 
parts as shown in eq. 3-5. 
A(x)=S(x)+  (x) (3-5) 
where S(x) is the signal part of the spectrum and (x) is the noise part of the spectrum.  
When the Butterworth filter is applied to the spectrum, we have 
?̂?𝑛,𝜔A(𝑥) = ?̂?𝑛,𝜔(S(𝑥) + (𝑥)) 
(3-6) 
Since the Butterworth filter is a linear operator (eq. 3-7).  
?̂?𝑛,𝜔(αA1(𝑥) + 𝛽A2(𝑥)) = α?̂?𝑛,𝜔A1(𝑥) + 𝛽?̂?𝑛,𝜔A2(𝑥) 
(3-7) 
Equation 4-6 can be expressed as  
?̂?𝑛,𝜔A(𝑥) = ?̂?𝑛,𝜔S(𝑥) + ?̂?𝑛,𝜔(𝑥) 
(3-8) 
Thus, the outcome of the treatment of a spectrum by the Butterworth filter is 
composed of two parts. The first part is the result of the treatment of the Butterworth 
99 
 
filter on the signal part of spectrum and the second part is the result of the treatment of 
the Butterworth filter on the noise of spectrum. When ?̂?𝑛,𝜔S(𝑥) is not equal to S(x), 
distortion on the signal part by the Butterworth filter is produced. The distortion can be 
expressed as eq. 3-9.  
Δ(𝑥) = ?̂?𝑛,𝜔S(𝑥) − S(𝑥) (3-9) 
Figure 3-7 provides an example of distortion caused by a Butterworth filter. The 
original spectrum is a Gaussian peak whose peak position, bandwidth, and absorptivity 
are 300 nm, 20.0 nm, and 1.0, respectively(trace 1). When a Butterworth filter (the 
number of poles and cutting off frequency of the filter are 3 and 0.001, respectively) is 
applied to the signal, the results are shown as trace 2 in Figure 3-7. The distortion of 
the signal produced according to eq. 3-8 is illustrated as trace 3 in Figure 3-7.  
When we use a Butterworth filter to treat the signal part of a 1D spectrum described by 
eq. S3-2, the expression of signal distortion can be expressed as eq. 3-10. 
Δ(𝑥) = CP
𝑖(init) (?̂?𝑛,𝜔fP(𝑥) − fP(𝑥))
+ CU
𝑖(eq)
(?̂?𝑛,𝜔(fU(𝑥) − fP(𝑥)) − (fU(𝑥) − fP(𝑥))) 
(4-10) 
Since  CP
𝑖(init) ≫ CU
𝑖(eq)
, eq. 3-10 can be simplified as eq. 3-11  
Δ(𝑥) = CP
𝑖(init)(?̂?𝑛,𝜔fP(𝑥) − fP(𝑥)) (4-11) 
Because fP(x) is a Gaussian function, the signal distortion can be estimated from 
the Butterworth treatment on a Gaussian peak.  
When a Gaussian peak is subjected to a Butterworth filter with fixed values of n 
and  (for example, n=3 and =0.005), the influence of peak parameter (peak position, 
bandwidth, and absorptivity) on the value of (x) is estimated as discussed below. 
Herein we use the maximum value of (x) to reflect the level of signal distortion. The 
maximum of the absolute value of (x) is denoted as max. As shown in Figure 3-8A, 
variation on the peak position of a Gaussian peak does not have any influence on the 
value of max.  
Then we consider the influence of absorptivity on the value of max. Since the 
Butterworth operator is a linear operator, we have 
Δ(𝑥) = 𝛾PCP
𝑖(init)(?̂?𝑛,𝜔e
−(ln2)∗[
(X−XP)
2
WP
2 ]
− e
−(ln2)∗[
(X−XP)
2
WP
2 ]
) 
(3-12) 
That is to say, max is proportion to the absorptivity (Figure 3-8B).  
Finally, we investigate that influence of bandwidth of the Gaussian peak on the 
signal distortion. The results are illustrated in Figure 3-8C. The results indicate that the 
profile of the distortion varies with the bandwidth of the peak.  
On the other hand, the signal distortion for a given spectral function is also related 
to the parameters of the Butterworth filter (number of pole, cutoff frequency). We use 
a Gaussian peak as an example, whose peak position, bandwidth, and absorptivity are 
300 nm, 20.0 nm and 1.0, respectively.  
100 
 
Figure 3-9 depicts the variation of max as a function of the cutoff frequency for 
different values of n of the Butterworth filter. No matter what n value is selected, the 
value of max increases with decrease of the cut-off frequency. Similar results are 
obtained for other spectra of the model system (data are not shown).  
When we combine the results shown in Figure 3-6 and Figure 3-9 together, we 
found the following fact. As the cutoff frequency of the Butterworth filter decreases, 
the standard deviation of noise decreases while the value of max increases. The result 
is always true no matter what n value is selected. In the article, we propose a strategy 
that can take account of decreasing the standard deviation of noise and restriction of 
signal distortion together. Our strategy is to find suitable cutoff frequency of the 
Butterworth filter to make the value of max be below the standard deviation of noise. 
In this way, the signal distortion is buried by the treated noise, thereby avoiding the risk 
of being misleading results from signal distortion. In practice, the n value is fixed first. 
Then, both the standard deviation and the value of the distortion are drawn against the 
cutoff frequency so that the cross-section between the curves of the standard deviation-
cutoff frequency and the curve of distortion-cutoff frequency is obtained. The cutoff 
frequency corresponding to the cross section is regarded as the optimized cutoff 
frequency for the Butterworth filter. Then we change the n values to acquire six 
optimized cutting off frequencies (Figure 3-10). Afterward, the optimized n value is 
selected from the six cross peak with lowest cutting off frequency.  
We apply this approach on the model system mention in this article. For each 1D 
spectrum with noise, a Butterworth filter with optimized value of n and cutoff frequency 
is determined and then the spectrum is subjected to the treatment of the Butterworth 
filter. The obtained treated spectra are used to construct 2D asynchronous spectrum. 
The results are shown in Figure 3-11. In comparison with Figure 3-2B, noise in the 2D 
asynchronous spectrum is significantly reduced. As a result, cross peaks that are masked 
by the noise can be revealed. When we compare the treated 2D asynchronous spectrum 
in Figure 3-11 with the 2D asynchronous spectrum of the system without noise (Figure 
3-1B), we find that the patterns of cross peaks are faithfully regenerated. To 
quantitatively evaluate denoising effect of the Butterworth filter, we adopt the Carbo 
similarity metric expressed in eq. 3-13. 
𝐶𝐴𝐵 =
∑ (𝑃A𝑃B)𝑖,𝑗
√(∑ 𝑃A
2
𝑖,𝑗 )(∑ 𝑃B
2
𝑖,𝑗 )
 
(3-13) 
where PA is a data point from the original 2D asynchronous spectrum and PB is a data 
point from another 2D-COS spectrum. 
The CAB value between Figure 3-1B and Figure 3-2B is 0.75. After application of 
the Butterworth filter on the 1D spectra shown in Figure 3-2A, the CAB value between 
Figure 3-1B and Figure 3-11 is 0.99. The remarkable changes on the CAB values 
provide another evidence to show that the Butterworth filter is an effective approach to 
improve the quality of 2D asynchronous spectrum. 
3 Application of Butterworth Filter on a Real Chemical System 
In order to prove that the Butterworth filter is applicable to real chemical systems, 
we select the berberine/β-cyclodextrin system as an example. The details on the 
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investigation can be found in chapter 3.  
In the study, we focused on the n-* transition band of berberine around 420 nm in 
UV-vis spectra. In the experiment, three groups of aqueous solutions containing 
berberine chloride and β-cyclodextrin were prepared. Each group contains four 
solutions. The concentrations of berberine chloride and β-cyclodextrin are listed in 
Table S3-2 in the Supporting Information. UV-Vis spectra of the three groups of 
solutions were recorded. The spectra of the solutions in group 1 were used to construct 
2D asynchronous spectrum. The spectra of the solutions in group 2 and group 3 were 
utilized to generate a modified reference spectrum.  
The obtained 2D UV-Vis spectrum is shown in Figure S3-1 of the Supporting 
Information. Cross peaks around (420, 420) in 2D UV-vis asynchronous spectrum 
reflect intermolecular interaction between berberine and β-cyclodextrin. Then, we 
introduced artificial noise into each 1D spectrum. The fluctuation of noise is about 15% 
of the intensity of the absorption peak at 420 nm. The resultant 2D asynchronous 
spectrum is shown in Figure 3-12. In this case, noise brings about severe interference 
on the 2D asynchronous spectrum, and the cross peaks around (420, 420) are 
completely covered by the noise. The CAB value between the 2D asynchronous 
spectrum shown in Figure S3-1 and that shown in Figure 3-12 is 0.65. 
Subsequently, we applied the Butterworth filter on the 1D UV-vis spectra. The 
treated spectra are used to construct 2D asynchronous spectrum. The resultant 2D 
asynchronous spectrum is shown in Figure 3-13. In comparison with Figure 3-12, 
noise in the 2D asynchronous spectrum is significantly reduced. As a result, cross peaks 
around (420, 420) that are masked by the noise can be revealed. When the Butterworth 
filter is utilized, the CAB value between 2D asynchronous spectrum shown in Figure 
S3-1 and that shown in Figure 3-13 is 0.95. The results on the CAB values also 
demonstrated that the Butterworth filter is an applicable approach for real chemical 
systems. 
 
Conclusion 
Based on the investigation in this work, the following conclusions can be obtained. 
1. Standard deviation of noise in 1D spectra turns out to be suitable to reflect the 
fluctuation of noise in 2D asynchronous spectrum.  
2. Butterworth filter shows remarkable ability in the reduction of the standard 
deviation of noise. This confers the Butterworth filter with a good chance to improve 
the signal to noise level of 2D asynchronous spectrum by attenuation of noise in 1D 
spectra. 
3. A strategy is proposed to obtain optimized parameter of the Butterworth filter 
by taking consideration of reducing the standard deviation of noise and restriction of 
signal distortion.  
4. The result on a model system and a real chemical system demonstrate that our 
approach based on Butterworth filter is applicable in the improvement of the quality of 
2D asynchronous spectrum.  
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Table 3-1 Initial Concentrations of P and Q in the Model System, Which Meet the 
Requirement of the DAOSD Approach 
 
index of the solutions CP CQ 
1 3.00 2.10 
2 2.50 2.10 
3 2.20 2.10 
4 1.80 2.10 
5 1.40 2.10 
6 1.10 2.10 
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Table 3-2 Expression of noise[ ( , )]x y   in Different Region of a 2D Asynchronous 
Spectrum  
 
Region Expression of σ[𝚿noise(𝑥, 𝑦)] 
I √
1
𝑛
∑(H𝑖)2
12
𝑖=1
σ 
II √
1
𝑛
∑(H𝑖)2
12
𝑖=7
σ 
III √
1
𝑛
∑(H𝑖)2
6
𝑖=1
σ 
IV 0 
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Figure 3-1. (A) Six Simulated 1D spectra of the Model System, in which Noise is not 
Present. (B) 2D Asynchronous Spectrum Generated from the six 1D Spectra shown in 
(A). 
  
Wavelength(nm)
W
a
v
e
le
n
g
th
(n
m
)
100 200 300 400 500
100
200
300
400
500
107 
 
A 
 
B 
 
 
Figure 3-2. (A) Six Simulated 1D Spectra of the Model System, in which Noise is 
Present. (B) 2D Asynchronous Spectrum Generated from the Six 1D Spectra shown in 
(A). In this case, Cross Peaks are Completely Masked by Noise. 
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Figure 3-3. Decomposition of the 2D Asynchronous Spectrum shown in Figure 3-2B 
into Signal part and Noise part. For Comparison, the 1D Spectrum whose peak Intensity 
is the Weakest among the Six Spectra shown in Figure 3-2A is also Decomposed into 
Signal Part and Noise Part. (A) Signal Part of 2D Asynchronous Spectrum. (B) Noise 
Part of 2D Asynchronous Spectrum. (C) Signal Part of the 1D Spectrum. (D) Noise part 
of the 1D Spectrum.  
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Figure 3-4. STD Values of Noise in the 2D Spectral Region. In this work, we Simulated 
20000 2D Asynchronous Spectra. From each 2D Asynchronous Spectrum, the Noise 
part was Extracted. Then the Standard Deviation at each Spectral Point (x, y) over the 
20000 Asynchronous Spectra is Calculated. Then the Obtained Standard Deviations of 
Noise as a Function of Spectral Variables x and y are Plotted here.  
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Figure 3-5. (A) Typical Example of Noise Extracted from 1D Spectrum. In this case 
the Standard Deviation of noise is 2.810-3.  (B) Result of the Treatment of Noise by 
the Butterworth Filter whose n and ω Values are 3 and 0.1, respectively. The Standard 
Deviation of Noise after the Treatment is 7.5110-4.
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Figure 3-6. Relationship between STD of the Treated Noise in 1D Spectrum and Cutoff Frequency and Number of Poles of the Butterworth Filter. 
The Butterworth Filter is used in the Treatment of 1D Spectra Containing Noise. 
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Figure 3-7. Example of Signal Distortion brought about by a Butterworth Filter on a 
1D Spectrum without Noise. Trace 1: Original 1D Spectrum. Trace 2: Result of 
Butterworth Filter Treatment on the 1D Spectrum shown in trace 1. Trace 3: Difference 
between trace 2 and trace 1. 
Trace 2 
Trace 1 
Trace 3 
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Figure 3-8. Variations of the Maximum Value of Signal Distortion versus the Parameters of the Gaussian Peak. A Butterworth Filter whose n and 
 Values are 3 and 0.005, respectively, is used to Treat a Spectrum that is Composed of a Single Gaussian Peak. (A) Relationship between the 
Peak Position of the Gaussian Peak and the Maximum Value of Signal Distortion. (B) Relationship between the Absorptivity of the Gaussian peak 
and the Maximum Value of Signal Distortion. (C) Relationship between the Bandwidth of the Gaussian Peak and the Maximum value of Signal 
Distortion. 
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Figure 3-9. For a given Gaussian Peak with Fixed Peak Parameters, the Relationship between the Maximum value of Signal Distortion and 
Cutoff Frequency with Different Number of Poles. 
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Figure 3-10. Combination of Standard Deviation of Noise Versus Cutoff Frequency of a Butterworth Filter Curve and Maximum Value of Signal 
Distortion Versus Cutoff Frequency of the Butterworth Filter for Different Numbers of Poles of the Filter. The Cross Section Corresponds To The 
Optimized Cutoff Frequency of the Butterworth Filter. 
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Figure 3-11. 2D Asynchronous spectrum. A Butterworth Filter with Optimized 
Parameters is Utilized on the 1D Spectra with Noise. Then the Treated 1D Spectra are 
used to Construct the 2D Asynchronous Spectrum that is shown here.  
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Figure 3-12. Two-Dimensional Asynchronous Spectrum of Berberine/β- Cyclodextrin 
System Constructed by a Series of 1D Spectra Containing Artificial Noise. 
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Figure 3-13. Two-Dimensional Asynchronous Spectrum Generated from Three Groups 
of 1D UV-vis Spectra that are Treated by using the Butterworth Filter.
Supporting Information 2 
 
1. Description of the Model System 
In the spectral region investigated, the spectral function of each substance (P, and 
U) possesses only one characteristic peak. The peak for each chemical species is 
represented by a Gaussian function as shown in eq. S3-1. 
f𝑗(𝑥) = 𝜀𝑗 ∗ e
−(ln2)∗[
(𝑥−X𝑗)
2
W𝑗
2 ]
 
(S3-1) 
where j refers to chemical species, i.e., P or U; εj, Xj, and Wj are the corresponding 
molar absorptivity, peak position and bandwidth (half-width at half-height, HWHH) of 
the characteristic band of j. It should be pointed out that the characteristic peak of P is 
highly overlapped with that of U since the interaction is quite weak and only induces a 
subtle spectral variation. The peak parameters of P and U are listed in Table S3-1.  
 
Table S3-1 Peak Parameters of P and U in the Model System. 
 
Spectral variable Peak position(nm) Bandwidth(nm) Absorptivity 
MP 300 20 1.0 
MU 302 18 1.0 
 
For the ith solution, the simulated 1D spectrum is constructed by eq. S3-2 according 
to the Beer-Lambert’s Law.  
A𝑖(𝑥) = CP
𝑖(eq)
fP(𝑥) + CU
𝑖(eq)
fU(𝑥) (S3-2) 
where i{1, 2, 3, 4, 5, 6}; fP(𝑥) and fU(𝑥) are spectral functions of P and U; CP
𝑖(eq)
 
and CU
𝑖(eq)
 are equilibrium concentrations of P and U. For convenience, the path length 
is set as 1 and not appeared in eq. S3-2.  
According to eq. 3-1, we have  
CP
𝑖(eq)
= CP
𝑖(init)
− CU
𝑖(eq) (S3-3) 
Thus, eq. S3-2 can be converted as  
A𝑖(𝑥) = CP
𝑖(eq)
fP(𝑥) + CU
𝑖(eq)
(fU(𝑥) − fP(𝑥)) (S3-4) 
In the simulation, CU
𝑖(eq)
 is calculated based on the initial concentrations of P, Q 
and equilibrium constant. The simulated 1D spectra are shown in Figure 3-1A. 
Subsequently, a reference spectrum of the above 6 spectra are generated according to 
eq. S3-5.  
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R(𝑥) =
1
6
∑A𝑖(𝑥)
6
𝑖=1
 (S3-5) 
Afterwards, each sample spectrum is converted into dynamic spectrum using eq. 
S3-6.   
?̃?(𝑥) = A𝑖(𝑥) − R(𝑥) (S3-6) 
Then, 2D asynchronous spectrum is constructed via eq. S3-7. 
𝚿(𝑥, 𝑦) =
1
𝑛 − 1
?⃗⃗̃?T(𝑥)𝐍?⃗⃗̃?(𝑦) (S3-7) 
The superscript T denotes the transpose of the matrix, and N is the Hilbert-Noda 
transformation matrix.  
 
2. Mathematical Analysis of 2D Spectra Containing Noise 
When noise is introduced into a 1D spectrum, eq. S3-4 can be modified as eq. S3-
8 
A𝑖(𝑥) = CP
𝑖(init)fP(𝑥) + CU
𝑖(eq)
(fU(𝑥) − fP(𝑥)) + 𝑖(𝑥) (S3-8) 
where i is noise, which is variable as the wavelength x is changed. 
The corresponding dynamic spectrum can be expressed as eq. S3-9 after 
combining eq. S3-5, eq. S3-6 with eq. S3-8.  
Ã𝑖(𝑥) = C̃P
𝑖(init)fP(𝑥) + C̃U
𝑖(eq)
(fU(𝑥) − fP(𝑥)) + ̃𝑖(𝑥) (S4-9) 
where 
C̃P
𝑖 = CP
𝑖(𝑖𝑛𝑖𝑡) − CP
init(av)
 
C̃U
𝑖 = CU
𝑖(eq)
− CU
eq(av) 
̃
𝑖
(𝑥) = 
𝑖
(𝑥) − av(𝑥) 
(S3-10) 
and 
CP
init(av) =
1
6
∑CP
𝑖(𝑖𝑛𝑖𝑡)
6
𝑖=1
 
CU
eq(av)
=
1
6
∑CU
𝑖(𝑒𝑞)
6
𝑖=1
 
av(𝑥) =
1
6
∑ 
𝑖
(𝑥)
6
𝑖=1
 
(S3-11) 
When eq. S3-9 is combined with eq. S3-7, the resultant 2D asynchronous spectrum 
with noise can be expressed as eq. S3-12.  
𝚿(𝑥, 𝑦) = ∑𝐌𝑖(𝑥, 𝑦)
9
𝑖=1
 (S3-12) 
where 
𝐌1(𝑥, 𝑦) = fP(𝑥)fP(𝑦) (?⃗̃?P
init)
T
𝐍?⃗̃?P
init (S3-13) 
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𝐌2(𝑥, 𝑦) = fP(𝑥)(fU(𝑦) − fP(𝑦)) (?⃗̃?P
init)
T
𝐍?⃗̃?U
eq
 
𝐌3(𝑥, 𝑦) = fP(𝑥)(fU(𝑦) − fP(𝑦)) (?⃗̃?P
init)
T
𝐍(?⃗⃗̃?(𝑦)) 
𝐌4(𝑥, 𝑦) = (fU(𝑥) − fP(𝑥))fP(𝑦) (?⃗̃?U
eq
)
T
𝐍?⃗̃?P
init 
𝐌5(𝑥, 𝑦) = (fU(𝑥) − fP(𝑥))(fU(𝑦) − fP(𝑦)) (?⃗̃?U
eq
)
T
𝐍?⃗̃?U
eq 
𝐌6(𝑥, 𝑦) = (fU(𝑥) − fP(𝑥)) (?⃗̃?U
eq
)
T
𝐍(?⃗⃗̃?(𝑦)) 
𝐌7(𝑥, 𝑦) = fP(𝑦)(?⃗⃗̃?(𝑥))
T
𝐍?⃗̃?P
init 
𝐌8(𝑥, 𝑦) = (fU(𝑦) − fP(𝑦))(?⃗⃗̃?(𝑥))
T
𝐍?⃗̃?U
eq 
𝐌9(𝑥, 𝑦) = (?⃗⃗̃?(𝑥))
T
𝐍(?⃗⃗̃?(𝑦)) 
According to the basic mathematical property of the Hilbert-Noda matrix shown in eq. 
S3-14: 
?⃗⃗⃗?T𝐍?⃗⃗⃗? = 0 (S3-14) 
We have  
M1(x, y)=0 
(S3-15) 
M5(x, y)=0 
Thus, (x, y) is composed of 7 terms. The 7 terms can be classified into two parts, 
the first part is a signal part (signal(x, y)) and the second part is a noise part (noise(x, 
y)). The expression of signal(x, y) and noise(x, y) are listed in eq. S3-16A and eq. S3-
16B, respectively.  
signal(x, y) =M2(x, y)+ M4(x, y) (S3-16A) 
noise(x, y) =M3(x, y)+ M6(x, y) + M7(x, y) + M8(x, y) + M9(x, y) (S3-16B) 
 
3. Mathematical Properties of Noise part in 2D asynchronous spectrum 
According to eq. S3-16B, the expression of noise(x, y) is composed of five terms. 
The result of our simulation indicates that  
|M3(x, y)+ M6(x, y) + M7(x, y) + M8(x, y)| >>| M9(x, y)| (S3-17) 
Thus, M9(x, y) can be neglected.  
According to the basic property of the Hilbert-Noda matrix shown in eq. S3-18. 
?⃗⃗?𝐓𝐍?⃗⃗⃗? = −?⃗⃗⃗?𝐓𝐍?⃗⃗? 
(S3-18) 
noise(x, y) can be expressed as eq. S3-19.  
𝚿noise(𝑥, 𝑦) = ?⃗?(𝑥) ⋅ ?⃗⃗̃?(𝑦) − ?⃗⃗̃?(𝑥) ⋅ ?⃗⃗?(𝑦) 
(S3-19) 
where 
?⃗?(𝑥) = [fP(𝑥) (?⃗̃?P
init)
T
+ (fU(𝑥) − fP(𝑥)) (?⃗̃?U
eq
)
T
] 𝐍 
?⃗⃗?(𝑦) = [fP(𝑦) (?⃗̃?P
init)
T
+ (fU(𝑦) − fP(𝑦)) (?⃗̃?U
eq
)
T
] 𝐍 
(S3-20) 
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In this case, 2D asynchronous spectrum is constructed via spectra of six sample 
solutions. Thus eq. S3-19 can be expressed as  
𝚿noise(𝑥, 𝑦) = ∑F𝑖(𝑥)?̃?𝑖(𝑦)
6
𝑖=1
− ∑?̃?𝑖(𝑥)G𝑖(𝑦)
6
𝑖=1
 (S3-21) 
Herein, we define Hi and ei where i{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12} 
When i{1, 2, 3, 4, 5, 6} 
H𝑖 = F𝑖(𝑥) 
𝑒𝑖 = ?̃?𝑖(𝑦) 
When i{7, 8, 9, 10, 11, 12} 
H𝑖 = −G𝑖(𝑦) 
𝑒𝑖 = ?̃?𝑖−6(𝑥) 
Thus, eq. S3-21 can be expressed as eq. S3-22. 
𝚿noise(𝑥, 𝑦) = ∑H𝑖𝑒𝑖
12
𝑖=1
 (S3-22) 
Then, a large number (m) of 2D asynchronous spectra are simulated. Noise portion 
of the 2D asynchronous spectrum (𝚿noise
𝑗 (𝑥, 𝑦), where j=1, 2...., m) are extracted from 
each 2D asynchronous spectrum via eq. S3-22. Expectation and standard deviation of 
noise(x, y) are calculated. 
 
Expectation of noise(x, y)  
According to eq. S3-22, the expectation of Ψnoise(x, y) is as follows:  
E[𝚿noise(𝑥, 𝑦)] = ∑H𝑖E[𝑒𝑖]
12
𝑖=1
 (S3-23) 
Since E[𝑒𝑖] is zero. Thus, we have 
E[𝚿noise(𝑥, 𝑦)] = 0 (S3-24) 
 
Standard deviation of noise(x, y) 
According to the definition of the standard deviation (STD), the STD of noise(x, 
y) can be calculated by using eq. S3-24 
σ[𝚿noise(𝑥, 𝑦)] = √
1
𝑛
∑(𝚿noise
𝑚 (𝑥, 𝑦) − E[𝚿noise(𝑥, 𝑦)])2
𝑛
𝑚=1
 (S3-25) 
Because of eq. S3-24, eq. S3-25 can be simplified as  
σ[𝚿noise(𝑥, 𝑦)] = √
1
𝑛
∑(𝚿noise
𝑚 (𝑥, 𝑦))2
𝑛
𝑚=1
 (S3-26) 
After combining eq. S3-22 with eq. S3-26, we have 
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σ[𝚿noise(𝑥, 𝑦)] = √
1
𝑛
(∑(H𝑖)2
12
𝑖=1
∑(𝑒𝑖
𝑗)2
𝑛
𝑗=1
+ ∑ (H𝑘H𝑙)
𝑘,𝑙≤12
𝑘≠𝑙
∑(𝑒𝑘
𝑗𝑒𝑙
𝑗)
𝑛
𝑗=1
) (S3-27) 
Since 
∑(𝑒𝑘
𝑗𝑒𝑙
𝑗)
𝑛
𝑗=1
= 0 (S3-28) 
Moreover, since E[𝑒𝑖
𝑗] is zero, ∑ (𝑒𝑖
𝑗)2𝑛𝑗=1  is the standard deviation of 𝑒𝑖
𝑗
. Herein, 
the standard deviation of 𝑒𝑖
𝑗 is a constant, denoted as . Thus eq. S3-27 is simplified 
as  
σ[𝚿noise(𝑥, 𝑦)] = √
1
𝑛
∑(H𝑖)2
12
𝑖=1
σ (S3-29) 
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4. Intermolecular Interaction between Berberine and β-Cyclodextrin 
 
Table S3-2 Concentrations of berberine chloride and β- cyclodextrin in three groups of solutions 
 
Index of the solutions 
Group 1 Group 2 Group 3 
Cberberine 
(x10-5g/ml) 
Cβ-cyclodextrin 
(x10-4g/ml) 
Cberberine 
(x10-5g/ml) 
Cβ-cyclodextrin 
(x10-4g/ml) 
Cberberine 
(x10-5g/ml) 
Cβ-cyclodextrin 
(x10-4g/ml) 
1 3.97 7.05 0 7.05 3.97 0 
2 2.98 7.05 0 7.05 2.98 0 
3 1.98 7.05 0 7.05 1.98 0 
4 0.99 7.05 0 7.05 0.99 0 
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Figure S3-1. Original 2D Asynchronous Spectrum of Berberine/β-Cyclodextrin 
System 
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Chapter 3 
 
 
 
Investigation on Intermolecular Interaction between Berberine 
and β-cyclodextrin using 2D Asynchronous Spectra 
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Background  
Berberine, a quaternary protoberberine isoquinoline alkaloid, is a well-known 
naturally occurring medicine obtained from the root and the stem bark of numerous 
clinically important medicinal plants such as coptidis rhizome and phellodendron.1, 2 In 
traditional Chinese medicine, berberine has been extensively used in the treatment of 
diarrhea and gastroenteritis.1, 3 In recent years, new pharmaceutical functions of 
berberine have also been found in medical researches. For example, oral intake of 
berberine by hypercholesterolemic patients can remarkably reduce the levels of serum 
cholesterol, triglycerides and low-density lipoprotein cholesterol.4 In addition, 
berberine can reduce body weight, leading to the treatment of obesity, and bring about 
a significant improvement in glucose tolerance without altering food intake in animal 
models.5, 6, 7 There are other applications of berberine serving as a drug, including anti-
malaria, anti-arrhythmic, anti-tumor, anti-fungal, anti-oxidative, and cerebro-protective 
activities.1, 8-11 Although berberine has wide-ranging therapeutic potential, the solubility 
is quite low in water (only 5.27 mM in aqueous solution at 25°C),1 which poses a 
limitation to the broader application of berberine in medical practice. An effective way 
to increase its solubility is to introduce suitable excipient. Hence finding suitable 
excipient is of great importance in clinical application. 
β-cyclodextrin (β-CyD) is a macrocyclic oligosugar composed of 7 glucosidic 
units in the 4C1 conformation (Figure 4-1) .12-14 It has an average structure of truncated 
cone with a cavity of hydrophobic character, while the exterior of β-CyD is of 
hydrophilic nature because it is covered by OH groups. The great significance of β-
CyD lies in its ability to form inclusion compound. Various molecules, ions or radicals，
whose sizes are suitable for the cavity of β-CyD, can be selectively clathrated.15-20 In 
pharmaceutical field, β-CyD has been extensively applied to enhance the solubility, 
stability and bioavailability of many drug molecules.21-22 According to the literature, 
the solubility of berberine in aqueous solution can be enhanced by β-CyD.23  
The physico-chemical basis for the enhancement of the solubility of berberine by 
β-CyD is that significant intermolecular interaction occurs between berberine and β-
CyD. In this chapter, we applied 2D correlation spectroscopic method to characterize 
the interaction between berberine and β-CyD. 
We measured the UV-Vis spectra of a series aqueous solution containing different 
amounts of berberine chloride and β-CyD system. Then we construct 2D asynchronous 
UV-Vis spectra based on the obtained 1D spectra. Cross peaks in the 2D asynchronous 
spectrum are utilized to characterize intermolecular interaction between berberine and 
β-CyD. The reason we select UV-Vis spectra rather than other spectroscopic methods 
such as FTIR or NMR is: The characteristic peaks of solvent overlap severely with the 
characteristic peaks of berberine and β-CyD. Characteristic peaks of berberine overlap 
with the characteristic peaks of β-CyD. The above problems make it difficult to 
characterize intermolecular interaction between berberine and β-CyD via cross peak in 
2D correaltion spectra in a reliable manner. 
 
128 
 
Experimental 
Reagents 
Berberine chloride with purity of 98% was purchased from J&K Scientific. β-CyD 
was of AR grade and obtained from Beijing Chemical Company. 
Instrument 
The UV–Vis spectra were recorded on a Lambda35 UV–vis spectrophotometer 
(Perkin Elmer) and the all the spectra were measured at a scanning rate of 480 nm/min. 
Interference caused by solvent–solute interactions 
When berberin is dissolved in the solvent, a solvating layer often occurs around 
the solute molecule. The berberin and its solvating layer can be regarded as separate 
entities. Under a suitable concentration range of the berberin, the complex of the 
separate entity remains virtually undisturbed. It also follows the Beer–Lambert Law. 
Hence, the intermolecular interactions between the solute and the solvent do not 
produce any interfering cross peaks in the 2D asynchronous spectrum. 
Under this condition, a series of solutions containing different amount of berberin 
were prepared and UV–Vis spectra were recorded. A good linearity (R2 = 0.9990) can 
be observed between the concentration of berberine chloride and absorbance at 420 nm 
in UV-Vis spectra when the suitable concentration of berberin is 0 to 4.96 x 10-5 g/ml 
(Figure. S4-1). Therefore, we select the concentration range to construct 2D 
asynchronous spectra, thereby excluding the possibility that the cross peaks are caused 
by solvent–solute interactions. 
Procedure to generate 2D asynchronous spectra 
To enhance the signal to noise ratio of the 2D asynchronous spectrum, the 
approach of using modified reference spectrum is adopted in the construction of 2D 
asynchronous spectrum. In the experiment, three groups of aqueous solutions 
containing berberine chloride, β-CyD are prepared. Each group contains 4 solutions. 
The concentrations of berberine chloride, β-CyD are listed in Table 4-1. UV-Vis spectra 
of the three groups of solutions were recorded.  
The spectra of the solutions in group 1 were used to construct 2D asynchronous 
spectrum. The spectra of the solutions in group 2 and group 3 were utilized to generate 
a modified reference spectrum. Detail on utilizing a reference spectrum to produce a 
2D asynchronous spectrum can be found in chapter 3. 
 
Results and Discussion 
Figure 4-2 shows the UV-Vis spectrum of aqueous solution of berberine chloride 
and the UV-Vis spectrum of aqueous solution of β-CyD. Since β-CyD does not have 
conjugated system, it has no absorption band in UV-Vis spectral region. From the 
molecular structure of berberine shown in Figure 4-3, we notice that berberine 
possesses a large conjugated system where both nitrogen and oxygen atoms are 
involved. Thus, both π-π* and n-π* transition bands are present in the UV-Vis spectra 
of berberin chloride. In the UV-Vis spectrum of berberine chloride, absorption band 
does occur. Based on our previous work,57 we use cross peaks generated from the 
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characteristic peak of berberine chloride in 2D asynchronous spectrum to reflect 
interaction between berberine chloride and β-CyD. 
Figure 4-4 displays a UV-Vis spectra of water (trace 1), berberine chloride (trace 
2) and second derivative spectrum of the UV-Vis spectrum of berberine chloride (trace 
3).  In the UV-Vis spectrum of berberine, four bands whose peak positions are 228 nm, 
263 nm, 345 nm, 420 nm can be observed. The absorption band of berberine at 228 nm 
overlaps with the n- transition of water. Thus this band is not suitable to be used to 
reflect intermolecular interaction between berberine and β-CyD. Second derivative 
spectrum of berberine indicates that the band at 263 nm and 340 nm are not single bands. 
The 260 nm band is composed of two sub-band at 262 nm and 278 nm and the 340 nm 
band contains two highly overlapping sub-band at 334 nm and 351 nm. Upon 
interaction with β-CyD, the four sub-bands may undergo changes in peak position, 
bandwidth or absorptivity. These changes make the cross peak around (260, 260), 
(340,340) too complex, and it is difficult to predict what happens on the band of 
berberine under intermolecular interaction.  
The band at 420 nm is not affected by the absorption band of the solvent. Moreover, 
the second derivative spectrum confirms that this band is a single peak. Thus, we use 
cross peaks from the 420nm band in 2D asynchronous spectrum to reflect the possible 
existence of intermolecular interaction between berberine and β-CyD.   
The resultant 2D asynchronous spectrum is shown in Figure 4-5. The observation 
of cross peaks reveals that intermolecular interaction indeed occurs between berberine 
chloride and β-CyD. Moreover, the pattern of cross peak may provide additional 
information on the changes on the 420 nm band upon interaction with β-CyD. 
Four cross peaks (Marked as cross peak A, B, C and D in Figure 4-5) appear in 
the spectral region around (420, 420) in 2D asynchronous spectrum. The four cross 
peaks is composed of two horizontal negative cross peaks (Cross peak A and D) and 
two vertical positive cross peaks (Cross peak B and C). These patterns suggest that both 
peak position and bandwidth of the 420 nm band change when berberine chloride 
interacts with β-CyD.  
When we inspect 1D UV-Vis spectrum of berberine and 2D asynchronous 
spectrum, however, we found this situation is not that simple. In 1D UV-Vis spectrum, 
the 420 nm band is somewhat overlapped with the band at 340 nm.  In the 
corresponding 2D asynchronous spectrum, several groups of cross peaks in the spectral 
region around (420, 420), (340, 420), (420, 340) can be observed. The cross peaks A 
and B are also somewhat overlapped with cross peaks E, F G and H. The overlapping 
problem makes it impossible the measure the accurate intensities of cross peaks A and 
B. This complication makes it difficult to judge what happens on the 420 nm band under 
intermolecular interaction. Thus, careful analysis is performed on the pattern of cross 
peaks in the 2D asynchronous spectrum.  
According to our previous work,58 the pattern of cross peaks around (420, 420) in 
2D asynchronous spectrum are relevant to the changes of peak position and bandwidth 
of the 420 nm band. Herein we define the peak position and bandwidth of the band 
around 420 nm of berberine that is dissolved in water alone as Xberberine and Wberberine, 
respectively. When berberine interacts β-CyD, the corresponding peak position and 
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bandwidth of the band around 420 nm are denoted as Xberberine(β-CyD) and Wberberine(β-CyD), 
respectively. Then we define Xberberine and Wberberine as eq. 4-1 
Xberberine = Xberberine(β-CyD)-Xberberine 
Wberberine = Wberberine(β-CyD)-Wberberine 
(4-1) 
There are 9 possible situations listed in Table 4-2.  
(1) The observation of cross peaks around (420, 420) precludes the possibility that 
both peak position and bandwidth remains unchanged. That is, situation 5 in Table 4-2 
is excluded.  
(2) Second, although the measurement of the accurate intensity of cross peak A 
and B are affected cross peaks E, F, G and H, the result that four cross peaks occur in 
the cross peak group around (420, 420) is not affected. Thus, the possible situation that 
no changes on bandwidth of the 420 nm band upon intermolecular interaction is ruled 
out (i.e., situation 4 and situation 6 in Table 4-2 are not possible.). 
(3) The fact that cross peaks A and D are negative indicates that the bandwidth of 
the 420 nm band decreases under interaction with β-CyD. Thus, situations 7, 8 and 9 in 
Table 4-2 are excluded.  
(4) Then we consider whether the 420 nm band undergoes band shift under 
intermolecular interaction. According to our previous work,58 cross peak with a 
diamond pattern appear when a band only undergoes change in bandwidth under 
intermolecular interaction. In this case, the pattern is composed of two horizontal cross 
peaks and two vertical cross peaks. The sign of two horizontal cross peaks are different 
from those of the two vertical cross peaks. However, the absolute intensities of the four 
cross peaks are the same. In the berberine/β-CyD system, cross peak A and B are 
affected by the cross peaks E, F, G and H. Thus, we cannot simply judge whether the 
420 nm band undergoes band shift via the pattern of cross peaks around (420, 420). 
However, we notice that cross peak C and D are not affected by cross peaks E, F, G and 
H. If the 420nm band does not undergo band shift, the horizontal ordinate of cross peak 
C and vertical ordinate of cross peak D should be 420nm. This is not the case when we 
inspect Figure 4-5. As a matter of fact, the horizontal ordinate of cross peak C and 
vertical ordinate of cross peak D are 423 nm. Thus, the situation 2 in Table 4-2 is 
excluded.  
Up to now, there are only two possible situations are left (situation 1 and situation 
3 in Table 4-2). The criterion is as follow: 
If cross peak A is stronger than cross peak D, situation 3 is correct. If cross peak 
A is weaker than cross peak D, situation 1 is correct.  
However, the problem is the intensity of cross peak A is affected by cross peak E 
and F because of band overlapping problem. This effect makes it difficult to judge 
whether cross peak A is stronger than cross peak D or not.  
Fortunately, the sign of the cross peaks E and F is not the same as that of cross 
peak A.  
To demonstrate this point, a horizontal slice is made at y=420 nm and the slice f(x) 
= (x, 420) is shown in Figure 4-6. Two negative peak that located around 375 nm and 
481 nm are marked as peaks A and D in Figure 4-6. Moreover, a positive peak around 
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350 nm is produced by cross peak E and F. Thus, the peak is labelled as E-F in Figure 
4-6. Figure 4-6 clearly indicates that the sign of peak A and peak E-F are opposite. 
Consequently, the observed intensity of cross peak A (observed(375, 425)) is smaller 
than its actual value (actual(375, 425)). Thus, we have 
|actual(375, 425)| > |observed(375, 425)| (4-2) 
In addition, we found that the observed the intensity of cross peak A is large than 
that of cross peak D (observed(481, 423)). That is  
| observed (375, 425)| > |observed(481, 423)| (4-3) 
After combining Formula (3-2) and Formula (3-3), we have 
| actual (375, 425)|> | observed (481, 423)| (4-4) 
Therefore, we conclude that the 420 nm undergoes red shift and its bandwidth 
decreases upon interact with β-CyD.  
The spectral behavior of the 420 nm band under the interaction with β-CyD is 
helpful for understanding why the solubility of berberine is improved when β-CyD is 
involved. According to its peak position, the 420 nm band can be safely assigned to the 
n-* transition of berberine. Under the influence of β-CyD, the 420 nm band undergoes 
red shift. These results indicate the environment of the chromophore of berberine 
becomes more hydrophobic.24 A plausible explanation to this phenomenon is that 
berberine come into the cavity of β-CyD, the hydrophobic nature of the cavity of β-
CyD makes the n-* transition band at 420 nm of berberine undergo a red-shift. Upon 
inspection of the molecular structure of berberine shown in Figure 4-3, we notice that 
most part of the chromophore is of hydrophobic nature. When berberine is dissolved in 
aqueous solution, - stacking takes place and results in reduction of the exposure of 
hydrophobic part in hydrophilic environment. However, the - stacking leads to 
aggregation of berberine and brings about the decreasing of the solubility of berberine 
in water. In the berberine/β-CyD system, berberine enter the hydrophobic cavity and 
form a berberine/β-CyD clusterate. The berberine/β-CyD clusterate can be solubilized 
via the hydrophilic surface of β-CyD, thereby increasing the solubility of berberine. 
Additionally, the environment of berberine becomes more homegenous when it is 
cluthrated by β-CyD. This is the reason the bandwidth of the 420 nm peak decreases 
under the interaction with β-CyD. 
 
Conclusion 
In this work, we investigated the interaction between berberine chloride and β-
CyD by using 2D asynchronous UV-Vis spectrum. The observation of cross peaks 
around (420, 420) in 2D asynchronous spectrum confirms that a specific intermolecular 
interaction indeed occurs between berberine chloride and β-CyD. The difficulty in this 
system is that some cross peaks in the cross peak group around (420,420) overlap with 
the cross peaks in cross peak groups around (340, 420) and (420, 340). This overlap 
makes it difficult to judge what happen on the 420 nm band under intermolecular 
interaction. However, careful analysis demonstrate that the 420 nm band of berberine 
undergoes red-shift and its bandwidth decrease upon interacting with β-CyD. The red-
shift of the 420 nm band that can be assigned to n-π* transition indicates the 
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environment of berberine become more hydrophobic. The above spectral behavior is 
helpful in understanding why the solubility of berberine is enhanced by β-CyD. 
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Table 4-1 Concentrations of Berberine Chloride and β-CyD in Three Groups of Solutions 
 
 
Index of the 
solutions 
Group 1 Group 2 Group 3 
Cberberine 
(x10-5g/ml) 
Cβ-CyD 
(x10-4g/ml) 
Cberberine 
(x10-5g/ml) 
Cβ-CyD 
(x10-4g/ml) 
Cberberine 
(x10-5g/ml) 
Cβ-CyD 
(x10-4g/ml) 
1 3.97 7.05 0 7.05 3.97 0 
2 2.98 7.05 0 7.05 2.98 0 
3 1.98 7.05 0 7.05 1.98 0 
4 0.99 7.05 0 7.05 0.99 0 
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Table 4-2 Nine Possible Situations Concerning the Changes on Peak Position and 
Bandwidth of the 420 nm Band of Berberine 
 
Situation 
Spectral variable 
ΔXberberine ΔWberberine 
1 ΔX<0 ΔW<0 
2 ΔX=0 ΔW<0 
3 ΔX>0 ΔW<0 
4 ΔX<0 ΔW=0 
5 ΔX=0 ΔW=0 
6 ΔX>0 ΔW=0 
7 ΔX<0 ΔW>0 
8 ΔX=0 ΔW>0 
9 ΔX>0 ΔW>0 
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Figure 4-1 Molecular Structures of β-Cyclodextrin 
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Figure 4-2 UV-Vis Spectra of Berberine Chloride (trace 1) and β-CyD (trace 2). 
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Figure 4-3 Molecular Structures of Berberine 
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Figure 4-4 UV-Vis Spectra of Water (trace 1), Berberine Chloride (trace 2) and 
Second Derivative Spectrum of the UV-Vis Spectrum of Berberine Chloride (trace 3). 
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Figure 4-5 2D Asynchronous Spectrum of Berberine/β-CyD System. A Horizontal 
Slice was Made at y=420 nm (the Horizontal Red Line) 
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Figuere 2-6 Horizontal Slice from the 2D Asynchronous Spectrum at y=420 nm. 
Cross Peaks A and D in Figure 4-5 Produce two Negative Peaks (marked as A and 
D). Because of Cross Peaks E and F in Figure 4-5, a Positive Peak Around 350 nm is 
Present and Marked as E-F. Peak A and peak E-F are Overlapped and the Signs of the 
Two Peaks are Opposite. 
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Supporting information 3 
 
 
Figure S4-1 Linear Fitting Results of the Relationship between Concentration of 
Berberine and the Absorbance of the 420 nm Band in the UV-Vis Spectra of 
Berberine Chloride (R2=0.9990). 
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Chapter 4 
 
 
 
Investigation on Intermolecular Interaction between Two Solutes 
where One Solute Occurs in Two States 
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Introduction 
When intermolecular interaction between two solutes is investigated by using the 
OSD and relevant approaches, we assume that each of the solutes should be in a single 
state. However, many substances in the real world may occur in more than one state 
when they are dissolved in a solution. For example, equilibrium may set up between 
two distinct conformers as a solute is dissolved. In many cases, the solute may act as a 
weak base so that it may exist in different protonation states. Additionally, some solute 
molecules may undergo keto-enol tautomerism. In the above instances, additional 
complexity will be brought about when a second solute is introduced and intermolecular 
interactions occur between the first solute in different forms and the second solute. 
Understanding on the nature of the interactions in these systems are very important to 
enhance our research on molecular self-assembly and molecular catalysis. Upon to now, 
the use of OSD and relevant approaches on these multi-state systems has not been 
explored.  
The DAOSD approach, developed in our previous work, is a powerful spectral 
analysis technique to reveal subtle spectral changes caused by intermolecular 
interaction. The full description of the DAOSD approach can be found in our previous 
work 41 and a brief introduction is provided in the first part of supporting information. 
In this chapter, mathematical analysis and computer simulation are carried out to study 
the spectral behaviors of a pair of 2D asynchronous spectra generated by using the 
DAOSD approach.  
Establishment of a model system 
The chemical system studied here is a series of solutions where two solutes 
(denoted as P and Q) are dissolved. In this system, P exists in two distinct inter-
conversable states (denoted as P1 and P2, respectively). The inter-conversion is 
specified in terms of eq. 5-1 and the equilibrium constant is K0. 
P1
K0
↔P2 (5-1) 
Under intermolecular interaction between P1 and Q, part of P1 undergoes subtle 
structure variation and converts into U1 and part of Q converts into V1. Similarly, part 
of P2 converts into U2 and part of Q converts into V2 due to the interaction between P2 
and Q. These interactions could be specified in terms of eq. 5-2) and eq. 5-3 where the 
corresponding equilibrium constants are K1 and K2, respectively. 
P1+Q
K1
↔U1+V1 (5-2) 
P2 +Q
K2
↔U2+V2 (5-3) 
The spectral function of each substance (P1, P2, Q, U1, U2, V1 and V2) possesses 
only one characteristic peak. The peak for each chemical species is represented by a 
Gaussian function as shown in eq. 5-4. 
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f𝑗(𝑥) = 𝜀𝑗 ∗ e
−(ln2)∗[
(X−X𝑗)
2
W𝑗
2 ]
= 𝜀𝑗gj(𝑥) 
(5-4) 
where j is the index of the seven chemical species, i.e., P1, P2, Q, U1, U2, V1 and V2; j, 
Xj, and Wj are the corresponding molar absorptivity, peak position and bandwidth (half-
width at half-height, HWHH) of the characteristic band of the jth chemical species; 
𝑔𝑗(𝑥) is the peak shape function that is relevant to peak position and bandwidth.  
To reflect the spectral behaviors of the 2D asynchronous spectra generated by 
using the DAOSD approach clearly, we assume that the characteristic peaks of P1, P2 
and Q are not overlapped with one another. However, the peak of P1 is highly 
overlapped with that of U1 since interaction is quite weak and only induces subtle 
spectral variation. Similarly, the peak of P2 is highly overlapped with that of U2 and the 
peak of Q is overlapped severely with the peaks of V1 and V2. The peak parameters of 
P1, P2, Q, U1, VI, U2 and V2 are listed in Table 5-1. The subtle variations of peak 
parameters (i.e., absorptivity, bandwidth and peak position) of P1, P2 and Q are defined 
in Table 5-2. 
Construction of a pair of 2D asynchronous spectra based on the DAOSD approach 
According to the DAOSD approach, two groups of solutions are simulated. The 
initial concentrations of P and Q of the two groups of solutions are listed in Table 5-3.  
For the ith solution, the simulated 1D spectrum is constructed by using eq. 5-5 
according to the Beer-Lambert’s Law. 
A𝑖(𝑥) = CP1
𝑖(eq)
𝑙fP1(𝑥) + CP2
𝑖(eq)
𝑙fP2(𝑥) + CQ
𝑖(eq)
𝑙fQ(𝑥) + CU1
𝑖(eq)
𝑙fU1(𝑥) +
CU2
𝑖(eq)
𝑙fU2(𝑥) + CV1
𝑖(eq)
lfV1(𝑥) + CV2
𝑖(eq)
𝑙fV2(𝑥)  
(5-5) 
where fP1(𝑥) , fP2(𝑥) , fQ(𝑥) , fU1(𝑥) , fU2(𝑥) , fV1(𝑥)  and fV2(𝑥)  are spectral 
functions of P1, P2, Q, U1, U2, V1 and V2; l is the path-length and is set as 1 for 
convenience;  CP1
𝑖(eq)
, CP2
𝑖(eq)
, CQ
𝑖(eq)
, CU1
𝑖(eq)
, CU2
𝑖(eq)
, CV1
𝑖(eq)
 and CV2
𝑖(eq)
 are equilibrium 
concentrations of P1, P2, Q, U1, U2, V1 and V2. The method of obtaining the equilibrium 
concentrations of the above substances is discussed in second part of supporting 
information. 
To construct 2D asynchronous spectra, dynamic spectrum of the ith solution is 
generated by using eq. 5-6 
Ã𝑖(𝑥) = C̃P1
𝑖(eq)
fP1(𝑥) + C̃P2
𝑖(eq)
fP2(𝑥) + C̃Q
𝑖(eq)
fQ(𝑥) + C̃U1
𝑖(eq)
fU1(𝑥) +
C̃U2
𝑖(eq)
fU2(𝑥) + C̃V1
𝑖(eq)
fV1(𝑥) + C̃V2
𝑖(eq)
fV2(𝑥)  
(5-6) 
where 
C̃P1
𝑖(eq)
= CP1
𝑖(eq)
− CP1
eq(av)
 
(5-7a) 
C̃P2
𝑖(eq)
= CP2
𝑖(eq)
− CP2
eq(av)
 
(5-7b) 
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C̃Q
𝑖(eq)
= CQ
𝑖(eq)
− CQ
eq(av)
 
(5-7c)  
C̃U1
𝑖(eq)
= CU1
𝑖(eq)
− CU1
eq(av)
 
(5-7d)  
C̃U2
𝑖(eq)
= CU2
i(eq)
− CU2
eq(av)
 
(5-7e) 
C̃V1
𝑖(eq)
= CV1
𝑖(eq)
− CV1
eq(av)
 
(5-7f)  
C̃V2
𝑖(eq)
= CV2
𝑖(eq)
− CV2
eq(av)
 
(5-7g)  
C̃P1
𝑖(eq)
 , C̃P2
𝑖(eq)
 , C̃Q
𝑖(eq)
 , C̃U1
𝑖(eq)
 ,
 
C̃U2
𝑖(eq)
  , C̃V1
𝑖(eq)
  and C̃V2
𝑖(eq)
  are the dynamic 
equilibrium concentrations of P1, P2, Q, U1, U2, V1 and V2 in the ith solution. The 
average concentrations of P1, P2, Q, U1, U2, V1 and V2 of the group of solutions are 
defined in eq. 5-8. 
CP1
eq(av)
=
1
𝑛
∑CP1
𝑖(eq)
𝑛
𝑖=1
 (5-8a) 
CP2
eq(av)
=
1
𝑛
∑CP2
𝑖(init)
𝑛
𝑖=1
 (5-8b) 
CQ
eq(av)
=
1
𝑛
∑CQ
𝑖(init)
𝑛
𝑖=1
 (5-8c) 
CU1
eq(av)
=
1
𝑛
∑CU1
𝑖(eq)
𝑛
𝑖=1
 (5-8d) 
CU2
eq(av)
=
1
𝑛
∑CU2
𝑖(init)
𝑛
𝑖=1
 (5-8e) 
CV1
eq(av)
=
1
𝑛
∑CV1
𝑖(eq)
𝑛
𝑖=1
 (5-8f) 
CV2
eq(av)
=
1
𝑛
∑CV2
𝑖(init)
𝑛
𝑖=1
 (5-8g) 
Asynchronous correlation spectrum can be constructed via eq. 5-9. 
𝚿(𝑥, 𝑦) =
1
𝑛 − 1
?⃗⃗̃?T(𝑥)𝐍?⃗⃗̃?(𝑦) (5-9)  
where ?⃗⃗̃?(𝑥) and ?⃗⃗̃?(𝑦) are the dynamic spectral vector at the spectral coordination x 
and y, respectively; Superscript T stands for transposition; n is the number of solutions 
used to construct the 2D asynchronous spectrum; N is the Hilbert-Noda transformation 
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matrix. The above calculations were performed by using a program that is working 
under MATLAB. 
 
Results and Discussion 
1 Mathematical properties of 2D asynchronous spectrum generated by using the 
DAOSD approach on the model system  
Based on the mathematical analysis described in the second part of supporting 
information, we have obtained the relationship among C̃P
init , C̃Q
init , C̃P1
𝑖(eq)
 , 
C̃P2
𝑖(eq)
 , C̃Q
𝑖(eq)
 , C̃U1
𝑖(eq)
  ,
 
C̃U2
𝑖(eq)
 , C̃V1
𝑖(eq)
  and C̃V2
𝑖(eq)
 . In other words, the dynamic 
equilibrium concentrations of the six substances (P1, P2, Q, U2, V1, and V2) can be 
expressed by C̃P
init,  C̃Q
init  and C̃U1
𝑖(eq)
  quantitatively. Thus, the dynamic spectral 
function for the solution i can be expressed as eq. 5-10 after combining with eq. 5-6. 
Ã𝑖(𝑥) = C̃P
𝑖(init)[𝑠fP1(𝑥) + 𝑠𝐾0fP2(𝑥)] + C̃Q
𝑖(init)fQ(𝑥)
+ C̃U1
𝑖(eq)
{fU1(𝑥) + fV1(𝑥) + 𝑑[fU2(𝑥) + fV2(𝑥)]
− (1 + 𝑑)[𝑠fP1(𝑥) + 𝑠𝐾0fP2(𝑥)] − (1 + 𝑑)fQ(𝑥)} 
(5-10)  
To simplify the expression, eq. 5-10 can be described as eq. 5-11. 
Ã𝑖(𝑥) = C̃P
initF(𝑥) + C̃Q
initfQ(𝑥) + C̃U1
𝑖(eq)
H(𝑥) (5-11) 
where F(x), H(x), s and d are 
F(𝑥) = 𝑠fP1(𝑥) + 𝑠𝐾0fP2(𝑥) (5-12) 
H(𝑥) = fU1(𝑥) + fV1(𝑥) + 𝑑fU2(𝑥) + 𝑑fV2(𝑥) − 𝑠(1 + 𝑑)fP1(𝑥) − 𝑠𝐾0(1
+ 𝑑)fP2(𝑥)−(1 + 𝑑)fQ(𝑥) 
(5-13) 
𝑠 =
1
1 + 𝐾0
 (5-14) 
𝑑 = √
𝐾0 ∗ 𝐾2
𝐾1
 (5-15) 
The corresponding 2D asynchronous spectrum is expressed as eq. 5-16.  
𝚿(𝑥, 𝑦) = ∑𝐌𝑖(𝑥, 𝑦) 
9
𝑖=1
 (5-16) 
where 
 𝐌1(𝑥, 𝑦) = F(𝑥)F(𝑦) (?⃗̃?P
init)
T
𝐍?⃗̃?P
init  
(5-17) 
 𝐌2(𝑥, 𝑦) = fQ(𝑥)fQ(𝑦) (?⃗̃?Q
init)
T
𝐍?⃗̃?Q
init  
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 𝐌3(𝑥, 𝑦) = F(𝑥)fQ(𝑦) (?⃗̃?P
init)
T
𝐍?⃗̃?Q
init  
 𝐌4(𝑥, 𝑦) = fQ(𝑥)F(𝑦) (?⃗̃?Q
init)
T
𝐍?⃗̃?P
init  
 𝐌5(𝑥, 𝑦) = F(𝑥)H(𝑦) (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
  
 𝐌6(𝑥, 𝑦) = H(𝑥)F(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?P
init  
 𝐌7(𝑥, 𝑦) = fQ(𝑥)H(𝑦) (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
  
 𝐌8(𝑥, 𝑦) = H(𝑥)fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init  
 𝐌9(𝑥, 𝑦) = H(𝑥)H(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?U1
eq
  
When there is no intermolecular interaction among P and Q, the products of 
intermolecular interaction (U1, U2, V1 and V2) will not be produced. That is to say, 
C̃U1
𝑖(eq)
 should be zero. As a result, terms M5(x, y) ~ M 9(x, y) in eq. 5-17 should be zero. 
Moreover, no cross peak should be produced when no intermolecular interaction occurs 
between P and Q if 2D asynchronous spectrum can reflect intermolecular interaction in 
a reliable manner. That is to say, the summation of M1(x, y), M2(x, y), M 3(x, y) and 
M4(x, y) should be zero. 
When the DAOSD approach is adopted, a pair of 2D asynchronous spectra, 
namely P(x, y) and Q(x, y), are constructed. The Hilbert-Noda matrix possesses the 
following property:  
For any given n-dimensional vector  𝐀⃗⃗ ⃗⃗ ⃗⃗  ?⃗⃗⃗? , eq. 5-18 and eq. 5-19 are always 
satisfied. 
?⃗⃗?T𝐍?⃗⃗⃗? = 0 (5-18) 
?⃗⃗?T𝐍?⃗⃗⃗? = −?⃗⃗⃗?T𝐍?⃗⃗? (5-19) 
Thus, terms R1(x, y) and R2(x, y) are zero and can be naturally removed. In the 
generation of P(x, y), C⃗⃗̃P
init is a zero vector since the initial concentration of P is a 
constant. As a result, terms R3(x, y) and R4(x, y) are zero. Similarly, C⃗⃗̃Q
init is a zero 
vector in the generation of Q(x, y) so that the corresponding R3(x, y) and R4(x, y) are 
also zero. That is to say, the summation of R1(x, y), R2(x, y), R3(x, y) and R4(x, y) are 
zero in both P(x, y) and Q(x, y). When no intermolecular interaction occurs between 
P and Q, no cross peak will be produced in either P(x, y) or Q(x, y) even if P occurs 
in two exchangeable states. 
The results of computer simulation confirm the above conclusion. In a model 
system, no intermolecular interaction occurs between P and Q which is achieved by 
149 
 
setting the values of K1 and K2 to be zero simultaneously. No cross peak is observed in 
either P(x, y) or Q(x, y) no matter what K0 value is applied (The third part of 
supporting information).  
When intermolecular interaction occurs between P and Q, which can be achieved 
by setting either of K1 or K2 to be nonzero, cross peaks are produced in the 
corresponding 2D asynchronous spectra. An example is provided in Figure 5-1. The 
initial concentrations of P and Q of the two groups of solutions are listed in Table 5-3. 
Based on the above results, we come to a conclusion that the DAOSD approach 
can reflect intermolecular interaction between P and Q reliably even if P occurs in two 
exchangeable states. 
General spectral properties of 2D asynchronous spectrum in the system 
Based on the above result, we investigate the spectral properties of the pair of 
spectra generated by using the DAOSD approach. As described above, terms M1(x, y) 
~ M4(x, y) in eq. 5-17 are zero. In addition, term M9(x, y) is also zero according to the 
mathematical property of the Hilbert-Noda matrix shown in eq. 5-18.  
When the spectra of the first group of solutions are used to generate P, the 
dynamic initial concentration of P is zero since the initial concentration of P is a 
constant. As a result, terms R5(x, y) and R6(x, y) are zero. Thus we have 
𝚿P(𝑥, 𝑦) = 𝐌7(𝑥, 𝑦) + 𝐌8(𝑥, 𝑦) (5-20) 
Accroding to Eq. (5-17), we have 
𝚿P(𝑥, 𝑦) = fQ(𝑥)H(𝑦) (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
+ H(𝑥)fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init (5-21) 
Because of the property of the Hilbert-Noda matrix expressed by eq. 5-19, we have 
𝚿P(𝑥, 𝑦) = [fQ(𝑥)H(𝑦) − H(𝑥)fQ(𝑦)] (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq (5-22) 
In a similar manner, Q(x, y) can be expressed as eq. 5-23. 
𝚿Q(𝑥, 𝑦) = [F(𝑥)H(𝑦) − H(𝑥)F(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq (5-23) 
As is shown in Scheme 5-1A, absorption peaks appear in the following three 
regions (1, 2, 3) in the 1D spectra. Accordingly, absorption peaks of the seven 
substances (P1, P2, Q, U1, V1, U2 and V2) and the corresponding values of H(x) and F(x) 
in different regions are summarized in Table 5-4 and Table 5-5. 
In the corresponding 2D asynchronous spectra, cross peaks may appear in the nine 
regions defined by ij (where i, j{1, 2, 3}, shown in Scheme 5-1B). According to 
Table 5-4 and Table 5-5, the expressions of ΨP(x, y) or ΨQ(x, y) in the nine regions are 
listed in Table 5-6A and Table 5-6B, respectively. 
Based on the above results, we classify the eighteen regions in the pair of 2D 
asynchronous spectra (P(x, y) and Q(x, y)) into six types. 
 
Type 1: regions I, II, IV and V of P(x, y) and region IX of Q(x, y)  
If a point is in regions I, II, IV and V, P(x, y) is always zero according to Table 
5-6A. That is to say, no cross peaks will be produced in these regions of P. Similarly, 
Q(x, y)0 in region IX according to Table 5-6B. Thus, no cross peak occurs in region 
IX of Q. 
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Type 2: regions I and V of Q(x, y)  
According Table 5-6B, the expressions of Q(x, y) in regions I and V are listed in 
eq. 5-24A and eq. 5-24B. 
Q(𝑥, 𝑦) = 𝑠 (fP1(𝑥)fU1(𝑦) − fU1(𝑥)fP1(𝑦)) (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq (5-24A) 
Q(𝑥, 𝑦) = 𝑠𝑑𝐾0 (fP2(𝑥)𝑓U2(𝑦) − 𝑓U2(𝑥)𝑓P2(𝑦)) (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq 
(5-24B) 
Since eq. 5-24A and eq. 5-24B are quite similar, we use the cross peaks in region 
I of Q(x, y) as an example. According to eq. 5-4, eq. 5-24A can be expressed as 
𝚿Q(𝑥, 𝑦) = 𝑠𝜀P1(𝜀P1
+ Δ𝜀U1)[gP1(𝑥)gU1(𝑦) − gP1(𝑦)gU1(𝑥)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq 
(5-25) 
Equation 5-25 clearly demonstrates that Δ𝜀U1 is only relevant to the intensity of 
cross peaks and has no influence on the pattern of cross peaks in this region. The pattern 
of cross peaks is related to gP1(𝑥) and gU1(𝑥), which are related to the peak position 
and bandwidth of the characteristic peaks of P1 and U1. That is to say, cross peaks in 
region I of Q(x, y) can be used to reflect ΔXU1 and ΔWU1. In a similar manner, cross 
peaks in region V of Q(x, y) can be used to reflect ΔXU2 and ΔWU2. 
Type 3: region IX of P(x, y) 
As is shown in Table 5-6A, P(x, y) can be expressed as 
P(𝑥, 𝑦) = {fQ(𝑥)[fV1(𝑦) + 𝑑fV2(𝑦)]
− [fV1(𝑥) + 𝑑fV2(𝑥)]fQ(𝑦)} (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq 
(5-26) 
According to eq. 5-4, eq. 5-26 can be described as 
P(𝑥, 𝑦) = 𝜀Q(𝜀Q + Δ𝜀V1)[gQ(𝑥)gV1(𝑦) − gV1(𝑥)gQ(𝑦)] (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
+ 𝜀Q(𝜀Q + Δ𝜀V2)𝑑[gQ(𝑥)gV2(𝑦) − gV2(𝑥)gQ(𝑦)] (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
 
(5-27) 
The cross peaks are composed of two parts. The first part is relevant to ΔXV1, 
ΔWV1 and Δ𝜀V1. The second part is related to ΔXV2, ΔWV2 and Δ𝜀V2.The cross peaks 
in this region can be regarded as the linear combination of the two parts. Δ𝜀V1and Δ𝜀V2, 
being part of the coefficient of the linear combination, may also affect the pattern of 
cross peak in this region. This is quite different from the spectral behavior of cross 
peaks in regions I and V of P(x, y). 
Type 4: regions III, VI, VII, VIII of Q(x, y) 
The cross peaks in regions VII and VIII are anti-symmetric to those in regions III 
and VI in Q(x, y). Only the spectral features of cross peaks in regions III and VI will 
not be discussed. According to Table 5-6B, moreover, the expressions of Q(x, y) in 
regions III and VI are quite similar. Thus, we just discuss the cross peaks in region III. 
As is shown in Table 5-6B, Q(x, y) can be expressed as 
151 
 
Q(𝑥, 𝑦) = 𝑠fP1(𝑥)[fV1(𝑦) + 𝑑fV2(𝑦) − (1 + 𝑑)fQ(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq  (5-28) 
According to eq. 5-4, eq. 5-28 can be described as 
𝚿Q(𝑥, 𝑦) = 𝑠fP1(𝑥){(𝜀Q+Δ𝜀V1)[gV1(𝑦) − gQ(𝑦)] + gQ(𝑦)Δ𝜀V1
+ 𝑑(𝜀Q+Δ𝜀V2)[gV2(𝑦) − gQ(𝑦)]
+ 𝑑Δ𝜀V2gQ(𝑦)} (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq 
(5-29) 
Equation 5-29 clearly demonstrates that the cross peaks are relevant to ΔXV1 , 
ΔWV1,  Δ𝜀V1, ΔXV2, ΔWV2 and  Δ𝜀V2. 
Type 5: regions III, VI, VII, VIII of P(x, y) 
The cross peaks in regions VII and VIII are anti-symmetric to those in regions III 
and VI of P(x, y). We only discuss cross peaks in regions III and VI of P(x, y).  
As is shown in Table 5-6A, P(x, y) in regions III and VI can be expressed as 
P(𝑥, 𝑦) = [fU1(𝑥) − (1 + 𝑑)𝑠fP1(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init (5-30A) 
P(𝑥, 𝑦) = [𝑑f𝐔𝟐(𝑥) − (1 + 𝑑)𝑠𝐾0fP2(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init (5-30B) 
After combining with eq. 5-4, eq. 5-30A and eq. 5-30B can be expressed as 
𝚿P(𝑥, 𝑦) = (𝜀P1+Δ𝜀U1)[gU1(𝑥) − gP1(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init
+ gP1(𝑥)Δ𝜀U1fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init + 𝜀P1gP1(𝑥)(1 − 𝑠
− 𝑠𝑑)f𝑄(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init 
(5-31A) 
𝚿P(𝑥, 𝑦) = 𝑑(𝜀P2+Δ𝜀U2)[gU2(𝑥) − gP2(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init
+ 𝑑gP2(𝑥)Δ𝜀U2fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init + 𝜀P2gP2(𝑥)(𝑑
− 𝑠𝐾0 − 𝑠𝐾0𝑑)f𝑄(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init 
(5-31B) 
According to eq. 5-31A, P(x, y) in region III is composed of three parts. The first 
part ( (εP1+ΔεU1)[gU1(𝑥) − gP1(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init ) is relevant to ΔXU1 and 
ΔWU1. The second part (gP1(𝑥)Δ𝜀U1fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init) is related to Δ𝜀U1. The above 
two parts reflect the difference between fP1(𝑥) and fU1(𝑥) caused by intermolecular 
interaction. The third part reflects the difference on reactions shown in eq. 5-2 and eq. 
5-3. Discussion on this issue can be found in next section of this chapter.   
In a similar manner, P(x, y) in region VI is also composed of three parts. The first 
two parts are relevant to the differences between fP2(𝑥)  and fU2(𝑥)  caused by 
intermolecular interaction. Third part is related to the difference on reactions shown in 
eq. 5-2 and eq. 5-3. 
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Type 6: regions II and IV of Q(x, y) 
Since region IV is anti-symmetric to region II with the respect of the diagonal in 
Q(x, y), we focus on the spectral behavior of cross peak in region II.  
As is shown in Table 5-6B, Q(x, y) can be expressed as 
Q(𝑥, 𝑦) = [𝑠𝑑fP1(𝑥)fU2(𝑦) − 𝑠𝐾0fU1(𝑥)fP2(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq (5-32) 
According to eq. 5-4, eq. 5-32 can be described as 
𝚿Q(𝑥, 𝑦) = {𝑑𝑠𝜀P1(𝜀P2 + Δ𝜀U2)[gP1(𝑥)gU2(𝑦)
− gU1(𝑥)gP2(𝑦)]} (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
+ {𝑑𝑠gU1(𝑥)gP2(𝑦)[𝜀P1(𝜀P2 + Δ𝜀U2)
− (𝜀P1 + Δ𝜀U1)𝜀P2]} (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
+ [𝑠𝜀P2(𝜀P1 + ΔεU1)gU1(𝑥)gP2(𝑦)(𝑑
− 𝐾0)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq 
(5-33) 
According to eq. 5-33, Q(x, y) is composed of three parts. The first part 
{𝑑𝑠𝜀P1(𝜀P2 + ΔεU2)[gP1(𝑥)gU2(𝑦) − gU1(𝑥)gP2(𝑦)]} (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
 is related to the 
differences among the peak shape functions gP1(𝑥), gP2(𝑥), gU1(𝑥) and gU2(y) 
caused by intermolecular interaction.  
The second part {𝑑𝑠gU1(𝑥)gP2(𝑦)[𝜀P1(𝜀P2 + Δ𝜀U2) − (𝜀P1 + Δ𝜀U1)𝜀P2]} ∗
(?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
 is relevant to the variations on the absorptivity of P1, P2, U1 and U2.  
The third part [𝑠𝜀P2(𝜀P1 + Δ𝜀U1)gU1(𝑥)gP2(𝑦)(𝑑 − 𝐾0)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
) reflects 
the difference on reactions shown in eq. 5-2 and eq.5-3. Discussion on this issue can be 
found in the next section. 
The spectral features of the pair of 2D asynchronous spectra generated by using 
the DAOSD approach on the system described in this chapter are summarized in 
Scheme 5-2. 
Special spectral features of 2D asynchronous spectra generated using the DAOSD 
approach in the model systems 
In our previous work, we have applied the DAOSD approach on many chemical 
systems in which the intermolecular interaction between the two solutes (denoted as P 
and Q) can be described by eq. 5-34. 
P + Q
𝐾
↔ U + V (5-34) 
In these cases, no cross peak appear on the corresponding P(x, y) or Q(x, y) if 
interaction does not bring about changes on the spectra of P and Q (i.e., fP(x) ≡ fU(x) 
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and fQ(x) ≡ fV(x). Thus no changes on the spectra of solutes before and after interaction 
are equivalent to no intermolecular interactions. 
However, the concept of no spectral change is not equivalent to that of no 
interaction when P occurs in two exchangeable states. Herein, we provide a typical 
example. The concentrations of P and Q in two groups of solutions are listed in Table 
5-3. The peak parameters for P1, P2, Q, U1, U2, V1 and V2 are listed in Table 5-7. It 
should be pointed out that the peak parameters of P1 are exactly the same as those of 
U1. Similarly, the peak parameters of P2 are the same as those of U2 and the peak 
parameters of Q are the same as those of V1 and V2 (i.e., 𝑓P1(𝑥) ≡ 𝑓U1(𝑥), 𝑓P2(𝑥) ≡
𝑓U2(𝑥) , 𝑓Q(𝑥) ≡ 𝑓V1(𝑥) ≡ 𝑓V2(𝑥)). The values of K0, K1 and K2 are set as 0.5, 0.01 
and 0.01, respectively. The resultant P(x, y) and Q(x, y) are shown in Figure 5-2A. 
In P(x, y), four cross peaks can be observed at (XQ , XP1 ), (XQ ,XP2 ), (XP1 , XQ ), 
(XP2, XQ). The spectral regions for the four cross peaks are regions III, VI, VII and 
VIII. In Q(x, y), two cross peaks occur at (XP1, XP2) and (XP2, XP1). The spectral 
regions for the two cross peaks are regions II and IV, respectively.  
Since cross peaks in regions III and VI are anti-symmetric to the cross peaks in 
regions VII and VIII with respect to the diagonal. Only cross peaks in regions III and 
VI are discussed.  
As mentioned above, the expressions of cross peaks in regions III and VI are 
shown in eq. 5-31A and eq. 5-31B.  
Since fP1(𝑥) ≡ fU1(𝑥), fP2(𝑥) ≡ fU2(𝑥),  fQ(𝑥) ≡ fV1(𝑥) ≡ fV2(𝑥), we have 
XP1 = XU1,  WP1 = WU1,  𝜀P1 = 𝜀U1 
XP2 = XU2,  WP2 = WU2,  𝜀P2 = 𝜀U2, 
XQ = XV1 = XV2, WQ = WV1 = WV2, 𝜀Q = 𝜀V1 = 𝜀V2 
(5-35) 
Thus, the first and second terms of eq. 5-31A and eq. 5-31B turn into zero. eq. 5-
31A and eq. 5-31B can be expressed as 
𝚿P(𝑥, 𝑦) = (1 − 𝑠 − 𝑠𝑑)𝜀P1gP1(𝑥)fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init (5-36A) 
𝚿P(𝑥, 𝑦) = (𝑑 − 𝑠𝐾0 − 𝑠𝐾0𝑑)𝜀P2gP2(𝑥)fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init (5-36B) 
Equation 5-36A and eq. 5-36B can be nonzero, this is the reason why cross peak 
appears in in regions III and VI of P(x, y). The intensities of the cross peaks are 
affected by the values of s and d, which are the functions of K0, K1 and K2. That is to 
say, cross peaks reflects the relationship among reaction shown in eq. 5-1, eq. 5-2 and 
eq. 5-3. 
In a similar manner, the expression of cross peak in region II of P(x, y) is shown 
in eq. 5-33. According to eq. 5-35, the first and second terms of eq. 5-33 are zero. Thus, 
eq. 5-33 can be expressed as 
𝚿Q(𝑥, 𝑦) = 𝑠(𝑑 − 𝐾0)𝜀P2𝜀U1gU1(𝑥)gP2(𝑦) (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq (5-37) 
Equation 5-37 can be nonzero, this is the reason why cross peak appears in region 
II of Q(x, y). The intensities of the cross peak are affected by the values of s and d, 
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which are the functions of K0, K1 and K2. That is to say, cross peaks reflects the 
relationship among reaction shown in eq. 5-1, eq. 5-2 and eq. 5-3. 
According to eq. 5-14, we learn that s cannot be zero. Thus, eq. 5-36A, eq. 5-36B 
and eq. 5-37 can be zero when eq. 5-38A, eq. 5-38B and eq. 5-38C are satisfied 
1 − 𝑠 − 𝑠𝑑 = 0 (5-38A) 
𝑑 − 𝑠𝐾0 − 𝑠𝐾0𝑑 = 0 (5-38B) 
𝑑 − 𝐾0 = 0 (5-38C) 
According to eq. 5-14 and eq. 5-15. Equation 5-38A, eq. 5-38B and eq. 5-38C can 
be satisfied simultaneously when K0=K2/K1. That is to say, the relationship among 
different chemical species may be represented by a net-work graph shown in Scheme 
5-3. The network is composed of two branches.  
The first branch is 
P → P1 → U1 
The second branch is 
P → P2 → U2 
When K0=K2/K1is not satisfied, the two branches of reaction are in an unbalance 
state and cross peaks can be observed. As K0=K2/K1 is satisfied, the two branches of 
reaction are in a balance state and cross peaks are removed. The above results are 
confirmed by computer simulation shown in Figure 5-2A and Figure 5-2B.  
That is to say, the cross peaks can be used as a probe to reflect whether the two 
branches of interaction are in balance or not. This is the first time to find out that cross 
peak in 2D correlation spectra generated by using the DAOSD approach can reflect the 
interaction at a network level. 
Conclusion 
The DAOSD approach is applied to investigate intermolecular interaction between 
two solutes (P and Q) dissolved in the same solutions where P occurs in two 
exchangeable states. Results of mathematical analysis and computer simulation 
demonstrate that cross peaks are directly relevant to the interaction between P and Q. 
Thus, the DAOSD approach is applicable to investigate chemical system where one 
solute occurs in two exchangeable states. Subtle spectral variation on the characteristic 
peak of different chemical species can be reflected from different regions of the pair of 
2D asynchronous spectra. In addition, the model systems provide the first example 
showing that no spectral change is conceptually different from no intermolecular 
interaction. In some special cases, the appearances of cross peaks in 2D asynchronous 
reflect intermolecular interaction at a network level from a chemical system. 
 
 
 
  
155 
 
 
Table 5-1 Spectral Parameters of P1, P2, Q, U1, V1, U2 and V2 in the Model System 
when Interaction Occurs between P and Q 
 
Spectral variable Peak position (nm) Bandwidth (nm) Absorptivity 
P1 100 20 1.0 
P2 300 20 1.0 
Q 500 20 1.0 
U1 105 20 1.0 
V1 510 20 1.0 
U2 295 20 1.0 
V2 490 20 1.0 
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Table 5-2 A Series of Variables that are used to describe the Changes of the above 
Spectral Parameters 
 
Spectral variable Value 
ΔXU1 XU1 − XP1 
ΔWU1 WU1 − WP1 
Δ𝜀U1 𝜀U1 − 𝜀P1 
ΔXV1 XV1 − XQ 
ΔWV1 WV1 − WQ 
Δ𝜀V1 𝜀V1 − 𝜀Q 
ΔXU2 XU2 − XP2 
ΔWU2 WU2 − WP2 
Δ𝜀U2 𝜀U2 − 𝜀P2 
ΔXV2 XV2 − XQ 
ΔWV2 WV2 − WQ 
Δ𝜀V2   𝜀V2 − 𝜀Q 
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Table 5-3 Initial Concentrations of P and Q in the Model System, which meet the 
Requirement of the DAOSD Approach 
 
Index of the solutions CP (arbitrary unit) CQ (arbitrary unit) 
 Group 1 
1 10 0 
2 10 4 
3 10 6 
4 10 10 
 Group 2 
1 0 10 
2 4 10 
3 6 10 
4 10 10 
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Table 5-4 Absorption Peaks of the Seven Substances (P1, P2, Q, U1, V1, U2 and V2) in 
Three Regions in the 1D Spectra 
 
 1 2 3 
fP1(𝑥) nonzero 0 0 
fP2(𝑥) 0 nonzero 0 
fQ(𝑥) 0 0 nonzero 
fU1(𝑥) nonzero 0 0 
 fV1(𝑥) 0 0 nonzero 
fU2(𝑥) 0 nonzero 0 
fV2(𝑥) 0 0 nonzero 
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Table 5-5 Expression of F(x), fQ(x) and H(x) in Different Regions 
 
Region(x, y) F(𝑥) fQ(𝑥) H(𝑥) F(𝑦) fQ(𝑦) H(𝑦) 
I 
(1, 1) 
𝑠fP1(𝑥) 0 fU1(𝑥) − (1 + 𝑑)𝑠fP1(𝑥) 𝑠fP1(𝑦) 0 fU1(𝑦) − (1 + 𝑑)𝑠fP1(𝑦) 
II 
(1, 2) 
𝑠fP1(𝑥) 0 fU1(𝑥) − (1 + 𝑑)𝑠fP1(𝑥) 𝑠𝐾0fP2(𝑦) 0 𝑑fU2(𝑦) − (1 + 𝑑)𝑠𝐾fP2(𝑦) 
III 
(1,3) 
𝑠fP1(𝑥) 0 fU1(𝑥) − (1 + 𝑑)𝑠fP1(𝑥) 0 fQ(𝑦) fV1(𝑦) + 𝑑fV2(𝑦)−(1 + 𝑑)fQ(𝑦) 
IV 
(2,1) 
𝑠𝐾0fP2(𝑥) 0 𝑑fU2(𝑥) − (1 + 𝑑)𝑠𝐾0fP2(𝑥) 𝑠fP1(𝑦) 0 fU1(𝑦) − (1 + 𝑑)𝑠fP1(𝑦) 
V 
(2,2) 
𝑠𝐾0fP2(𝑥) 0 𝑑fU2(𝑥) − (1 + 𝑑)𝑠𝐾0fP2(𝑥) 𝑠𝐾0fP2(𝑦) 0 𝑑fU2(𝑦) − (1 + 𝑑)𝑠𝐾0fP2(𝑦) 
VI 
(2,3) 
𝑠𝐾0fP2(𝑥) 0 𝑑fU2(𝑥) − (1 + 𝑑)𝑠𝐾0fP2(𝑥) 0 fQ(𝑦) fV1(𝑦) + 𝑑fV2(𝑦)−(1 + 𝑑)fQ(𝑦) 
VII 
(3,1) 
0 fQ(𝑥) fV1(𝑥) + dfV2(𝑥)−(1 + 𝑑)fQ(𝑥) 𝑠fP1(𝑦) 0 fU1(𝑦) − (1 + 𝑑)𝑠fP1(𝑦) 
VIII 
(3,2) 
0 fQ(𝑥) fV1(𝑥) + dfV2(𝑥)−(1 + 𝑑)fQ(𝑥) 𝑠𝐾0fP2(𝑦) 0 𝑑fU2(𝑦) − (1 + 𝑑)𝑠𝐾0fP2(𝑦) 
IX 
(3,3) 
0 fQ(𝑥) fV1(𝑥) + dfV2(𝑥)−(1 + 𝑑)fQ(𝑥) 0 fQ(𝑦) fV1(𝑦) + 𝑑fV2(𝑦)−(1 + 𝑑)fQ(𝑦) 
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Table 5-6A The Spectral Functions of ΨP(x, y) in Different Regions 
 
Region P(x, y) 
I 0 
II 0 
III [fU1(𝑥) − (1 + 𝑑)𝑠fP1(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init 
IV 0 
V 0 
VI [𝑑fU2(𝑥) − (1 + 𝑑)𝑠𝐾0fP2(𝑥)]fQ(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?Q
init 
VII fQ(𝑥)[fU1(𝑦) − (1 + 𝑑)𝑠fP1(𝑦)] (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
 
VIII fQ(𝑥)[𝑑fU2(𝑦) − (1 + 𝑑)𝑠𝐾0fP2(𝑦)] (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
 
IX {fQ(𝑥)[fV1(𝑦) + 𝑑fV2(𝑦)] − [fV1(𝑥) + 𝑑fV2(𝑥)]fQ(𝑦)} (?⃗̃?Q
init)
T
𝐍?⃗̃?U1
eq
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Table 5-6B The Spectral Functions of ΨQ(x, y) in Different Regions 
 
Region Q(x, y) 
I 𝑠 (fP1(𝑥)𝑓U1(𝑦) − 𝑓U1(𝑥)fP1(𝑦)) (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
 
II [𝑠𝑑fP1(𝑥)fU2(𝑦) − 𝑠𝐾0fU1(𝑥)fP2(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
 
III 𝑠fP1(𝑥)[fV1(𝑦) + 𝑑fV2(𝑦) − (1 + 𝑑)fQ(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1
eq
 
IV [𝑠𝑑fU2(𝑥)fP1(𝑦) − 𝑠𝐾0fP2(𝑥)fU1(𝑦)] (?⃗̃?U1
eq
)
T
𝐍?⃗̃?P
init 
V 𝑠𝑑𝐾0[fP2(𝑥)fU2(𝑦) − fU2(𝑥)fP2(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1 
VI 𝑠𝐾0fP2(𝑥) [fV1(𝑦) + 𝑑fV2(𝑦)−(1 + 𝑑)fQ(𝑦)] (?⃗̃?P
init)
T
𝐍?⃗̃?U1 
VII [fV1(𝑥) + 𝑑fV2(𝑥)−(1 + 𝑑)fQ(𝑥)]𝑠fP1(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?P
init 
VIII 𝑠𝐾0[fV1(𝑥) + 𝑑fV2(𝑥)−(1 + 𝑑)fQ(𝑥)]fP2(𝑦) (?⃗̃?U1
eq
)
T
𝐍?⃗̃?P
init 
IX 0 
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Table 5-7 Spectral parameters of P1, P2, Q, U1, V1, U2 and V2 in a Special Model 
System. In this System, Intermolecular Interaction Occurs. However, the Peak 
Parameters of P1 and P2 are the Same as those of U1 and U2, respectively. The Peak 
Parameters of Q are the Same as those of V1 and V2. 
 
Spectral variable Peak position (nm) Bandwidth (nm) Absorptivity 
P1 100 20 1.0 
P2 300 20 1.0 
Q 500 20 1.0 
U1 100 20 1.0 
V1 500 20 1.0 
U2 300 20 1.0 
V2 500 20 1.0 
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Figure 5-1. An Example of the Simulated 2D Spectra on a Model System where 
Intermolecular Interaction Occurs between P and Q. 
  
ΨP ΨQ
Wavelength(nm)
W
a
v
e
le
n
g
th
(n
m
)
100 200 300 400 500 600
100
200
300
400
500
600
Wavelength(nm)
W
a
v
e
le
n
g
th
(n
m
)
100 200 300 400 500 600
100
200
300
400
500
600
164 
 
 
 
Figure 5-2 Two-Dimensional Asynchronous Spectra of a Special Model System 
where Intermolecular Interaction Occurs between P and Q. The Spectrum of U1 is the 
Same as that of P1, the Spectrum of U2 is the Same as that of P2 and the Spectrum of 
Q is the Same as those of V1 and V2. 
A. P(x, y) and Q(x, y) of a Chemical System (K0=0.5, K1=K2=0.01). Cross Peaks 
Appear in Region III, Region VI, Region VII and Region VIII of P(x, y). In 
addition, Cross Peaks Occur in Region II and Region IV of P(x, y) 
B. P(x, y) and Q(x, y) of a Chemical System (K0=1, K1=K2 =0.01) Since K0=K2/K1 
is Satisfied, Cross peaks in Region III, VI, VII and VIII of P(x, y) and Region II 
and IV of Q(x, y) are Completely Removed. 
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Scheme 5-1A. Schematic Diagram of 1D Spectra of the Model System. 
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Scheme 5-1B. Schematic Diagram of the 2D Asynchronous Spectra, where the 
Contour Map Is Divided into Nine Spectral Regions. 
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Scheme 5-2. Schematic Diagram of the Spectral Properties of the 2D Asynchronous Spectra Generated by the DAOSD Approach 
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Scheme 5-3. Schematic Diagram of the Relationship among Different Chemical Species (Two Branches are formed from P. One is P→P1→U1, 
another is P→P2→U2). 
A. Two Branches (P→P1→U1 and P→P2→U2) are in Balance. No cross Peak Appears in the 2D Asynchronous Spectrum. 
B. Two Branches (P→P1→U1 and P→P2→U2) are out of Balance. Cross Peaks Appear in the 2D Asynchronous Spectrum. 
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Supporting Information 4 
Part 1 Calculation of the Equilibrium Concentrations of P1, P2, Q, U1, U2, V1 and 
V2 in the Model System 
Consider a solution i containing solutes P and Q, where the initial concentrations 
of P and Q are CP
𝑖(init)
 and CQ
𝑖(init)
, respectively. The equilibrium constant of eq. 5-1 
can be expressed as eq. S5-1. 
𝐾0 =
CP2
𝑖(eq)
CP1
𝑖(eq)
 (S5-1) 
Based on eq. S5-1, the relationship between the equilibrium concentrations of P1 
and P2 are expressed as eq. S5-2 and eq. S5-3.  
CP2
𝑖(eq)
= 𝐾0CP1
𝑖(eq)
 (S5-2) 
CP1
𝑖(eq)
=
CP2
𝑖(eq)
𝐾0
 (S5-3) 
The equilibrium constants of eq. 5-2 and eq. 5-3 in the main text can be expressed 
as eq. S5-4 and eq. S5-5. 
𝐾1 =
CU1
𝑖(eq)
CV1
𝑖(eq)
CP1
𝑖(eq)
CQ
𝑖(eq)
 (S5-4) 
𝐾2 =
CU2
𝑖(eq)
CV2
𝑖(eq)
CP2
𝑖(eq)
CQ
𝑖(eq)
 (S5-5) 
According to eq. 5-2 and eq. 5-3, we have 
CV1
𝑖(eq)
= CU1
𝑖(eq)
 (S5-6) 
CV2
𝑖(eq)
= CU2
𝑖(eq)
 (S5-7) 
Equation S5-4 and eq. S5-5 can be expressed as eq. S5-8 and eq. S5-9. 
𝐾1 =
(CU1
𝑖(eq)
)
2
CP1
𝑖(eq)
CQ
𝑖(eq)
 (S5-8) 
𝐾2 =
(CU2
𝑖(eq)
)
2
CP2
𝑖(eq)
CQ
𝑖(eq)
 (S5-9) 
Here we assume that K2 is nonzero. we have 
𝐾1
𝐾2
=
(CU1
𝑖(eq)
)
2
CP2
𝑖(eq)
(CU2
𝑖(eq)
)
2
CP1
𝑖(eq)
 (S5-10) 
Equation S5-10 can be expressed by eq. S5-11 after combining eq. S5-2. 
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CU2
𝑖(eq)
= √
𝐾0𝐾2
𝐾1
CU1
𝑖(eq)
 (S5-11) 
Here we define  
𝑑 = √
𝐾0𝐾2
𝐾1
 (S5-12) 
Because of the mass balance of the solution, we have 
CP
𝑖(init)
= CP1
𝑖(eq)
+ CP2
𝑖(eq)
+ CU1
𝑖(eq)
+ CU2
𝑖(eq)
 
(S5-13) 
CP
𝑖(init)
= (1 + 𝐾0)CP1
𝑖(eq)
+ (1 + 𝑑)CU1
𝑖(eq)
 
Equation S5-13 can be expressed by eq. S5-14 after combining eq. S5-2 and eq. 
S5-11. 
CP1
𝑖(eq)
=
CP
𝑖(init)
− (1 + 𝑑)CU1
𝑖(eq)
(1 + 𝐾0)
 (S5-14) 
Equation S5-12 also can be expressed by eq. S5-15 after combining eq. S5-3 and 
eq. S5-11. 
CP2
𝑖(eq)
=
𝐾0(CP
𝑖(init)
− (1 + 𝑑)CU1
𝑖(eq)
)
(1 + 𝐾0)
 (S5-15) 
Because of the mass balance of the solution, we have 
CQ
𝑖(init)
= CQ
𝑖(eq)
+ CV1
𝑖(eq)
+ CV2
𝑖(eq)
 
(S5-16) 
CQ
𝑖(init)
= CQ
𝑖(eq)
+ (1 + 𝑑)CU1
𝑖(eq)
 
The equilibrium concentration of Q can be described by  
CQ
𝑖(eq)
= CQ
𝑖(init)
− (1 + 𝑑)CU1
𝑖(eq)
 (S5-17) 
Equation 5-5 can be expressed by eq. S5-18 after combining eq. S5-6, eq. S5-7, 
eq. S5-11, eq. S5-14, eq. S5-15 and eq. S5-17. 
A𝑖(𝑥) = CP
𝑖(init)[𝑠fP1(𝑥) + 𝑠𝐾0fP2(𝑥)] + CQ
𝑖(init)fQ(𝑥)
+ CU1
𝑖(eq)
{fU1(𝑥) + fV1(𝑥) + 𝑑[fU2(𝑥) + fV2(𝑥)]
− (1 + 𝑑)[𝑠fP1(𝑥) + 𝑠𝐾0fP2(𝑥)] − (1 + 𝑑)fQ(𝑥)} 
(S5-18) 
where 
𝑠 =
1
1 + 𝐾0
 (S5-19) 
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Part 2 Computer Simulation on a Model System where Intermolecular Interaction 
does not occur between P and Q 
 
 
Figure S5-1. Simulated 2D Spectra of the Model System where no Intermolecular 
Interaction Occurs between P and Q. 
 
When there is no intermolecular interaction between P and Q, no cross peak is 
produced in the pair of 2D asynchronous spectra even if P occur in two exchangeable 
states.  
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Chapter 5 
 
 
 
Preparation and Characterization of Lanthanum Carbonate 
Octahydrate for the Treatment of Hyperphosphatemia 
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Introduction 
Hyperphosphatemia is a complication of end stage renal failure. In healthy adults, 
the average daily intake of phosphate is around 1000–1500mg, which is balanced by 
faucal and urinary outputs.1 For patients with renal failure, however, the phosphate 
excretion ability of kidneys reduces significantly. Consequently, the concentration of 
phosphate in the blood increases, leading to hyperphosphatemia.2 Hyperphosphatemia 
causes secondary hyperparathyroidism and renal osteodystrophy and other diseases. 
Moreover, high concentration of phosphate in serum results in the formation of calcium 
phosphate precipitates. Large amount of calcium phosphate precipitates deposit in 
blood vessels may lead to fetal cardiovascular and cerebrovascular problem in the end 
stage renal failure patients.3 
Current treatment of hyperphosphatemia involves dietary phosphate restrictions, 
dialysis, taking phosphate binder and vitamin D.3 Most dietary phosphate is derived 
from protein, and the phosphate content has an almost linear correlation with protein 
intake. Dialysis patients have a higher dietary protein requirement than healthy 
persons.4 It is difficult to rely on dietary restrictions to achieve control of phosphate. 
Moreover, dialysis provides inadequate removal of phosphate in serum. Therefore, 
renal failure patients have to take phosphate binders.5 
The use of phosphate binder began in the early 1970s5 and the earliest phosphate 
binders are aluminum-based compounds. The drug is highly effective and cheap.1 
However, aluminum may accumulate in bone, brain, heart and liver, causing aluminum 
toxicity in long-term use.6, 7 Later a calcium-based phosphate binder was developed. 
However, the efficacy of the calcium-based drug turned out to be lower than that of the 
aluminum-based compound. Moreover calcium-based phosphate binder can cause 
hypercalcaemia and gastrointestinal adverse effects.2 Therefore, ideal phosphate 
binders that are safe and high effective in binding phosphate are needed.6 
Lanthanum carbonate is an ideal phosphate binder. It prevents adsorption of 
dietary phosphate by forming insoluble lanthanum phosphate. It has been reported that 
lanthanum carbonate binds phosphate optimally at pH 3–5, while retaining binding 
activity at pH 1–7.8, 9 In vitro studies suggest that the efficacy of lanthanum phosphate 
is comparable to that of aluminium compounds in binding with phosphate1. FDA has 
approved that lanthanum carbonate can be utilized as phosphate binder for renal failure 
patients. 
Concerning about the preparation of lanthanum carbonate, there are several 
approaches reported in the literatures.10, 11 However, these methods have unresolved 
problems. For example, it has been reported that lanthanum carbonate can be prepared 
by a reaction between Na2CO3 and LaCl3 in aqueous solutions. We notice that 
lanthanum ion possesses strong ability to bind hydroxide ion when the pH value of 
aqueous solution is high. On the other hand, the pH value of an aqueous solution of 
Na2CO3 is rather high. As a result, the reaction between Na2CO3 and LaCl3 may produce 
undesirable La(OH)CO3 as a side product with lanthanum carbonate. 
Although it has been reported that La(OH)CO3 can bind phosphate,12 La(OH)CO3 
has not been approved by FDA for the treatment of hyperphosphatemia. It has not been 
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elucidated whether La(OH)CO3 is safe in medical practice. 
In this chapter, we proposed a new approach to prepare lanthanum carbonate via 
reactions between NaHCO3 and LaCl3 in aqueous solution under low pH environment. 
In addition, the prepared lanthanum carbonate was characterized by using FTIR, XRD, 
elemental analysis and titration methods. The ability of the lanthanum carbonate in 
binding phosphate was validated by spectrometric methods. 
 
Experimental 
Reagents 
Lanthanum oxide (99.999% purity) was purchased from Jiaton technology 
company. 
Hydrochloric acid (37 wt%, AR), sodium bicarbonate (AR), disodium salt of 
EDTA (AR), acetic acid (AR), sodium acetate (AR) were purchased from Beijing 
Chemical Plant. 
Zinc oxide (reference materials) was purchased from Beijing Institute of Chemical 
Reagents. 
Instrument 
Elemental analyses (C, H, N) were performed on an Elementar Vario EL elemental 
analyzer. 
X-ray powder diffraction(XRD) data were recorded on a Rigaku D/Max-2000 
diffractometer at 40 kV, 100 mA for Cu Kα. 
FTIR spectra of La2(CO3)3.8H2O and La(OH)CO3 were collected on a Thermo-
Fisher Nicolet iN10 MX FTIR spectrometer equipped with an IR microscope. The 
spectra were recorded under transmission mode at a resolution of 8 cm-1 and 64 scans 
were co-added. 
Others FTIR spectra were recorded on a Fourier Transform Nicolet 6700 by using 
KBr pellets method. The spectra were recorded under transmission mode at a resolution 
of 2 cm-1 and 16 scans were co-added. 
Quantitative analysis of phosphate was performed by using spectrophotometry 
(λ=700 nm) on a PE Lambda 35 UV-Vis spectrophotometer. 
Preparation 
Preparation of lanthanum carbonate 
Lanthanum chloride was prepared via a reaction between lanthanum oxide and 
HCl solution. The initial concentration of La3+ was 1 mol/l and the initial pH value of 
the solution was below zero. NaHCO3 was dissolved in deionized water and the 
concentration of NaHCO3 of the obtained solution was 1 mol/l. 
Lanthanum carbonate was prepared by adding NaHCO3 solution into an aqueous 
solution of lanthanum chloride under stirring. Description and discussion on the 
experimental conditions in detail can be found in Result and Discussion part. During 
the reaction, the pH values of the reactive environment were measured by using a 
combination electrode. The data were converted into digital signal and collected into a 
desk-top computer via a cluster communication port (Scheme 5-1).  
Preparation of lanthanum carbonate hydroxide 
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The obtained lanthanum carbonate was suspended in deionized water and the 
mixture was refluxed for 15 hours. Afterwards, the product was obtained via a filtration 
process. 
Chemical analysis of the samples 
The La3+ content of samples were measured by using EDTA titration. The 
concentration of the EDTA solution was calibrated by using zinc oxide. 
 
Results and discussion 
When the sodium bicarbonate solution is added into lanthanum chloride solution, 
the following two reactions co-occur in the system: 
2La3+ + 3HCO
3
- = La
2
(CO
3
)
3
↓+ 3H+                     （6-1） 
H+ + HCO3
-= H2O + CO2↑                           （6-2） 
Reaction (6-1) is a precipitation reaction between HCO3- and La3+ and the products 
of the reaction are La2(CO3)3 precipitates and proton. Reaction (6-2) is a neutralization 
reaction between HCO3- and H+. The precipitation reaction cannot be initiated without 
lanthanum carbonate nuclei in the system while the acid-base neutralization reaction 
takes place as long as H+ and HCO3-
 co-occur in the system. If the NaHCO3 solution 
was slowly added into the lanthanum chloride solution, the precipitation reaction cannot 
be initiated since no lanthanum carbonate nuclei occur in the system. As a result, only 
the neutralization reaction takes place in the system. Thus, the pH value of system 
increases monotonically as more NaHCO3 solution is added. As a result, lanthanum 
carbonate is prepared at high pH environment, the risk of producing lanthanum 
carbonate hydroxide increases considerably. 
Herein, we propose an alternative approach to prepare lanthanum carbonate at 
lower pH environment. The approach is composed of three steps: (1) Preparation of 
lanthanum carbonate nuclei. (2) Preparation of lanthanum carbonate. (3) Termination 
of the reaction. 
In the first step, small amount of NaHCO3 solution was quickly added into the 
lanthanum chloride solution. The concentration of NaHCO3 in local regions is high 
enough so that lanthanum carbonate precipitates are formed. The produced lanthanum 
carbonate can be used as nuclei center and hence the bottleneck of the lack of lanthanum 
carbonate nuclei is removed. During the reaction, the variation of pH value is monitored 
and shown in Figure 6-1. When aqueous solution of NaHCO3 was quickly added, the 
pH value jumped around 3. In the meantime, white precipitates of lanthanum carbonate 
appeared. Since H+ was released from the precipitation reaction between La3+ and 
HCO3-, decrease of pH can be observed in Figure 6-1. If no more NaHCO3 was added, 
the produced lanthanum carbonate can be dissolved completely by the acid produced 
from the reaction. To preserve the lanthanum carbonate nuclei, NaHCO3 solution was 
introduced into the system by using a ZDJ-400 multifunctional titrimeter so that the 
injecting rate can be accurately controlled. The speed of injection of NaHCO3 solution 
was a kept at 0.2ml/s. During this process, more and more lanthanum carbonate 
precipitates were produced, while the pH value almost remained invariant. The reason 
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for this phenomenon is that NaHCO3 plays a dual role in the system. On one hand, 
NaHCO3 reacts with La3+ to produce lanthanum carbonate together with H+. On the 
other hand, NaHCO3 acts as a base that can neutralize H+. Since both precipitation 
reaction and neutralization reaction co-occur in the system, a dynamic equilibration on 
the concentration of H+ is established and the pH value remains a constant during the 
reaction. It should be pointed out that the reaction is carried out at lower pH 
environment (pH is below 4.5) and the risk of producing La(OH)CO3 is much reduced. 
When La3+ in the solution is completely consumed by the reaction, the 
precipitating reaction cannot be performed any more. However, the neutralization 
reaction can still be carried out. As a result, the pH value of the system jumped to 6 
(Figure 6-1). To confirm La3+ is used up at this moment, we collected small amount of 
supernatant from the system and added several drops of NaOH solution (1 mol/l), no 
La(OH)3 precipitate was observed, confirming that La3+ is completely consumed. 
Therefore, the reaction was stopped and the precipitate was collected as sample I. 
The sample I was characterized by using XRD and the result is shown in Figure 
6-2 The XRD pattern of the product matches with the La2(CO3)3·8H2O. in ICDD PDF2-
2004 database (card number: 25-1400) with a matching degree of 92.0 %. This result 
indicated that the product of the above reaction is La2(CO3)3·8H2O. 
The sample I was added into deionized water and the mixture were refluxed for 15 
hours. Afterwards, the product was obtained after a filtration process and denoted as 
sample II. XRD pattern of sample II is shown in Figure 6-3. The XRD pattern matches 
with the La(OH)CO3 in ICDD PDF2-2004 database(card number: 26-0815) with a 
matching degree of 95.7%. Thus, the product is proved to be La(OH)CO3. 
Titration and elemental analysis results provide additional experimental evidence 
to support that the two samples are La2(CO3)3·8H2O and La(OH)CO3, respectively. The 
contents of lanthanum in the two samples were measured by EDTA titration. The 
contents of carbon were obtained by elemental analysis. The results of the above 
analysis are summarized in Table 6-1. Good agreement is found between the theoretical 
content and experimental results. From the chemical formula, we find that lanthanum 
carbonate and lanthanum carbonate hydroxide show significant difference on the molar 
ratio between carbon and lanthanum (denoted as nc/nLa3+). If the prepared sample is 
La2(CO3)3, the nc/nLa3+ should be 3/2 = 1.5. If the sample was La(OH)CO3, the nc/nLa3+ 
should be 1/1 = 1. The nc/nLa3+ values for sample I and sample II samples are 1.52, and 
1.08 (Table 6-1), confirming that the products are lanthanum carbonate and lanthanum 
carbonate hydroxide, respectively. 
Based upon the above result, we used FTIR spectroscopic method to establish a 
rapid and reliable approach to identify lanthanum carbonate and lanthanum carbonate 
hydroxide. 
FTIR spectrum of La2(CO3)3·8H2O is given in Figure 6-4. For comparison, FTIR 
spectrum of La(OH)CO3 is also shown. Significant difference between the spectrum of 
La2(CO3)3·8H2O and that of La(OH)CO3 can be clearly observed in the fingerprint 
region (1000~600 cm-1). La2(CO3)3·8H2O has sharp peaks at 850 cm-1, 747 cm-1 and 
679 cm-1, while La(OH)CO3 has absorption peaks at 872 cm-1, 848 cm-1, 778 cm-1 and 
707 cm-1. The above dramatically different spectral features make it possible to detect 
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La(OH)CO3 impurity in lanthanum carbonates. Here, different amount of La(OH)CO3 
was mixed with La2(CO3)3·8H2O and FTIR spectra of the mixtures were collected by 
using KBr pellets method.  Characteristic peak of La(OH)CO3 at 872 cm-1 can be 
observed when 5 wt% of La(OH)CO3 was mixed with La2(CO3)3·8H2O (Figure 6-5). 
To improve the sensitivity of the FTIR method, second derivative spectra were utilized. 
In this case, characteristic peak of La(OH)CO3 at 872 cm-1 can be identified even if 
only 1 wt% of La(OH)CO3 was mixed with La2(CO3)3·8H2O (Figure 6-6). 
To characterize the ability of lanthanum carbonate on binding phosphate, the 
following experiment was conducted: 
0.2 g KH2PO4 was dissolved in CH3COOH-CH3COONa solution (the 
concentration of CH3COOH and CH3COONa are both 1 mol/l) so that 100.0 ml 
KH2PO4 solution whose pH value is around 4.7 was prepared. 0.5 g La2(CO3)3·8H2O 
was added into the phosphate solution. Enough stirring was applied on the suspension. 
During the experiment, phosphate can be adsorbed by lanthanide carbonate so that the 
concentration of phosphate decreased with time. To monitor the decay of the 
concentration of phosphate, small amount of supernatant was collected at different time 
and the concentration of phosphate in the supernatant was analyzed by using the Mo-
Sb anti-spectrophotometric method. Figure 6-7 shows the variation of the 
concentration of phosphate in the solution as a function of time. 50% phosphate are 
removed from the solution within 30 min and more than 95% phosphate are adsorbed 
by lanthanum carbonate within 120 min. Considering the fact that food stay in stomach 
for 4 hours, Lanthanum carbonate is enough to bind most phosphate. 
 
Conclusion 
We proposed a new approach to prepare lanthanum carbonate via reactions 
between lanthanum chloride and NaHCO3. In the reaction, small amount of NaHCO3 
solution was quickly added into the acidic lanthanum chloride solution to generate 
lanthanum carbonate nuclei. As a result, both precipitation reaction and neutralization 
reaction take place simultaneously. Lanthanum carbonate is produced at low pH 
environment (pH below 4.5) so that the risk of generating lanthanum carbonate 
hydroxide is significantly reduced. EDTA titration, elemental analysis and XRD 
characterization confirm that La2(CO3)2.8H2O are obtained by using the above method. 
In addition, we established a method to identify La(OH)CO3 from La2(CO3)2.8H2O. 
Small amount of La(OH)CO3 can be identified from La(OH)CO3/La2(CO3)2.8H2O 
mixture even if the content of La(OH)CO3 is only 1 wt%. Lanthanum carbonate exhibits 
considerable ability to bind phosphate. 
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Table 6-1 Results on the chemical analysis of sample I and sample II 
 
 Content of Lanthanum Content of Carbon  
 Experimental value 
(×10-3mol/g) 
Theoretical value 
(×10-3mol/g) 
Experimental value 
(×10-3mol/g) 
Theoretical value 
(×10-3mol/g) 
nc/nLa3+ 
Sample I 3.293 3.322 4.98 4.98 1.52 
Sample II 4.388 4.631 4.75 4.63 1.08 
 
180 
 
 
 
Figure 6-1 Variation of pH Value as a Function of Time when NaHCO3 Solution is 
Added into LaCl3 Solution at a Rate of 0.2 ml/s 
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Figure 6-2 The XRD Patterns of Sample I and Standard La2(CO3)3·8H2O from ICDD 
PDF2-2004(card number: 25-1400). Match Degree: 92.0% 
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Figure 6-3 The XRD Patterns of Sample II and standard La(OH)CO3 from ICDD 
PDF2-2004(Card Number: 26-0815). Match Degree: 95.7% 
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Figure 6-4 A) FTIR Spectra of La2(CO3)3·8H2O (line 1) and La(OH)CO3 (line 2) 
B) FTIR Spectra of La2(CO3)3·8H2O (line 1) and La(OH)CO3 (line 2) in the 
Fingerprint Region(1000-600cm-1). 
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Figure 6-5 FTIR Spectra of La2(CO3)3·8H2O (line 1), and La2(CO3)3·8H2O 
Containing 1 wt% La(OH)CO3 (line 2), La2(CO3)3·8H2O Containing 2 wt% 
La(OH)CO3 (line 3) and La2(CO3)3·8H2O Containing 5 wt% La(OH)CO3 (line 4) in 
the Fingerprint Region (1000-600cm-1). 
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Figure 6-6 Second Derivative FTIR Spectra of La2(CO3) 3·8H2O (line 1) , and 
La2(CO3)3·8H2O Containing 1 wt% La(OH)CO3(line 2), and La2(CO3) 3·8H2O 
Containing 2 wt% La(OH)CO3(line 3), and La2(CO3)3·8H2O Containing 5 wt% 
La(OH)CO3 (line 4) in the Fingerprint Region (1000-600cm
-1).  
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Figure 6-7 Variation of the Concentration of Phosphate in the Supernatant as a 
Function of Time. 
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Scheme 6-1 Schematic Diagram of the Experimental Setup on the Reaction between 
Lanthanum Chloride and Sodium Bicarbonate. 
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