and real world problems show that LR yields better generalization capability than both R SM and some traditional regularization methods.
Introduction
A classifier design method is usually an algorithm that develops a classifier f to approximate an unknown input-output mapping function F from finitely available data, i.e. training samples. Once such a classifier has been elaborately designed, it can be used to predict the class labels corresponding to unseen samples. Hence, the goal of developing a good classifier is to ensure the high prediction accuracy, i.e. generalization capability, for future unseen data [1] .
Specifically, for a given pattern classification problem, the training samples, i.e. a set of input-output pairs , are generated according to a fixed but unknown probability distribution P(x), where y i is the class label of the input x i . The classifier f can be developed by minimizing the empirical risk on the training samples 
The quality of f produced by a specific design method is measured by the discrepancy between the true output produced by the mapping function F and the estimated value produced by f for unseen samples. The expected value of the discrepancy is defined as the generalization error [2] 2 \ ( ( ) ( )) ( )
where Π denotes the entire input space.
Many techniques have been proposed to improve generalization capability for the classifier design. Regularization method was presented originally by Tikhonov [3, 4] for solving ill-posed problem. The basic idea of regularization is to stabilize and smooth the solution by means of some auxiliary nonnegative functional that embeds prior information about the solution [5] . The quantity to be minimized in regularization method is the Tikhonov functional, including both the empirical risk functional and the regularizing term, which are connected with a regularization parameter. Through optimizing the parameter, a satisfactory balance can be achieved between the training accuracy (bias) and the classifier complexity (variance) to gain good generalization capability [6] . An alternative method to promote generalization performance is cross validation (CV). In CV, the training dataset is randomly split into k disjoint subsets. A classifier is trained for k times on stochastic k -1 subsets and a subset is left out as the validation set to be used for estimating the generalization error at the same time [7] . Finally, the classifier with the lowest average estimated risk is chosen.
However, CV is heuristic and can not guarantee the classifier to have good generalization performance in every case [7, 8, 9] . Moreover, the computational cost of CV grows linearly with the number of samples and often becomes intolerable for practical application [9] . In addition, early stopping is another widely used technique to improve the generalization capability because it is simple to understand and implement. Just as CV, it splits the training data into a training set and a validation set, and stops training as soon as some stopping criterions being achieved in the validation set [10, 11] . However, the method is also heuristic in nature and it is easy to prematurely stop at the local minimum. How to choose a proper stopping criterion is a key issue in the technique. Furthermore, as an alternative major approach, Vapnik-Chervonenkis (VC) theory [1] provides analytical generalization bounds that can be used for estimating generalization error by defining a new measure of complexity, called as the VC-dimension, which coincides with the number of parameters for linear classifier [9] . However, VC-theory can not be rigorously applied to nonlinear classifiers, such as neural networks, where the VC-dimension can not be accurately estimated and the empirical risk can not be reliably minimized [8, 9] .
Different from the above state-of-the-art methods, the localized generalization error model (R SM ) recently proposed by Ng et al. [2, 12] provides a new look at the generalization error, although it has not received sufficient attention yet. R SM is illuminated by the classifiers such as support vector machine (SVM) [13] , radial basis function neural network (RBFNN) [5] and multilayer perceptron neural network (MLPNN) [5] , which are really local learning machines and consider the unseen samples close to the training samples more important [2] .
Hence, in R SM , the generalization error for unseen samples is bounded within a Q-neighborhood of the training samples using stochastic sensitivity measure [14, 15, 16] , i.e.
the expectation of the squared output perturbation. And the Q-neighborhood is designed to be the regular shape, such as a hyper-square, a sphere or a rectangle. Accordingly, a model selection method based on R SM has been presented to train RBFNN [2] . For a given threshold, the method selects the optimal classifier by maximizing the value of Q, assuming that the mean square error (MSE) of all samples within the union of all Q-neighborhoods, including the training and testing samples, is smaller than the threshold [2] . The resulting RBFNN has better testing accuracy, fewer hidden neurons and less training time than the ones trained respectively using multiple folds cross validation and sequential learning. In addition, R SM can also be generalized to feature selection [17] , active learning [18] , multiple classifier systems [19] , image classification [12] , and so on.
Although R SM seems to provide a brand-new method to promote the generalization performance, in this paper, we will first prove the important relationship between R SM and regularization, i.e. it is in nature another type of regularization, and demonstrate that the stochastic sensitivity measure in R SM exactly corresponds to a regularizing term. Moreover, R SM controls the generalization error for unseen samples through maximizing the Q-neighborhoods of training samples, which requires the Q-neighborhoods share common shape. However, in practice, R SM can guarantee neither unseen samples always residing within the limited union of Q-neighborhoods, nor thus the comparable generalization performance for these samples. In order to tackle the above problem, we further develop a new generalization error bound from the regulation viewpoint, which is inspired by the proved relationship between R SM and regularization. Moreover, we derive a new regularization method, called as locality regularization (LR), from the bound. Instead of optimizing Q, LR seeks for the classifier function f(x) which minimizes a quasi-Tikhonov functional directly on the basis of selecting a proper regularization parameter, just as in traditional regularization [5] . However, different from the existing regularization methods [5, 6] which artificially and externally append the regularizing term in order to smooth the solution, LR is naturally and internally deduced from the defined expected risk functional following R SM . Furthermore, LR calculates the regularizing term by employing locally variable k-neighborhood rather than the common continuous Q-neighborhood in R SM such that it can not only differentiate the relative position of different training samples automatically and avoid the complex computation of Q for various classifiers, but also further improve the generalization capability. Therefore, LR, on one hand, has the common advantage of traditional regularization method that can achieve a trade-off between the training accuracy and the classifier stability [6] , which leads to the resulting classifier more stable than R SM in terms of the different sampling of the samples. On the other hand, thanks to the introduction of the local structure information of the samples into the regularizing term through combining with spectral graph theory [20] , LR yields more likely better generalization performance than traditional regularization method.
The rest of this paper is organized as follows. Section 2 briefly reviews the basic theory of R SM . In Section 3, we prove the relationship between R SM and regularization, and give the corresponding deduction. The new generalization error bound and the corresponding regularization method LR are proposed in Section 4. Section 5 shows some experimental results to demonstrate the better generalization performance of our method. Some conclusions are given in Section 6. 
The Localized Generalization Error Model (R
Following [2] , the notations in (3) are explained as follows: 
is the output perturbation which measures the output difference between the training sample
and unseen sample in its Q-neighborhood
. Both A and ε are constants for a given training dataset and a pre-selected upper bound of the classifier output values.
For RBFNN, with probability1 η − , we have 
Therefore, for a given threshold ρ , i.e. SM R ρ * = , the value Q can be computed by solving the following quadratic equation [2] :
There are maximum four solutions for the Equation (5) and the smallest real solution will be used as final result [2, 17] .
In a word, for the trained classifier whose concrete functional form is known, one could compute the maximum value of Q and the value indicates the coverage of the unseen samples whose generalization error in MSE is less than ρ [2, 16] . So if two classifiers yield the same * ( ) SM R Q with different Q values respectively, the one that yields the larger Q has better generalization performance.
The Relationship between R SM and Regularization
In this section, we reveal that the R SM is actually another type of regularization method and the stochastic sensitivity measure corresponds to a generalized regularizing term.
We assume that the unknown learning classifier function f(x) belongs to a specified reproducing kernel Hilbert space (RKHS) H [21, 22] . Let us denote the reproducing kernel of
). We will employ the following kernel model , and c is a constant.
Proof We apply (6) in the stochastic sensitivity measure. Note that, here we also define that the shape of Q-neighborhood is a hyper-square just as in [2] for convenience. Then we have
where
To simplify the expression, let
Obviously,
K is a symmetric and positive semi-definite matrix. And (8) can be rewritten as the following form of a generalized regularizing term ) is chosen as the linear kernel, i.e.
where D is a linear differential operator, defined as D ∂ = ∂x .
Proof We apply (10) in the stochastic sensitivity measure. Then we have
It is well known that the matrix-valued function integral is equivalent to the integral to each element of the matrix [23] , i.e.
( )
where the integral denotes N-fold multiple integral.
Hence, we have
We compute the integral to each element respectively, and obtain
Therefore,
From the above deduction, we can obtain
Equation (11) is actually the standard form of a regularizing term in Tikhonov regularization theory [5, 6] . Here we select the linear kernel as an example for convenience.
The reproducing kernel can also be taken as different kernels, such as polynomial kernel and
Gaussian kernel, and in terms of Theorem 1, we can draw similar conclusions corresponding to the different kernels.
In summary, R SM belongs to the framework of the regularization method. However, different from traditional regularization which considers the smoothness of the solution from the global view, R SM focuses on the smoothness in each local Q-neighborhood of the training samples. The stochastic sensitivity measure measures the expectation of the squares of output perturbations between the training samples and unseen samples in the corresponding Q-neighborhoods [2] . Therefore, it can penalize the large output perturbation and guarantee that similar inputs correspond to similar outputs. For considering generalization error in every local neighborhood, R SM has much better generalization performance than some existing methods [2] and provides us a brand-new viewpoint to improve the regularization method.
A New Locality Regularization Method (LR)
R SM selects the optimal classifier through maximizing the value of Q in the condition that the generalization error is smaller than a pre-selected threshold ρ . To obtain a high-order In the framework of regularization, the trained classifier function is often required to belong to RKHS and has a general form [5] as follows
In fact, we only know the values of f at a finite number of points in practice.
Furthermore, though R SM can compute the value of Q by solving a quadratic equation for RBFNN, as we mentioned in Section 2, it is difficult for R SM to obtain such equation for various classifiers. As a result, the computation of Q will become more complex and even unworkable. So, instead of searching the continuous Q neighborhood, we search the k nearest neighbors of every training sample x i . In other words, here we consider the discrete version of the problem. Combining with class label information, we can increase the value of k until a sample whose label is different from x i will reside in the neighborhood. Thus the size of the neighborhood is variable to different training samples. If x i is far away from the boundary between classes, the corresponding neighborhood is relatively larger and includes more samples within the same class. On the other hand, if x i is near the boundary, the neighborhood is shrinkable to avoid including the samples with different class labels. Therefore, the value of k can differentiate the relative position of different training samples automatically and make for further improvement to generalization capability of the trained classifier.
One important principle of regularization is the smoothness of the solution, in the sense that similar inputs correspond to similar outputs [5, 6] . For classification problems, it means that if two samples are close to each other, they should share the same label. Therefore, it is reasonable to calculate the regularizing term with locality preserving property. We construct a nearest neighbor graph G to model the locally geometrical structure of the samples. Let S be the weight matrix of G. A possible definition of S is as follows [24, 25] :
if is among the k nearest neighbors of , or is among the k nearest neighbors of ;
where t is a suitable constant and the function 2 exp( / )
is called as heat kernel [26] . Note that, the above definition reflects the intrinsic manifold structure of the data space.
Recall that in R SM , the generalization error is bounded in the Q-Union:
where A and ε are constants for a given classification problem.
Inspired by the relationship between R SM and regularization, we further deduce a new generalization error bound as described below, which introduces the local structure information of the samples into the bound.
Theorem 2. (Generalization Error Bound) Let H denote the RKHS. For random probability distribution P(x) generating the training input-output pairs
, with probability1 η − , the generalization error of random classifier f H ∈ is no more than
, ′ K is a symmetric and positive semi-definite matrix depending on x i ( 1, , ) i n = , and λ is the regularization parameter.
Proof As we mentioned above, firstly we employ the discrete k-neighborhood rather than the continuous Q-neighborhood in the stochastic sensitivity measure. And by spectral graph theory [20] , the distribution density p(x) on the k-neighborhoods can be discretely estimated by the matrix D, where the ijth entry is defined as 
As Theorem 1, we let
and
In the regularization theory, the trade-off between the bias and variance of the classifier can be achieved through adjusting the regularization parameter λ [5] . So here we introduce λ into the bound in order to make it more flexible. Referring to the bound in R SM , by the Hoeffding's inequality [27] , with probability1 η − , we have the new generalization error bound of f
where ˆi K and λ is defined as before.
■
Consequently, we derive our new regularization method, LR, from Theorem 2 through minimizing the generalization error bound, which is equivalent to minimizing
Here it is necessary to point out that different in the two aspects from the existing regularization methods, one is its derivation, LR is actually naturally deduced from the defined expected risk functional and calculated by employing locality information. The other aspect is its form, as shown in (23), though a bit formal difference from the standard regularization formulation, LR still embodies the similar principle to stabilize and smooth the solution, and further calibrate its generalization ability. Hence, we abuse the terminology, i.e.
quasi-Tikhonov functional, here to denote Equation (23) . Similarly, the influence of the regularizing term on the final solution is controlled by λ . Through selecting a proper value of λ , we can obtain an optimal solution of Equation (23) and the resulting classifier more likely yields better generalization capability than R SM which only considers the generalization error in the limited Q-Union. However, just as in the traditional regularization methods, the selection of λ in LR is difficult and time-consuming. Fortunately, some improvements have been made in simplifying the computation of λ [28, 29] . These techniques can also be employed in LR.
Experiments
In this section, we test the effectiveness of LR for classification. First of all, artificial problems are studied to evaluate the generalization capability between LR and R SM in terms of the different sampling of the testing samples. Then the classification experiments on two real world databases are performed. The first one is the partial UCI database, and the second one is the Benchmark database 1 used in [30] . In all the experiments, RBFNN is still used to demonstrate the use of R SM and the given threshold ρ is also selected as 0.25, just as in [2] .
In order to correspond to RBFNN, we choose the RBF kernel as the reproducing kernel in LR.
And following [5] , we select the regularization parameter λ by cross validation in these experiments. Furthermore, throughout the experiments, we adopt the restarted Fletcher-Reeves conjugate gradient algorithm [31] to solve the optimization problem (23) in LR.
Artificial problems
In this subsection, we compare LR and R SM on two different artificial databases of binary class problems, corresponding to the normal distribution and uniform distribution respectively. The objective of these experiments is to evaluate the generalization performances of LR and R SM in terms of the different distributions of the databases as well as testing samples.
1 available at http://ida.first.fraunhofer.de/projects/bench/benchmarks.htm
Normal distribution
Normal distribution is the most common distribution of the samples in real world problems. Many learning theory and algorithms are derived on the premise that the patterns follow the normal distribution. Therefore, here we firstly present an artificial database in Table 1 and Table 2 show the training and testing accuracies of the two methods on the respective datasets. Compared the two tables, it is obvious that the testing accuracies of LR are much better than that of R SM in the both datasets. And the gap between the classification accuracies is much wider in the second dataset than in the first dataset. This fact validates that when the testing samples reside outside the Q-Union, R SM can not guarantee the comparable generalization performance due to the disadvantage of the construction of the regular Q-Union. 
Uniform distribution
Uniform distribution is a bit difficult for pattern classification than normal distribution.
In practice, when we have no prior knowledge of the distribution of the samples in real world, sometimes we may assume that the samples follow the uniform distribution. So we give another artificial database in the bivariate uniform distribution with fewer samples than in the first artificial problem. The database also has two datasets. Each dataset contains 50 samples in each class. Similarly to the first artificial problem, in the first dataset we randomly choose 45 samples in each class as the training set and the remaining 10 samples as the testing set. In contrast, in the second dataset, we select 10 samples to combine the training set and the remaining 90 samples as the testing set. Figure 3 and Figure 4 also respectively illustrate the different distribution of the testing samples in the two datasets. Table 3 and Table 4 show that the testing accuracies of LR are still superior to R SM on the two datasets in the uniform distribution, which further validates our conclusion. Moreover, although the training accuracies of the two methods are almost equivalent, R SM is apparently overfitting in the second dataset. In contrast, since the training and testing accuracies of LR are basically comparable, this does not appear in LR. Further, the generalization capability of R SM is much sensitive to the sampling of the testing samples and thus the gap between the testing accuracies between the two methods is also much wider in the second dataset. 
Experiments on Partial UCI Database
We choose six datasets, Iris, Sonar, Ionosphere, Wdbc, Pid and Spambase, in the UCI database (the UCI Machine Learning Repository) as examples, where for Iris, the second class and the third class are selected for classification, just because the two classes are linearly inseparable. As shown in Table 5 , in the six datasets, Iris is a small-scale one with the amounts of samples between classes evenly, Sonar is middle-scale one with a little uneven amounts, Ionosphere and Wdbc are a bit large-scale and more uneven, and Pid and Spambase are more large-scale sets and the samples in each class distribute more unevenly. We compare the classification accuracy between LR and R SM in the six datasets with different scales and distributions respectively. For each dataset, we divide the samples into two non-overlapping parts: training and testing sets. This is repeated ten times to generate ten independent runs for each dataset. The testing set is treated as future unseen samples.
We test LR and R SM in three different cases. Firstly, we select almost half of samples in each class respectively and combine them as the training set. The remaining samples are taken as the testing set. Table 6 shows that the average classification accuracies of LR and R SM seem basically comparable in this case. Although LR is superior to R SM in five datasets, the gaps between the accuracies are relatively small in these datasets except for Ionosphere and Spambase, owing to the relatively even sampling of the training and testing samples within classes. The testing samples reside almost uniformly in the Q-Union in R SM . Hence R SM can preserve good generalization capability for these samples.
Secondly, we mix all the samples of two classes and stochastically select almost half of samples as the training set. In this circumstance, the training and testing samples within classes are not sampled evenly again. As a result, some testing samples may be outside the Q-Union in R SM . It likely influences the generalization performance of R SM . Table 7 shows the average classification accuracies of the two methods in this case. As can be seen, LR outperforms R SM consistently in the six datasets. A comparison between Table 7 and Table 6 shows that the classification accuracies of R SM seem to decrease relatively greatly. In contrast, the classification accuracies of LR seem to be more stable and coincidental to those in the first case basically.
In order to further demonstrate our conclusions, we perform the t-test on the classification results of the ten runs in the above two cases respectively, to calculate the statistical significance of LR. The null hypothesis H 0 demonstrates that there is no significant difference between the mean number of patterns correctly classified by LR and R SM . If the hypothesis H 0 of each dataset is rejected at the 5% significance level, i.e., the t-test value is more than 1.7341, the corresponding results in Table 6 and Table 7 will be denoted ' * '.
Consequently, compared Table 6 with Table 7 , it can be clearly found that the difference of generalization performance between LR and R SM is much more significant in the second case than in the first one. This just accords with our conclusions.
Finally, we test the generalization capability of the two methods in an extreme case on the Iris dataset. The reason that we only consider Iris is the dimension of the other five datasets is too high to be visualized. As we all know, the Iris dataset contains four attributes of an iris. To visualize the problem we restrict ourselves to the two features that contain the most information about the classes, namely the petal length and the petal width [32] . We randomly select 45 samples in the second class and 5 samples in the third class as the training set. And the remaining samples are combined as the testing set. In R SM , the computed value of Q is only close to 10 -19 . Hence almost all the testing samples are outside the Q-Union. Table   8 shows the training and testing accuracies of the two methods on the biased dataset respectively. For R SM , although the training accuracy is 100%, the testing accuracy is only 78%. So it apparently leads to an overfitting tendency because the optimal Q value is now almost equal to zero and thus the stochastic sensitivity measure does not come to play in optimization. Consequently, the minimization of the generalization error for R SM boils down to just optimizing R emp . Hence, the value of Q can not only determine the generalization capacity of the classifier, but also be used to explain whether the classifier is overfitting or not. In contrast, LR is relatively stable on both accuracies and has much better generalization performance in this extreme case. The discriminant boundries in Figure 5 further validate our conclusion. Figure 5 . The classification discriminant boundries in the biased Iris dataset
Experiments on Benchmark Database
Furthermore, the Benchmark database [30] is also used in this test, which consists of 13 datasets. These datasets all contain two classes. We use the training and testing sets offered by the database. Table 9 presents a brief description of these datasets, which are typical sets that the training and testing samples are sampled unevenly within classes. For R SM has been verified superior to multiple folds cross validation and sequential learning in [2] , in this experiment, we compare LR with R SM , regularization network (RN) [33, 34] , and three ad-hoc methods. RN originates directly from the regularization theory. RBF function is chosen to be the activation function of the individual hidden units in this network, corresponding to R SM . Thanks to the specific selection of the kernel function, RN is empirically equivalent to SVM here [6, 35, 36] . The ad-hoc "min (k)" and "max (k)" methods are to fix the number of the nearest neighbors which are equivalent to the minimal and maximal values of k in the LR respectively. "k+1" is the method that increases the value of k until the neighborhood contains a sample whose label is different from x i . We perform independently repeatedly 100 runs and 20 runs respectively for the first 11 datasets and the last two datasets.
Experimental results in Table 10 indicate that LR outperforms R SM consistently in almost all the datasets, just as in the last subsection. And the t-test further demonstrates the significant superiority of LR to R SM , in terms of the classification performance in these typical datasets in which the samples are sampled unevenly in training. Furthermore, LR is also superior to RN in most of the datasets, except for Thyroid and Image. And the t-test
shows that there is no significant difference between the two methods in the classification accuracies in the two datasets in the statistical senses. As we can see from the table, "min (k)" is obviously underfitting. And the classification accuracies of "max (k)" and "k+1" are both worse than LR in all the datasets. The poor performance of the three ad-hoc methods demonstrates that the way to generate the k nearest neighbors in LR is the optimal option in practice. 
Conclusion
In this paper, through proving the relationship between R SM and regularization, we first LR is used in supervised learning in this paper. It can also be generalized to semi-supervised learning and multiple kernel learning. Furthermore, LR can be combined with manifold learning. These issues will be our future research directions.
