Abstract. It is known that the cyclic sum i=n S"(x) = Z *//<*/+1 + xi+2>> i=l where xn+x = xx, xn+2 = x2,x¡> 0, (xj+x + x¡+2) > 0, can be made smaller than n/2 for n > 24. The value of \(/i) = lim inf (« -► °°) Sn/n is investigated by the shooting method for two-point boundary value problems, and the analytical result lim0> -+ °°) \(n) < 0.49457 is proved. The inherent difficulty in a straightforward minimization of Sn(x) is mentioned.
1. Introduction. Many results are known about the cyclic sum 1=71 (1) 5«(X)= Z *,/(*,+1 +*. + 2)
1=1
formed with the n components of a vector x, where xi+n = x(, x¡ > 0, and xi+ x + x¡+2 > 0 for all / (see [9] for the origin of the problem and [5] for the results and the history of the inequality connected with this sum). If we introduce o(n) = Sn(x)/n, X(n) = inf o(n), the infimum being taken over all admissible vectors x, then X(n) < xh, because x¡ = 1 for all i is an admissible choice. Nowosad [6, p. 463] has proved that X(«) = Vi for n < 10; on the other hand, a general relation [2] and counterexamples for n = 14 and n = 25 (see [8] and the references given there) show that X(«) < lâ for even n > 14 and for all n > 24.
In [7] Rankin proved the existence of the limit (2) X = lim X(n) < \(n), n>2, and also showed that X > 0.304. Later Diananda [3] improved this lower bound to X(«)> 0.4612 ....
Upper bounds are simply obtained from numerical examples, e.g., X<a(ll 1) = 0.49656
given by Daykin [1] .
In this note we investigate a possible behavior of o(n) for large n and obtain by elementary means (Section 5) an improvement on the upper bound for X:
(3) X < 0.494566817.
The vector x chosen for this result is suggested by a quite effective numerical approach, described in Section 2, namely a recursive approach, based on the well-known shooting method for two-point boundary value problems in ordinary differential equations.
Throughout, we restrict ourselves to a certain class of x^s: it is assumed that the Xj.'s contain only one string of contiguous alternate zero terms (see, for instance, Figure 2 ). Although there is no proof that this class of x¡'s leads indeed to the lowest o(n) for large n, we note that Daykin's solution for « = 111 [1] has also this structure.
The upper bound of Eq. (3) is independent of this assumption.
The computational results are discussed in Section 3. There is a heuristic argument concerning the value of X presented in Section 4. It leads to the conjecture that (4) X > 0.49438.
Although the problem of the cyclic inequality is essentially a minimization problem, a direct minimization would lead to serious numerical difficulties. Some comments on this question are presented in the Appendix. It follows that either x, = 0 or (5) X'+2="^ + IM(jC/_1+X/)2(Xi+JC/+i)S Now, it is permissible to use the normalization xx = 1 and to set x2 = 0, since Nowosad [6] has shown that among the minimizing vectors there is always a vector with at least one zero component. If we make some choice for x3 and jc4, the values of x¡+2 (i > 3) can be computed recursively from Eq. (5), provided that x¡ + 0. For a fixed n, the guesses x3 and x4 would then be adjusted until Eq. (5) were also satisfied for i = n -1 and i = n. However, we are not trying to minimize o(n) for any particular n; we are simply aiming at making n as large as possible. The recurrence relation (5) is therefore used until the two end conditions are essentially satisfied. This turns out to be quite easy, if we make use of our assumption stated above: if, say, xk + 2 is the first term to become zero or negative, then xk + 2 and all subsequent alternate terms, xk+4, xk+6, . . . ,xn, x2 are also assumed to vanish.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Good starting guesses for x3 and x4 axe not hard to obtain. From the known results for odd n from 25 to 31 and for even n from 14 to 26, and 38 [8] an extrapolation to large n indicates that x3 = 1.17, x4 -0.15 is a good choice. Daykin's values for n = 111 [1] are about the same. (Actually, this initial guess is an interpolation between even and odd n values (see Figure 1 ).) k,n odd 1.13
1.14 1.15 1.16 1.17 Figure 1 Curve of initial conditions x3, x4 for minimum of o(n). P(x3 = 1.1613, x4 = 0).
From the initial guesses the values x5, x6, . . . axe computed in turn until the k is reached for which xk+2 < 0. Then, with *fc+2,-, / = 1, 2, . . . , all vanishing, Eq. (5) leads to (n -k + 2)/2 equal ratios (6) b = xk+3/xk+x =*fc+s/*fc+3 = ---= V**-i -*3/*iTherefore, we have
Normally, m will not turn out to be an integer as required (for this reason the last equal sign in Eq. (6) is only approximate), but it furnishes an approximation to a suitable integer M. In the computation, several values were tried for the determination of the xk+2-+x, and it was found that the best M, leading to the smallest o(n), exceeds m by about 2 or 3. Hence, for n = k + 2M we obtain an admissible upper bound
The shooting computation is very fast, even in double precision (28-digit numbers).
Since we attempt to make n large, k should also be as large as possible (ideally, infinite). In order to approach the "boundary condition at infinity", xk+2 = 0, we adopt a bisection method based on the following observation: it is well known that alternate xt values combine to a curve (see, for instance, Figures 2 and 5) ; if the curves intersect, then k will be odd, if they do not intersect, then k is even. Therefore, we keep x4 fixed and bisect x3 on the parity of k, a procedure which is both safe and simple. (In exploratory computations the curve in Figure 1 was determined both by a vertical and by a horizontal search.)
3. Results of the Numerical Computation. The results of the numerical computations are shown in Figure 1 , and one might hope that on this curve a certain point would furnish a distinctly lowest o(n). But the results in Table 1 show that, for comparable n values, this is not the case. The value of o(n) does not depend strongly on the initial conditions x3, x4, as long as they lie on the curve in Figure 1 It is conjectured that this represents indeed the true value of X, even though its determination is based on the class of x/s with only one contiguous string of zeros in alternate terms.
It is of interest to observe which x¡s lead to a small o(n) for large n, since this information is used in Section 5 below. First, we note that it makes a significant difference for small n, whether n is odd or even. If we connect the two groups of alternate x('s to form two curves, then these curves must intersect for odd n, whereas they need not intersect for even n. This means that for odd n there is actually one curve closing on itself after 2n steps. On the other hand, for even n there are two curves of length n, each one closing on itself (see Figure 2 ). This would explain why the cyclic inequality is violated for odd n > 24, but for even n > 12, only half that number.
Figure 2
Basic difference between odd and even n -for n = 26 (noncrossing curves) -for n = 25 (crossing curves).
As n gets larger, the distinction disappears gradually (see Table 1 , where both odd and even entries appear). The two curves are shown, in part, in logarithmic scale in Figure 3 . They flow together with the nearly constant ratio a = Xj+x/x= = 0.90447 (namely over 150 points to this accuracy), and then, after one curve dips to x fc + 2 0, the other curve rises with the constant ratio (see Eq. (6) The terms s¡ = x¡/(xi+x + x¡+2), again connected to form two curves, are shown in Figure 4 , where, in addition, ¡T. = (s¡_x + 2s¡ + sí+1)/2 is also plotted. This leads to a single curve with two long stretches of constant values. Since o(n) = S(x)/n = (l/2n)2si, it is clearly the second segment from xk+2 up to x2 which causes oin) to become less than xk. Furthermore, we confirm the empirical fact [8] that the sf exhibit a symmetry; for instance, in the case shown in Figure 4 (8) sio5+/ = sios-/ for all/, although the x¡ axe very asymmetric.
Upper branch in Figure 1 *3 We have tacitly assumed that, as / increases, the terms decrease until xk+2 < 0. However, sometimes both parts of the coalescing curves turn upwards. It then appears that the curves repeat the same pattern, only scaled down as shown in Figure 5 . Since this situation did not lead to a smaller o(n) value in preliminary runs, the lower curve was set to zero at the minimum. Again, the symmetry in the s-curves in Figure 5 is rather striking.
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The shape of the curve in Figure 1 of initial values x3 and x4 which lead to a large number of terms seems surprising: for one x3 value there are two different x4 values furnishing about the same o(n). But this is actually not so. If the x^s axe scaled and the numbering shifted by one, then the lower branch from P on and the corresponding segment of the upper branch represent the same solution except for the first few points. This is shown by the curves (a) and (b) in Figure 6 . (6) and (7)), so that l/xk+ x =bm = xm, where we assume for simplicity that m is an integer. If we denote the first part of the sum S(x) by We assume that S(n) corresponds to the infimum of o(n), so that o(n + 2) -X(n) = -^ ^m + l)l°m/m + 1 ~ m/b -2X(«)}.
There are ail indications that this difference decays slower than l/(n + 2), so that we obtain for n -> °°X = Vi lim {(m + l)/bm/m + 1 -m/b} or, setting m + I = l/z with z -* 0, (9) X = (1 + log b)l2b.
Of course, b = x3 is not exactly known, but the computation and Figure 1 indicate strongly that x3 < 1.17114. Hence, we conjecture that X > 0.494381. 5. An Upper Bound for X. The argument just presented can be made independent of any computational result and it furnishes then an upper bound for X. We we obtain the result X < 0.494566817.
It is not surprising that the equation for o(°°) agrees with Eq. (9) above, since the underlying idea is the same, although here the value for b is available.
Appendix. A Minimization. The pairs of initial conditions x3, x4 that lead to a small o(n) lie on the curve shown in Figure 1 . Any values that deviate only slightly from the curve result in a considerable increase of o(n), so that the level curves form a canyon. The Figure 7 shows a cross section of it. The canyon walls are steep, but the bottom is very flat (cf. the results listed in Table 1 ). Minimization of o(n) for x3 = 1.168 in two scales, _computed values -extrapolated to n -> °°.
