We compare three optical architectures for compressive imaging: sequential, parallel, and photon sharing. Each of these architectures is analyzed using two different types of projection: (a) principal component projections and (b) pseudo-random projections. Both linear and nonlinear reconstruction methods are studied. The performance of each architecture-projection combination is quantified in terms of reconstructed image quality as a function of measurement noise strength. Using a linear reconstruction operator we find that in all cases of (a) there is a measurement noise level above which compressive imaging is superior to conventional imaging. Normalized by the average object pixel brightness, these threshold noise standard deviations are 6.4, 4.9, and 2.1 for the sequential, parallel, and photon sharing architectures, respectively. We also find that conventional imaging outperforms compressive imaging using pseudo-random projections when linear reconstruction is employed. In all cases the photon sharing architecture is found to be more photon-efficient than the other two optical implementations and thus offers the highest performance among all compressive methods studied here. For example, with principal component projections and a linear reconstruction operator, the photon sharing architecture provides at least 17.6% less reconstruction error than either of the other two architectures for a noise strength of 1.6 times the average object pixel brightness. We also demonstrate that nonlinear reconstruction methods can offer additional performance improvements to all architectures for small values of noise.
Introduction
Recently a great deal of attention has been directed toward an innovative mathematical framework and the resulting novel measurement paradigm of compressive sensing [1, 2] . Here the term "compressive" refers to any measurement process in which the number of measured quantities is significantly smaller than the native dimensionality of the signals of interest. The sparse nature of most signals of interest enables high-fidelity reconstructions to be obtained from these compressive measurements. Compressive imaging therefore refers to any imager in which the number of physical measurements is much smaller than the number of desired͞reconstructed image pixels [3] . The imaging community has sometimes referred to these compressive techniques as featurespecific imaging [4 -6] . Because typical imagery is known to be sparse (i.e., easily compressible), compressive imaging is expected to be a convenient platform for application of the compressive sensing paradigm. Compared with conventional imaging, compressive imaging offers: (a) reduced cost owing to a reduction in the number of photodetectors and the concomitant reduction in camera size, weight, power, etc., and (b) improved detector-noise-limited measurement fidelity, because the same total number of photons can be measured using fewer photodetectors.
The measurements that are made by a compressive imager are simply linear projections of the object space. Therefore, common to all compressive imaging techniques is some type of optical hardware that can project the high-dimensional object space onto a lowdimensional measurement space. Although a large number of candidate projections have been studied in this regard [e.g., wavelets, principal components, Hadamard, discrete cosine, pseudo-random (PR), etc.] there are relatively few candidate optical architectures for compressive imaging. In this paper we will quantify the performance of three different optical implementations of compressive imaging. It should be stressed that the purpose of this work is not to compare the many and varied algorithmic approaches to compressive sensing, but rather to provide a quantitative comparison among the performances of several optical architectures. The paper is organized as follows. Section 2 provides a description of the two classes of projection [principal component (PC) and PR] that will be employed in our study as well as the associated optimal linear reconstruction operators. Section 3 describes the operation of the three compressive optical architectures: sequential, parallel, and photon sharing. Section 4 presents a quantitative comparison among these architecture-projection combinations using linear reconstruction. Section 5 extends these results to the case of nonlinear reconstruction algorithms, and Section 6 presents the conclusions of our study.
Algorithm Descriptions
Compressive imaging is a special case of computational imaging [7] . Computational imagers do not necessarily generate a visually pleasing representation as the output of their measurement process. Instead they produce a set of numbers (e.g., linear projections) that can be used along with a postprocessing algorithm in order to achieve some overall system objective. The system objective may or may not require the traditional "pretty picture" representation of the object information. In this way computational imagers may be considered to be more general͞flexible than conventional imagers insofar as the measurement process may be made task-specific. Within the compressive imaging framework therefore, the imaging system task must define the type and number of projections to be measured as well as the necessary postprocessing. In previous work we have discussed the use of compressive imaging for human face recognition [8] . In this paper we will be concerned with tasks that depend upon reconstructed image quality (i.e., a pretty picture) as measured by the root-mean-squared-error (RMSE) criterion. Next we describe two different projection bases and the associated linear postprocessing algorithms that can be used to obtain high-quality image reconstructions. These two algorithmic approaches differ in terms of the type͞amount of prior knowledge that is assumed about the object space.
The first algorithmic component of our study (A1) will utilize PC features and the linear minimum mean squared error (LMMSE) reconstruction operator. We begin by defining the measurement process as a linear projection from the N-dimensional object space onto a M-dimensional ͑M Ͻ N͒ measurement space corrupted by additive white Gaussian noise (AWGN). The measurement vector (m) can therefore be written as
where F is the M ϫ N projection matrix, x is the N-dimensional vector that is lexicographically ordered from a ͱN ϫ ͱN pixel object, and n is a M-dimensional vector of independent zero-mean AWGN random variables each with variance 2 . Reconstructed images are obtained via the LMMSE reconstruction operator W according to x ϭ Wm, where W is the N ϫ M matrix given by
where R x is the object autocorrelation matrix, D n is the noise covariance matrix and singular value decomposition is used to invert the matrix FR x F T ϩ D n . The reconstruction RMSE associated with the projection matrix F is given by RMSE ϭ
͖, where E͕ ͖ denotes statistical expectation over both the noise statistics and the object class X1 from which the objects are drawn. It is well known that for ϭ 0 this RMSE is minimized by setting the rows of F equal to the M-largest PCs of the object class X1 [9] . The resulting PC basis vectors are simply the M-largest eigenvectors (i.e., those with the M-largest eigenvalues) of the autocorrelation matrix associated with X1. Despite the suboptimality of PC features in the presence of noise (i.e., for 0), all results reported here for algorithmic component A1 utilize PC features together with the LMMSE reconstruction operator given in Eq. (2) .
We have employed a large commercially available set of human face images to define the class X1 [4, 10] . Figure 1 (a) shows some example face images from this class. Each image of dimension 80 ϫ 80, contains N ϭ 6400 pixels. A total of 110,241 such images were used to define the object autocorrelation matrix and the resulting PC basis vectors. Figure 1(b) shows the first five PCs derived from this image class. These PC bases define the rows of the projection matrix F, which in turn defines the optical masks (described further in Section 3) that will be necessary to implement compressive imaging.
The second algorithmic component of our study (A2) will utilize PR features together with the optimal LMMSE reconstruction operator. Once again we assume the measurement model given by Eq. (1); however, in this case the PR basis vectors that define the rows of the projection matrix F are simply orthonormalized samples of a N-dimensional multivariate Gaussian random variable. It is important to note that these PR projections do not employ explicit knowledge of the object class to be imaged. The reconstruction algorithm however, does require object class knowledge. Within algorithmic component A2 we assume that objects are drawn from the class of wavelet-sparse images X2. Specifically, we define the class X2 to consist of all object vectors x for which the Haar wavelet transform v ϭ Hx has relatively few (e.g., K Ͻ Ͻ N) nonzero elements, where H is the N ϫ N Haar wavelet transform matrix [11] .
In this work we have generated the class X2 of wavelet-sparse objects by processing the class X1 of human face images. An element x 2 ʦ X2 is obtained from an element x 1 ʦ X1 by: (a) computing the wavelet transform v 1 ϭ Hx 1 , (b) setting the smallest N-K elements of v 1 to zero to obtain the sparse wavelet vector v 2 , and (c) inverting the wavelet transform to obtain x 2 ϭ H Ϫ1 v 2 . Examples of wavelet-sparse objects obtained via this procedure are shown in Fig.  1(c) for the case of K ϭ 1600 and in Fig. 1(d) for the case of K ϭ 400. Both of these cases will be included in our study. We note that the prior knowledge of object sparsity is only weakly included in the LMMSE operator via the object autocorrelation matrix R x ; whereas, the nonlinear reconstruction methods described in Section 5 will make more explicit use of this prior knowledge.
Architecture Descriptions
We have studied three different architectures for compressive imaging: sequential, parallel, and photon sharing. These architectures may be distinguished by: (a) the efficiency with which photons are used to compute the required linear projections and (b) the bandwidth of the noise that corrupts the resulting measurements. The photon sharing architecture will be shown to offer superior reconstruction fidelity by virtue of providing the highest photon efficiency along with the lowest noise bandwidth. It is important to note that each of these architectures may be implemented in a potentially large number of different ways. In this study we will be interested only in the fundamental performance limits of the architectures themselves, and not in the performance degradations that may result from specific device technologies. We therefore assume ideal devices and compute upper-bounds on achievable performance.
A. Sequential
A schematic depiction of the sequential architecture is shown in Fig. 2(a) . This architecture employs a single optical aperture, a single photodetector, and an adaptive optical mask to define its projections. In this architecture a single value m i of the measurement vector m is measured during each time step. During the ith time step the mask transmittance will be defined by f i , the ith row of F. Because the photodetector spatially integrates the incident irradiance passed by this mask, the measured photocurrent will be given by the noisy inner-product m i ϭ f i · x ϩ n, where n is a scalar AWGN random variable with . Note that if any elements of F are negative a dual-rail measurement system is employed [4, 12] . Given the aperture diameter D, total measurement time T, and assuming a uniform division of photons and measurement time among the required M time steps, the number of photons that are available to participate in the ith measurement is given by D 2 T͞M in appropriately normalized units. Note that the AWGN in each measurement is also affected by the measurement time per feature. If the total data collection time is kept fixed (i.e., independent of the number of features, M), then as M is increased, the sequential architecture must allocate less measurement time per feature. This fact impacts both the number of photons that are available for any single feature measurement as well as the required measurement bandwidth. We define bandwidth as the inverse of the "measurement time per feature" because this is the approximate bandwidth that the associated measurement apparatus (i.e., detectors and supporting electronics) must have in order to realize the required feature measurement rate. Therefore in the sequential architecture the bandwidth increases as M͞T. As a result, the measurement noise in the sequential architecture increases linearly with the number of feature measurements, M. We can therefore write the resulting measurement noise variance per feature as
M͞T, where 0 is a constant representing the noise standard deviation per unit bandwidth of the detector and supporting electronics and is also proportional to noise equivalent power (NEP) of the detector. We will refer to this scheme as the uniform-sequential (US) architecture.
The US architecture can be modified in order to improve reconstruction fidelity. Consider a case in which we have a priori knowledge that some projections are more important than others with respect to reconstruction RMSE. We would like to provide these important projections with higher measurement fidelity than those that are less important. This prior knowledge can therefore be used to define a nonuniform set of measurement intervals. The number of photons that are available to participate in the ith measurement is now given by i D 2 T, where the allocations ͕ i , i ϭ 1, . . . , M͖ are selected to minimize reconstruction RMSE subject to the constraint ⌺ i ϭ 1. Note that the photodetector and supporting electronics must now support the bandwidth max͓1͑͞ i T͔͒ and that the measurement noise must be scaled accordingly as 2 ϭ 0 2 max͓1͑͞ i T͔͒. We will refer to this scheme as the nonuniform-sequential (NS) architecture. In all results reported here the optimum energy allocations have been determined by use of the Stochastic Tunneling optimization algorithm reported in [13] .
B. Parallel
An example of the parallel architecture is shown in Fig. 2(b) . This architecture employs an array of M optical apertures and a corresponding array of M photodetectors, each utilizing a fixed mask to measure a different projection. In this architecture all projections are measured during a single time step. The mask associated with the ith aperture will have a transmittance function defined by f i . Once again we take the total system diameter to be D and the total measurement time to be T: this facilitates a fair comparison of photon utilization among all architectures. If all apertures within the parallel architecture are assumed to have the same diameter D͞ͱM, then the number of photons that participate in the computation of the ith projection will be D 2 T͞M. This is the same result that was obtained for the US architecture. In the case of the parallel architecture however, the photodetectors and supporting electronics are only required to operate over a bandwidth of 1͞T so that 2 ϭ 0 2 ͞T. Note that this uniform-parallel (UP) architecture can offer reduced noise as compared with the US architecture.
Once again nonuniform photon division may be employed to improve the performance of the parallel architecture (e.g., via nonuniform lenslet apertures), albeit with significantly greater implementation complexity. For the resulting nonuniform parallel (NP) architecture the number of photons that are available to participate in the ith measurement is once again given by i D 2 T, where the allocations ͕ i , i ϭ 1, . . . , M͖ are selected to minimize reconstruction RMSE subject to the constraint ⌺ i ϭ 1. Note that the nonuniform allocation of photons has no impact on the bandwidth or noise strength associated with measurements in the NP architecture.
C. Photon Sharing
The photon sharing (PS) architecture shown in Fig.  2(c) takes the form of a polarization-based optical pipeline processor. Its operation is described in detail in [4] . A summary of that description is provided here for completeness. There are M stages of the PS pipeline processor. The ith stage of the pipeline is responsible for computing the projection of x onto the ith row of F. The operation of the first stage is as follows. An image of x is formed on the first spatialpolarization-modulator (SPM1). The jth pixel of SPM1 is designed to rotate the polarization of the incident light by an angle 1j ϭ cos Ϫ1 ͱF 1j ͞C, where F 1j is the jth element of the first row of F and C is the maximum absolute column sum of F. The resulting polarization rotation is decomposed into two orthogonal components by use of a polarizing-beam-splitter (PBS). One of the orthogonal components is deflected by the PBS and is integrated onto the photodetector PD1 as shown. This process produces a measurement proportional to m 1 ϭ x · f 1 ϩ n 1 ϭ ͚j x j cos 2 ͑ 1j ͒ ϩ n 1 as desired. The other polarization component exiting the PBS is reimaged onto SPM2 and the second stage operates in a manner identical to the first; however, the rotation angle 2 must be modified in order to account for the photons that were diverted in stage 1. Specifically we set 2j ϭ cos 
Note that this simplified description assumes that all elements of F are positive. In order to include projections for which the elements of F can be negative (e.g., PC projections), we assume the use of a dual-arm architecture. Note that this approach will increase the required number of photodetectors (and therefore noise) by a factor of 2. The reader is referred to [4, 12] for a more complete description of the dualarm architecture.
In contrast with the sequential and parallel architectures, the PS architecture discards no useful photons and uses no absorptive masks. Because we can expect absorptive masks to have an average transmittance of 0.5, the PS architecture is roughly 2ϫ more photon efficient than the parallel architecture. We also note that the PS architecture measures all projections in a single time step resulting in a measurement noise strength 2 ϭ 0 2 ͞T, that is identical to that of the UP and NP architectures. Unlike the parallel architectures however, nonuniform photon allocation is easily achieved within the PS architecture by simply scaling the rows of F by the optimal allocations ͕ i , i ϭ 1, . . . , M͖ before converting them to SPM angles ͕ i , i ϭ 1, . . . , M͖. Whenever possible therefore, all of the PS results presented in the next section utilize the optimal photon allocation for achieving minimum reconstruction RMSE.
The PS architecture shown in Fig. 2 (c) and described above employs "photon sharing in the space-domain." It is also possible to design a PS architecture that employs "photon sharing in the time-domain." Such an architecture is shown in Fig. 2(d) . Here we depict an array of N individually addressable micromirrors, each of which can be pointed in one of M directions. An image of x is formed on this micromirror array. The jth micromirror is programmed to dwell on the ith direction for a time interval proportional to the (i, j)th element of the projection matrix, F ij . In this way the ith detector accumulates a total number of photons proportional to ͑f i · x͒ as desired. Once again no absorptive masks are used (providing high photon efficiency) and the required measurement bandwidth is 1͞T (resulting in low noise). Although implementation issues and͞or application details may result in a preference for either the space-domain or the timedomain architecture, the fundamental performance limits of both these PS architectures will be identical.
Results Using Linear Reconstructions
In this section we compare the reconstruction RMSE per pixel of the various compressive imaging architectures that were described in the previous section. A baseline noncompressive (i.e., conventional) imager will also be included in these comparisons. The conventional camera (CC) is assumed to employ an aperture diameter of D and an integration time of T (i.e., it collects the same number of photons as did the compressive imagers) in order to form an N-pixel image m ϭ x ϩ n, where once again the noise n is assumed to derive from AWGN associated with the detector bandwidth 1͞T so that 2 ϭ 0 2 ͞T. Specifically, if x is an 80 ϫ 80 pixel optical image, the conventional camera uses 80 ϫ 80 ϭ 6400 photon detectors to detect the measurement m corrupted by an 80 ϫ 80 pixel AWGN image n. Because the compressive imagers have been provided with substantial postprocessing capability, a fair comparison requires that the baseline conventional camera also benefit from postprocessing. We have applied the LMMSE denoising operator W c to the measurement m in order to obtain the estimate x ϭ W c m, where
There are two sources of reconstruction error within any compressive imaging system. The first results from a failure to measure a sufficient number of projections. This is sometimes referred to as truncation error. Note that there is no truncation error for a CC. The CC does not measure, compute, or otherwise use features in any way and so the RMSE of the CC is independent of M. The second source of reconstruction error arises from noise in the measurement process. This measurement noise produces errors in the measured projections and subsequent errors in reconstruction. In the absence of noise all three compressive imaging architectures perform equally well. This is because in the noise-free case, no fundamental phenomenon exists to corrupt the optical projections. This means that to within a scaling factor all three architectures make exactly the same measurements, and thus perform equally well. Also note that all three compressive imaging architectures can produce reconstruction RMSE ϭ 0 when noise is zero and M ϭ N projections are used. The conventional imager also produces RMSE ϭ 0 in the noise-free case. In a more realistic scenario for which 0, the limiting performance RMSE ϭ 0 can no longer be obtained.
All compressive imaging architectures demonstrate a tradeoff between truncation error and measurement noise. For example, in the UP architecture the optical aperture size associated with each detector determines the number of photons available for computing a single projection. Because this aperture scales as ϳD 2 ͞M, the signal-to-noise ratio (SNR) at each detector is inversely proportional to M. This causes the component of reconstruction error associated with measurement noise to increase with M. Truncation error, on the other hand, is always reduced by increasing M. As a result we find that truncation error dominates the RMSE for small M; whereas, measurement noise is the main component of RMSE for large M. The same trend holds for the other two compressive imaging architectures as we shall see below.
A. Principal Component Projections with Linear Reconstruction
We begin with the results of compressive imaging using PC projections. For all results reported here, we take T ϭ 1, D ϭ 1, and consider all object pixel brightness to fall in the range of 0 -255. The training set for PC projections contains face image samples in class X1 as discussed in Section 2. Testing samples are drawn from the same class. The noise standard deviation 0 ϭ 1 corresponds to NEP 0 ϭ 0.025 pW͞ͱHz. In order to relate this normalization to real-world photodetectors, we note that 0 ϭ 133.5 corresponds to NEP ϭ 3.3 pW͞ͱHz which is the average NEP at 900 nm for the New Focus model 2031 large-area photoreceiver on the high gain setting; whereas 0 ϭ 222.5 corresponds to NEP ϭ 5.5 pW͞ͱHz, equal to the NEP for the Thorlabs model PDA100A amplified silicon detector working at 970 nm with a gain of 40 dB. Figure 3 presents the reconstruction RMSE data as a function of M for three different noise levels. Figure  3(a) shows the data obtained for the case of 0 ϭ 1335; whereas Figs. 3(b) and 3(c) correspond to noise levels of 0 ϭ 750 and 422, respectively. Each of these graphs presents the performance of all six imagers that were described in the previous section: US, NS, UP, NP, PS, and CC. Several observations can be made based on this data. (1) We see that uniform photon allocation gives rise to an optimal number of measurements M opt as a result of the tradeoff between truncation error and measurement noise. For example, the UP architecture with 0 ϭ 422 obtains its best performance for M opt ϭ 20. For M Ͻ M opt truncation error dominates the RMSE; whereas, for M Ͼ M opt measurement noise dominates. Note that M opt increases monotonically as 0 is reduced. (2) Nonuniform photon allocation improves performance and eliminates the existence of an optimum number of measurements. This is because the optimization process for ͕ i , i ϭ 1, . . . , M͖ will automatically allocate zero energy to any measurement that would result in an increase in RMSE. This can be easily seen from the plot of i versus i in Fig. 4 . These data were generated for the NP architecture and the case M ϭ N. Note that as noise increases the number of nonzero values for i decreases as expected. (3) . Figure 5 presents the result of this process. Note that the RMSE curves for nonuniform photon allocation (i.e., the NS and NP curves) do not extend below 0 ϭ 133.5. This is because the optimization process does not converge well when the number of nonzero values of i becomes large. Because the RMSE performance of the nonuniform solutions is very close to the minimum RMSE performance of the uniform solutions, we are confident in interpreting the curves in Fig. 5 as reasonably tight upper bounds. Note that each compressive imager may be characterized by the value of 0 2 above which it offers performance superior to the CC. These threshold values of noise strength are presented in Table 1 . It is interesting to note that for very highnoise environments, compressive imaging can provide image fidelity that is superior to what can be obtained from a CC. In low-noise environment, the PS architecture always provides the best RMSE performance among the three architectures, while the sequential architecture provides the worst. Figure 6 presents example reconstruction for the US, UP, and PS architectures at M opt ϭ 207, 941, and 2601, respectively, when 0 ϭ 0.21. The reconstructed object quality for these examples are RMSEϭ 13.96, 10.86, and 7.22 for the US, UP, and PS architectures, respectively.
B. Pseudo-Random Projections with Linear Reconstruction
In this section we present architectural comparisons for compressive imaging using PR projections with linear reconstruction. The training samples used to define the autocorrelation matrix R x are drawn from the object class X2. The testing samples are also drawn from this class. In the work reported here we have generated PR basis vectors by using normalized samples of an N-dimensional multivariate Gaussian random variable. In order to facilitate comparisons with the results of compressive imaging using PC features we have first sorted the PR basis vectors. This sorting procedure strives to obtain good photon efficiency from the PR bases and is accomplished by ordering the PR vectors in descending order according to the sum of their projection values in the vector space defined by the principle components of object class X2. Figure 7 presents the reconstruction RMSE data as a function of M for three different noise levels and sparsity K ϭ 1600. Figure 7(a) shows the data obtained for the case of 0 ϭ 237, whereas Figs. 7(b) and 7(c) correspond to noise levels of 0 ϭ 133.5 and 1.34, respectively. Once again optimal nonuniform photon allocations could not be found for the lowest noise case shown in Fig. 7(c) . In Fig. 8 , two cases K1 ϭ 1600 and K2 ϭ 400 are presented together at a noise level 0 ϭ 237. These results for PR projections are similar to those presented in Fig. 3 for PC projections. Specifically, we note: (1) an optimal number of measurements arising from the tradeoff between M and , and (2) the PS architecture providing the best performance among compressive imagers. However, an important difference between PR and PC projections is that for PR projections we find that the CC always provides lower RMSE. This is simply because the compression achieved by use of PR projections is weaker than that achieved using PC projections: PC projections exploit a stronger form of prior knowledge in order to minimize the number of measurements required to achieve a given level of truncation error. We also note that the performance of the NP and NS architectures are identical when noise is high, 0 Ն 237. This is because when the noise is very large the total photon energy is allocated into a single feature, in which case the parallel and sequential architectures become identical. We also note from the data in Fig. 8 , that for a specific value of M, the performance of compressive imaging is slightly improved for smaller values of K.
Once again it is instructive to extract the minimum RMSE values from each curve in Figs. 7 and 8 and plot the resulting optimum performance as a function of 0 . These data are shown in Fig. 9 . Once again we see that the performance of conventional imaging is superior to that of PR compressive imaging for all meaningful values of 0 .
Results Using Nonlinear Reconstruction
We are interested in quantifying the extent to which nonlinear reconstruction might impact the architectural comparisons presented in the previous section. Note that this paper is primarily concerned with a comparison among optical architectures and that our inclusion of nonlinear reconstruction is intended only as a simple probe of whether the architectural com- parison remains valid when nonlinear processing is employed. In this exercise we will focus on object class X2 for which the images are known to be sparse in the wavelet domain. The measurement model is still given by Eq. (1) with the projection matrix F formed from either PC or PR basis vectors. Nonlinear reconstruction of the object estimate x from the measurement vector m exploits the prior knowledge of wavelet sparsity via one of several candidate nonlinear algorithms. Figure 10 (a) presents some results for compressive imaging using the PS architecture and PR projections with nonlinear reconstruction. This data is based on M ϭ 2000 PR features and has been generated for a sparsity K ϭ 400. Linear reconstruction performance is depicted by the solid curve. The dotted curves correspond to various nonlinear reconstruction methods and are labeled "Nowak" for the method reported in [14] , "MP" for Matching Pursuit [15] , "L1qc" for minimum-l 1 norm with quadratic constraints, "TVqc" for minimum-total-variation with quadratic constraints [16] , and basic pursuit denoising (BPDN) [17] . We draw three conclusions from these data. (1) As expected we see that the nonlinear reconstruction methods produce smaller RMSE than does the LMMSE solution when 0 is small. (2) We also see that the LMMSE solution can be superior when noise is large. Of course improved starting points and͞or stopping rules can be used to ensure that these nonlinear methods do not crossover the LMMSE solutions in the high-noise domain [18] . (3) We note that among these five nonlinear reconstruction methods, the method reported by Nowak et al. [14] produces the smallest RMSE for our imagery. In Fig. 10(b) we show the RMSE results obtained from all three compressive architectures (US, UP, and PS) using both the LMMSE reconstruction (solid curves) and the Nowak algorithm (dotted curves). All other parameters are identical to those from Fig. 10(a) . We note from the data in Fig. 10(b) that the use of nonlinear reconstruction does not change the architectural performance trends that were observed in the previous section. Figure 11 presents curves for RMSE versus the number of features for the PS architecture using PR projections and both linear and nonlinear reconstruc- tion methods. Two noise levels are shown 0 ϭ 0.37 (solid curves) and 0.21 (dotted curves). The object sparsity associated with this data is K ϭ 1600 in Fig.  11(a) and K ϭ 400 in Fig. 11(b) . Once again only the uniform photon allocation results were possible at these low-noise levels. For this reason we see the now-familiar tradeoff between truncation error and measurement noise manifesting itself in the existence of minimum RMSE at specific values of M. We observe from Fig. 11 that, as expected for these low levels of noise, the RMSE can be significantly reduced by use of nonlinear reconstruction. For example, the minimum RMSE obtained using the LMMSE method is 11.06 for 0 ϭ 0.37 and K ϭ 1600, whereas the minimum RMSE obtained using the Nowak algorithm is 10.61 under these same conditions. This advantage derives from the explicit incorporation of sparsity within the reconstruction process. For this reason we expect an even greater benefit for K ϭ 400. Figure 11 (b) demonstrates that this is indeed the case. We see that the LMMSE method provides RMSE ϭ 9.21 for 0 ϭ 0.21 and K ϭ 400, whereas the minimum RMSE obtained using the Nowak algorithm is 6.54 for this same set of parameters. Figure  12 presents some example reconstructions for the case 0 ϭ 0.21 and two levels of sparsity. All of these images are obtained by using the optimal number of projections. Original objects are shown in Figs. 12(a) and 12(d), LMMSE reconstructions in Figs. 12(b) and 12(e), and nonlinear reconstruction in Figs. 12(c) and 12(f) for the cases K ϭ 1600 and K ϭ 400, respectively. We note that the nonlinear reconstructions tend to be visually superior to the linear reconstructions.
We have also examined the use of nonlinear reconstruction for compressive imaging based on PC projections. We anticipate improved performance by virtue of incorporating object prior knowledge within both the basis vector design and the nonlinear reconstruction algorithm. We limit this study to the PS architecture and the two noise values 0 ϭ 0.37 and 0 ϭ 0.21. Figure 13 presents the resulting RMSE data as a function of number of features for K ϭ 1600 [ Fig. 13(a) ] and K ϭ 400 [ Fig. 13(b) ] using both linear and nonlinear reconstruction methods. As we observed for the PR projections, (a) minimum RMSE is reduced by use of the Nowak nonlinear reconstruction method and (b) this improvement is more significant when the objects are more sparse. Comparing Figs. 11 and 13 we observe that the additional prior knowledge embodied in the PC projections has indeed improved performance as compared with the PR projections.
Conclusions
In this paper three candidate compressive imaging architectures (photon sharing, parallel, and sequential) have been compared using two types of projection (PC and PR) and two types of reconstruction algorithm (linear and nonlinear). From this comparison we conclude that the photon sharing architecture offers the best RMSE performance. When object energy is allocated equally into multiple feature measurements, compressive imaging architectures exhibit a tradeoff between truncation error and measurement noise. We find that this tradeoff can be circumvented by use of nonuniform energy allocation. In the case of linear reconstruction we find that compressive imaging based on PC projections can be superior to conventional imaging in a high-noise environment, whereas PR projections were not able to offer an RMSE improvement compared with the CC. We also undertook this architectural comparison for several nonlinear reconstruction methods. We find that compressive imaging performance for both PC and PR projections can be improved by use of nonlinear reconstruction in lownoise environments.
