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ABSTRACT 
Let HI and H2 be Hilbert spaces, and let T : HI + Hz be a bounded linear 
operator with closed range. We present some results of the perturbation analysis 
for the least squares solutions to the operator equation TX = y. 
1. INTRODUCTION 
Let HI and Hz be two Hilbert spaces, let T : HI + Hz be a bounded 
linear operator with closed range, and let y E Hz. Consider the minimal 
norm least squares problem 
min ll4l subject to IlTz - y(I = z~;IllTz - YII. 
The problem (1) has many applications. For example, if HI and Hz 
are finite dimensional, then (1) plays an important role in mathematical 
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programming and numerical analysis. In the finite dimensional case, (I) is 
closely related the concept of generalized solutions of ordinary and partial 
differential equations, and integral equations [5]. 
Error estimates for the perturbation of the problem (1) in the finite 
dimensional case have been obtained in the literature (see [2, 3, 9, ll- 
151). A complete perturbation analysis for matrices has been presented 
in the monograph [lo]. In [7], Nashed gave some general results for the 
perturbation analysis and approximations of generalized inverses of linear 
operators between Banach spaces. In this paper we extend some matrix 
perturbation results to bounded linear operators between Hilbert spaces. 
The difference between our results and the main result in [7] is that in the 
Banach space case, with more flexibility, the decompositions of the spaces 
associated with the perturbed operator are related to those associated with 
the unperturbed one, and in our case all decompositions are restricted to 
be orthogonal, as required by Definition 2.1 below. In this paper, the 
presentation of our perturbation theory will go from simple cases to more 
general ones for the sake of easy understanding. The next section gives 
some background material. Section 3 is devoted to error estimates of the 
problem (1) when the operator T is injective or surjective. In Section 4 we 
shall present the results for the case that the perturbation does not change 
the null space or the range of the operator. We conclude in Section 5. 
2. GENERALIZED INVERSES AND LEAST SQUARES 
Throughout this paper we assume that HI and Hz are Hilbert spaces 
over the same field of real or complex numbers. Let L(H1, Hz) be the 
Banach space of all bounded linear operators T: HI -+ Hz with the oper- 
ator norm ]]T]] = sup{]]Tz]] : llzll = l},where ]I I] is the norm of HI or Hz 
induced by its inner product ( , ). 
Let T E L(H1, Hz) with closed range R(T). From functional analysis, 
Hz is the direct sum of R(T) and its orthogonal complement R(T)‘. Since 
the null space N(T) is closed, HI is the direct sum of N(T) and its orthogo- 
nal complement N(T) I. Now it is obvious that TIN(T)’ : IV(T)’ -+ R(T), 
the restriction of T to N(T) I, is bijective. From the Banach inverse map- 
ping theorem, Tl,&l : R(T) ----f N(T)l is bounded. This observation 
leads to the following definition of the generalized inverse of T. 
DEFINITION 2.1. The bounded linear operator Tt : Hz + HI defined 
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and 
TtTx = 2 for Z E N(T)l 
Tty = 0 for y E R(T)l 
is called the generalized inverse of T. 
REMARK 2.1. The above definition was first given by Y: Y. Tseng (see 
[5]). For a general definition of generalized inverses for linear operators 
(not necessarily bounded) between topological vector spaces, see [8]. 
In the following lemma we list several properties of Tt useful in this 
paper. For more details, see [4] and [5]. 
LEMMA 2.1. Let T E L(Hi, Hz) with closed range. Then: 
(i) Tt is the unique operator in L(H2, HI) satisfying 
TtT= P 
R(Tt) 
and TTt = PRQ-), 
where PM is the orthogonal projector on M. 
(ii) Tt is th e unique operator in L(H2, HI) satisfying 
TtT = (TtT)* and TTt = (TTt),*, 
TtTTt = Tt and TTtT = T, 
where T’ is the adjoint of T. 
(iii) (Tt)t = T and (T*)t = (Tt)*. 
PROPOSITION 2.1. The problem (1) has a unique solution x = Tty 
Proof See, for example, [4]. n 
It is well known that the mapping T + Tt is not continuous. As an 
example, let 1’ = {x = (x1, x2,. . . ,) : Cr!‘=, /x,12 < CO} be the Hilbert 
space with the inner product (x, y) = Cr=‘=, x,&,, and let S : l2 + l2 be 
the left-shift operator, that is, if Sx = y, then yn = xn+i for all n. It is 
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easy to see that N(S) = {(zi,O,O,. .) : 21 is arbitrary},R(S) = 12, and 
]]S]] = 1. Now let T, = (l/n),‘?. Then ]]i’$ + DC) while T, -+ T = 0. 
A basic observation about this example of the discontinuity of Tt is 
that the null space of each T, is contained in the null space of T, which is 
the whole space. Hence for the perturbed least squares solutions to be near 
to the unperturbed one, the null space of the perturbed operators cannot 
be “smaller” than the unperturbed one in some sense. This is consistent 
with the case for matrices. 
3. PERTURBATION ANALYSIS FOR INJECTIVE OR SURJECTIVE 
BOUNDED LINEAR OPERATORS 
In this section we consider the perturbation problem associated with an 
injective or surjective T E L(H1, Hz). The proof of the following Neumann 
lemma can be found in [6]. 
LEMMA 3.1. Let X be a Banach space, and let T : X + X be a bounded 
linear operator. If j]Tll < 1, then I-T is invertible and (I-T)-’ : X + X 
is bounded. Moreover, (I - T)-’ = C,“==, T”, and 
1 
ll(I - Will 5 1 _ llTll 3 lI(I - T)-1 - III < m. 
1 - IITII (2) 
Furthermore, for any bounded linear operator T : X ---f X, if c,“=, T” 
converges, it converges to (I - T)-l. 
LEMMA 3.2. Let HI, Hz, and H3 be Hilbert spaces, and let S E L 
(HI, Hz) and T E L(H2, H3) with closed ranges. If T is injective and S is 
surjective, then 
(TS)t = StT1‘. (3) 
In particular, if R E L(H1, Hz) is bijective, then 
(TR)t = R-lTt, (4 
and if R E L(H2, H3) is bijective, then 
(RS)t = A’+. (5) 
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Proof. It is easy to see that TS E L(H1, H3) has closed range; thus 
(TS)t E L(fJ3,H1) is well defined. Now the lemma is obtained directly 
from (ii) of Lemma 2.1 by noting that TIT = I and SSt = 1. n 
REMARK 3.1. Lemma 3.2 is a generalization of the well-known result 
that (AB)t = Bt At if A is of full column rank and B is of full row rank. In 
general, a necessary and sufficient condition for (TS)t = StTt was given 
by Bouldin [I]. 
LEMMA 3.3. Let T E L(H1, Hz) be injective with closed range, and let 
T = T + 6T E L(H1, Hz) be such that R(6T) C R(T) and IlTt ST11 < 1. 
Then T is injective with closed range. Moreover, R(T) = R(T), Tt = 
(I + Tt ST)-1 Tt = Tt (I + ST Tt)-‘, and 
Proof. Since TTt = PRp) and R(ST) C R(T), 
T=T+ST=T(I+TtST) 
By Lemma 3.1, (I+TtUpl E L(H1, HI) is bijective. Thus, T is injective 
and R(T) = R(T). From (4), Tt = (I + TtsT)-lTt, and (6) follows 
from (2). 
Now since R(ST) C R(T), from Lemma 3.1, 
(I + TtsT)-lTt = 2 ( - Tt 6T)7’Tt 
n=O 
Thus, Tt = Tt(l+ STTt)-‘. n 
LEMMA 3.4. _ Let T E L(H1, Hz) be surjective, and let T = T + ST E 
L(H1, Hz) be such that N(T) C N(6T) and ll?jTTtII < 1. Then T is 
surjective. Moreover, N(T) = N(T),Tt = Tt (I+ST Tt)-’ = (I+Tt6T)-1 
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Proof Since T+T = P N(T)1 and N(T) & N(bT), 
T=T+~T= 
( 
I+6TT+ T. 
> 
By Lemma 3.1, (I + STT+)-’ E L(Hz,Hz) is bijective. Hence, T is sur- 
jective and N(T) = N(T). Now (5) gives Tt = T+(l+ STT+)-‘, and (7) 
follows from (2). 
Since N(6T) 2 N(T), from Lemma 3.1, 
T+(l+ 6TT+)-’ = T+ &TT+)” 
n=O 
= 2(-T+ ST)“T+ = (I + T+ GT)-‘T+. 
n=O 
Thus, Tt = (I + STT+)-‘T+. n 
REMARK 3.2. It can be shown easily that (I + ST T+)-l = I - TT+ + 
T(I+T+ &T)-lT+ under th e conditions of Lemma 3.3, and (I+T+ ST)-1 = 
I - T+T + T+(l + STT+)-‘T under the conditions of Lemma 3.4. 
Now we can prove the perturbation results for the above operators of 
-t special type. In the following let 2 = T+y # 0 and Z = T B. Denote by 
K = I/T11 llT+/l the condition number of T. 
THEOREM 3.1. Let T E L(Hl,Hz) be injective with closed range, let 
T = T + ST E L(H1, Hz) be such that R(ST) E R(T), and let y,jj = 
y + by E Hz. suppose ll6TllIlT+ll < 1, and denote ET = II~T~~/~ITII and 
ey = Il~~ll/Il~ll. Then, 
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Proof. From Lemma 3.3, 
II II T+ llTtaTll llx l 
’ 1 - I~T+I~/YT~/ 116y” + 1 - IlT+/lIlSTI/ 
= i&y (fy~+4xll). 
Hence we obtain (8). 
COROLLARY 3.1. If in addition y E R(T) in the above theorem, then 
II II Z-X p< 
II II X 
- &$Y + ET). (9) 
Proof Since y E R(T), we have y - Tx = 0 and llyll < ~IT~I~I~II. w 
THEOREM 3.2. Let T E L(H1, Hz) be surjective, T = T + 6T E 
L(H1, Hz) be such that N(T) C N(ST), and let y,?j = y+6y E Hz. Suppose 
II6TlIllT+lj < 1, and denote w = ll~Tll/I/TIl and ey = ll~yll/IIyII Then 
II II :-a: 
-5 
II II X 
&$T + ET). (10) 
Proof. Using Lemma 3.4, and noting that y = TX since T is surjective, 
we obtain (10) in exactly the same way as for Theorem 3.1. n 
REMARK 3.3. It is interesting to note that the error estimate in The- 
orem 3.1 is independent of the residual y - TX II II even when the equation 
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TX = y is not consistent. However, this is guaranteed with the additional 
assumption that the perturbation is “range preserving.” Without this con- 
dition, (8) may not be true, as the following example indicates. 
EXAMPLE 3.1. Let T : l2 + l2 be defined by TX = (0,x1,52,. .), 
and let 6Tx = (EX~,O,O,. . .), where x = (xi,x2,. . .) E 1’ and E is a small 
positive constant. Then T is injective, and l2 is the direct sum of R(6T) 
and R(T). Now let y = (E, q,O,O, . . .). Th en a simple calculation gives that 
Tty = (q,O, 0,. . .) ‘It,= (g$.o;o )... ). 
Hence, 
I/+y - Ttyli = 9, 
which is bigger than the bound E from Theorem 3.1 6 > 1 and 77 = 0 
4. ERROR ESTIMATES FOR NULL SPACE OR RANGE PRESERV- 
ING PERTURBATIONS 
In this section, we investigate the perturbation problem under the sole 
assumption that N(T) C N(6T) or R(6T) C R(T). First we have 
LEMMA 4.1. IlTt 11 = l/y(T), where 
y(T) =inf :x EN(T x#O . 01) 
Proof. From the definition of Tt , we have 
II II 
(iTti/ = SUP{$:Y-H~, Y+O} 
= sup /I I! Tty - : Y E R(T), 
II II 
Y #O 
Y 
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-1 
: x E N(T)l, x # 0 = r(T)-‘. 
LEMMA 4.2. Let T, 6T E L(H1, Hz) and let T = T + 6T. 
(i) If N(T) C N(T), th en ~(7) 5 y(T) + 116Tl). 
(ii) I~‘N(T) > N(T), then y(T) I y(T) + (I~T(I. 
(iii) IAN = N(T), then ly(T) - y(T)1 5 (I~TI/. 
Proof. For (i), N(T) C N(T), then r(T)’ 2 r(T)‘. Hence, 
1 II II 
TX 
y(T) = inf - : 
Ii II 
5 E N(ry, x # 0 
X 1 
I/ Tx+STx 5 inf II 
II II 
: x E N(T)l, x # 0 
X 
= ~43 + IlbTl/. 
(ii) follows from (i), and (iii) from (i) and (ii). n 
LEMMA 4.3. Let T E L(H1, HZ) with closed range, and let T = T + 
6T E L(H1, Hz) be such that N(T) C N(ST) and I(~TI/ IlTtli < I. Then 
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-t N(T) = N(T), and T 2s well defined, and 
Proof. Since N(T) C N(ST), we have 
T= 
( 
I+bTTt T. 
> 
Now lISTI llTt II < 1 implies that I + ST Tt is bijective. Hence N(T) = 
N(T), and R(t) -t . is closed. It follows that T 1s well defined. By Lemma 4.2, 
r(T) 2 -Y(T) - lISTI/ = IITtll-’ - 1)6Tll 
= IITtll-l(l- lbTllllTtll) >O. 
Therefore, 
II II T+ = $jy-l< II II T+ l - IlbTII IP I .
LEMMA 4.4. Let T E L(H1,Hz) with closed range, and let T = T + 
ST E L(H1, Hz) be such that R(6T) C R(T) and 116TllIlTtli < 1. Then 
-t R(T) = R(T), and so T zs well defined, and (12) is true. 
Proof. R(6T) & R(T) implies both ?; = T(I + TtGT) and N(T*) C 
N(ST*). Now ll6TIIIITtll < 1 guarantees that R(T) = R(T). The lemma 
follows from (T*)t = (Tt)’ and Lemma 4.3 applied to T’. n 
The proof of the following lemma can be found in [7]. See also [13]. 
LEMMA 4.5. Let T and T = T + ST E L(H1, Hz) with closed range. 
Then 
$ _ Tt = _-t T STTt + Tt (@)*@,)*(I - TTt) 
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+(I - T+T)(bT)*(T+)*T+. (13) 
REMARK 4.1. If N(T) c N(T), then (I - Tt,)(63’)* = 0, and (13) 
becomes 
T+ - T+ = -T+b,.+ +T+(,+)*(,,)*(, - TT+). 
If R(T) c R(T), then (6T)*(I - Y!‘+) = 0, and (13) is reduced to 
?;+ - T+ = -T+6TT+ + (I- T+T)(bT)*(T+)*T+. 
THEOREM 4.1. Let T E L(H1, Hz), with closed range, let 7 = T+ST E 
L(H1, Hz) be such that N(T) G N(6T), and let y, g = yf6y E HZ. Suppose 
1)6TlIllT+/l < 1, and denote ET = IIsT//IITII and ey = li6yII/IIyII. Then 
II II Y 
” 
-----+eET+- 
II l/II 
Proof. Since N(?;) = N(T) by Lemma (I rtT)(6T)* = 0 from 
Remark we have 
- xl/ = - T+yl/ = + (T+ - 
= 1(&y -T+,,T+y +;I;+(,+)*(??,)*(, - TT+)yjl 
II II T+ 
’ 
Ii T+ 
1 - II,++ 11 Eyii’Ji + 1 (16T1/ l T+ l(rr17.iiiixii 
II T+ 2 
+(I _ - Txll 
=- KcT 11’ - Txii 11x11, -+fT+- 
II Ill/ II ) 1 - KcT T X 
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This completes the proof. H 
COROLLARY 4.1. If in addition y E R(T) in the above theorem, then 
II I/ T-X -5 
II I/ X &+Y+cT)~ 
(15) 
THEOREM 4.2. Let T E L(H1, Hz) with closed range, let T = T +6T E 
L(Hl, HZ) be such that R(6T) C R(T), and let y, jj = y+6y E HZ. Suppose 
116T/I(/T+l/ < 1, and denote ET = ~I~TII/IITI/ and ey = 1/6yl(/llyll. Then 
II II Z-X 
II II W-3) X 
Proof. Since R(T) = R(T) by Lemma 4.4, (6T)*(I - TT+) = 0 from 
Remark 4.1. Using Lemma 4.4 and Lemma 4.5, we have 
112 - 511 = II& - T+yll = II&y + (T+ - T+)yll 
= 1I&y - &TT+y + (I - $T)(ST)*(T+)*T+yIl 
5 lITi II l16yll + lITi IIIISTll llz l + llST/I IP llllxll 
llTtli L 1 - l16TllllTt II MYII +ETllTllllxll) + cTIITW Illlxll 
= { && +g ++. 
COROLLARY 4.2. If in addition y E R(T) in the above theorem, then 
II II z-x -----5 
II II 
fy + CT) + IECT. 
X 
(17) 
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5. CONCLUSIONS 
In this paper we have extended some of the results in the perturbation 
analysis of matrices to bounded linear operators between Hilbert spaces. 
Only two special cases are considered here. One is fq the injective or sur- 
jective operator, and the other is for the null space or range preserving 
perturbation. The perturbation analysis for general bounded linear opera- 
tors is by no means a simple task. It appears that Lemma 4.1, combined 
with the concepts of the distance between two closed subspaces and unitary 
operators, can still be a starting point. This further investigation will be 
presented in a forthcoming paper. 
The authors would like to thank the two referees for their construc- 
tive comments and suggestions, and especially one of them for mentioning 
Nashed’s important work (71. 
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