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We investigate a relation between the weak value amplification and Maxwell’s demon in the cold
atomic system. In this paper, we propose a thought experiment consisting of cold atoms, in which
Maxwell’s demon appears and a difference in the von Neumann entropy between the initial and final
system becomes negative. Our study indicates that the difference in the von Neumann entropy is
controlled by the weak value of the atom’s energy level, and the weak value amplification corresponds
to the decrease of the von Neumann entropy. In addition, we show that a temperature of the atomic
system is amplified by the weak value amplification.
I. INTRODUCTION
Relations between thermodynamics and the informa-
tion theory have been actively discussed. These discus-
sions originate from a gedankenexperiment Maxwell’s de-
mon proposed in the 19th century[1]. Since an entropy
of the thermodynamic system where Maxwell’s demon
exists decreases, the demon’s existence was thought to
be inconsistent with the second law of thermodynam-
ics. Concerning the contradiction, many studies[10–17]
indicated that information contents are essential in the
thermodynamics, and an importance of a feedback con-
troller which performs a mechanical operation depending
on measurement outcomes became clear. In particular, in
[18], the second law of thermodynamics in the thermo-
dynamic system, including the feedback controller was
formulated. The work showed that a difference in the
von Neumann entropy between the initial and final states
can be negative and is bounded by the QC-mutual infor-
mation content corresponding to the gained information
by the measurement. This fact holds in both quantum
and classical mechanics. While the original Maxwell’s
demon was discussed in a macroscopic system, recently,
the second law of thermodynamics was extended to non-
equilibrium systems as Jarzynski equality[2–9], and it
became clear that the second law of thermodynamics
is also satisfied in microscopic systems. Thus, the en-
tropy reduction of the microscopic system implies that
Maxwell’s demon may exist, even in the microscopic sys-
tem. Actually, the work[18] was also extended to mi-
croscopic systems[19]. In this sense, rather than a be-
ing who makes a contradiction, Maxwell’s demon is cur-
rently understood as the feedback controller, who extract
information through measurement processes and reduce
the entropy even in non-equilibrium systems. In fact, in
2010, Maxwell’s demon was experimentally realized in a
microscopic system for the first time[20].
The important roles of the feedback controller are mea-
surement and mechanical operation depending on the
outcome of the measurement. In the most well-known
system in which Maxwell’s demon exists, gas in a box
is divided into two parts by an adiabatic wall with a
door, and the demon measures momentums of particles
and open or close the door depending on the outcome
of the measurement. Maxwell’s demon extracts events
corresponding to statistical outliers, and a difference of
temperature between the two sides of the box occurs and
the entropy decreases. Since implementations of this kind
of phenomenon require precise operations, it seems that
its realization is difficult for the human race. Actually,
as mentioned before, it was recent that the some kind of
Maxwell’s demon was implemented.
However, there exist similar phenomena to the conven-
tional Maxwell’s demon, which had already been imple-
mented in experiments[22, 23] a few decades ago. It is
the weak value amplification[21]. The weak value am-
plification is a phenomena in which observables, such as
momentum of particles, are amplified by post-selections.
In the weak value amplification, a quantum system H =
HM ⊗ HS consisting of a measuring device HM and a
system to be measured HS are considered. The post-
selection is measuring the system HS , and focusing only
on events with a specific state. In the post-selection, the
events are sometimes implicitly divided by mechanical
operations depending on the state of events, and we fo-
cus only on the specific events. In the weak value ampli-
fication, this mechanical operation is not important, and
often omitted. By the weak value amplification, observ-
ables, such as momentum, in the measuring device HM
are amplified, and a probability of the outcome in which
the amplification occurs close to zero. This means that
the weak value amplification is extracting events corre-
sponding to statistical outliers. In this sense, these mech-
anisms of the weak value amplification imply a relation
between the weak value amplification and Maxwell’s de-
mon.
Stimulated by the previous studies, we investigate
the relation between the weak value amplification and
Maxwell’s demon through a cold atomic system. This
system consists of two quantum systems, which cor-
respond to states of an atom’s energy level and posi-
tion. Without a measurement process, such as the post-
selection, the difference in the von Neumann entropy be-
tween the initial and final system becomes positive by a
unitary time evolution. In our study, we show that the
difference in the von Neumann entropy can become neg-
ative by the post-selection and is expressed by a weak
2value of the atom’s energy level. In addition, the nega-
tive value of the difference in the von Neumann entropy
corresponds to the weak value amplification. Besides,
our study shows that a temperature of the cold atomic
system can be amplified by the weak value amplification.
Although our set-up based on the cold atoms is gedanken-
experiment, we hope that this kind of experiment will be
possible in the near future.
II. COLD ATOMIC SYSTEM
We consider the cold atomic system. By including the
binding energy of the atom, the Hilbert space of this sys-
tem1 is expressed as H = HE ⊗ HP where HE(HP ) is
the Hilbert space of atom’s energy levels(atom’s center-
of-mass position). For simplicity, we consider a one-
dimensional space. However, an extension to a three-
dimensional space is straightforward. The Hamiltonian
of a cold atom is given as
Hˆ = Hˆatom + HˆP (L) +
∆m
4m¯2
Aˆ⊗ pˆ2, (1)
where Hˆatom is the Hamiltonian of an atom in a rest
frame, HˆP (L) ≡ pˆ2(L)/2m¯ is the Hamiltonian corre-
sponding to a kinetic motion of the atom’s center-of-
mass, m¯ is an averaged mass of the atom, including its
binding energy, pˆ(L) is a momentum of the atom’s center-
of-mass, which is defined as pˆ(L) ≡ ∑i pi(L)|i;L〉〈i;L|,
L is a size of cold atomic gas, pi(L) is a discretized mo-
mentum eigenvalue of the atom’s center-of-mass labeled
by i, and |i;L〉 is the momentum eigenstate correspond-
ing to pi(L). The last term in Eq.(1) comes from an
effect of the mass difference between the ground state
of the atom and the excited state of one. The detail
definition is given later. Here, we define the Hamilto-
nian of an atom: Hˆatom =
∑∞
n=1En|n〉〈n|, where |n〉 is
the nth energy eigenstate, and En is the energy eigen-
value of the atom. For example, |1〉 and |2〉 correspond
to the ground and the first excited state of the atom re-
spectively, and their difference comes from the hyperfine
splitting. Since we consider the cold atomic system, in
the following, we focus on the Hilbert space spanned by
|1〉 and |2〉. Because of the mass-energy equivalence[24],
the binding energy of the atom contributes to the kinetic
energy for the motion of center-of-mass. The effect of
the binding energy is included as a mass operator for the
cold atom[24], which is expressed as mˆ = m¯ −∆mAˆ/2,
where m¯ ≡ (m1 + m2)/2, Aˆ ≡ (|1〉〈1| − |2〉〈2|) and
∆m ≡ m2 −m1. Thus, the kinetic energy for the atom
is approximated as pˆ2/2mˆ ≃ HˆP + ∆mAˆ ⊗ pˆ2/4m¯2 by
expanding the mass operator with respect to the mass
difference ∆m. Even if in a case that many-body system
1 In view of the quantum measurement, HE corresponds to a mea-
sured system, and HP corresponds to a probe system.
consisting the cold atoms described by Eq. (1), for sim-
plicity, we assume that interactions between the atoms
are negligible.
III. WEAK VALUE AMPLIFICATION
Let us consider the weak value amplification in the cold
atomic system. Since the interactions between the atoms
are omitted, for simplicity, we focus on one of the cold
atoms. In the weak value amplification, time evolution
of a system is divided into four processes. We describe
the details of the each processes below.
1. Pre-selection. At the initial time ti, a specific state
of HE is selected. As the result of the pre-selection,
the initial state is given as
ρˆi ≡ ρˆEi,δ ⊗ ρˆPi , (2)
where ρˆEi,δ is the pre-selected state. In this paper,
we prepare the initial state as
ρˆEi,δ ≡ (1− ǫ)|ψδ〉〈ψδ|+ ǫ|φδ〉〈φδ|, (3)
ρˆPi ≡
exp
(
−βHˆP (L)
)
Zβ
, (4)
and Zβ ≡ TrP
(
exp
(
−βHˆP (L)
))
, where TrP is
a trace with respect to the state of HP . ρˆPi is a
mixed Gaussian state with a variance β/2m¯ corre-
sponding to the initial state in the probe system,
and we defined |ψδ〉 ≡ (e+iδ|1〉 + e−iδ|2〉)/
√
2 and
|φ〉 ≡ (e+iδ|1〉 − e−iδ|2〉)/√2. The states ψδ=0 and
φδ=0 are eigenstates of an atom’s electric dipole mo-
ment, and we can prepare the states by applying an
electric field. The states ψδ and φδ are mixed by
a parameter ǫ. Here, we introduced the parameter
δ to control the weak value. Since hyperfine split-
ting, |1〉 and |2〉 have a different spin state, δ is
controllable parameter by a magnetic field.
2. Time evolution by unitary operator. From ti to tf ,
the state evolutes by the unitary operator corre-
sponding to the Hamiltonian Eq.(1) as
ρˆ2 ≡ e
−iTHˆ ρˆie
+iTHˆ
≃
(
1− igAˆ⊗ β
pˆ2
2m¯
)
ρˆi(T )
(
1 + igAˆ⊗ β
pˆ2
2m¯
)
+O(g2), (5)
where we defined T ≡ tf − ti, g ≡ T∆m/2m¯β and
ρˆi(T ) ≡ e+iT∆EAˆ/2ρˆie−iT∆EAˆ/2. Here, we used a
fact that Hˆatom = (E1 + E2)/2 − ∆EAˆ/2, where
∆E ≡ E2 − E1. In order to investigate the re-
lation between the weak value amplification and
Maxwell’s demon, in Eq.(5), the time evolution op-
erator is expanded up to the first order of g.
3. Measurement in the post-selection. At tf , the
measurement on HE is performed. We adopt
3a projection-valued measure (PVM) measurement
described by a projection operator, Dˆk ≡ |k〉〈k| ⊗
1ˆP for k = ψ, φ. This PVM measurement repre-
sents the projection measurement with respect to
the atom’s electric dipole moment. After the mea-
surement, the state of the entire system is given
as
ρˆ3 ≡
∑
k
√
Dˆkρˆ2
√
Dˆk =
∑
k
pkρˆ
(k)(L). (6)
Here, we defined
pk ≡ Tr(Dˆkρˆ2)
= 〈k|ρˆEi,δT |k〉
(
1 + g · Im AWk
)
+O(g2), (7)
ρˆ(k)(L) ≡
√
Dˆkρˆ2
√
Dˆk
pk
= |k〉〈k| ⊗
exp
(
−βkHˆP (L)
)
Zk
+O(g2), (8)
βk ≡ β ·
(
1− 2g · Im AWk
)
and Zk ≡
TrP
(
exp
(
−βkHˆP (L)
))
. Here, notice that
the approximation with respect to the first order
of g is justified if a quantity g · Im AWk is smaller
than unity. Thus, in parameter regions where the
approximation is valid, βk takes positive value.
For convenience, we defined as δT ≡ δ + T ·∆E/2.
Then, the weak value of the atom’s energy level
was defined as
AWk ≡
〈k|AˆρˆEi,δT |k〉
〈k|ρˆEi,δT |k〉
. (9)
4. Feedback control in the post-selection. After the
measurement, paths of the atom are split by me-
chanical operations depending on the atom’s elec-
tric dipole moment. We assume that Uˆk for k =
ψ, φ is the corresponding mechanical operations de-
scribed by a unitary operator. After the feedback
control, the state of the entire system is given as
ρˆf ≡
∑
k
Uˆk
√
Dˆke
−iT Hˆ ρˆie
+iT Hˆ
√
DˆkUˆ
†
k . (10)
The processes 3 and 4 can be performed by the Stern-
Gerlach experiment with an external electric field, and
paths of the atom are split depending on the atom’s elec-
tric dipole moment. In the context of the weak value
amplification, focusing only on the specific path is often
regarded as the post-selection, which include the implicit
mechanical operations depending on the outcome of the
measurement.
As we show the detail calculations in Appendix, the
weak values are given as
AWψ = i
(1− 2ǫ) sin δT cos δT
ǫ sin2 δT + (1− ǫ) cos2 δT
, for k = ψ, (11)
AWφ = i
−(1− 2ǫ) sin δT cos δT
ǫ cos2 δT + (1− ǫ) sin2 δT
, for k = φ. (12)
Im AWψ always takes the opposite sign of ImA
W
φ . In par-
ticular, in regions around ǫ ≃ 0 and δT ≃ π/2 · n for
n = 0, 1, 2, · · · , Im AWφ takes a large positive value by
the weak value amplification, and Im AWψ takes a nega-
tive value which is around zero. This means that many-
body system consisting of the cold atoms is divided into
a high temperature region and a low temperature one, if
the weak value amplification occurs. Here, we emphasize
that this temperature amplification occurs thanks to the
interaction Aˆ ⊗ pˆ2. This phenomena does not occur by
the interaction Aˆ⊗ pˆ.
IV. DIFFERENCE IN VON NEUMANN
ENTROPY
As discussed in the previous section, the thermal equi-
librium state consisting of cold atoms with temperature β
is divided into two parts with temperature βψ and βφ by
the projection measurement. This fact implies that the
total entropy of this cold atomic system decreases during
the time evolution. Here, we evaluate the difference in
the von Neumann entropy between the initial state and
the final one as following:
∆S ≡ S(ρˆf )− S(ρˆi) = H({〈k|ρˆEi,δT |k〉})− g ·
Im AWψ Im A
W
φ
Im AWφ − Im AWψ
ln
[
− Im A
W
φ
Im AWψ
]
− S(ρˆEi ) +O(g2), (13)
H({〈k|ρˆEi,δT |k〉}) = −
Im AWψ
Im AWψ − Im AWφ
ln
[
Im AWψ
Im AWψ − Im AWφ
]
− Im A
W
φ
Im AWφ − Im AWψ
ln
[
Im AWφ
Im AWφ − Im AWψ
]
,
(14)
where S(ρˆ) ≡ −Tr(ρˆ ln ρˆ) is the von Neumann entropy and H({pk}) ≡ −
∑
k∈{ψ,φ} pk ln pk is the Shannon in-
4formation content. See Appendix for the detail calcula-
tions. Eq.(13) and Eq.(14) shows that, except for pa-
rameters in the Hamiltonian, the difference in the von
Neumann entropy is controlled by the weak value. In
this sense, it is implied that Maxwell’s demon controls
the weak value in this system. As mentioned in the next
section, the difference of the von Neumann entropy can
be negative, if the weak value amplification occurs. As
discussed in [18], the difference in the von Neumann en-
tropy can be negative by measurement processes, and
that is bounded by the QC-mutual information content
like ∆S ≥ −I(ρˆi, {pk}), which represents the informa-
tion obtained by the measurement, and I(ρˆi, {pk}) satis-
fies 0 ≤ I(ρˆ1, {pk}) ≤ H({pk}). As shown in Appendix
C, the QC-mutual information content of this system is
obtained as I(ρˆ1, {pk}) = S(ρˆEi ) +O(g2).
V. RESULTS
In Fig. 1, the difference in the von Neumann entropy
(first and second), the weak values AWψ,φ (third) and the
temperature (fourth) are shown as a function of δT . In
these plots, we choose a typical value g = 10−1 and ǫ =
0.01, where the expansion with respect to g is justified.
We confirmed that the qualitative behavior of these plots
as a function of δT do not change in other parameter sets.
As shown in the first and second plots, the differ-
ence in the von Neumann entropy can become nega-
tive, and Maxwell’s demon appears. Besides, in the
parameter set, the QC-mutual information content is
−I(ρˆ1, {pk}) = −0.0807931 bit, and the difference in the
von Neumann entropy is always larger than it. At the
points where Maxwell’s demon appears, δT takes values
around π/2 · n for n = 0, 1, 2, · · · . Notice that the values
of δT corresponding to the minimized difference in the
von Neumann entropy a little bit deviate from π/2 ·n for
n = 0, 1, 2, · · · . Since δT can be controlled by changing
the parameter δ in the pre-selected state, in principle, it
is possible to implement this kind of experiment by using
cold atoms.
In the third plot, the imaginary parts of the weak val-
ues AWψ,φ are shown as a function of δT . The solid and
dotted curves correspond to Im AWψ and Im A
W
φ , respec-
tively. Peak structures of the weak values show that the
weak value amplifications occur. Comparing the first,
second and third plots, it becomes clear that Maxwell’s
demon appears in the regions where the weak value am-
plification occurs. Besides, the fourth plot shows the nor-
malized temperature βψ,φ/β as a function of δT . The
solid and dotted curves correspond to βψ/β and βφ/β,
respectively. The each peak correspond to the weak
value amplification. This means that the temperature
of the system is amplified by the weak value amplifica-
tion. Here, notice that βψ,φ/β takes positive value in this
parameter choice, where the expansion with respect to g
is justified.
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FIG. 1. The difference in the von Neumann entropy (first and
second), the imaginary part of the weak value Im AWψ,φ (third)
and the temperature after post-selection βψ,φ/β (fourth) as a
function of δT . In the third plot, the solid and dotted curves
correspond to Im AWψ and Im A
W
φ , respectively. In the fourth
plot, the solid and dotted curves correspond to βψ/β and
βφ/β, respectively. In these plots, g = 10
−1 and ǫ = 0.01
are assumed, and the QC-mutual information content takes
−I(ρˆ1, {pk}) = −0.0807931 bit.
5VI. CONCLUSIONS
In the present paper, we proposed a theoretical system
consisting cold atoms in which Maxwell’s demon appears.
We showed that the difference in the von Neumann en-
tropy in the system is controlled by the weak value of
the atom’s energy level, and the negative value of that
corresponds to the weak value amplifications. Besides,
the appearance of Maxwell’s demon and the amplifica-
tion of temperature in the system occur simultaneously.
Our study indicates that the weak value amplification is
closely related to Maxwell’s demon.
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Appendix A: Calculation of weak value
In this section, we give detailed calculations of the weak value AWk . The denominator in Eq. (9) is given as
〈k|ρˆEi,δT |k〉 = (1− ǫ) |〈k|ψδT 〉|2 + ǫ |〈k|φδT 〉|2 , for k = ψ, φ. (A1)
For k = ψ and k = φ, Eq.(A1) is calculated as
〈ψ|ρˆEi,δT |ψ〉 =(1− ǫ) cos2 δT + ǫ sin2 δT , (A2)
〈φ|ρˆEi,δT |φ〉 =(1− ǫ) sin2 δT + ǫ cos2 δT . (A3)
Besides, the numerator in Eq. (9) is given as
〈k|AˆρˆEi,δT |k〉 = (1 − ǫ)〈k|1〉〈1|ψδT 〉〈ψδT |k〉+ ǫ〈k|1〉〈1|φδT 〉〈φδT |k〉
− (1− ǫ)〈k|2〉〈2|ψδT 〉〈ψδT |k〉 − ǫ〈k|2〉〈2|φδT 〉〈φδT |k〉, for k = ψ, φ. (A4)
For k = ψ and k = φ, Eq.(A4) is calculated as
〈ψ|AˆρˆEi,δT |ψ〉 = i(1− 2ǫ) sin δT cos δT , (A5)
〈φ|AˆρˆEi,δT |φ〉 = −i(1− 2ǫ) sin δT cos δT . (A6)
Combing Eq. (A2), Eq. (A3), Eq. (A5) and Eq. (A6), the weak values are given as
AWψ = i
(1− 2ǫ) sin δT cos δT
(1− ǫ) cos2 δT + ǫ sin2 δT
, (A7)
AWφ = −i
(1− 2ǫ) sin δT cos δT
(1 − ǫ) sin2 δT + ǫ cos2 δT
. (A8)
Here, the weak value satisfies a following relation:
∑
k=ψ,φ
〈k|ρˆEi,δT |k〉 · ImAWk =
∑
k=ψ,φ
〈k|ρˆEi,δT |k〉
1
2i
(
〈k|AˆρˆEi,δT |k〉
〈k|ρˆEi,δT |k〉
− 〈k|ρˆ
E
i,δT
Aˆ|k〉
〈k|ρˆEi,δT |k〉
)
= 0. (A9)
By using a conservation of the probability
∑
k=ψ,φ 〈k|ρˆEi,δT |k〉 = 1 and Eq. (A9), we also get following relations:
〈φ|ρˆEi,δT |φ〉 =
ImAWψ
ImAWψ − ImAWφ
, (A10)
〈ψ|ρˆEi,δT |ψ〉 =
ImAWφ
ImAWφ − ImAWψ
. (A11)
Thanks to Eq. (A9), Eq. (A10) and Eq. (A11), the entropy difference is expressed by the weak values.
6Appendix B: Calculation of difference in von Neumann entropy
In this section, we show detail calculations of the difference in von Neumann entropy between the initial and final
state. First, we evaluate the von Neumann entropy at the initial time ti as
S(ρˆi) = −Tr (ρˆi ln ρˆi) (B1)
= −TrP
∑
k=ψ,φ
〈kδ|ρˆi ln ρˆi|kδ〉
= −TrP

 ∑
k=ψ,φ
pkδ ρˆ
P
i
(
ln pkδ + ln ρˆ
P
i
)
= S(ρˆEi ) + S(ρˆ
P
i ), (B2)
where pψδ = 1− ǫ, pφδ = ǫ and TrP is the trace defined on the Hilbert space HP . Here, the each initial entropies are
calculated as
S(ρˆEi ) = −(1− ǫ) ln(1 − ǫ)− ǫ ln ǫ, (B3)
S(ρˆPi ) = ln
[
e1/2L
√
m¯
2πβ
]
, (B4)
where L is the size of the one-dimensional space corresponding to a volume of gas.
Similarly, the von Neumann entropy at the final time tf is given as
S(ρˆf ) = −Tr(ρˆf ln ρˆf ) (B5)
= −TrP
∑
k=ψ,φ
〈k|ρˆf ln ρˆf |k〉
= −TrP

 ∑
k=ψ,φ
pkρˆ
P
k
(
ln pk + ln ρˆ
P
k
)
= H({pk}) +
∑
k=ψ,φ
pkS(ρˆ
P
k ), (B6)
where, for convenience, we defined following states:
ρˆPk ≡
exp
(
−βkHˆP (L)
)
Zk
, Zk ≡ TrP
(
exp
(
−βkHˆP (L)
))
. (B7)
The Shannon information content H({pk}) are evaluated as
H({pk}) = −
∑
k=ψ,φ
pk ln pk (B8)
= −
∑
k=ψ,φ
〈k|ρˆEi,δT |k〉
(
1 + gIm[AWk ]
)
ln
[〈k|ρˆEi,δT |k〉 (1 + gIm[AWk ])]+O(g2)
= −
∑
k=ψ,φ
〈k|ρˆEi,δT |k〉 ln 〈k|ρˆEi,δT |k〉 − g
∑
k=ψ,φ
ImAWk · 〈k|ρˆEi,δT |k〉 ln 〈k|ρˆEi,δT |k〉 − g
∑
k=ψ,φ
〈k|ρˆEi,δT |k〉 · ImAWk +O(g2)
(B9)
= H({〈k|ρˆEi,δT |k〉})− g
ImAWψ ImA
W
φ
ImAWφ − ImAWψ
ln
[
− ImA
W
φ
ImAWψ
]
+O(g2). (B10)
Here, the second term in Eq.(B10) was given by using Eq. (A10) and Eq. (A11) and the third term in Eq. (B9) do
not contribute because of Eq. (A9).
Besides, the von Neumann entropies S(ρˆPk ) are given as
S(ρˆPk ) = ln
[
e1/2L
√
m¯
2πβk
]
, for k = ψ, φ. (B11)
7Since, in the weak measurement with the post-selection, mechanical operations corresponding to a change of the
volume of gas are not included ordinary, we assumed that the size of the one-dimensional space is not changed before
and after the post-selection.
By using Eq.(B2), Eq.(B4), Eq.(B6), Eq.(B10) and Eq.(B11), the difference in von Neumann entropy between the
initial and final state is calculated as
S(ρˆf )− S(ρˆi) = H({〈k|ρˆEi,δT |k〉})− g
ImAWψ ImA
W
φ
ImAWφ − ImAWψ
ln
[
− ImA
W
φ
ImAWψ
]
− S(ρˆEi ) +O(g2). (B12)
Appendix C: QC-mutual information content
In this section, we show detail calculations of the QC-mutual information content. First, we show that the lower
bound of difference in von Neumann entropy is characterized by the QC-mutual information. The difference in von
Neumann entropy is expressed as
S(ρˆf )− S(ρˆi) = S
(∑
k
pkρˆ
(k)(L)
)
− S(ρˆi) (C1)
= −
∑
k
pk ln pk +
∑
k
pkS
(
ρˆ(k)(L)
)
− S(ρˆi) (C2)
≥
∑
k
pkS
(
ρˆ(k)(L)
)
− S(ρˆi) ≡ −I(ρˆi, {pψ, pφ}). (C3)
The QC-mutual information in this system is given as
I(ρˆi, {pψ, pφ}) = S(ρˆEi ) +O(g2). (C4)
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