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Abstract
It is established that a nonlinear model for the evolution of methacrylate in wood may be reduced via a reciprocal
transformation to a moving boundary problem amenable to analytic treatment. Therein, the nonlinearity in the
original problem is removed to the boundary. A recently developed method for the analysis of initial-boundary
value problems is then used to obtain a single integral equation for the temporal evolution of the moving boundary
in the canonical problem.
© 2004 Elsevier Ltd. All rights reserved.
1. Introduction
The enhancement, via the infusion of appropriate substances, of the physical properties of wood,
with a view to an increase in its strength and hardness, or reduction in its humid sorption is of evident
practical import. Predictive models of the migration of these substances in wood are essential to the
control of such enhancement processes. The migration processes involved are necessarily complex
and nonlinear in character. In a recent paper by Kowalski et al. [1], a nonlinear saturation model
was introduced and applied in a study of the migration of methacrylate through wood. The initial-
boundary value problem descriptive of this migration was solved numerically. Here, it is established
that the nonlinearity in the migration model proposed therein may be removed to the boundary
∗ Corresponding author.
E-mail address: t.fokas@damtp.cam.ac.uk (A.S. Fokas).
0893-9659/$ - see front matter © 2004 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2004.05.006
322 A.S. Fokas et al. / Applied Mathematics Letters 18 (2005) 321–328
via a reciprocal transformation and a canonical moving boundary value problem is obtained. That
certain classes of nonlinear moving boundary problems may be treated analytically via reciprocal
transformations is well established [2–6]. Here, the moving boundary problem descriptive of the
migration of methacrylate through wood as modelled in [1] is reduced to a canonical form amenable
to a method recently introduced by one of the authors [7–9]. This procedure is used to obtain a single
integral equation whereby the evolution of the moving boundary in the canonical problem may be
calculated.
2. The initial-boundary value problem
In [1], Kowalski et al. investigated the following nonlinear initial-boundary value problem:
∂S
∂t
= Λ ∂
∂x
[
1(
S + √φ)2
∂S
∂x
]
, (2.1)
∂S
∂x
= 0 at x = 0, t > 0, (2.2)
−Λρ f(
S + √φ)2
∂S
∂x
= αm(1 − S) at x = ±L , t > 0 (2.3)
S = 0 at t = 0 (2.4)
where S is the volumetric saturation, φ is the porosity, ρ f is the bulk mass density of the methacrylate,
Λ is dependent on the physical parameters and determines the role of saturation, while αm expresses the
intensity of boundary saturation.
The model saturation evolution Eq. (2.1) corresponds to a ‘Karmàn–Tsien’ model law connecting the
capillary pressure pcap and volumetric saturation S via a relation of the type
pcap = L + M
S + √φ , 0 ≤ S ≤ 1 (2.5)
where L and M are physical constants the nature of which is detailed in [1].
The initial-boundary value problem (2.1)–(2.4) describes the one-dimensional migration of volumetric
saturation in a rectangular wooden prism with sides at x = ±L at which there is identical saturation. This
nonlinear initial-boundary value problem was treated numerically in [1]. Comparison of experimental
and theoretical data recorded therein indicated the superiority of the nonlinear model over its linear
counterpart. This motivates the present study.
3. Application of a reciprocal transformation. A moving boundary problem
Here, instead of a numerical treatment of the nonlinear initial-boundary value problem (2.1)–(2.4),
an analytic approach is initiated via the application of a reciprocal transformation. Reduction is made
thereby to a moving boundary problem with the major advantage that the nonlinearity is removed to the
boundary. Symmetry about x = 0 allows us to restrict attention to a canonical problem
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∂S∗
∂t
= ∂
∂x
[
1
S∗2
∂S∗
∂x
]
, 0 < x < L
∂S∗
∂x
= 0 at x = 0,
− 1
S∗2
∂S∗
∂x
= α
[
1 +√φ − S∗] at x = L
S∗ = √φ at t = 0
(3.1)
where S∗ = S + √φ, α = αm/ρ fΛ and Λ has been removed in the transport equation via the scaling
Λt → t .
On introduction of the reciprocal transformation
dx ′ = S∗dx + 1
S∗2
∂S∗
∂x
dt, dt ′ = dt
S′ = 1
S∗
,
0 < |S∗| < ∞


R (3.2)
the above nonlinear initial-boundary value problem reduces to
∂S′
∂t ′
= ∂
2S′2
∂x ′2
,
∂S′
∂x ′
= 0 at x ′ = x ′|x=0,
∂S′
∂x ′
= α
[
S′
(
1 +√φ)− 1] at x ′ = x ′|x=L,
S′ = 1/√φ at t = 0.
(3.3)
It is next necessary to determine the reciprocal boundaries. In this connection, the reciprocal relation
(3.2)1 is integrated using the following two different contours, see Fig. 1:
In the first case, on use of the boundary condition S∗x = 0 at x = 0, we obtain
x ′(x, t) =
∫ x
0
S∗(ξ, t)dξ. (3.4)
In the second case, on use of the initial condition S∗ = √φ at t = 0 and the boundary condition
S∗x/S∗2 = −α[1 +
√
φ − S∗] at x = L we obtain the alternative expression
x ′(x, t) = √φL − α (1 +√φ) t + α ∫ t
0
S∗(L , τ )dτ +
∫ x
L
S∗(ξ, t)dξ. (3.5)
Evaluation of (3.4) and (3.5) at x = 0 and x = L respectively, shows that
x ′(0, t) = 0, (3.6)
x ′(L , t) = √φL − α (1 +√φ) t + α ∫ t
0
S∗(L , τ )dτ. (3.7)
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Fig. 1. Two different contours for the integration of the reciprocal transformation.
Summary
The reciprocal boundary value problem becomes
∂S′
∂t ′
= ∂
2S′
∂x ′2
, 0 < x ′ < X ′(t ′),
∂S′
∂x ′
= 0 at x ′ = 0,
∂S′
∂x ′
= α
[
S′
(
1 +√φ)− 1] at x ′ = X ′(t ′),
S′ = 1/√φ at t ′ = 0,
(3.8)
where
X ′(t ′) = L√φ − α (1 +√φ) t ′ + α ∫ t ′
0
dτ
S′(X ′(τ ), τ )
. (3.9)
4. A nonlinear integral equation for the moving boundary
A general procedure for the analysis of initial-boundary value problems both for linear and integrable
nonlinear PDEs in two independent variables was introduced in [7]. For linear evolution equations this
method involves two novel steps:
(a) Expression of the solution S(x, t) as an integral in the complex k-plane. This integral involves an
x-transform of the initial conditions and a t-transform of the boundary values. Thus, in the case of the
classical heat equation St = Sx x on 0 < x < L , S(x, t) involves the t-transform of S(0, t), Sx(0, t),
S(L , t) and Sx(L , t).
(b) Use of a global relation satisfied by the preceding transforms to eliminate the transforms of the
unknown boundary values. Thus, for the heat equation on 0 < x < L with S(0, t) and S(L , t) given, the
global relation can be used to express the t-transform of Sx(0, t) and Sx(L , t) in terms of the t-transforms
of S(0, L), S(L , t) and the x-transform of S(x, 0). This involves only algebraic manipulations and
makes crucial use of the invariance of the global relation under certain transformations in the complex
k-plane.
A global relation can still be formulated for moving boundary problems such as encountered in the
present investigation. However, in general, the t-transforms of the missing boundary values cannot be
expressed by algebraic relations and a Volterra integral equation formulation results.
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Fig. 2. The contour Γ .
The starting point of the procedure is the encapsulation of the given PDE as the closure condition of
an exact form. For the classical heat equation St = Sx x this form is [8,9]
dM = e−ikx+k2t [Sdx + (Sx + ikS)dt]. (4.1)
It is readily seen that the classical heat equation St = Sx x obtains iff the 1-form (4.1) is closed since
d2 M =
[(
e−ikx+k
2 t S
)
t
−
(
e−ikx+k
2t (Sx + ikS)
)
x
]
dt ∧ dx
=e−ikx+k2t [St + k2S − (Sx x + ikSx) + ik(Sx + ikS)]dt ∧ dx (4.2)
=e−ikx+k2t [St − Sx x]dt ∧ dx .
Here, it proves convenient to drop the primes in the reciprocal boundary value problem. The closed
contour condition∮
Γ
dM = 0, (4.3)
where Γ is as in Fig. 2, yields∮
Γ
e−ikξ+k
2τ [Sdξ + (Sξ + ikS)dτ ] = 0, (4.4)
whence∫ 0
√
φL
e−ikξ√
φ
dξ +
∫ t
0
ek
2τ ikS(0, τ )dτ +
∫ X (t)
0
e−ikξ+k
2 t S(ξ, t)dξ
+
∫ 0
t
e−ik X (τ )+k
2τ [S(X (τ ), τ )X˙(τ ) + (Sξ + ikS)(X (τ ), τ )]dτ = 0.
(4.5)
But,
S(X (τ ), τ )X˙ + (Sξ + ikS)|(X (τ ),τ )
= −α
(
1 +√φ) S(X (τ ), τ ) + α + α ((1 +√φS(X (τ ), τ ) − 1)+ ikS (X (τ ), τ ))
= ikS(X (τ ), τ )
(4.6)
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Fig. 3. The curve L.
so that (4.5) yields
ik
[∫ t
0
ek
2τ S(0, τ )dτ −
∫ t
0
ek
2τ−ik X (τ )S(X (τ ), τ )dτ
]
= −
(
1 − e−ik√φL
ik
√
φ
)
− ek2t
∫ X (t)
0
e−ikξ S(ξ, t)dξ, k ∈ C.
(4.7)
Letting k → −k, in (4.7) we find that
−ik
[∫ t
0
ek
2τ S(0, τ )dτ −
∫ t
0
ek
2τ+ik X (τ )S(X (τ ), τ )dτ
]
=
(
1 − eik√φL
ik
√
φ
)
− ek2 t
∫ X (t)
0
eikξ S(ξ, t)dξ, k ∈ C.
(4.8)
On addition of (4.7) and (4.8), the term in S(0, τ ) is eliminated to yield
k
∫ t
0
ek
2τ sin(k X (τ ))S(X (τ ), τ )dτ = sin
(
k
√
φL
)
k
√
φ
+ ek2t
∫ X (t)
0
cos(kξ)S(ξ, t)dξ. (4.9)
Let us introduce the notation
s(t) = S(X (t), t). (4.10)
In order to obtain an equation for s(t) we need to eliminate S(ξ, t) from Eq. (4.9). The relevant integral
therein is
ek
2t
2
∫ X (t)
0
(eikξ + e−ikξ )S(ξ, t)dξ ;
if we multiply this by exp[ik X (t) − k2t] then an expression is obtained which is bounded and analytic
in the upper half of the complex k-plane (since X − ξ ≥ 0). This term may be eliminated by integration
over an appropriate contour. However, in order to make the first term in the right hand side of (4.9)
bounded for Im k ≥ 0, it follows from the inequalities discussed below that we also need to multiply by
exp[ikαt]. Thus we multiply (4.9) by exp[ik(X (t)+αt)−k2t], and integrate over L where L is the curve
L : {k ∈ C, Im k > 0, k2R = k2I }, illustrated in Fig. 3.
We now discuss each of the terms of Eq. (4.9). The leading order in k of the second term of the rhs is
exp[iαkt]/k, thus Jordan’s lemma implies that this term vanishes. The first term of the rhs involves(
eik
√
φL − e−ik
√
φL
)
eik(X (t)+αt)e−k
2 t . (4.11)
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The coefficients of ik in the above two exponentials are positive. Indeed, since in the original coordinate
S ≥ 0, the change of variables 1/S′ = S + √φ, we find
1
s(t)
>
√
φ.
Thus
α
∫ t
0
dτ
s(τ )
> α
√
φt, α
∫ t
τ
dτ ′
s(τ ′)
> α
√
φ(t − τ). (4.12)
The coefficient of ik in one of the exponentials of (4.11) equals X (t) +αt −√φL; using the defintion of
X (t), i.e. equation
X (t) = √φL − α (1 +√φ) t + α ∫ t
0
dτ
s(τ )
, (4.13)
we find
X (t) + αt −√φL = α ∫ t
0
dτ
s(τ )
− α√φt,
which is positive (see the first of Eq. (4.12)). The coefficient of ik in one of the two exponentials of the
lhs of (4.9) equals X (t) + αt − X (τ ), which using (4.13) becomes
ατ + α
∫ t
τ
dτ ′
s(τ ′)
− α√φ(t − τ),
which is positive (see the second of Eq. (4.12)). Hence, Eq. (4.9) yields the following well defined
equation∫
L
ke−k2 t+ik(X (t)+αt)
[∫ t
0
ek
2τ sin(k X (τ ))s(τ )dτ
]
dk
= −
∫
L
e−k
2 t+ik(X (t)+αt)sin(k
√
φL)
k
√
φ
dk.
(4.14)
On insertion therein of the expression X (t) from Eq. (4.13) into Eq. (4.14) we find a single nonlinear
equation for s(t).
We note that the integral∫
L
kek2(τ−t)eik(X (t)+αt) sin(k X (τ ))dk
is singular at τ = t ; however, this singularity can be removed by use of the identity
δ(τ − t) = 1
iπ
∫
L
kek2(τ−t)dk. (4.15)
The question of establishing the global existence of Eq. (4.14) remains open. However, it is
straightforward to establish existence for small time. Thus, we have reduced a nonlinear PDE to a
nonlinear Volterra integral equation, which has a solution at least for small t .
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In the small α limit, Eq. (4.14) can be solved explicitly. Indeed, in this case Eq. (4.14) becomes∫
L
ke−k2t
[∫ t
0
ek
2τ
(
e2ik
√
φL − 1
)
s(τ )dτ
]
dk
= −
∫
L
e−k
2t
(
e2ik
√
φL − 1
) dk
k
√
φ
.
(4.16)
Thus using (4.15) we find the linear Volterra integral equation
−iπs(t) +
∫ t
0
F(τ − t)s(τ )dτ = G(k), (4.17)
where G(k) denotes the known function defined by the rhs of (4.16) and F(t) is defined by
F(t) =
∫
L
kek2t+2ik
√
φLdk.
Eq. (4.17) involves the kernel F(τ − t), thus can be solved explicitly by using the Laplace transform.
The moving boundary is obtained by insertion of s(τ ) into the expression (4.13). With S(X (τ ), τ ) and
X (t) determined, the solution S(x, t) can be found by standard transform methods.
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