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应用于稻瘟病的预测建模结果的拟合率为 100% ,预留样本检验报准率为 83%。
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Abstract: A m odel is deve loped fo r the classified pred iction o f ag r icu ltura l p lant d iseases and insect pes ts
using B-P ar tif ic ia l neu ra l ne tw o rk w ith facto rs re la ted to ag ricu ltu ra l p lan t diseases and in sec t pe sts as in-
pu t fea tu res o f sam ple. T he re su lts o f predic tion to rice b last show th at the qua lified re te s o f fitting and
pred ic ting using th is m ode l acqu ire 100% and 33. 3% , respec tiv e ly.
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　　我国幅员广大, 每年都有不同地区的农作物遭受病虫害, 直接影响农作物产量, 给国民经济带来很大
损失 [1], 若能早期作出预报, 及时采取防治措施,可使病虫害对农作物危害造成的损失减少到最低限度。
与病虫有关的前期因子较多,而且很复杂。其中气象因子与病虫害关系密切。不过, 气象因子与病虫害
的关系并非线性关系。因此,用常规的数理统计方法找出气象因子与病虫害之间的某种函数关系有一定难
度。 80年代以来, 迅速发展的人工神经网络由于它模拟人脑思维结构, 具有很强的自学习、自组织、自适应
和容错性强等特点, 它特别适用于非线性问题的处理 [2]。本文在选取了与农业病虫害有密切关系的前期因
子基础上, 采用误差反向传播算法的人工神经网络 (以下简称 B-P网络 )建立病虫害的分类预测模型, 为人
工神经网络用于农业病虫害预测开辟了新途径。
1　前馈式的 B-P网络原理及学习过程简介
人工神经网络是 80年代迅速兴起的一门非线性科学。 在神经网络模型中, 前馈式的 B-P网络是一种
最简单而用途广泛的人工神经网络 [3, 4]。它适用于非线性的模式识别和分类预测问题。最基本的 B -P网络
是由输入层、隐层和输出层组成的 3层前馈网络。 每层有若干个互不连接的神经元节点, 相邻两层节点通
过权连接, 如图 1所示。 B-P网络的操作分为学习和应用两个过程。第 1过程为正向学习过程, 具体实现方
法见图 1。①根据问题性质 ,设定网络结构, 赋予相邻各层节点之间的连接权值kj i、V k j和隐层节点及输出层
节点的阈值θj, Vk为 ( - 1, 1)之间的任一随机小数; ②从输入节点输入学习样本的信息 x i,并向前传播, 由式
( 1)的 S igm o id函数计算出隐节点和输出节点的输出 H j、O k:
f ( x ) = 1 / [1+ exp( - x ) ] ( 1)
H j = f ( x i ) = f (∑W j i x i + θj ) ( 2)
图 1　 3层 B-P人工神经网络模型
F ig. 1　T h e m odel o f B-P neural n etw ork w ith 3
s t ra tum s
Ok = f (H j ) = f (∑ V k jH j + Vk ) ( 3)
　　第 2阶段为误差传播阶段。
( 3)计算输出节点的输出误差:
WK = (OK - D K )OK ( 1 - OK ) ( 4)
式中, D k 为学习样本的期望输出。
( 4)计算隐节点的误差:
ej = (∑WK V K j )H j ( 1 - H j ) ( 5)
　　 ( 5)用下述公式对权值和阈值加修正:
V k j = V k j + TWkh j ( 6)
Vk = Vk + UWk ( 7)
W j i = W j i + Tej x i ( 8)
θj = θj + Uej ( 9)
　　以上诸式中, T、U为在 ( 0, 1)之间取值的学习率。






(O lk - D lk )2 ( 10)
若 E≤X(X为指定误差限值 ), 则学习终止, 得到学习终止时网络的权值和阈值。 否则,更新学习次数, 再将
样本重新输入学习, 直到式 ( 10)满足收敛条件为止。 投入使用时, 只要将新的样本信息输入训练好的 B-P
网络, 就可以从网络输出端获得需要的结果。 B-P网络的原理和算法详见文献 [5 ]。
2　B-P网络用于农业病虫害分类预测建模的一个检验实例
经分析影响稻瘟病的主要因子是气象因子。 根据文献 [ 6], 将 B-P网络用于某地区稻瘟病流行年的分
类预报时, 应选取与稻瘟病有关的 7个主要气象因子为: X 1 当年 7～ 8月平均最高气温; X 2 上年 10月下
旬平均最低气温; X 3 上年 11月中、下旬日照时数; X 4 当年 3月中旬平均气温; X 5 当年 6月上旬平均气
温; X 6 当年 4月中、下旬雨日; X 7 当年 7月中旬～ 8月上旬平均气温。已有的 41个病虫害年样本分为 A、
B、C三类。B-P网络用于分K 类预报时,其各类样本的期望输出通常设定为K 维向量 D 1 ( 1, 0,… , 0), D 2=
( 0, 1, 0,… , 0),… , D k= ( 0, 0, … , 0, 1)。 在本实例中, 由于训练样本由历史实测资料组成, 因此不能完全代
替总体的未来病虫害年样本。考虑到由于训练样本的不完全性造成的抽样误差, 使建立的预测模型有一定
的推广能力, 必须对样本的期望输出留有一定余地, 故本实例每类样本相应的网络期望输出如下:
样本类别　　　　A类 (轻病年 )　　　　 B类 (中病年 )　　　　C类 (重病年 )
期望输出 D j 　 ( 0. 9, 0, 0) 　 ( 0, 0. 9, 0) 　 ( 0, 0, 0. 9)
首先将样本的各因子观测数据按下述公式规格化:
X i ( t) = (X ′i ( t) - X ′i, m in ) /(X ′i, m ax - X ′i, m in )　　 t= 1～ 41　　 i= 1～ 7
　　全部 41个样本因子规格化后数值及其类别见表 1。 用前 35个样本作为 B-P网络建模学习样本, 后 6
个留作检验样本。建立 7个输入节点, 5个隐节点和 3个输出节点的 3层 B-P网络结构。随机赋予网络的初
始权值和阈值后, 将表 1中前 35个样本因子数值及样本期望输出依次输入 B-P网络。 由于T、U取值对学
习速度有明显影响。取值太小, 收敛可能很慢;若太大, 可能出现连续不稳定。一般经多次调节, 选取一个适
当大小的中间值。 本实例中,经过选不同 T、U组合进行训练, 最后选取T= 0. 35, U= 0. 5时训练较理想。 经
过 435遍学习后, E≤ 0. 01,得到终止学习后的权值和阈值 (见表 2)。 由表 2中的权值和阈值及公式 ( 1)～








of sam p le
X 1 X 2 X 3 X 4 X 5 X 6 X 7 D 1 D 2 D 3
预测结果





1 0. 4468 0. 5700 0. 3345 1. 0000 0. 2909 0. 4545 0. 8000 0. 9827 0. 0114 0. 0048 A A
2 0. 7234 0. 3500 0. 1745 0. 8553 0. 4727 0. 8182 0. 9143 0. 9868 0. 0092 0. 0040 A A
3 0. 2766 0. 5000 0. 0000 0. 9605 0. 3818 0. 0909 0. 5439 0. 7972 0. 1474 0. 0101 A A
4 0. 3617 0. 0000 0. 6238 0. 5658 0. 0364 0. 4545 0. 6571 0. 0115 0. 0000 0. 9791 C C
5 0. 3830 0. 3500 0. 4834 0. 0000 0. 1818 0. 2727 0. 6000 0. 0002 0. 0494 0. 9550 C C
6 0. 7660 0. 4500 0. 0468 0. 2368 0. 4182 0. 0000 0. 7143 0. 0112 0. 9620 0. 0500 B B
7 0. 1064 0. 4600 0. 7123 0. 8158 0. 2182 0. 5455 0. 0000 0. 0209 0. 0001 0. 9331 C C
8 0. 3404 0. 2300 0. 6017 0. 7500 0. 0000 0. 7273 0. 6000 0. 0974 0. 0000 0. 8989 C C
9 0. 1702 0. 2600 0. 6323 0. 2368 0. 4182 0. 4545 0. 5143 0. 00004 0. 0059 0. 9750 C C
10 0. 3617 0. 6800 0. 4179 0. 6842 0. 4000 0. 9090 0. 5429 0. 9694 0. 0067 0. 0084 A A
11 0. 3191 1. 0000 0. 4996 0. 5658 0. 1273 0. 9090 0. 2571 0. 1896 0. 7990 0. 0134 B B
12 0. 3830 0. 6700 0. 5668 0. 9605 0. 5091 0. 7273 0. 7429 0. 9852 0. 0108 0. 0040 A A
13 0. 6383 0. 9600 0. 6255 0. 3553 0. 0909 1. 0000 0. 6286 0. 9817 0. 0079 0. 0048 A A
14 0. 4255 0. 4300 0. 2179 0. 4079 0. 7273 0. 4545 0. 4173 0. 0717 0. 7241 0. 0375 B B
15 0. 1702 0. 3300 0. 4119 0. 5395 0. 5455 0. 6364 0. 3143 0. 0140 0. 0035 0. 7933 C C
16 0. 2553 0. 1300 0. 8681 0. 3684 0. 6364 0. 4545 0. 6571 0. 0004 0. 0026 0. 9816 C C
17 0. 5532 0. 4600 0. 4000 0. 6447 0. 6727 0. 7273 0. 6857 0. 8894 0. 0247 0. 0132 A A
18 0. 5745 0. 7500 0. 4690 0. 5263 0. 2182 0. 6364 0. 7429 0. 9674 0. 0177 0. 0058 A A
19 0. 4468 0. 5000 0. 5396 0. 9211 0. 6182 0. 6364 0. 7714 0. 9569 0. 0088 0. 0104 A A
20 0. 7660 0. 7900 0. 6817 0. 3158 0. 1818 0. 5455 0. 7714 0. 8325 0. 0362 0. 0142 A A
21 0. 4468 0. 2700 0. 0800 0. 3684 0. 8909 0. 3636 0. 8857 0. 0228 0. 9022 0. 0485 B B
22 0. 0426 0. 2600 0. 5847 0. 4605 0. 6727 0. 7273 0. 2857 0. 0018 0. 0022 0. 9536 C C
23 0. 8085 0. 8100 0. 7200 0. 3684 0. 2000 0. 5455 0. 8571 0. 9269 0. 0330 0. 0076 A A
24 0. 4894 0. 3100 0. 0570 0. 3947 1. 0000 0. 3636 1. 0000 0. 0636 0. 9586 0. 0136 B B
25 0. 1064 0. 2900 1. 0000 0. 5000 0. 7273 0. 8182 0. 3714 0. 0028 0. 0004 0. 9722 C C
26 0. 4255 0. 0000 0. 6613 0. 5395 0. 1273 0. 7273 0. 7143 0. 0248 0. 0000 0. 9692 C C
27 0. 4468 0. 4100 0. 4417 0. 0132 0. 2727 0. 3636 0. 6571 0. 0007 0. 1123 0. 8467 C C
28 1. 0000 0. 4300 0. 1251 0. 2632 0. 4545 0. 1818 0. 9143 0. 1155 0. 9113 0. 0128 B B
29 0. 1915 0. 4600 0. 771 0. 6711 0. 2909 0. 3636 0. 0000 0. 0019 0. 0017 0. 9596 C C
30 0. 4255 0. 2600 0. 6451 0. 7237 0. 0727 0. 5455 0. 6286 0. 0807 0. 0000 0. 8884 C C
31 0. 1915 0. 2500 0. 8757 0. 2632 0. 5273 0. 2727 0. 5429 0. 0001 0. 0219 0. 9831 C C
32 0. 4255 0. 6000 0. 4817 0. 6053 0. 5091 0. 7273 0. 6000 0. 8738 0. 0144 0. 0186 A A
33 0. 3830 0. 8800 0. 5328 0. 5000 0. 1273 0. 3636 0. 5714 0. 7502 0. 0862 0. 0134 A A
34 0. 4468 0. 6000 0. 5643 0. 8421 0. 5636 0. 7273 0. 7714 0. 9738 0. 0103 0. 0064 A A
35 0. 6383 0. 8900 0. 7268 0. 3289 0. 1455 0. 3664 0. 7429 0. 9143 0. 0209 0. 0104 A A
36* 0. 3404 0. 3900 0. 1966 0. 3816 0. 8545 0. 4545 0. 8000 0. 0390 0. 8487 0. 0407 B B
37* 0. 0000 0. 3200 0. 5617 0. 4605 0. 5636 0. 3664 0. 3429 0. 0025 0. 0023 0. 9423 C C
38* 0. 4043 0. 1700 0. 5949 0. 9474 0. 0909 0. 6364 0. 4857 0. 0960 0. 0000 0. 8976 C C
39* 0. 5532 0. 2700 0. 4366 0. 9079 0. 1636 0. 5455 0. 6000 0. 4333 0. 0002 0. 4376 C C
40* 0. 2128 0. 1600 0. 1064 0. 9250 0. 1818 0. 3636 0. 4286 0. 1385 0. 0002 0. 7320 C A
41* 0. 3830 0. 6900 0. 1889 0. 5921 0. 2182 0. 7273 0. 7714 0. 9847 0. 0159 0. 0030 A A
　　* 代表预测样本　　Rep resen ts p red ict ion sam p le.
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3　结论
( 1)农业病虫害的危害程度与其预报因子的关系,大多具有非正态和非线性特征,采用具有 S igm o id函
数的 B-P网络来描述它们之间的这种关系是适宜的。
( 2)用已训练好的 B-P网络预报农业病虫害类别时,只需将表 2中的权值和阈值及待预测样本的因子
规格化数值代入公式 ( 1)～ ( 3), 进行简单运算,就可获得结果。
表 2　训练结束后的权值和阈值
Table 2　Trained weight and thresho ld values
W j i 0. 6574 0. 9032 - 0. 5642 3. 5349 - 2. 1926 3. 3482 1. 8829
- 1. 1625 - 3. 8923 2. 5916 - 0. 4164 - 2. 4248 1. 5280 - 0. 5996
- 0. 0607 - 1. 7108 0. 6357 4. 6326 - 4. 3425 4. 5919 2. 0800
1. 5122 4. 1902 - 1. 9107 0. 9064 1. 8055 0. 1095 1. 0923
1. 3494 4. 7251 - 2. 1034 1. 8801 0. 5863 1. 8224 1. 6138
VK j 3. 7723 - 3. 1786 4. 6720 2. 3137 4. 5920
- 3. 1062 - 4. 5941 - 5. 7342 3. 2277 1. 7478
- 1. 4271 3. 5998 0. 0060 - 3. 8009 - 4. 5886
O j - 3. 9751 1. 8252 - 2. 4887 - 3. 5836 - 5. 1949
VK - 8. 7650 1. 3437 1. 7505




( 5)由于 B-P网络学习过程中,有可能出现“局部极小”、“收敛速度慢”等问题。 若遇此情况,可参阅文
献 [ 7]指出的方法加以解决。随着 B-P网络模型的不断改进和完善, B-P网络用于病虫害预测将是可行的。
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