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Abstract 
In the framework of adaptive methods, bases of hierarchical type are used in the p-version of the finite element method. 
We have studied the matrices corresponding tothe most used basis, introduced by Babu]ka and Szabo, in the case of 
d-dimensional rectangular elements. 
For the internal nodes, we show that the condition umber is O(p 4{a- 1~) (resp. O(p4a)) for the stiffness (resp. mass) 
matrix. 
Moreover, we show that the usual diagonal preconditioning divides the exponents by two. 
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1. Introduction 
In the p-version of the finite element method (see e.g. [3]), the improvement of the precision is 
achieved by increasing the degree of the polynomials. The interest of a hierarchical basis is that 
each new basis is obtained by completing the old one. 
We assume that the d-dimensional domain f2 can be partitioned in elements which are affine 
equivalent to the reference lement [ -  1, 1] a. We shall consider the basis proposed by Babu]ka and 
Szabo for such a mesh, namely {Ni} 1 <~ i <~ n. 
For example, in the 2-D case, for u = Y.~=l~i(u)Ni, we have u = ut + Us + Uv, where ul (resp. 
Us and Uv) corresponds to the basis functions associated to the interior (resp. sides and vertices) of 
the elements. The component u~ is generated by the so-called "bubble modes". 
Let A and M denote the stiffness and mass matrices defined by Ai,~ = Sa V(Nj)V(NI) and 
Mi,j = ~ N~N~, and AI (resp. MI) denote the diagonal block of A (resp. M) corresponding to the 
bubble modes. 
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Two types of methods are usually considered for the solution of the global system of matrix A: 
- the first type uses the Gauss elimination of the internal nodes, reducing the solution to that of 
AI and its Schur complement (see [2]), 
- the second type uses a global block diagonal preconditioner C containing the block AI (see [1]). 
Each type of methods needs the solution of matrix A~, which is block diagonal. Therefore, it is 
worth studying the condition umber of A~, more precisely its behavior as a function of the degree 
p. This study reduces to that of the matrix corresponding to the bubble modes in the reference 
element, since AI is block diagonal, each block corresponding to the bubble modes of one element. 
2. Condition numbers of the mass and stiffness matrices 
The basis we are interested in has been introduced by Babu]ka and Szabo, and has been used by 
different authors (see [2, 9, 6, 7, 10]). The d-dimensional basis is obtained from the 1-dimensional 
one by tensor products. 
The basis functions on A = [ - 1, 1] have the following expressions ({L~}o .< j ~ ~,-~ denoting the 
Legendre polynomials on A): 
Cpo(X) = ½(1 - x); cpx(x) = ½(1 + x); ¢pj(x) = 
1 fx 
[[Lj-l l lo.t-l.q - 
Lj-l(t)dt, 2 <~j <~ p. 
1 
For the bubble modes (i >1 2), the stiffness matrix A1 is the identity. From {~Pi}2 ~i ~ p, the 1-D basis, 
one deduces {~Pi~ ® "'" ® q~id}2~i ...... ida<p, where ( f®9)(x,y)=f(x)f(y),  the basis of the space 
Qe°(A a) of the polynomials of degree p in each variable and of zero trace on the boundary of A a. 
Md (resp. Ad) is the matrix associated to this basis for the scalar product of L2(A d) (resp. H~(Ad)) 
defined by SAd(')(") (resp. ~A d V(-)- V(.)). 
For a tensorial numbering, we define the canonical scalar product of 
p 
[]~ (p-I)~: (U, D)d : ~ Uit ..... iJ l)i ...... id" 
i~,..., in=2 
Denoting by ~.max(') (~'min(')) the maximum (minimum) eigenvalue, we can state the following 
result. 
Proposition 1. The extreme igenvalues of the "d-dimensional" mass and stiffness matrix can be 
expressed infunction of those of the only 1-dimensional mass matrix by 
~,max(Ma) = ,~,max(M1) d, 2mi.(Md) ----- ,~-min(Ml) d, Vd  e N*,  (1) 
~,max(hd ) -~. dAmax(Mx)d- x, ,~min(ad ) ~--- d,~min(M1)d- 1, Vd ~ [~*. (2) 
Proof. For (1), it follows immediately from the equalities: 
fA d 
k=l 
J.-F. Maitre, O. Pourquier / Journal of  Computational and Applied Mathematics 63 (1995) 341- 348 343 
which means (MdO, O)d = 0~ ...... i,Ha=~(Ma)i~.j~ 0j ...... j, (with the convention of summation on the 
repeated indices, which will be used in the following), and from the following lemma, the proof of 
which can be found in [8]. [] 
Lemma 1. Let (Bk)a <. k <. d be d symmetric positive-definite matrices, then 
d d d 
r I  "~.max(Bk)( O, O)d ~ Oi ...... is H (Bk)i,.AOJ ...... J, ~ H '~min(Bk)( O, O)d, VO E ~ (p -1)d  
k=l  k=l  k=l  
In fact, this lemma implies that )~max(Ma) ~< (2max(Mx)) a and 2mi.(Md) 1> (2mi.(M0) a. 
d To prove that equalities are attained, one considers 0" defined by 0"i ...... i, = Ilk = ~vi,, for all indices 
from 2 to p, where v is an eigenvector of M~ associated to 2..ax(Ml) or 2mi.(M~). 
For (2), we have the equalities: 
fA d d 
(Ad)i ...... ,,,i ...... j, = V(q~,, ® ... ® tp,,)" V(tPS ' ® ... ® tps,) = E 6,,j, H (M0id,, 
k=l  l= l , l#k  
which means 
d 
(ADO, O)d = Oi,.i2 ..... id I-I (M1)i,j,Oi,,J2 ..... A -4- ... 
/=2  
d d - I  
A- Oi ...... i ...... is 1--I (M1)id, OJ ...... i~ ..... j~ + ... + O, ...... , . . . .  ,, I-I (MOi,j,Oj ...... j,-l,id. 
l= l , l#k  I=1 
Applying Lemma 1 to each of the d terms, we obtain the inequalities: 
2max(Ad) -%< d(2m~(MO) d-l and 2mi,(Ad) >/d(Ami,(MO) d-1 
To prove that equalities are attained, one considers as above the same particular 0". 
Proposit ion 1 shows that to obtain estimates for the extreme igenvalues of the mass and stiffness 
matrices for dimension d, one has only to get estimates for the extreme igenvalues of the only mass 
matrix in dimension 1, which is the object of the following result. 
Propos i t ion  2. Let M1 be the mass matrix corresponding to the bubble modes on the reference 
element, then 
2rain(M1) = O(p-4),  (3) 
2m,~(Mx) = O(1). (4) 
We emphasize the notation used: f=  O(g) means here that there exists two positive constants 
C and C' independent of g, such that C9 ~<f~< C'g. 
Proof. Step 1: lower bound for 2mi,' upper bound for 2max. 
We recall the inverse inequality (see [4]): 
Vv~ po([ 1, 1]), II 2 2 - v IIo, t-x.x] i> Cp-41vll,t-l,l], 
where I1" IIo, t-1,1], I ' l , , t -x.~l correspond to the Sobolev scalar products of order 0 and 1. 
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With our notation, this inequality can be written as follows: 
P 
(MI~, ~)1 >>- CP-4(AI~, ~)1 V~ e R p- 1, with v = ~ ~itPi. 
i=2  
Since A1 is the identity, that means (AI~, ~t)l = (~, ~)1, and then 2min(M1)/> Cp-*. 
For the upper bound of 2ma~(M1), we can use the explicit knowledge of M1, the only nonzero 
elements of which being explicitly: 
2 
(M1),,~=(2i+ 1) (2 i -3 ) '  2~<i~<p, 
-1  
(M1),,,+2 - (2i + 1) x/(2i - 1)(2i + 3) 2 ~< i ~< p - 2, 
(M1)~,~-2 = (M~)~-2,~, 4 ~< i ~< p. 
We obtain 2m.~(M1) ~< Z5 + 1/(5V/~) by Gerschgorin theorem, which means 2ma~(M 0 ~< C. 
Step 2: lower bound for ~'max, upper bound for '~'min" 
2ma~(M0 is greater than each diagonal element of M1, that is greater than z, which means 
,~max(M1) >/C. 
For the lower bound of,~min(Ml), we use the value of the Rayleigh quotient for a well chosen very 
oscillating function. More precisely, we have the following result. 
Lemma 2. The function 
(p + 3)(p + 4) 
t t  
~v = Lv+2 -- 4 L'v+ ~ of P°(A) 
verifies: 
40 { I ~,.I ~,[ -  1,1]} 2 '~ p4{ II ~p II o.t-1,1j} 2, 
where the notation f (p) ..~ g(p) means f (p)/g(p) ~ 1 when p ~ + ~. 
Lemma 2 gives a satisfactory bound for ,~,min(M1): with & associated to ~'p, we have 
[~,p[2 [_1,1] = &TA18 = (8, 8)1 , and the existence of & e ~P-1 such that (M18, 8)1 ~ 4-~oop-4(8, 8)1, 
which implies the asymptotic upper bound p-4/40. [] 
From Propositions 1 and 2, we deduce the following final result. 
Theorem 1. For Ad (resp. Md), the stiffness (resp. mass) matrix corresponding to the bubble modes of 
the Babu]ka-Szabo basis on the reference lement in dimension d, we have asymptotically in p, the 
degree of the polynomials: 
2max(Md) = O(1) and 2mi,(Md) ---- O(p-4d), Vd ~ t~*, (5) 
).max(Ad)=O(1) and 2min(Ad) = O(p-4(d- t)), k/ d ~ N]*. (6) 
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Remark (about he condition umber of the global stiffness matrix in 2-D). It can be proved that, 
asymptotically in p, the condition umber of C (block-diagonal preconditioner) is equivalent to 
that of Ax (see [8]). This allows to deduce, for the 2-D case (only), bounds for the condition umber 
x(A) of the stiffness matrix for the discrete homogeneous Dirichlet problem corresponding to
a uniform square-mesh of O; more precisely: 
~p4 ~< x(A) ~< tip4(1 + [In(p)]2); ~, fl constants independent on p. 
This result is a simple consequence of Theorem 1 and of the inequality x(C-~A)<~ 
~,(1 + [ln(p)-I 2) proved in [1]. 
3. The diagonal preconditioning for the mass matrix 
Denoting by Ad the diagonal of the mass matrix Md, we have the following result. 
Proposition 3. The extreme eigenvalues of the mass matrix preconditioned by its diagonal can be 
expressed in function of those of the same matrix in dimension 1 by 
~,max(Ad XMa) = ,~max(A1 1M1)d, Vd e N*, (7) 
)~min(AdlMd) = ,~,min(AllM1) d, Vde  N*.  (8) 
Proof. Let M(z)I the mass matrix in dimension 1 corresponding to the set functions {z~}2--<-i-<n' 
basis of Q°(A). The mass matrix in dimension d corresponds to the set of tensor products and is 
written: 
(M(T)d)i ...... i,,j ...... j~ = (Zi, ® "'" ® Zi,)('~j, ® "'" ® Zj,) = [I TiJi, 
a k=l 
d 
= l-[ (M(Th)i~,jk. 
k=l 
The scaled matrix A;  I/2MdA ~ 1/2 corresponds to the tensor h4a built from the L2-normalised 
basis {~i}2 ~< i.< p with ~i = (Pi/II ~p~ [[L2tA) • 
The proof of Proposition 1, being independent of the basis, allows to deduce the relations: 
~max(Md) : ,~,max(~l) d, ,~min(Md) = ,~min(]~l) d, Vd ~ N*. 
Relations (7) and (8) follow directly since -/~d and A~ ~Md have the same eigenvalues. [] 
Estimates for the extreme igenvalues of A i- aMx are given by the following result. 
Proposition 4. The extreme igenvalues of the scaled mass matrix A ~ 1M 1 in dimension 1 verify: 
'~rnin( A 11M1) = O(p- 2), (9) 
~max( A 1 ~Mx) = O(1). (10) 
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Proof. The knowledge of M1 and A~ permits to explicit )fl = A-f U2M1A i-1/2 as follows: 
(A~)i,i = 1 for 2 ~< i ~< p, 
-1 / (2 i -  3~(2i + 5~ 
(1~')i,i+2 -- } ~/\2i  -- 1 , / \~- -3 , /  for 2 ~< i ~< p - 2. 
(A3)I,~-2 = (ffl)i-2.i for 4 ~< i ~< p - 2. 
By Gerschgorin's theorem one has 
max ~ ~ I(A4)i.jl, 4 ~< i ~< p - 2~ ~< 1 - 6/[(2p - 1)(2p - 9)] and then 2m~,(Ai-1M1) ~< 2. 
L j=2,j#i ) 
The scaled matrix ~ is diagonal dominant, although M~ is not, since 
1 3 1 
103),,,+21 -< - (2i - 1)(2i + 3) < 2" 
Thus we use Gerschgorin,s theorem to obtain the lower bound'2mi.(AXXMO>~6/ 
[(2p - 1)(2p - 9)]/> 3/[2p2]. Eq. (10) results from 2.,~x(M)/> max{(~)i , .  2 ~< i ~< p} and (_M)~,~ 
= 1. Eq. (9) results from the following upper bound of 2,,,i.(Ai-lMl): 2mi.(Ai-lMt)~< 
~,rnin(Ml)/~,min(Al), with J .min(Al)  = (Mx)p,p = 2/[(2p + 1)(2p - 3)] and from equality (3). [] 
Combining results (7)-(10) we can state the final result. 
Theorem 2. For the scaled mass matrix A~tMd correspondin9 to the bubble modes of the 
Babu}ka-Szabo asis on the reference element in dimension d,we have asymptotically in p, the deoree 
of the polynomials: 
/~max(Ad'Md) = O(1), (11) 
2min(Ad- 1Md) = O(p- 2d). (12) 
4. The diagonal preconditioning for the stiffness matrix 
Denoting by Dd the diagonal of the stiffness matrix Ad, we have the following result. 
Proposition 5. The extreme ioenvalues ofthe stiffness matrix preconditioned by its diagonal can be 
expressed in function of those of the mass matrix in dimension 1by 
),max(DdlAa) = 2max(A~aM1) a-l, Vd~ t~*, 
Vd~ I%1*. 
d d 
V(q~, ® ... ® ~o O. V(~oj, ® .-- ® qb,) = F~ ~,j, I1 (MOb, j,, 
k=l  I=l, l#k 
)~min(Dd- lad) = ,~-mln( A 1 1Ml )d -  1, 
Proof. From 
...... i,,j ...... j, = [ (Ad), 
Ja 
(13) 
(14) 
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we see that (AaO, O)d is made up of d terms. Each term is of the type (Ma- lfl, fl)d- 1, where fl is for 
example fli ...... id = 011.12 ..... id, and can be bounded as follows: 
(Mn- lfl, fl)n- 1 <<. '~'max(Adla Md- l)(Ad - aft, fl)d- a . 
Summing the d terms leads to the inequality: 
d d 
(ADO, O)d ~ 2max(A~2aMd- 1) ~ Oi ...... i, I-I (Ma)i,i, Oi ...... i~. 
k=a l=a, l#k 
Identifying the tensor corresponding to Dd in the above expression, we obtain: 
(ADO, O)d <. 2max(Aa21Md- l)(DdO, O)a. 
In the same way, we can prove (ADO, O)d >--- 2min(A~21Md-l)(OdO, )n. The preceding inequalities 
imply an upper (resp. lower) bound for 2m,x(Ai-1M1) (resp. 2rain(A i-1M1)). To prove that these 
bounds are attained, that is equalities (13), (14), we exhibit the special 0" defined by 
d 
O, ...... = [I v,,/{(m),,} l/2, 
k=a 
where v is an eigenvector of the matrix A{1/2MIA{ a/2 associated with 2m~(Ai-aM1) (resp. 
2mi,(A i- 1ma)) and (m)i, = (M1)i,,i,. 
We obtain now with Proposition 3: 
(AaO, O)n = I~ Ev,,/{(m),,} a/z] I ]  (Ma),,j, 1-I Evj,/{(m)J,} a/z] 
k=l  n l=l , l~n Jq=l  
d d 
(AdO, O). = " -1  E [vUmd I-I v,.v,,. 
n=l  k=a,k~:n 
Thus we have: (ADO, 0)n = {2rex(A i-IMl)}n-X(DnO, O)n. 
The same proof applying to 2~in, we have proved results (13), (14). [] 
Combining them with the estimates (9), (10) for the dimension 1, we obtain the final result. 
Theorem 3. For the scaled stiffness matrix DdlAa corresponding to the bubble modes of the 
Babu]ka-Szabo basis on the reference element in dimension d, we have 
,~max(Dd- aAn) = O(1), (15) 
)],min(Dd- aAa) = O(p-2(d- 1)). (16) 
5. Conclusion 
We emphasize that all results for dimension d have been obtained from those for the mass in 
dimension 1. Asymptotically, x(Aa) is O(p 4~d- a)) and x(D~ aAa) is O(p z~a- a)) for the stiffness matrix 
(the powers should be replaced by 4d and 2d for the mass matrix). Moreover, numerical experi- 
ments have shown that these behaviors were well verified, even for small degrees. 
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