In genetic association analysis of complex traits, permutation testing can be a valuable tool for assessing significance when the asymptotic distribution of the test statistic is not known. This commonly arises when the association test statistic is itself a function of multiple correlated statistics. Examples include omnibus tests that combine test statistics that perform well in different scenarios, as well as tests of gene-set, pathway or genome-wide significance. For genetic association testing in samples with population structure and/or related individuals, use of naive permutation can lead to inflated type 1 error. To address this in quantitative traits, the MVNpermute method was developed. However, for association mapping of a binary trait, the relationship between the mean and variance makes both naive permutation and the MVNpermute method invalid. We propose BRASS, a permutation method for binary trait association mapping in samples that have related individuals and/or population structure. BRASS allows for covariates and ascertainment and accommodates a wide range of test statistics. We use an estimating equation approach that can be viewed as a hybrid of logistic regression and linear mixed-effects model methods, and we use a combination of principal components and a genetic relatedness matrix to account for sample structure. We show in simulation studies that BRASS maintains correct control of type 1 error in a range of scenarios that include population structure, familial relatedness, ascertainment and phenotype model misspecification. We apply our method to a genome screen for elbow dysplasia (ED) in 82 breeds of domestic dog and to a genome screen for idiopathic epilepsy (IE) in the Irish Wolfhound breed of domestic dog. We find that a previously-identified region on chromosome 4 containing a number of candidate genes is significantly associated with IE.
Introduction

1
To elucidate the genetic architecture of complext traits in either human populations or 2 model organisms such as mouse, dogs or cattle, many studies have used genome-wide 3 association (GWA) analyses. In these GWA studies, the primary objective has been to 4 identify associations between a phenotype of interest and genetic markers, usually SNPs.
5
This involves assessing the statistical significance of a given test statistic by deriving its 6 null distribution or an asymptotic approximation to it. However, this is not always 7 feasible as the distribution may be intractable; such a scenario can arise in region-based 8 tests where association signals over multiple sites are combined (e.g. rare variant tests), 9 or when the test statistic involves data-adaptive weights [1] . A further limitation can 10 arise when, even if the distribution (or the asymptotic distribution) of the test statistic 11 is known for single tests, significance needs to be assessed for the maximum of many 12 correlated tests. This occurs in genome scans to establish a genome-wide significance 13 threshold, where the linkage disequilibrium present between the markers induces 14 correlation between the association tests [2] . 15 To overcome these limitations, a common approach is to perform permutation 16 testing so as to obtain replicates of the data under the null hypothesis from which an 17 empirical distribution can be derived. A fundamental assumption permutation testing 18 relies on is exchangeability of the subjects in the sample, which is usually satisfied in 19 population-based samples. However, this assumption can be violated in the presence of 20 genetic relatedness (e.g. population structure), as it will introduce correlation in the 21 sample, including in the phenotype values through polygenic effects [3, 4] . Hence, naive 22 application of permutation testing will usually not preserve the correlation structure 23 and can result in inflated type 1 error rates [5] (though this can be avoided if, for 24 example, all subjects in the sample are equally related [6] ). We consider here the 25 problem of permutation testing for a binary trait in the presence of polygenic effects in 26 a sample with population structure, cryptic and/or family relatedness. While an exact 27 permutation test may not be feasible, a permutation-based test that adjusts for the 28 correlation structure is feasible and has been proposed for quantitative traits [4, 6] . The 29 approach is based on a linear mixed model (LMM) and is asymptotically valid for 30 multivariate-normal data. It incorporates genetic relatedness through the inclusion of 31 random effects in the LMM and can also adjust for covariates. However, as it is 32 primarily designed for quantitative traits that are multivariate-normal, there will be 33 more model misspecification when applied to binary traits as the binary nature of the 34 data is not be incorporated into the LMM. 35 We propose BRASS (for "binary trait resampling method adjusting for sample 36 structure"), a permutation procedure for a binary trait which incorporates both 37 covariates and the correlation structure present in the sample. In contrast to the 38 LMM-based approach, it accommodates the binary nature of the trait through a 39 quasi-likelihood framework that considers the effect of covariates on a logit scale in the 40 mean structure as well as the relationship between the trait mean and its variance, both 41 of which are important features of binary data. Hence, BRASS benefits from less model 42 misspecification in the presence of important covariates relative to the LMM-based approaches. As the use of our method requires accounting for the phenotypic correlation 46 structure, we go over modeling choices for the relatedness and how it can be 47 incorporated in the quasi-likelihood framework used. We demonstrate the use of our 48 method in a context of assessing genome-wide significance in domestic dog GWA 49 studies. In animal studies, permutation testing is commonly used when there is not a 50 consensus threshold for genome-wide significance [7] [8] [9] [10] . We apply BRASS to perform 51 association mapping in two GWA studies of domestic dogs, one for elbow dysplasia (ED 52 [OMIA: 000330-9615]) and and one for idiopathic epilepsy (IE [OMIA: 000344-9615]).
53
Results
54
Overview of the resampling approaches proposed 55 BRASS method. We consider the problem of resampling for correlated binary data, where the correlation can arise from various sources such as population structure or related individuals. Our aim is to derive replicates of the trait under the null hypothesis of no association while accounting for the correlation that is present in the sample but whose structure is unknown. To model the response, we use a recently described quasi-likelihood framework for correlated binary traits [11, 12] , µ := E(Y|X, G) = logit −1 (Xβ + Gγ), and (1)
where Y = (Y 1 , . . . , Y n ) T denotes the phenotype vector for n subjects, X is the n × k The framework characterized by (1) and (2) allows to adjust for important 64 covariates in the mean structure, such as biological or ancestry informative covariates, 65 and the correlation between subjects is captured directly within the variance structure 66 by the inclusion of Φ in (2) . Furthermore, by including the matrix Γ in (2), this 67 framework allows for the dependence of the variance on the phenotypic mean, a key 68 feature of binary data. Since we wish to simulate replicates of the binary trait under the 69 null hypothesis of no association, H 0 : γ = 0, the unknown parameter (β, ξ) which 70 specifies the mean and variance structure needs to be estimated from the data. Unlike 71 with logistic mixed models (LogMM) which are a natural choice for correlated binary 72 data but are computationally challenging to fit as they involve high dimensional 73 integrals, obtaining parameter estimates is computationally efficient as it involves 74 solving a system of estimating equations [11, 12] .
75
Due to the lack of exchangeability in the data which renders an exact permutation 76 test unfeasible, we instead perform an approximate permutation test based on 77 second-order exchangeability. To do that, we first obtain a vector based on the assumed 78 model fitted under the null that will have uncorrelated entries with same mean and 79 variance, which can then be permuted. Using the residual vector from the null model 80 which is mean-centered but has no closed-form expression, we want to approximate its 81 second moment so as to map it to an orthonormal space in which its entries will be 82 second-order exchangeable. We first obtain a closed-form expression for β, the null 83 estimate of β, in terms of the data and, since the estimated mean µ is a non-linear 84 function of β, we use a linear approximation to obtain a closed-form expression for the 85 residuals (Y − µ) as a function of the data. As a result, we can approximate the 86 covariance matrix of the residuals as,
where Γ 0 and Ω 0 are the matrices Γ and Ω evaluated at the true (and unknown) value of β assuming that H 0 is true. The correlation present in (Y − µ) arises from two sources: that introduced by Φ through Ω 0 and that introduced from using the estimated mean µ instead of the true unknown mean µ. We use a factorization C of Ω 0 , with Ω 0 = C T C, to remove the correlation due to Φ and obtain,
where W = C −T Γ 0 X . The matrix Ψ 0 in (4) is symmetric and idempotent and thus
88
can be expressed as Ψ 0 = VV T where the columns of V contain the eigenvectors 89 corresponding to the eigenvalue 1 with V T V = I n−k . As a result, we use V T to remove 90 the remaining correlation that is driven by parameter estimation.
91
We thus obtain a vector with uncorrelated entries that have same mean and variance. 92 In practice, a new trait replicate Y π is generated as,
where we use the null estimate ( β,ξ) to obtain the matrices C and V that replace C and 94 V, respectively, and Π is a permutation matrix. Under suitable regularity conditions,
95
the quasi-likelihood estimates are consistent [13] we expect the Naive method to perform worse with increasing sample correlation as it is 128 unaccounted for when generating replicates.
129
We consider the setting in which a binary trait is measured in 46 equal-sized families 130 in 2 sub-populations, and association is tested with each of m = 100 null markers (i.e. 131 not associated with the binary trait) using the test statistic CARAT [12] correlation present by the use of an empirical genetic relatedness matrix (GRM) so as to 146 model the structure using random effects [16] . Alternatively, the top principal 147 components of a given GRM are used as covariates to model the structure present using 148 fixed effects [17] . Here, we combine the two approaches and use both fixed and random 149 effects to capture the sample correlation in the null model. We use the top PCs from an 150 empirical GRM as fixed effects in the null model and then build a new GRM matrix 151 based on the genotype information adjusting for the effects of these top PCs to capture 152 the leftover structure as random effects (see Methods for details).
153
Robustness to model misspecification with all covariates included. As the 154 true model for the trait is generally unknown in an association study, we simulate the 155 data using both a logistic model as well as a liability threshold model (see Methods).
156
The results using a logistic model are shown in Fig 1 and as the replicates generated would come from a more misspecified model.
203
To illustrate this situation, we simulated a binary trait using a logistic model with have some amount of bias. We assessed the resulting type 1 error rate when correcting 210 for multiple tests, where we used the same simulation design as previously mentioned to 211 generate the genetic markers.
212
The simulation results are displayed in Fig 3 ( 
220
Robustness to model misspecification in the presence of ascertainment.
221
We determine the robustness of the proposed methods when trait-based ascertainment 222 has been applied to the sample. This is commonly used in case-control studies where 223 individuals are included in the sample based on their disease affection status, such as if 224 the prevalence of the trait in the population is too low to obtain sufficient power.
covariates included. To introduce ascertainment, we selected at random 500 cases to be 227 retained in the sample, and an additional 500 controls so that the the sample had a 1:1 228 case-control ratio.
229
The results are shown in Fig 4 ( 
Application to Domestic Dog Data
242
We now illustrate the use of our resampling method in the context of multiple testing 243 correction in a GWAS of domestic dogs [18] . Unlike with humans, the genome-wide 244 threshold for significance has not been well determined. This is one of the largest dog 245 genotyping studies with 4,224 dogs genotyped at 185,805 SNPs and twelve clinical and 246 morphological phenotypes recorded. We analyze two binary traits from this study (1) 247 elbow dysplasia (ED), which is an ensemble of abnormalities that affect the articular 248 surfaces of the elbow; (2) idiopathic epilepsy (IE), which is diagnosed when there is no 249 identifiable cause for seizures in affected dogs.
250
The data for ED contained dogs of various breeds while for IE we had dogs from a 251 single breed. Similarly to our simulations, we incorporated the structure present in the 252 ED data as both fixed and random effects in our model. We used either the top 9 or 13 253 PCs to estimate a GRM based on genotype residuals removing the effects of these top 254 PCs. Hence for the analysis of ED, we included the top PCs as covariates in the null 255 model and used the estimated GRM in the variance structure. For IE, we used an 256 empirical GRM based on the genotype information to capture the genetic relatedness. 257 We used CARAT to perform single-SNP association tests. For genome-wide significance 258 assessment, 100,000 trait replicates were generated under the null hypothesis of no 259 association using both BRASS and MVNpermute mod , the latter of which gave 260 similar/better type 1 error calibration compared to the remaining resampling 261 approaches, and genome-wide p-values were estimated using the empirical distribution 262 of the test statistics based on the trait replicates. The parameter estimates from the 263 fitted models of both BRASS and MVNpermute mod (excluding effects for the PCs) are 264 reported in Table 1 for both traits analyzed.
265
The genomic control inflation factors for ED with 9 and 13 PCs as well as for IE are 266 λ GC = 0.968, 0.98 and 0.979, respectively. The genome-wide significance threshold is 267 estimated at nominal level 0.05 from the empirical distribution of the top association 268 signal using the trait replicates. Manhattan plots of the p-values of the single-SNP tests 269 for the observed data are presented in Fig 5 for both ED and IE phenotypes, along with 270 the estimated genome-wide significance thresholds. In the analysis of ED using the top 271 9 PCs, the strongest association signal is found on chromosome 26 for SNP rs9000666, 272 and it fails to reach the genome-wide significance threshold of 2.1 × 10 −7 estimated 273 using BRASS and 1.8 × 10 −7 using MVNpermute mod ( 
313
BRASS is implemented in a freely downloadable software package at 314 http://galton.uchicago.edu/∼mcpeek/software/index.html. We report run times 315 for BRASS in real and simulated data. Using a single processor on a machine with 6 316 core Intel Xeon 3.50 GHz CPUs and 32 GB RAM, it takes 1 s to fit the null model and 317 generate 1,000 trait replicates for the dog data with ED and 538 dogs and 0.16 s for IE 318 in 202 dogs. On simulated data with 1,000, 5,000 and 10,000 individuals, it takes 1.6 s , 319 1 min and 4.6 min (275 s), respectively, to generate 1,000 trait replicates. As the use of 320 BRASS will vary based on the context (e.g. multiple testing correction, region-based 321 association testing), the computational burden involved in comparing the statistic 322 between the observed trait and its replicates will vary based on what statistic is being 323 considered. We note that since the trait replicates are generated under the null 324 hypothesis of no association, they can be re-used when performing separate analyses on 325 a large number of markers.
326
Discussion
327
A key component of case-control studies lies in assessing significance of association 328 results performed between markers and the binary trait. In some instances, permutation 329 tests are required in which, assuming exchangeability, the trait labels are shuffled to 330 generate new replicates under the null hypothesis of no association. In the presence of 331 population structure, cryptic and/or family relatedness, which are all common sources 332 of confounding in genetic association studies, exact permutation tests are usually not 333 feasible as they disregard the patterns of genetic relatedness among the subjects, and 334 thus fail to retain the correlation structure present in the data. We have introduced 335 BRASS, a novel permutation-based resampling procedure for generating trait replicates 336 in samples with population structure, cryptic and/or family relatedness. BRASS allows 337 for covariates and ascertainment, and it accommodates a wide range of test statistics. 
348
We demonstrate the validity of our approach in simulation studies. More specifically, 349 we find that BRASS maintains control of the type 1 error under varying amounts of MVNpermute, permutation is applied after removing the correlation in the residuals.
354
We find that both of the LMM-based approaches fail to maintain the type 1 error when 355 covariate effects are substantial, suggesting that only accounting for the genetic 356 relatedness patterns present without incorporating the key features associated with the 357 binary nature of the trait (i.e. the dependence of the phenotypic variance on the mean) 358 is not sufficient to obtain replicates that correctly estimate the null distribution of the 359 statistic. We also find that when polygenic effects are important, accounting for the 360 genetic relatedness in the sample prior to permutation as done in BRASS and
361
MVNpermute leads to better control of the type 1 error compared to ignoring it, as 362 done when permuting the raw residuals from a LMM. As the replicates simulated from 363 all three approaches are quantitative, yet the original trait is binary, we also considered 364 converting the simulated quantitative replicates to binary. We find that this additional 365 step results in an improvement of the type 1 error rate calibration for the LMM-based 366 methods when the polygenic component has a low impact on the trait distribution 367 relative to covariates, but does not control the type 1 error when more structure is 368 present in the sample.
369
Finally, we evaluated the approach based on sampling trait replicates from a fitted 370 LogMM using PQL. We find that this approach leads to worse control of the type 1 371 error rate the more the polygenic component of the trait is important, a result likely 372 explained by the fitting algorithm used in LogMM-PQL. Indeed, while a logistic mixed 373 model is a natural choice for binary data that contains correlation, fitting such a model 374 is computationally intensive and often requires some approximation of the 375 high-dimensional integral involved. LogMM-PQL uses PQL which is known to give 376 biased estimates in highly correlated data; we could have considered fitting algorithms 377 with higher accuracy (e.g. using Laplace approximation [25] or Gauss-Hermite 378 quadrature [26] ) but these also lead to increased computational burden, which may not 379 scale well for large GWA studies.
380
We applied BRASS in the context of multiple testing correction in association 381 mapping studies of ED and IE in domestic dogs. In the analysis of IE which involved 382 dogs from a single breed, we found a 13 Mb region on chromosome 4 that reached the 383 genome-wide significance threshold estimated using the replicates from BRASS, and has 384 been previously associated with IE [18] . On the other hand, in the ED data set which 385 contained multiple breeds, we did not find any region that reached the estimated 386 genome-wide significance threshold. In the latter analysis, we chose to include PCs as 387 covariates and these mostly captured genetic differences across breeds. Alternatively, as 388 we had breed labeling information provided in the data set, we could have included that 389 as an ancestry informative covariate instead of the PCs. However, in the presence of 390 mislabeling in the breed information, such an approach would result in inaccurate 391 inference on the breed structure present. In addition, as we had dogs of mixed breed 392 present in the data set (akin to admixture), it would not be possible to differentiate 393 between these dogs (i.e. they could come from different breed combinations but would 394 be treated as originating from the same breed combination). Notably, the genome-wide 395 p-value threshold estimated using replicates from BRASS was an order of magnitude 396 different for the ED trait in a sample of 82 breeds than for the IE trait in a single breed. 397 This is expected given the extremely different population structure between the two 398 samples.
399
BRASS assumes that an estimate of the trait covariance matrix is available in order 400 to capture polygenic effects, which can arise through various sources including 401 population structure, cryptic and family relatedness. Here, we chose to use both fixed 402 effects and random effects to capture the structure that is present in the data. This 403 modeling choice was taken as a means to combine two common approaches to correct for 404 population structure, which are either the use of PCs as covariates or the use of random 405 effects in the trait model. Our approach does not attempt to distinguish whether distant 406 (recent) sources of genetic relatedness are captured in the fixed (random) components of 407 the model; we simply partition the relatedness into random and fixed effects and include 408 both in our model. To the extent that population membership is discrete, using PCs 409 that reflect that structure as covariates would provide more confidence that population 410 structure has been well corrected for in the analysis. A recently proposed method,
411
PC-Air [27], obtains PCs from a derived subset of mutually unrelated subjects that are 412 representative of the ancestral diversity present in the sample, so as to ensure that the 413 top PCs will only capture distant genetic relatedness (i.e. population structure).
414
However, we did not investigate the use of such an approach in our analyses.
415
An alternative resampling strategy not considered here is to obtain replicates for the 416 genotypes by using gene dropping. In this approach, which is applicable to samples that 417 contain families, the genotypes for the pedigree founders are dropped down the pedigree 418 assuming Mendelian segregation. Hence, the correlation present between the trait values 419 is preserved. The resulting simulated replicate can be used to get an empirical 420 distribution of the test statistic considered under the null hypothesis of no association. 421 A major caveat of gene dropping is that along with the presence of families in the 422 sample, both the complete pedigree structure and the founders' genotypes have to be 423 known in order to simulate transmissions down the pedigree; this is infeasible when 424 cryptic relatedness is present in the sample or when the genealogy in earlier generations 425 is unknown. Another resampling strategy we did not explore is based on permuting the 426 genotypes; since an exact permutation of the genotypes would not preserve the sample 427 structure, we could propose a model based on the first two moments of the genotypes 428 and obtain a linear map that projects them onto an orthonormal space, similarly to the 429 approach in BRASS. This would could be useful when looking at a smaller region in the 430 genome as it involves the joint distribution of multiple markers; however, it would also 431 ignore any higher order dependencies in this distribution beyond the first two moments. 432 By leaving the genotypes undisturbed, BRASS ensures that the dependence structure of 433 the genotypes is preserved in the simulated replicates.
434
We chose here to consider the application of BRASS in the context of performing a 435 scan over a genetic region with multiple tests being performed and significance being here one example of how the structure can be incorporated in the model.
446
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453
Derivation of trait replicates
454
We derive a permutation-based method to generate replicates for correlated data with a binary response based on the quasi-likelihood framework in (1) and (2) that incorporates the correlation present in addition to potential covariates. A permutation test based on the phenotype involves generating replicates under the null hypothesis of no association (H 0 : γ = 0). Under this null, the form of the quasi-likelihood framework proposed in (1) and (2) contains unknown parameter (β, ξ), which needs to be estimated from the data. The null estimate ( β,ξ) is obtained by iteratively solving the following system of estimating equations [12] under the constraint γ = 0,
where Similarly, let µ, Γ, D and Ω be the same quantities evaluated at β and γ = 0.
462
We take an approach that is an extension of previous work [4] on deriving permutation-based replicates for a quantitative response in the presence of correlation. More precisely, we aim to obtain a vector with entries that are uncorrelated and have the same mean and variance under the null hypothesis so that permutation will be valid under the second-order exchangeability. In order to remove the mean effect, we first consider the residual vector (Y − µ), which asymptotically has zero mean under H 0 . We then aim to derive a closed-form expression of its second moment, so that we can determine a linear transformation that would result in a vector with uncorrelated entries. The mean µ depends on the fixed effects estimate β, which we can express in terms of the data by applying a Taylor series expansion to U (β) around β 0 , and evaluated at β,
Using the fact that U ( β) = 0, and replacing the Jacobian in (8) by its expectation (similar to Fisher scoring), we get,
As µ is a non-linear function of β, a Taylor series expansion is performed on µ around β 0 , and evaluated at β,
Combining (9) and (10), we get for the residual vector (Y − µ),
Hence, we obtain the approximation in (3) for the covariance matrix of the residuals, 463 and after removing the correlation due to the structure in the data by using the 464 factorization of Ω 0 , we obtain a vector whose covariance matrix is specified in (4). The 465 matrix Ψ 0 is symmetric and idempotent, and assuming that the covariate matrix X is 466 of full rank k, we have that rank(Ψ 0 ) = n − k. By the spectral theorem, Ψ 0 = UΛU 
471
The linear transformationζ = V T C −T (Y − µ) has for covariance matrix,
Hence, we obtain a transformation of the residuals with approximately uncorrelated entries, and on which permutation is asymptotically valid assuming second-order exchangeability. With Π denoting a random permutation matrix, we generate a new trait replicate Y π as,
In (13), D 0 (the matrix used to get V), and C, both depend on the unknown vector 473 β 0 and so we replace these by D (to get V) and C respectively, where
We note that C can be obtained from a factorization of Σ
475
(e.g. using cholesky or eigendecomposition), as Γ is just a diagonal matrix. This 476 derivation relies on the assumption that the parameter ξ in Σ is known, yet in practice, 477 ξ is also estimated from the data under H 0 . In this case, we compute C based on the 478 factorization of Σ =ξ Φ + (1 −ξ) I, whereξ represents the null estimate of ξ. Hence, a 479 trait replicate is obtained as,
Under the identity permutation, meaning that Π = I, we are able to recover the 481 original response vector. Examining the form of (14), there are three main steps used to 482 obtain a transformation of the residuals with second-order exchangeable entries. The 483 first is to center the response by using the estimated phenotypic mean. The second is to 484 remove the correlation present due to polygenic effects, which is done by the 485 pre-multiplication by C −T . The last step is to remove the correlation that is generated 486 from using parameter estimates instead of the true values when centering, and is second-order exchangeability) using this approach.
494
Other resampling methods proposed 495 In addition to BRASS, we propose three alternate approaches to simulate trait MVNpermute [4, 6] , which is uses a similar approach to BRASS but for quantitative 504 phenotypes, and converting them to binary using the procedure below. These 505 approaches are referred to as LogMM-PQL, Naive mod and MVNpermute mod , 506 respectively, where the subscript indicates that the trait replicate has been converted to 507 binary. The methods are compared in Table S1 .
508
To convert a quantitative replicate Y π to binary, a threshold is set and the values of 509 Y π above and below that threshold are converted to 1 and 0, respectively, where the 510 threshold is chosen so that the mean of the resulting binary replicate matches with that 511 of Y. Thus, this conversion enforces that the original trait Y and the binary replicate 512 Y π will have the same sample moments (equal to the proportion of cases). We use 513 GMMAT [28] to fit the null model for LogMM-PQL and use GEMMA [29] to fit the 514 null for both Naive mod and MVNpermute mod .
515
We also consider the original Naive and MVNpermute methods which do not include 516 the last step of converting the quantitative replicate to binary. MVNpermute is 517 asymptotically exact for multivariate normal data, as the entries of the transformed 518 residuals being uncorrelated implies independence under the normal assumption, and 519 hence exchangeability. In contrast, our method BRASS is approximate as it relies on 520 second-order exchangeability rather than full exchangeability; the framework we use 521 only considers the first two moments of the response. However, the covariate effects 522 being modeled on a logit scale, rather than a linear scale as in MVNpermute, is more 523 appropriate for binary data as the mean is constrained within (0, 1). More importantly, 524 the covariance matrix assumed in our method allows for dependence on the mean 525 function, which is an inherent feature of binary data; this is absent in MVNpermute.
526
Thus, we expect these two methods to differ the most when a major portion of the trait 527 variability is attributable to covariate rather than polygenic effects.
528
Adaptive resampling procedure. Given the computationally intensive nature of 529 permutation-based approaches, we use an adaptive procedure when simulating replicates 530 for multiple testing correction at level α, where our chosen stopping criteria are checked 531 initially with 1000 simulated replicates and then in increments of 5000 starting at 5000 532 replicates. More specifically, we continue generating replicates until either (1) N max , 
533
the maximum number of replicates allowed, has been reached (where N max ≥ 1000); (2) 534 A hypothesis test for H 0 : p = α against H a : p < α is rejected at significance level 0.01, 535 where the estimate for the p-value p is the proportion of replicates with test statistic at 536 least as extreme as the one observed. An exact test for H 0 is used when the number of 537 replicates is 1000; otherwise, a z-test is performed. If N max has been reached, the 538 p-value estimated from the N max replicates is compared to α.
539
Incorporating the sample structure in the null model 540 In order to get trait replicates, all seven resampling methods involve fitting a 541 prospective model under the null that requires an estimate for the GRM Φ to capture 542 the genetic relatedness in the sample. Our approach is to model genetic relatedness as 543 both fixed and random effects in the null model, where the fixed component is 544 represented by the inclusion of covariates that represent major axes of genetic variation, 545 and the random component is represented by the inclusion of a GRM that reflects the 546 leftover structure. We use a previously proposed method, PC-Relate [30] , where we first 547 estimate the GRM Φ using population estimates for the minor allele frequencies (MAF), 548
where L is the number of markers, G l is the column vector of minor allele counts for covariates in the null model. We then build a GRM estimateΦ to capture the 553 remaining genetic similarities among subjects that are not reflected by the top PCs.
554
The entries ofΦ are,
where G il and p il are the minor allele count and a predicted subject-specific MAF, 556 respectively, for the i-th individual at marker l. For each marker l, the subject-specific 557 MAF estimate is obtained as half of the fitted values from a linear regression of G l on 558 the top D PCs. So in the numerator of (16) one from the original data simulation. We use CARAT [12] for single-SNP association 591 testing; it is a retrospective association test for binary traits in structured samples.
592
Simulation studies: Genotypes
593
The Balding-Nichols model [31] is used to draw allele frequencies for 2 sub-populations 594 with the fixation index F set to 0.01 which is representative of the population structure 595 seen in humans within continents [32] . For each marker s, given the ancestral allele 596 frequency p s drawn from a uniform distribution on [0.2, 0.8] (and independently across 597 markers), the allele frequency in sub-population k = 1, 2 is drawn independently from a 598 Beta distribution with parameters p s (1 − F )/F and (1 − p s )(1 − F )/F . An equal 599 number of pedigrees (each with structure given in Fig S1) is assigned to the 2 600 sub-populations with all founders within a given pedigree being assigned to the same 601 sub-population. For each marker, genotypes for a pedigree's founders are simulated as 602 independent Bernoulli draws using the corresponding sub-population allele frequency, 603 and gene dropping is used to determine genotypes for other pedigree members. The M c 604 causal markers are simulated only once, and they are used to compute the GRM 605 estimateΦ in (16) , which is then reused in all simulations. In addition, independent 606 non-causal markers are simulated for each simulation replicate using the same 
Simulation studies: Trait and Covariates
610
We simulate 46 pedigrees of the same configuration (Fig S1) 
617
We consider two generative models for the trait. First, a logistic model is used in which Y i is given by,
where X i is the covariate row vector for the i-th individual; β are the fixed effects for equal amount of the variation on the logit scale due to covariates; (1b) If the standard 624 normal covariate is excluded, its effect size is set to correspond to an average p-value of 625 0.05 in a LMM Wald test (determine by simulations), and age and sex equally explain 626 the remaining portion of the variability due to covariates; (2) Considering the total 627 variance on the logit scale due to covariate effects and polygenic random effects, the 628 fraction of this variance due to covariates is fixed at 20%, 40%, 60% or 80%; (3)
629
Bernoulli error explains on average about 20% of the total phenotypic variability; (4)
630
The prevalence is approximately 30%. When ascertainment is included in the sample, 631 we simulate data under the model in (17) and select 500 cases and 500 controls at 632 random to be retained in the sample.
633
We also consider generating the trait using a liability threshold model,
where L i is the latent liability for individual i. The values of β and σ 2 a are chosen using 634 the same conditions as for the logistic model, where conditions (1a), (1b), (2) and (4) 635 are enforced on the liability scale instead of the logit scale, and condition (3) is used for 636 the random error i in (18) , rather than for the Bernoulli error.
637
Larger values of σ 2 a will correspond to more severe structure in the sample (from 638 both population structure and family relatedness). We chose D = 1 for the number of 639 top PCs of the GRM Φ in (15) to include as covariates when fitting the null models in 640 all seven resampling methods and when performing association testing with CARAT.
641
We note that the pedigree information is only needed to simulate the data; it is not 642 used when fitting the null models as the realized rather than the expected identity by 
645
The dogs in the sample from [18] represent over 150 breeds, with an additional 170 from 646 mixed breeds and 350 village dogs (i.e. dogs from free-breeding human-commensal 647 populations). Data was obtained from the Dryad online repository [33] . For the ED 648 trait, the data contain 113 cases and 633 controls among 82 breeds, and for IE, there are 649 34 cases and 168 controls from the Irish Wolfhound breed. After quality control for the 650 markers [18] , there are 150,418 and 98,350 autosomal markers (MAF > 1%) for ED and 651 IE respectively. For ED, we exclude dogs that come from breeds not well represented in 652 the data (fewer than 10 members). We also exclude dogs that are not most closely 653 related to dogs of the same breed using hierarchical clustering with UPGMA [34, 35] 654 (Table S2 and Fig S10) . This results in 93 cases and 445 controls amongst 10 breeds 655 (Table S3) . We compute the GRM estimate Φ in (15) from 138,192 markers with MAF 656 > 5% (Fig S11) , and determine the number of top PCs that are sufficient to capture the 657 breed structure. Since there are 10 breeds in the data, it would be sensical for the top 9 658 PCs to capture genetic similarities due to breed membership, which is corroborated by 659 plotting the top 10 PCs and the eigen spectrum (Figs S12 and S13). Since in some 660 instances it may not be possible to have prior population membership information (e.g. 661 breed membership), we use either the top 9 or the top 13 PCs to estimate 662 subject-specific allele frequencies, from which we compute the GRM estimateΦ in (16) 663 that will represent within-breed genetic similarities. These top PCs are also included as 664 covariates in the analysis of ED. For both traits, sex is included as a covariate.
665
Modification of CARAT
666
In order to assess the variance under the null of no association, CARAT uses a 667 retrospective model for the tested marker G (see equation (14) in [12] ). When we 668 include the top PCs as covariates in our analysis, the GRMΦ only reflects the leftover 669 genetic correlation that is not captured by the top PCs. To incorporate all the genetic 670 correlation, we consider the following retrospective model, 
where Z is a matrix containing in its columns the top D PCs along with an intercept, (MVNpermute mod ); (B) 1.67 × 10 −6 (BRASS) and 2.03 × 10 −7 (MVNpermute mod ). The Manhattan plot for the analysis of ED using the top 13 PCs (Fig S14) is similar to that in (A). Table S14 . Sex is coded as 1=male, 2 = female. 
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