Given an irreducible algebraic curve f(x,y) .--0 of degree n > 3 with rational coefficients, we describe algorithms for determining whether the curve is singular, and if so, isolating its singular points, computing their multiplicities, and counting the number of distinct tangents at each, The algorithms require only rational arithmetic operations on the coefficients of f(x, y) = 0, and avoid the need for more abstract symbolic representations of the singular point coordinates.
Introduction
Although singular points play a fundamental role in the theory of algebraic curves (Coolidge 1959 , Walker 1978 , their algorithmic identification and analysis is by no means straightforward. For example, the determination of the multiplicity of a singular point, its most basic characteristic, is based on ascertaining which of the higher-order derivatives of the curve equation vanish at that point. Even when the curve has simple (rational) coefficients, the coordinates of its singular points will generally be algebraic rather than rational numbers, and sophisticated methods, requiring the capabilities of a computer algebra system, must be invoked to reliably process them.
In this paper we consider the following problem: given an irreducible plane algebraic curve f(x,y) = 0 with rational coefficients, can we formulate algorithms to identify its singularities and compute the multiplicity and number of distinct tangents for each, using polynomial procedures (substitutions, resultants, greatest common divisors, etc.) which incur only rational arithmetic operations on the curve coefficients? We answer this question in the affirmative, but caution that for singular points of high multiplicity or complex structure, the degree and coefficient size of intermediate expressions may be overwhelming.
Our interest in singular points is not entirely academic. In recent years it has become apparent that they are crucial to diverse problems arising in the processing of geometric information for practical applications such as computer-aided design, robot motion planning, and machine vision. For example, many procedurally defined curves (surface intersections, 0747-7171/90/040405+ 17 $03.00[0 9 1990 Academic Press Limited "offset" curves, etc.) have known implicit equations f(x, y) = 0, but it would be preferable to represent them instead by rational parameterizations, which are better suited to efficient computer-processing. This is possible only for curves whose genus --a measure of the number and nature of the singular points --is zero (Abhyankar & Bajaj 1988 , Katz & Sederberg 1988 . In the usual (floating point) context of most practical applications, however, computing the genus is a hopeless proposition, since the singular points of a curve are inherently unstable with respect to perturbations in its coefficients (Farouki & Rajah 1988) . For further discussion of singular points in the context of particular computer-aided design applications see, for example, , Farouki & Neff 1989 .
Singular points
Let Q, R, and C denote the fields of rational, real, and complex numbers, respectively. We consider a homogeneous, irreducible polynomial of degree n > 3 in three variables
O<_i,j,k<n i+j+k = n with rational coefficients cqk ~ Q. In the complex projective plane CP 2, we call the set of points:
the projective plane algebraic curve defined by (1). Then, setting z = 1 in (1), we define f (x, y) = F (x, y, 1) and in the complex affine plane C 2 we caU the set of points:
the affine curve corresponding to (1). The projective and affine curves are identical but for the inclusion of (at most) n distinct "ideal" points (xi,yi, 0) --or points at infinity --in the former, where the ratios xt:
Occasionally, we find it convenient to write f(x, y) as a sum of homogeneous terms:
f(x,y) = ~ q~r (X,y) where
r=O O<i,j<_r i+j= r for r -0, ..., n (we drop the redundant subscript on the coefficients cuk). In particular, we call the highest-order term q~n(x, y) the "degree form" of f(x, y).
Taking derivatives of (1), we form the system of homogeneous equations:
in (x, y, z). Since F is irreducible, it has no factors in common with its derivatives, and equations (5) thus have finitely many solutions.
Definition 1. C is said to be non-singular in RP 2 (CP 2) if no point (x, y, z) ~ lip 2 (CP 2) satisfies (5); otherwise, C is singular in RP 2 (CP2). Solutions to (5) with z # 0 are called affine singular points of C, while those with z = 0 are singular points at infinity.
Using only rational arithmetic, we wish to determine whether C is singular in RP 2 or CP 2, and if so, to isolate each of the singular points and deduce certain elementary characteristics for them m specifically, the multiplicity and number of distinct tangents. (In the case that the number of distinct tangents equals the multiplicity at each singular point, we can also deduce the genus of C.) To identify singular points, we examine first the affine curve (3), and then deal with singularities at infinity. First, some terminology:
A polynomial f (x, y) of total degree n in x and y is said to be regular in the variable y if the coefficient of yn in f is non-zero. Also, for any two polynomials p(x), q(x) with coefficients in a unique factorization domain ~r we denote by R = Res x (p, q ) their resultant with respect to x. Note that R E ,g.
For the affine curve (3), we will now define new coordinates (~,.F) through the linear isomorphism: y = 37 (6) and consider the transformed curve given by f(s 97) = f(~ + m37, 37). Homogenizing f, it is apparent that the points of ff(2,37, ~?) --0 and F (x, y, z) = 0 are in birational correspondence, and thus the transformed curve has the same algebraic and topological structure as the original curve (Walker 1978) . Note also that the homogeneous terms of f are simply -6r(~, y) = r + my, y) for r --0, 1 ..... n. We now state a key result:
Lemma 2. We can choose a rational number m such that ff satisfies two conditions:
1. f is regular in F, 2. whenever two points (Xo,.~o) and (Xo,3~l) satisfy f --Of/O~ = O, thenfio = F 1 . 
Yk --Yt for all 1 < i,j < #, i < k, l < v with i ~ j and k # l. The ~" term in f is then simply:
By (7i) the corresponding untransformed points given by (x t, yr) = (2 0 + m370 ' Y0) and (x", y') -- (Xo + myl , ill) clearly satisfyf = Of /Ox = 0 and:
y~ _ y" which contradicts the fact that m is chosen according to (7ii). The assumption 370 # 371 is therefore false, and the second assertion of the Lemma is established. 9
Note, however, that it is impractical to attempt to apply requirement (7ii) directly in choosing an appropriate value for m, since in general we have no simple expressions for the resultant roots x 1 ..... xv andy 1 ..... y~ and the number of possible ratios on the right hand side of (7ii) is O(n 8 ). We resolve this difficulty as follows. Regard m as an indeterminate, and consider the polynomial in x and m defined by: Proof. We argue by contradiction. Suppose we have two points (x0,Y0) and (~0,371) that satisfy f-= 0f/02 --0, and -~0 ~-?1 9 In view of (9), the two systems of equations f= cgf/Ox ffi 0 and f = cgf/O2 = 0 have the same number of distinct solutions. Suppose now that r ~ Q satisfies the two requirements expressed in equation (7) (Brown and Traub 1971) . By differentiating (12) with respect to 2 and .~, we find at the singular point (2o,~0) that:
O~Oy
Since 02f/020~ # 0 at (2o,~o) by assumption, we must have T(2o,fi o) = 0, and hence p t(~ o) ffi 0 also. But this contradicts the fact that w(x, mo) has no multiple roots.
Henceforth, we shall deal entirely with the transformed curve f(2, 37) = 0 satisfying the conditions of Lemma 2, but for brevity we drop bars and write simply f(x, y) = O.
Isolation of singular points
Letfx andfy denote Of/Ox and Of/Oy, and consider the polynomial:
q(x,y,t) = tf x + fy (14)
inx,y and an indeterminate t. Let c~(x, t) = Resy(f, q ). We observe that a(x, t) ~ 0, for if not, fand q would have a common factor, h(x,y) say, of positive degree iny. But then for t 1 ~ t2, h (x, y) divides q (x, y, t 1) -q (x, y, t2) --(t 1 -t2) fx, which contradicts the fact that f and fx can have no common factor, since f is irreducible.
We now give a criterion for the affine curve C a to be singular:
Proposition 4. Let a(x, t) be as defined above, of degree d in t, and re-write it as:
we have:
Proof. Then, as in Case 1, we can find a unique Yo ~ C such that (xo,Yo) is a singular point of C a .
Therefore a(xo, t) =--O, which implies that xo is a root of A(x). Conversely, let x o E C be a root of A(x). In that case, a(xo, t) ---O, and for each t, we can find a correspondingyo t ~ C such that f (x o,yt o ) = t f~(x o,jo ) + fy(xo,Yto ) --O.
If Yo = ~ + i~ with ~ ~ 0, then (x o, ~ -i~) must also be a singular point of Ca, since the coefficients of f are assumed to be real. But by the second part of Lemma 2, since f and fx vanish at both (xo, ~ + iT) and (xo, ~ -iT), we have ~ = 0, i.e.,yo is real. This completes the proof. I/ Remark 5. The proof indicates that the singular points of the affine curve C a are in oneto-one correspondence with the roots of the univariate polynomial A (x). Moreover, the real (complex) singular points of C a are in one-to-one correspondence with the real (complex) roots of A(x).
We now proceed to isolate each of the singular points of C a . First, we divide A(x) by GCD ( A, A + ), so that we may assume henceforth that the roots of A(x) are all distinct. 
where N_ + and N+ denote the number of points in (a, b) at which R(x) jumps fi'om -~ to + ~ and from + ~ to -~, respectively, as x increases from a to b. By convention,
= -I;R.
According to the definition, if R(x) has the form:
i= 1 where Ai, ~i e R for i = 1 ..... N, and Rl(x) is a rational function without real poles, then: This completes the isolation of the affine singularities. To identify the singular points at infinity, we consider the homogeneous form F(x,y, z) of f(x, y) . We note that F (x,y, z) is regular in y, and define the polynomials:
Co(t) = F(L t, 0), 41(t) = Fx(1, t, 0), 42(t) = Fy(1, t, 0), Ca(t) = F.(1, t, O)
in a new variable t. Setting ~p(t) = GCD ( ~0, r r ~3 ), we have:
Remark 8. The singular points of C at infinity are in one-to-one correspondence with the distinct roots of the univariate polynomial ~(t).
Proof. Since F (x, y, z) is regular in y, we observe that (0, 1, 0) is not a singular point of Thus, to isolate the singular points at infinity, we need only form the univariate polynomial q~(t) and isolate its roots, as described previously.
Analysis of singular points
In addition to isolating the singular points of C, we wish to determine certain basic characteristics for each, namely, to compute its multiplicity m, and to count the number of distinct tangent lines to C at the singular point.
Multiplicity of a singular point
We consider again first the affine singularities, and then singular points at infinity. 
In attempting to evaluate the derivatives (22) 
If 3' is of total degree d in t 1 , ..., t N we can re-write it in the form: We can now compute the multiplicity of a singular point (xo,yo) of C a , since by the above Corollary we can determine, for each r --2, 3 .... whether Orf/Ox i Oy r-t --0 at (Xo,Yo) for
Having determined the multiplicity of each affine singular point, we will now turn our attention to the singular points at infinity. Let (xo, Y o, 0) be such a point, and set t o =yo/Xo.
Recall (Remark 8) that t o is a root of the polynomial ~(t) defined above. For r > 2, we define
Fo~ (x,y,z) - 
Tangent lines at a singular point
Let ( 
where the m-th derivatives off are taken at (Xo,yo). We wish to determine the number of distinct lines L which are tangent to C a at (xo,Yo), i.e., the number of distinct ratios h :/~ satisfying (29).
Consider first the possibility that a ratio of the form 0 : # (with # ~ 0) satisfies (29). where we takej = 0 ff the line x = x o is not tangent to C at (xo,Yo). We wish to determine the number of distinct (finite) solutions 9 of (30) at (x o,yo), Denote (30) and its derivative with respect to z by P(r) and P'(,), respectively, and regard them as polynomials in 9 with coefficients in Q [ x, y ]. Then we can compute (of. the Appendix) the subresultants Skk of P(,) and P t (z) with respect to 9 for 0 < k < m -j (note that skk e Q [ x, y ] ).
By Lemma 10 we can then decide whether these subresultants vanish at the singular point where m is the multiplicity of (xo,yo, 0) and the rn-th derivatives of the homogeneous curve form (1) are evaluated at (Xo,y o, 0). We first inquire as to whether the "line at infinity," defined by v -.-0, is tangent to C at (xo,Yo,O) . This will be the case when O"F/OxiOfOz k = 0 at (Xo,Yo, 0) for all i + j + k = m whenever k --0. The latter can be decided by Remark 8 n furthermore, we can also determine the multiplicity of the line at infinity as a tangent
Consider next an affine line L which is tangent to C at the singular point (xo,yo, 0) at infinity. The homogeneous coordinates of such a line must satisfy v r 0 and i~xo = Xy o . Since 
Illustrative examples
The SCRATCH-PAD II computer algebra system was used for the following examples. 
The real trace of the curve is illustrated in Figure 1 . It may be verified that the value m ----2 satisfies the requirements of Lemma 2. After performing the transformation, we compute the G.C.D. of the univariate polynomials (21) defined by the homogeneous curve equation and its derivatives, obtaining ~b(t) _ 1. Thus, (32) has no singular points at infinity.
-2 -4. Turning to affine singular points, we form the polynomial q(x, y, t) defined by (14) and compute a(x, t), the resultant off and q with respect toy. Considering a(x, t) as a polynomial in t with coefficients in Q Ix], we find it to be of degree 6 in t. Its coefficients are of degree 30 or less in x, and their G.C.D. is simply:
A(X) = X 4 --38X 2 + 289 ,
after dividing out by GCD ( A, A r ) to reduce multiple roots to simple ones. The roots of (33) are all real, residing in the isolating intervals:
[ -6,-5] , [-4,-3] , [3, 4] , [5, 6] 
Thus, we conclude that (32) has exactly four affine singular points, all real.
To compute the multiplicities of the four singular points, we consider the polynomials defined by the resultant with respect to y of f and tf x + g, where for g we take successive (34) for each of fxx, fxy, fyy. Hence, since the second derivatives do not vanish at any of the four singular points, we conclude that they are all of multiplicity 2, i.e., double points, and we need not examine derivatives of higher order.
At a double point there may be either one or two distinct tangents. To ascertain which case obtains at the four singular points of (32), we invoke the method of sub-resultants. For double points this amounts merely to deciding whether the discriminant A (x,y)= fx2y --f~fyy of the quadratic equation f= k 2 + 2 f~y ktz + f~ iz 2 -~ 0 vanishes at (x o,yo). Using again the method of Lemma 10, we first verify that f~ is non-zero at each singular point, indicating that they have no vertical tangents. Then we examine the discriminant A, finding it also to be non-vanishing at each of the four singular points, which thus have two distinct tangents.
Example 2 We consider another irreducible curve of degree six:
f(x,y) --3xSy + 8x4y 2 + lax3y 3 + 20x2y 4 + llxy 5 + 4y 6 _2x 4 + 21x3y +49x2y z + 37xy 3 + 35y 4 -13x 2 +22xy +65y 2 -6 = 0 .
(35) Figure 2 illustrates the real trace of this curve. In the present case, (35) already satisfies the conditions of Lemma 2, i.e., rn = 0 suffices for the transformation (6).
The curve (35) is also devoid of singular points at infinity, since for the G.C.D. of the polynomials (21) we find ~p(t) ~ 1. Concerning affine singular points, the polynomial A(x), reduced to simple roots only, now becomes:
A(x) = 2x 4 + 4x 2 + 1 ,
which has two pairs of complex conjugate roots, indicating that the curve (35) has four complex singular points. By the technique described in w we find the isolating rectangles:
in the complex plane for the x coordinates of these singular points. Since the second derivatives do not vanish we need not examine higher-order ones, and we conclude that the four singular points of (35) are all complex double points. As in Example 1, we verify by applying Lemma 10 to fyy and the discriminant A that each of these double points has two distinct (non-vertical) tangents.
Concluding remarks
In the case that the singular points of f(x, y) = 0 are all "ordinary" (i.e., the number of distinct tangents equals the multiplicity for each singular point), the above procedures allow us to determine the genus g of the curve, since this is simply:
k=l the sum being taken over the singular points P1 ..... PN of f(x,y) ffi 0, and m k being the multiplicity of the k-th singular point Pk (Walker 1978) . In particular, if g = 0 the curve f(x,y) --0 is said to be rational, since we can construct an (almost) one-to-one eorre-spondence between the points of this curve and those of a straight line by rational functions, i.e., a rationalparameterization of the curve (Walker 1978) .
However, ff some of the singular points have fewer distinct tangents than their respective multiplicities, their contribution to the sum in (38) is not simply 5 m (m -1), and in general we must invoke the method of quadratic transformations to "resolve" these singularities (Abhyankar 1976 , Abhyankar & Bajaj 1988 . In the present context, it is not obvious how this resolution can be achieved algorithmically using only rational arithmetic, and therefore we defer for the present the question of computing the genus of curves which exhibit such singularities.
Finally, we remark that the identification and analysis of the singular points of a given curve f(x,y) ffi 0 is essentially an intersection problem --namely the intersection of f (x, y) --0 with its derivative or "polar" curves fx(X, y) = 0, fy(x, y) = 0 .... etc. Since none of the techniques described in this paper were dependent in any essential manner on these additional curves being derivatives of the given curve, they may be used to isolate the mutual intersections of an arbitrary family of curves and, under suitable conditions, to determine their appropriate intersection multiplicities. and it is easily seen that:
Sk(f ,g ) = SkkX k + ... termsofdegreek-1 orless (A3)
We call S~ (f, g ) the k-th subresultant of f and g, whereas the quantity So0 is simply their classical resultant.
The following theorem M due to Trudi m is concerned with the computation of common divisors of two polynomials via resultants and subresultants:
Theorem 1 Let f(x) and g(x) be as above, and suppose that: 0 ---s00 --Sll .....
Sk_l,k_ 1 ~ Skk
Then f(x) and g(x) have a common divisor of degree k exactly, given by (A3). Conversely, if f(x) and g(x) have a common factor of degree k exactly, then it is given by (A3), and the relation (A4) is satisfied.
