We prove dispersive and Strichartz inequalities for the solution of the wave equation related to the full Laplacian on the Heisenberg group, by means of Besov spaces defined by a Littlewood-Paley decomposition related to the spectral resolution of the full Laplacian. This requires a careful analysis due also to the non-homogeneous nature of the full Laplacian. This result has to be compared to a previous one by Bahouri, Gérard and Xu concerning the solution of the wave equation related to the Kohn-Laplacian.
Introduction
The aim of this paper is to study Strichartz inequalities for the solution of the following Cauchy problem for the wave equation on the Heisenberg group H n of topological dimension 2n + 1 and homogeneous dimension N = 2n + 2:
where L is the full Laplacian on H n (to be defined in Section 2) and the Besov spacesḂ ρ,q r (L) are defined by a Littlewood-Paley decomposition related to the spectral resolution of the full Laplacian (see Section 3). In [BGX] , Bahouri, Gérard and Xu studied the analogous Cauchy problem with the Kohn-Laplacian ∆ instead of the full Laplacian L, using the Besov spaceṡ B ρ,q r (∆) which containḂ ρ,q r (L) for ρ > 0 (see Proposition 7). In [FV] , the first and last authors studied the corresponding Cauchy problem for the Schrödinger equation where they introduced the full Laplacian instead of the Kohn-Laplacian, but still they used the Besov spacesḂ ρ,q r (∆). Let us begin by recalling the structure of the solution of the Cauchy problem (1). It is well-known that the solution of (1) can be written as u = v + w where v is the solution of (1) with f = 0 and w is the solution of (1) with u 0 = u 1 = 0. More precisely,
and
We can now state the main results of this paper. As always when dealing with Strichartz inequalities, we prove first the following dispersive inequality on v. 
Proposition 1 Let ρ ∈ [N −
Let us remark the main difference between Proposition 1 and [BGX, Théorème 1.2] : in the hypotheses of the latter theorem, they obtain only the index ρ = N − 1 2 , which in that case is sharp because of the homogeneity property of the Kohn-Laplacian ∆.
For every interval I ⊂ R we will denote by L p I (X) the space L p (I, X). The Strichartz inequalities we have obtained are the following. 
where the constant C > 0 depends neither on u 0 , u 1 , f nor on the interval I.
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Other results on the sharpness of the dispersive inequalities and remarks about the behaviour of the operator e −it √ L when analysed by the Besov spacesḂ ρ,q r (∆) can be found in Section 6.
Notation and preliminaries
In this paper N denotes the set of nonnegative integers, Z + the set of positive integers and R + the set of positive real numbers. For p ∈ [1, ∞] we denote by p ′ the conjugate index of p, such that 1 p + 1 p ′ = 1. We will denote by C any positive constant, depending only on the group, which will not be necessarily the same at each occurrence.
In this section we recall some basic facts about harmonic analysis on the Heisenberg group. For the proofs and further information, see e.g. [BJRW] , [F] , [Ge] , [N] .
The Heisenberg group H n , n ∈ Z + , is the nilpotent Lie group whose underlying manifold is R n × R n × R, with the following multiplication law:
The Lie algebra of H n is generated by the left-invariant vector fields X 1 , . . . , X n , Y 1 , . . . , Y n , S, where
We indicate an element g = (x, y, s) ∈ H n as g = (z, s), where z = x + iy ∈ C n . The family of dilations {δ r : r > 0} given by δ r (z, s) = (rz, r 2 s) makes H n a stratified group of homogeneous dimension N = 2n + 2. The Kohn-Laplacian
satisfies the homogeneity property ∆(f • δ r ) = r 2 (∆f • δ r ), r > 0, while the full Laplacian
is not invariant with respect to the dilation structure of H n .
The bi-invariant Haar measure dg on H n coincides with the Lebesgue measure on R 2n+1 . The convolution of two functions f 1 and f 2 on G, defined by
satisfies the Young's inequality (where 1 +
The convolution of ϕ ∈ S(H n ) and u ∈ S ′ (H n ), where S(H n ) is the Schwartz space and S ′ (H n ) is the space of tempered distributions, is defined as usual (see e.g. [V] ). We say that a function f on H n is radial if the value of f (z, s) depends only on |z| and s. We denote by S r ad (H n ) and by L p r ad (H n ), 1 ≤ p ≤ ∞, the spaces of radial functions in S(H n ) and in
can be identified, as a measure space, with the space N × R equipped with the Godement-Plancherel measure µ defined by
where
m is the Laguerre polynomial of type α ∈ N and degree m ∈ N, defined by
We have
Moreover, by the GodementPlancherel theory, it extends uniquely to a unitary operator G :
, the following inversion formula holds:
The space G(S r ad (H n )) has been described in [BJR] . For our purposes, it is sufficient to remark that G(S r ad (H n )) ⊂ L 1 (Σ). Moreover, if f ∈ S r ad (H n ) the functions ∆f and Lf are in S r ad (H n ) and their spherical Fourier transforms are given by:
Both ∆ and L are positive self-adjoint operators densely defined on L 2 (H n ). So, by the spectral theorem, for any bounded Borel function h on [0, +∞) the operators h(∆) and h(L) are bounded on L 2 (H n ). Since the point 0 may be neglected in the spectral resolution (see [A] , [C] ), we consider that the function h is defined on
r ad (H n ) and their spherical Fourier transforms, by (5) and (6), are given by:
If f ∈ S r ad (H n ) then, by the previous remarks, the functions h(∆)f and h(L)f can be recovered from their spherical Fourier transforms by means of the inversion formula (4).
The operators h(∆) and h(L) commute with left translations. So by the Schwartz' kernel theorem, which is valid also on H n (see [KVW, Theorem 3 .2]), they admit kernels in S ′ (H n ), which we call H ∆ and H L respectively, satisfying h( [FMV, Corollary 7] ; see also [Hu] , [M] for H ∆ , [V] for H L ) and their spherical Fourier transforms, by (7) and (8), are given by:
3 Littlewood-Paley decompositions and Besov spaces
, 4] and
For any j ∈ Z we denote by ϕ j and ψ j the kernels of the operators R(2 −2j ∆) and R(2 −2j L), respectively. The remarks at the end of Section 2 guarantee that ϕ j , ψ j ∈ S r ad (H n ) and
If j, k ∈ Z with |j − k| ≥ 2, then ϕ j * ϕ k = ψ j * ψ k = 0. Moreover we have the following
Lemma 4
For any j ∈ Z the sets U j = {k ∈ Z : ϕ j * ψ k = 0} and V j = {k ∈ Z : ψ j * ϕ k = 0} are finite and min U j ≥ j − 2, max V j ≤ j + 2.
Proof: Fix j ∈ Z and k ∈ U j . By (9) and (10) there exist m ∈ N, λ ∈ R such that
Put ξ = 4(2m + n)|λ| and η = λ 2 . The pair (ξ, η) satisfies the following system of inequalities:
On the other hand, it is easy to check that the system (11) admits solutions only if
These conditions give the conclusion not only for U j , but also for V j : for the latter one it is sufficient to interchange the roles of j and k, noting that k ∈ V j if and only if j ∈ U k .
• A direct application of the inversion formula (4) gives
On the other hand, despite the lack of homogeneity, by [FMV, Proposition 6 ] there exists
In this section, in order to carry on some results which are valid for both operators ∆ and L, we use the notation L to denote either ∆ or L.
By standard arguments (see e.g. [FMV, Proposition 9]) we can deduce from (13) and (14) that
where both sides of (15) are allowed to be infinite.
By the spectral theorem, for any f ∈ L 2 (H n ) the following homogeneous Littlewood-Paley decomposition holds:
where both sides of (17) are allowed to be infinite.
The methods of [St] , together with any multiplier theorem for L (see [A] ; see also [He] , [MS] for L = ∆, [MRS1] , [MRS2] for L = L), yield the following Littlewood-Paley theorem:
Proposition 5 Let 1 < p < ∞ and u ∈ S ′ (H n ). The following facts are equivalent:
Remark: For L = ∆ Proposition 5 has been proved also in [BGX, Proposition 2.3 ] using the homogeneity property (12).
Let q, r ∈ [1, ∞] and ρ ∈ R; the homogeneous Besov spaceḂ ρ,q r (L) associated to the operator L is defined as follows:
We collect in the following proposition all the properties we need about the spacesḂ ρ,q r (L). 
(ii) the definition ofḂ ρ,q r (L) does not depend on the choice of the function R in the LittlewoodPaley decomposition;
We omit the proof of Proposition 6. In fact, all the statements of the proposition are wellknown for the spacesḂ ρ,q r (∆) (see [BG] , [BGX] , [FV] ) and the proofs for the spacesḂ ρ,q r (L) are analogous: the only properties really needed are estimates (14) and (15), Proposition 5 and the fact that the kernel of h(L) is in S(H n ) if h ∈ S(R) (see Section 2). Once we have these properties, we can prove Proposition 6 by the methods in [P] , which do not involve any homogeneity property. More generally, we could define homogeneous Besov spaces and prove, with the same methods, an analogous proposition in the more general context of a nilpotent Lie group G endowed with a sub-Laplacian L = − k j=1 X 2 j , where X 1 , . . . , X k are left-invariant vector fields on G which satisfy the Hörmander's condition, i.e. they generate, together with their successive Lie brackets [X i 1 , [. . . , X iα ] · · · ], the Lie algebra of G. For more details about properties of Besov spaces in this context, see [S1] , [S2] , [FMV] , where nevertheless inhomogeneous Besov spaces are considered. Here we want to prove some continuous inclusions between the two kinds of homogeneous Besov spaces which we have introduced.
Proposition 7
The following continuos inclusions hold:
Proof: We only prove (18), since the proof of (19) is analogous. Fix u ∈Ḃ ρ,q r (L), with 1 ≤ q ≤ ∞, 1 ≤ r < ∞ and 0 < ρ < N r . Since u = j∈Z u * ψ j in S ′ (H n ), by Lemma 4 we have u * ϕ k = j≥k−2 u * ψ j * ϕ k in S ′ (H n ) for any k ∈ Z, and so
by (13). Therefore, by Young's inequality
We still have to prove that u = k∈Z u * ϕ k in S ′ (H n ). By Lemma 4, for any f ∈ S(H n ) we have:
Note that ϕ k = j∈Z ϕ k * ψ j in S(H n ) for any k ∈ Z, by (16) and Lemma 4. Therefore, since u = j∈Z u * ψ j in S ′ (H n ), by Fubini's theorem we have
• However, with the exception of particular cases as ρ = 0, q = r = 2 (see Proposition 6 (x)), the spacesḂ ρ,q r (∆) andḂ ρ,q r (L) do not coincide: for example, by applying the GodementPlancherel's formula and arguing as in the proof of Lemma 4, it is not hard to check that for j → +∞ we have
As a further evidence, in the following we will see that the spacesḂ 
Dispersive estimates
We begin by proving Proposition 1. Let us introduce the tools of the method; first of all, we recall the stationary phase lemma (see e.g. [St] , pages 332-334) that will be the central argument:
, with k ∈ Z + and δ > 0. If k = 1, we also require that g ′ is monotonic in [a, b] . Then there exists a constant C k > 0, which depends only on k but not on a, b, g, h, δ, such that
Moreover, we will use the following properties of the Laguerre polynomials (see [BGX] , [EMOT] ):
Lemma 9
Fix α ∈ N. There exists C α > 0 such that for τ ≥ 0 and m ∈ N we have:
Finally, we will exploit the following estimates, which can be easily proved by comparing the sums with the corresponding integrals:
Lemma 10 Fix β ∈ R. There exists C β > 0 such that for 0 < a < b and n ∈ Z + we have:
We can now prove the following
Proposition 11
There exists a constant C > 0, which depends only on n, such that for any ρ ∈ [N − 3 2 , N − 1 2 ], j ∈ Z and t ∈ R * we have:
Proof: Fix t ∈ R * , j ∈ Z and (z, s) ∈ H n . By (4), (8) and (10), putting σ = s t and M = 2m + n inside the sum over m, we have
Performing the change of variable x = 2 −2j M λ we obtain
So supp h j,z,m ⊂ {x ∈ R :
In particular
Note that g j,σ,m (−x) = g j,−σ,m (x) and h j,z,m (−x) = h j,z,m (x). Therefore, by symmetry we can consider only the integrals
where we write g m , h m , a m , b m for g j,σ,m , h j,z,m , a j,m , b j,m respectively. We prove that
Note that by (25) we have
So (29) and (30) yield
Furthermore, by Lemma 9 and (26), one can verify that
So, by Lemma 8 with k = 2, we obtain
For j < 0, (27) follows directly from (33). For n ≥ 2 and j ≥ 0, (27) still follows from (33) by applying Lemma 10 separately to the sums M ≤2 j |I m | and M >2 j |I m |. But for n = 1 and j ≥ 0 this argument does not work, since we cannot apply (21) to the sum M ≤2 j |I m |.
So from now on we assume n = 1 and j ≥ 0. We divide N into five (possibly empty) disjoint subsets:
Then our assertion reads:
We prove (34) separately for each r, using each time Lemma 10: precisely, we will use (20) for r = 1, 3, 4, (21) for r = 2 and (22) for r = 5. The case r = 1 can be treated as for n ≥ 2. For r = 2 we estimate
|I m | by means of the inequality
which follows from (24), (26) and Lemma 9. For r = 3, 4 we estimate
|I m | by means of Lemma 8 applied with k = 1, using (32) and the estimates
which are consequences of (28) and (30). For r = 5 we note that A 5 = ∅ implies σ < −1 and
. Then we estimate M ∈J |I m | by means of Lemma 8 applied with k = 2.
• From Proposition 11 we can obtain, by the same proof as in [BGX, , [FV, Corollary 10] , the following
The proof of the dispersive inequality is now straightforward.
Proof of Proposition 1: By (35) we obtain
and by (17), (15) and (36) 
•
Strichartz inequalities
We can now prove Theorem 2 and Corollary 3.
Proof of Theorem 2:
By (2) we can write
where √ Lu 0 and u 1 both belong to L 2 (H n ). Analogously, by (3)
.
Theorem 2 follows therefore easily by the following one, where we have renamed ρ 1 the value ρ 1 − 1.
Theorem 13
. Then for every interval I which contains 0 the following estimates are satisfied:
where the constant C > 0 depends neither on u 0 , f nor on the interval I.
• We omit the proof of Theorem 13: in fact, once we have obtained Proposition 11, the procedure is classical and a good reference is given, for example, by the papers by Ginibre and Velo ( [GV] ) or by Ginibre ([Gi] ). A detailed presentation in this framework is also given by [FV] . Proof of Corollary 3: Let us remark first that for ρ 1 ≥ 0, Proposition 6 ((viii) and (ix)) impliesḂ 2N −7 . Taking into account also the condition r 1 ≥ 2, which corresponds to ρ 1 ≤ 1, we obtain by (37) the extremal spaces
On the other hand, taking ρ 1 = − N − 2N −5 . The other bound r 1 ≥ 2 still corresponds to ρ 1 ≤ 1 and we obtain therefore the extremal spaces
• 6 About the sharpness of the dispersive estimates
We end up this paper by discussing the sharpness of the dispersive estimate obtained in Proposition 1. Let us define the functions v j ∈ S r ad (H n ), j ∈ Z, by
Lemma 14
For any ρ ∈ R there exists C ρ > 0 such that
Proof: We just have to prove the uniform estimate
where C ρ depends only on ρ.
Let us estimate v j L 1 (Hn) :
where λ 1 = √ 4n 2 + 2 2j−2 − 2n and λ 2 = √ 4n 2 + 2 2j+2 − 2n. Then for s = 0
So we have two possible ways to estimate |v j (z, s)|: using (38)
or using (39)
For j ≥ 0, we have by (40)
and by (41)
Similarly, for j < 0, we have
• By the definition of the functions v j we have (42) where σ j is a constant depending only on j, g j = g j,σ j ,0 and h j = h j,0,0 are the functions defined in (23) and (24) respectively, and
Lemma 15 For any j ∈ Z let η j be a function in
Proof: It is not restrictive to suppose γ j (x j ) = 0 and η j (x j ) = 0. Let ξ j be the function defined by
It is not hard to check that
where Φ j ∈ C 2 and Φ j (y) = (η j (ξ
and, since y →
is a function in C 1 (R) whose derivative is in L 1 (R), as is possible to verify by direct calculation, we have
where C j and C ′ j are positive constants depending on j but not on t. Thus we obtain
• Going back to (42), for any j ∈ Z we can fix x j > 0 such that 4x j + 2 2j x 2 j n 2 = 1 and σ j < 0 such that g ′ j (x j ) = 0. By Lemma 15 and (31) we obtain the following lower estimates for t > T j :
In order to estimate the last integral in (42) we first remark thatg j
where H j ∈ C ∞ and H j (y) = h j (g j −1 (y))(g j −1 )(y), supp H j ⊂ [g j (b j ),g j (a j )]. Then, for any j ∈ Z there exist C j , T ′ j > 0 such that
By (42), (44) and (45) there exists T ′′ j > 0 such that for t > T ′′ j : So the decay in t in Proposition 1 cannot be improved.
Sharpness in ρ.
Let us suppose that for some ρ ∈ R the estimate cos t √ Lf L ∞ (Hn) ≤ C ρ |t| where σ j is a constant depending only on j, g j = g j,σ j ,0 andg j are the functions defined in (23) and (43) respectively, and k(x) = R(4x)
x n n n+1 . For any j ∈ Z we fix x j = 1 4 and σ j < 0 such that g ′ j ( 1 4 ) = 0. Arguing as before (see the proof of (46)) we obtain for t > T j cos t √ Lw j L ∞ (Hn) ≥ Ct )j , if j < 0.
These estimates imply that there is no ρ ∈ R for which cos t √ Lf L ∞ (Hn) ≤ C|t| for any f ∈ S(H n ).
As a conclusion we would like to remark that analysing the wave equation related to the Kohn-Laplacian ∆ with the spacesḂ ρ,q r (L) we obtain the dispersive inequality for the wave semigroup: for any ρ ∈ [N − 
By a direct computation as in Section 4 the estimate (47) cannot be improved. So the behaviour of the Schrödinger operator e −itL by analysing it with the spacesḂ ρ,q r (L) is the same as in [FV] with the spacesḂ ρ,q r (∆).
