Abstract-Existing unicast routing protocols are not suited well access point (called Internet gateway in the remainder of for wireless mesh networks as in such networks, most traffic flows this paper) and response traffic back to the mobile nodes. OLSR in large mobile scenarios and we conclude that HEAT is the nodes with the highest temperature until they eventually a suitable routing protocol for city-wide wireless mesh networks. reach any heat source (an Internet gateway). Our protocol to establish temperature fields in the network is purely based on
toI lik OLSR [1] DSR [2] DSDV [3] AODV [4] anycast routing protocol for this type of communication that is 'Prtcl ler o'lS [1] ,gDSR [2] , DSDV [3] ,oAODV [,re designed to scale to the network size and to be robust to node ZRP [5] were originally designed for. These protocols were mobility. HEAT relies on a temperature field to route data packets designed to provide end-to-end paths between two commutowards the Internet gateways, as follows. Every node is assigned nication hosts (unicast-type of communication). However, in a temperature value, and packets are routed along increasing our work, routing is from any mobile node in the network to temperature OLSR in large mobile scenarios and we conclude that HEAT is the nodes with the highest temperature until they eventually a suitable routing protocol for city-wide wireless mesh networks. reach any heat source (an Internet gateway). Our protocol to establish temperature fields in the network is purely based on
I. INTRODUCTION local information. It means that every node calculates its own
The penetration of IEEE 802.11 (WLAN) in homes and temperature by only evaluating the temperature of its direct offices around the world has been tremendous. Many home neighbors. This makes our protocol particularly scalable since users deploy WLAN access points in their homes and connect no flooding of messages is required. to the Internet over broadband cable modems or DSL lines.
We compare using simulations with Glomosim the perforBecause these WLAN networks are often idle, they could mance of HEAT with OLSR. OLSR is a popular proactive potentially be used to offer Internet access to mobile users protocol. Our simulations are based on a detailed mobility in densely populated areas or large cities. Our envisioned pattern extracted from geographical data of large Swiss cities. scenario is a city-wide wireless mesh network consisting of Our simulations show that HEAT scales better then OLSR to fixed access points with Internet connectivity and mobile the network size, the node density, the number of gateways, nodes that are typically pedestrians or people moving in a and the node mobility. For example in large or/and dense vehicle and carrying a mobile device. The mobile nodes in networks HEAT outperforms OLSR by more then a factor this mesh network serve as relays, forwarding traffic for other of two in terms of successful packet delivery. Furthermore, mobile nodes and thus maintaining network-wide Internet the packet delivery ratio of HEAT remains above 95% even connectivity. This approach has the advantage that only a small for large and dense networks with nodes moving at typical set of Internet gateways are necessary to provide a "city-wide" pedestrian speeds.
Internet coverage when the density of the mobile users is large
The rest of this paper is organized as follows. In the enough.
next Section, we highlight related work. In Section III, we The particular problem we address in this paper is how to explain the concept and implementation of HEAT. We present route data packets from the mesh network to the Internet. our evaluation methodology in Section IV that we use in The routing includes traffic from the mobile nodes to any Section V. Finally, we conclude the paper in Section VI. In vide scalable anycast routing in the Internet. In mesh networks brief, our algorithm assigns a temperature value to every node however, one anycast group representing the gateways to the in the mesh network. New nodes are assigned a value of Internet is typically sufficient and scalability to the number of zero; gateway nodes are assigned the maximum value. In groups is not a major concern, contrast to strict shortest-path routing, HEAT determines the We proposed a model for anycast routing based on potential temperature value of a node based on (i) its distances to fields in [24] . This paper goes a step further and introduces a available gateways but also based on (ii) the robustness of scalable protocol to establish potential fields using only local the paths towards these gateways. That is, a path providing information.
multiple alternative delivery opportunities along its way is Based on these messages, every mesh node calculates its own Once the field is constructed, routing packets from the mesh temperature value 0.051 are forwarded to the right, across an area of high nodes to the gateways is straightforward and implemented redundancy instead of to the closest gateway at the left. on a hop-by-hop basis: A packet is always forwarded to the neighbor with the highest temperature, resulting in steepestpreferred to a path over which packets cannot be naturally gradient routing. Routing of packets back from the gateways to re-routed to alternative nodes towards the destination. An the mesh nodes is achieved by recording the paths that packets illustrative example is depicted in Fig. 1 . The part of the have taken when following the steepest gradient and using the network leading to the gateway on the right hand side has more reverse path. links than the left part of the network leading to the gateway 1) Temperature Field Construction and Maintenance: As on the left. As a result, the temperature gradient towards the mentioned before, the sources of the temperature field are gateway on the right is steeper and packets are routed in this the gateways. Therefore, each gateway sets its temperature direction, even if the network distance to the left gateway is value to a maximum value. Then, every node (including shorter (measured in the number of hops).
the gateway nodes) broadcasts its temperature value to its Nodes calculate their temperature based solely on the tem-neighbors periodically at a given HEAT beacon time interval. perature values of their neighbors, which they learn through Based on these messages, all nodes build and maintain a data periodically broadcast messages. Data packets are then routed structure called neighbor changed, the temperature value is re-computed. In essence, we As mentioned, HEAT is inspired from temperature fields in have to differentiate among three cases: physics. A temperature field assigns a single scalar value to . New neighbor. If a beacon from an unknown neighbor is every particle in space. The values of the temperature field are received, a corresponding entry is added to the neighbor higher in the vicinity of heat sources and decrease with the table. In addition, the temperature value is re-computed. distance to the source.
. Maintain neighbor. If the reported temperature value In a solid, heat is transferred by conduction. On a miof a known neighbor changes, the node re-calculates its croscopic scale, conduction presents itself as hot, rapidly temperature value. moving or vibrating atoms and molecules. By interactions . Missing neighbor. If no beacon is received from a among neighboring atoms and molecules, heat is transferred.
neighbor for a certain period, its entry is removed and The physical parameter thermal conductivity, , indicates its the temperature value is re-computed. ability to conduct heat. The conduction of heat is governed The key idea of HEAT is to provide scalability (with regard by Fourier's Law. In essence, this law demands that the to protocol overhead) and robustness (with regard to link temperature of the field always decrease away from sources, and node failures). Due to the local message exchanges, resulting in a temperature gradient whose maxima are at the our method scales with the number of neighbors per node source.
(scalability and convergence of the implementation are evalIn order to map the properties of temperature fields to uated in Section V). Robustness is achieved by assigning the a given network topology, we consider nodes in the mesh temperature values such that routes through network areas network as particles and gateways as heat sources. In [24] , with high redundancy (in terms of node and link redundancy) Lenders et al. show that under the assumption that there are are preferred. The more neighbors with high temperatures, no local maxima in the field, following the path defined by the the higher is the temperature of a given node. The detailed steepest gradient always leads to a gateway; and that there are algorithm is described in Alg. 1. The algorithm calculates no loops in this path. However, not all policies for assigning the temperature tfinal of a node as follows: In a first step, scalars to nodes guarantee that there are no local maxima in the node sorts its neighbors based on their temperatures the potential field. In our approach, we avoid local maxima Oi, i C {O,,n} in ascending order (line 1) into an array by adhering to the following policy: For every node, only a. Then, it iterates over a accumulating the temperature of the neighbors with a higher temperature may contribute to the next neighbor to the sum of the temperatures of the previous own temperature. This policy guarantees monotonicity of the neighbors tj until the temperature of the next neighbor is less field.
than the accumulated temperature (line 4). In each step j, the tN Step I
Step 2 Step 3 Step 4 Step 5 (i) A path to a mesh node is only available after this node -Nade21 NBR n l NBR FlNBR FlNBR Fl ; NBR F has sent a packet to a gateway. Since 
4: while t <a[j] do
On the other hand, disappearing nodes (e.g., due to mobility) the gateways obtain higher temperatures than links with only
The first mechanism consists of an early HEAT beacon a small number of neighbors towards gateways. This effect that is used when nodes detect that a neighbor is no longer is more pronounced the smaller the parameter , is chosen. reachable and that this neighbor departure has a significant Figure 1 illustrates an example temperature field with i = 1/4. influence on the temperature of that node.
As , is set to a rather small value, one recognizes that the To avoid extensive overhead caused by such early HEAT high link redundancy in the right half of the network is taken beacons, each node is allowed to delay the forwarding of such into account. A step-by-step example of the field calculation early HEAT beacons for a short period (e.g., a few broadcast function is given in Fig. 2 The second mechanism is to avoid a possible effect we call are not useful because they degrade the scalability properties "swing down" of temperatures. This effect occurs for instance of the temperature field approach. Striving to preserve the in the following scenario. We look at three mesh nodes. Two scalability properties that we gain from using anycast routing, of them, nodea and nodec, are neighbors of the third node, we propose to record the paths of packets being forwarded nodeb. Assume that nodea is close to a gateway and the towards the gateways and use the reverse path to route packets temperature value of modeb is heavily influenced by modea and back. This approach can be viewed as some sort of source the value of modec is influenced by modeb. In this scenario, a routing and has the advantage that there is no need for failure of the link between modea and modeb should lead to a additional control messages. On the other hand, two issues substantial decrease of the temperature of modeb and an even pertaining to source routing arise: heftier change at modec. However, the following problem arises. Since only nodeb notices the link failure, it re-calculates its temperature value first and incorporates the high temperature of its neighbor nodec. In the next step, nodec decreases its temperature value also, and this game goes on an on until both nodes have their. correct temperature values. In order to avoid such expensive.Q back and forth adaptation, we use the following technique that is similar to poison reverse [36] . We add the identifiers of the contributing neighbors to the temperature value in each HEAT beacon. Using these identifiers, the HEAT algorithm at a particular node then ignores all temperature values from Fig. 3 . Vectorized street map of the city (5km by 7km) of Zurich. neighbors that derived their temperature from this node.
map of the city center of Zurich for which we present our results in this paper, is shown in Fig. 3 .
To evaluate the performance and scalability of our approach, The actual node movement is modeled according to the we performed simulations with Glomosim [37], a network steady-state random trip mobility model [41] on the vectorized simulator for wireless networks. We implemented the complete maps. That is, a node chooses a random destination in the city HEAT protocol in Glomosim. The relevant parameters of and moves to this position with a constant speed along the our protocol are described in Appendix I. These include the shortest way. We do not introduce any pausing of the nodes, HELLO beacon interval, the HELLO beacon timeout, the delay and a node therefore begins to move to a new destination as of early HELLO beacons, and the conductivity value i. As soon as it arrives at the target position. Our model is applied a reference for the performance of our implementation, we for pedestrians as well as cars since the movements of both use OLSR. The settings and assumptions we used for our are constrained by the streets in the city. to the gateways as well as packets from the gateways back obtain different node densities by varying the total number to the mesh nodes. of nodes while keeping the simulation area constant. The Routing overhead -The number of routing control mes-packet delivery ratio for a static scenario with randomly placed sages that every node sends on average per second.
node on an area of 5 km by 5 km, 100 active nodes, and a total number of nodes ranging from 200 to 2000 is shown A. Scalability with the Network Size in Fig. 4(b) . For node degrees smaller than around 2.5, the In a first experiment, we look at how the performance is network is not always in a connected state (some data sources affected when increasing the network size while keeping the are partitioned from the group of Internet gateways) and the average node degree constant. The node degree is kept constant delivery ratio is thus less than 1 for all protocols. An average by increasing the simulation area (the section of the maps) node degree of approximately 2.5 suffices to have a connected as we increase the number of nodes. The results for a static network and HEAT as well as OLSR manage to deliver almost scenario with randomly placed nodes, 100 active nodes (half all packets. However, as the node degree becomes larger than constant-bit rate and half web-like traffic as described in the 2.5, the performance of HEAT and OLSR remains mainly previous section), 5 Internet gateways, and an approximate unaffected. Note that the performance of HEAT and OLSR average node degree of 3 are shown in Fig 4. In Fig. 4(a) , we slightly degrades since a higher node degree increases the see the packet delivery ratio. As the network size increases, probability of HEAT beacon, respectively hello, messages to this ratio for HEAT remains constant at almost 100% and for interfere. OLSR decreases only marginally. HEAT has constant overhead per node independent of the network size (see Fig. 4(c) ). C. Scalability with the Network Dynamics The overhead for OLSR is also close to constant but still inIn a next experiment, we investigate how node mobility creases slightly because the link state routing protocol requires affects the routing performance. We consider two scenarios: (i) full knowledge about the whole topology. The hierarchical a scenario with mobile nodes moving at pedestrian speeds (i.e., flooding mechanism used by OLSR mitigates the scalability node speeds that are uniformly distributed between 0.5 m/s problem but is not able to eliminate it completely. and 3 mIs), and (ii) a scenario including nodes moving at car speeds in a city (i.e., node speeds that are uniformly between B. Scalability with the Node Density 10 mIs and 20 mIs).
In a second experiment, we vary the average node degree
The results for the pedestrian scenario with a simulation area to see how the protocols scale with the node density. We of 5 km by 5 kin, 5 gateways placed a strategic positions, and 100 active nodes are given in Fig. 5 . At this node speed, the Obviously, the packet delivery ratio increases as the number packet delivery ratio of HEAT is almost as good as in the of gateways increases. This is mainly because the average static scenario (as previously shown in Fig. 4 ) with a slightly distance between mesh nodes and gateways decreases as the higher routing overhead. This additional overhead originates number of gateways increases in the same area. Therefore, the from the protocol enhancements to improve the convergence average paths are smaller and the performance is less prone to time as proposed in Section III-D, since the core protocol link failures due to mobility. Furthermore, when the number of has an overhead which is independent of the node speed. gateways is too small (e.g., only one gateway), the capacity of Looking at the results of OLSR reveals that its packet delivery the radio interface at the gateway(s) becomes a limiting factor. ratio already decreases slightly for nodes moving at pedestrian In other words, the available capacity of the gateway(s) is not speed, particularly in larger networks with longer routes.
sufficient to support all the traffic generated by the mesh nodes. Figure 6 shows the performance at car speeds using the If we consider the number of gateways that are necessary same settings. At these node speeds, the performance of HEAT in the mesh network to provide an average packet delivery and OLSR is worse than at pedestrian speeds. However, the ratio that is greater than for example 0.99, we conclude that packet delivery ratio of HEAT remains above 70 percent with HEAT, 5 gateways are sufficient. With 5 gateways, OLSR whereas the ratio of OLSR drops below 40 percent for achieves a packet delivery ratio of about 0.9. With an increasnetworks of 2000 nodes. At car speed, OLSR is no longer ing number of gateways, this ratio rises only slightly because capable to maintain up-to-date routes while HEAT still does. the limiting factor of OLSR in mobile scenarios is that routes These results show that the routing performance of HEAT become invalid quickly. We conclude from this experiment scales better by the node speed in the wireless mesh network that in mobile scenarios, OLSR requires more gateways than than OLSR. HEAT to achieve a comparable delivery ratio. A large number of gateways can be saved with our protocol, which makes it particularly suitable for mesh network deployments where the Finally, we investigate the scalability with respect to the cost of the gateways is an important aspect. number of available gateways in the mesh network. In Fig. 7 , the packet delivery ratio and the routing overhead are pre-VI. CONCLUSION sented for the pedestrian scenario with 1000 nodes moving on
We have investigated the problem of routing between mobile an area of 5 km by 5 km with randomly placed gateways of a user nodes and Internet gateways in wireless mesh networks. total number ranging from 1 to 30 as well as 100 active nodes We have proposed a new anycast routing protocol that is based generating traffic.
on temperature fields. Our protocol makes use of local beacon Fig. 10 ). Shorter delays and 9 plot the convergence time and the routing overhead vs. would lead to a greater number of regular HEAT beacons (see the HEAT beacon interval. As expected, the convergence time Fig. 11 ). We set the conductivity value K for the temperature increases linearly with the HEAT beacon interval. Also, the field calculation function to 1/4. This value has shown to overhead decreases with an increasing HEAT beacon interval, provide the best tradeoff between the convergence time, the As a result, we set the HEAT beacon interval to 1 second communication overhead, and the robustness from the path and the HEAT beacon timeout equal to 3 x HEAT beacon and link redundancy. interval. This setting of the HEAT beacon interval allows up to two HEAT beacon messages to be lost before a link is
