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PREFACE
In recent years computational chemistry has became a valuable and useful tool that
can be employed to study molecular properties. The contemporary widespread diffusion
of computational chemistry as a support tool in many areas of molecular sciences is a
direct consequence of the latest growth of computational power along with the parallel
improvement of theoretical models. In fact, most of this progresses were achieved in
the last decade. In this Ph.D. thesis the recently developed computational models are
applied to the interpretation and the prediction of properties of selected dye molecules
that are of a direct technological interest. First of all we focus on the analysis and
interpretation of experimental resuls, when discussing optical properties of coumarin dyes
in solution and in biological environment and of Alizarin and Alizarin-Mg/Al-complexes.
Coumarins are known to be effective as polarity-dependent fluorescent probes for live
high-resolution cell imaging applications and can be considered as a potentially promising
photoactivatable linkers. In this thesis the study has been focused on a dual fluorescence
spectra of some coumarins observed in solution, which can be considered as an effect of
the photoreaction or the transition from two excited electronic states. The possibility of
photoreaction is of outmost importance for the nanodiagnosis suggesting that therapeutic
and diagnostic agents can be linked to the coumarin and released upon irradiation, with
the concomitant fluorescent signal marking therapeutic action. In order to extend study
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toward biological environments the interaction between the coumarins and some proteins
of biological relevance have been investigated showing that environment introduce sensible
modifications of some important properties of the coumarin core such as geometrical
parameters and the maximum absoption wavelegth in the UV-VIS spectra. Alizarin dye
is a constituent of the Madder Lake, a pigment commonly used by artist in the past
centuries; our computational study on Alizarin has pointed out how the changes in the
external conditions (that is pH, metal coordination etc...) are related to the modifications
in the madder lake electronic spectra, and in turn its colour. In reality, artworks are
affected over the years by the environmental changes which are responsible for the ageing
and the subsequent modulations of the paint colour in the old madder lake pigments.
Computational investigations have permitted to dissect the role of each of this factors in
tuning optical properties.
In a second part of this the same computational tools used for coumarin and Alizarin
investigations have been applied to predict the molecular properties of a series of dyes
molecules, possible candidate components of a smart material; computational screening
have been applied in order to select the best one target with the desired properties (i.e.
large Stokes Shift, emission in the visible range, etc...). The cost-effective combination of
several computational models has permitted us to finally set up a computational procedure
that opens the way to the construction of a mechanoresponsive material with the desired
properties; the application of the computational screening has been very beneficial since
the selection of the best final target based solely on the chemical intuition is rather
cumbersome. From a general point of view in the test cases selected for this Ph.D thesis
have been chosen in order to highlight the capabilities and advantages of contemporary
computational chemistry and recently developed theoretical models for the interpretation
and prediction of spectroscopic properties of medium-to-large molecular systems of direct









The determination and the understanding of structure and properties of already known
or a new chemical compounds, and also of the knowledge of the behaviour of large and
flexible molecules in solution, or embedded in different type of environments, is now one
of the central challenge in the chemical sciences. These studies are nowadays encouraged
by the number of important applications that may derive in many technological fields,
making the applied chemistry and the chemical engineering a very important tools for
both comprehension of molecular phenomena and also, most important, in the design of
new types of materials for new tailored applications (1; 2; 3; 4; 5; 6; 7; 8). For instance,
the study of the interaction of a drug with its receptor and the discovery of a new ones or
delivery pathways in medicinal chemistry (2; 4; 5), the design of new chemical products
(1; 6; 7; 8; 9) and also the understanding of the composition of chemical abundances as
a function of environment in interstellar medium(10; 11; 12) as well as the application
of chemistry to investigate in cultural heritage (13; 14; 15) are only a few examples. In
the last decades various kinds of instrumental techniques have been used for the analysis
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and the description of the structural and dynamical properties of molecular systems that
are embedded in complex environment such liquid and/or solid solvents and/or polymeric
matrices. In this respect all the spectroscopic techniques, such as electronic (UV-vis)
spectroscopies (16; 17; 18; 19; 20; 21; 22; 23; 24) , vibrational (IR,Raman, VCD) spectro-
scopies (24; 25; 26; 27; 28; 29; 30; 31), and Nuclear Magnetic Resonance (NMR) (32; 33)
or Electron Spin Resonance (ESR)(34; 35; 36), are now considered a valuable and very
powerful tools for the understanding of the properties of all kinds of molecular systems.
Generally speaking, the point of force of spectroscopy is that it provide very detailed in-
formations about the intimate molecular mechanisms that occurs on a microscopical level
and are responsible of the final observed properties of a molecular system. Spectroscopic
techniques are the most powerful tool widely applied to the studies which require non-
destructive analysis of complex sample (eg. medicine, heritage, technology etc) leading
to better understanding of matter morphology, properties and underlying processes. Fur-
thermore, spectroscopical analysis of the sample of already known composition provides
detailed information about its molecular function and structural parameters. This studies
opens the way to a wealth of exciting opportunities, since they may lead to the engineer-
ing of new types of compounds for emerging applications. The possibility of exploiting
the characteristics of supramolecular architectures in order to design and synthesize novel
class of materials with, for example specific properties, has recently attracted a lot of at-
tention in view of their numerous technological applications in material engineering (7; 8)
and in bio-technological field (2; 6), making spectroscopy one of the most important in-
vestigating tools. It is the reason why modern laboratories (non only chemical ones) are
often well equipped with different spectrophotometers, used not only for the analytical
chemistry purposes but also for more complex studies. However, the interpretation of the
rich information that can be inferred from an instrumental analysis makes the correspond-
ing collected data (usually known as spectra) seldom straightforward to interpret due to
the concomitant interplay of different factors as thermal or environmental effects, intrinsic
properties of studied systems (e.g. vibrational effects) followed by further complications
related to the presence of noise signals, instrumental errors etc., acting together at different
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length and time scales on the sample. If all this factors affects the samples under investi-
gation at the same time, the correct interpretation of spectrophotometric signals can be a
very difficult task. For example when analyzing a powder of a dye coming from an artwork,
the inherent complexity of the materials employed, the low quantity needed for micro-
invasive analysis, together with the often unknown qualitative composition of the samples
makes the pure experimental spectroscopical analysis a very difficult task, because the
specific role of each effect is not so easy to separate and evaluate properly. The in general
low-invasivity and low-distructivity of spectroscopy with respect to the other instrumen-
tal techniques is another important advantage not only in cultural heritage field but also
when analyzing powder coming from nanomaterials or medicine and in general when a
low quantity of materials is available and/or when we cannot reconstruct the sample after
an analysis, this fact has been crucial for example in microspectroscopy, such as micro-
raman spectroscopy (37) a low-invasive analysis that uses only a small quantity of sam-
ples. Additional complications arises when the observed spectroscopic signal emerges from
structural/conformational fluctuations of a large molecule (e.g. a protein) or when many
co-existing equilibrium structures are present, at the same time, under the same experi-
mental conditions (e.g. keto-enol or amino-imino tautomerism). This complications add
further difficulty to proper interpretation the corresponding registered spectra in terms
of structural features and the assignment of a specific structure to a specific absorption
peak at a given frequency and wavelength making an analysis even more cumbersome and
sometimes misleading. Part of these difficulties can be overcome with the aid of integrated
computational approaches that can allow an in-depth comprehension and rationalization
of the corresponding experimental data (38; 39; 40; 41; 42; 43; 44; 45; 46; 47; 48; 49).
Then, computational studies are also faster, cheaper and pollution free in comparison to
the experimental techniques, thus in silico screening of new molecular systems, performed
prior to their synthesis directly impacts the progress in drug design, material science,
nanotechnology etc... In the last years, state-of-the-art computational studies can provide
simulated spectra (50; 51; 21; 35; 29; 28; 52), with an accuracy sufficient for a meaningful
comparison with their experimental counterparts. This is the reason why computational
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chemistry is rapidly evolving from a highly specialized research field into a versatile and
fundamental tool for the interpretation of the experimetal observations in terms of basis
chemical physical processes. Therefore, the availability of theoretical tools can be used
for supporting and complementing experimental results, and renders the experimental
analysis much easier to interpret. Today, thanks also to the growth of computational
power together with the improvement of accuracy and the increasing number of reliable
and powerful theoretical chemistry models, such types of computational simulations can
be applied also for medium-to-large systems, that is, those of direct biological and/or
technological interest (53; 41; 42; 43; 44; 17; 54; 55; 45; 46; 47; 48; 56; 50), permitting
to complete and interpret many critical experimental data. But, as stated above, the
potentiality of computational approaches can be not only interpretative but also can be
predictive (57). For example the choice of the best candidate among a set of novel similar
target molecules may results rather difficult, since the accurate prediction of the spectral
features can become very cumbersome if solely based on the simple chemical intuition.
In this framework, the availability of reliable and predictive computational methods can
be very beneficial, since the results of an in silico screening, that is the calculation of
the properties of a large number of molecules at the same time, can effectively guide a
synthetical work toward the molecule with the desired final properties (58). This fact has
obvious benefits, in terms of costs and time in a synthetical chemistry laboratory, since the
number of compounds to effective synthesize, from the suggestions given from the compu-
tational outcomes taken from the screening, is limited to a smaller number of molecules.
In this respect, computational spectroscopy is becoming a needful and versatile tool for
the assignment and interpretation of experimental spectra but also for determining the
structure of a target molecule starting from its desired final properties. In the last years
the number of studies where such an integrated experimental-computational approach
is applied to spectroscopical investigations, both for prediction and for interpretation of
experimental data (55; 59; 60; 54; 61; 50; 62; 56; 63; 51; 64; 65; 66; 67; 68; 69), is grow-
ing very fast and it can be foreseen that will continue even faster in the next decades.
It can be also predicted that the availability of reliable and user-friendly computational
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tools combined with the continuous growth of processor performance and computational
power that makes possible to describe larger and more complex molecular systems at a
reasonable computational cost, will increase the use of such computational models in the
next years, extending their applicability to many other fields such as technology, sensing,
computing, medical areas, solid state physics and, in general, from organic chemistry to
inorganic one. However, it can be immediately recognized that to apply theoretical mod-
eling for a broad range of real life problems, further extension toward fully integrated,
general and automatized tools are inevitable. Of particular importance is the development
of user-friendly software packages which makes computational studies easy accessible also
to non-specialist. Additionally the usefullness of any theoretical/computational approach
is directly related to its ability to describe system and processes of size and complexity
comparable to that studied by experiments with an accuracy close to the chemical one.
In this respect the space- and time-scale of interest often span such a wide range that the
availability of true multiscale approaches become crucial.
In the studies performed during my Ph.D. course and here presented, recently developed
and implemented computational spectroscopy tools are exploited to investigate the opti-
cal properties of several organic dyes. The main focus of my works is the fully ab-initio
simulation of the electronic UV-VIS spectra line-shapes as resulting from the underlying
vibronic transitions (53; 60; 70). Such type of approach can allow a direct comparison
with its experimental counterpart, and then, to make a detailed analysis of experimentally
observed contributions.In a last part we exploit also the predictive role of computational
chemistry, in fact, the availability of reliable computational methods was found very bene-
ficial also in predicting the spectral behavior of a set of investigated class of chromophores,
allowing in the final part of this thesis to select the best candidate among a rather large
set of homologues, and to finally guide a real synthetic work (done in collaboration with
Dipartimento di Chimica of the University of Pisa) toward a precursor of a polymeric ma-
terial, with the desired final properties, that is a smart behavior. Before to present and
discuss the results, a brief introduction of the state-of-the-art in computational chemistry
is performed, whereas the computational outcomes are presented and discussed in the
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chapters 3, 4 and 5.
1.1 Models in computational chemistry
If we want to employ computational chemistry as a predicting and interpreting tool, first
of all, the models applied should be reliable and effective at the same time, in order to
give us results that can be directly used for the interpretation of the corresponding experi-
mental data. Since recently the main limitations to the evolution of such an approach was
dual and, related both to the limited power of the computational instruments available
in the last century with the contemporaneous limitations of theoretical models applicable
to large systems. This two main limitations made the theoretical chemistry a branch
reserved only for specialists and not diffuse as it is now, where, thanks to the growth
of computational power and to the development of reliable computational methods has
received much attention in the scientific community. Computational chemistry is now a
very important tool in both interpreting the experimental results and also in predicting
molecular properties of real systems departing from the molecular structure and/or the
final desired properties. In the following of this section we describe very brief the compu-
tational models available, where in the second chapter we describe this models in a more
detailed point of view, with special regards to the simulations of electronic spectra.
Among the models available (classical, semi-empirical, ab-initio etc) (71; 72; 73; 74; 75),
the quantum-mechanical (QM) calculations are the methods of choice for computational
spectroscopy as they can account for the matter-light interactions. Within QM, the choice
of method and basis set is related to the balance between the desired accuracy and the
cost of the simulation; generally the latter (i.e. the time to carry out the computation)
is linked to the size of the system that we want to study. In this way, due to its favor-
able cost-to-performance ratio, the QM Kohn-Sham density-functional theory (KS-DFT)
(76; 77) has become the most popular electronic structure theory for large scale ground
state systems (78). Its extension for treating excited states systems, that is the time
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dependent density functional theory (TD-DFT) (79; 80; 81), has also been developed to
the stage where it is now, very widely used. The essential ingredient of KS-DFT is the
exchange-correlation energy functional Exc, that remains unknown and needs to be ap-
proximated in some way.
There are many modalities to approximate this energy which lead to the developments of
several different density functionals. Generally, in DFT the hybrid functional B3LYP(82;
83) appears to be one of the most successful over the years if measured by the numbers
of its applications. However despite it provides accurate results in most cases, in particu-
lar, for ground state structure and properties it is unsuccessful in a number of important
applications such as the computation of polarizability of long chains, or excited state com-
putations using TD-DFT for Rydberg states (84; 85; 86) and also for the charge transfer
(CT) excitations (87; 88; 89). The reason for these failures is understood, at long-range
the exchange potential behaves as -0.2r−1, instead of the −r−1. Part of these problems can
be overcome by the use of the so called long-range-corrected (LC) functionals. These LC
functionals (e.g. CAM-B3LYP (90), ω-B97X...) combines the hybrid qualities of B3LYP
with the long-range correction of the potential yielding satisfactory results with a compu-
tational cost comparable with the standard hybrid functionals; however LC functionals
have tended to be inferior to the best hybrids for some properties such as thermochemistry
(91) or vibrational properties (92). Recently, re-optimization of a LC hybrid functional
(93) to include empirical atom-atom dispersion yield to a functional, ω-B97X-D (94), that
provides satisfactory accuracy also for termochemistry, kinetics, and non covalent interac-
tions, yet still remain unsatisfactory for the vibrational properties. Regarding simulation
of spectra the selection of the best method in terms of DFT functional and basis set is
not easy and strongly depends on the problem under study, with larger differences related
to the choice of functional than to the basis set. Generally TD-DFT studies with B3LYP,
sometime (e.g. for CT transition) underestimate the transition energies, while its long-
range corrected counterpart, CAM-B3LYP has been shown to provide improvements for
the the description of Rydberg and charge transfer states (95), and recently it has been
included (along with M06-2X and ω-B97XD) into the set of the eight best performing
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density functionals (96) recommended for excited electronic state studies. In a recent
work Jacquemin et al (97) reports a benchmark study of vibrationally-resolved-absoption
UV-VIS spectra of a series of antraquinonic dyes, showing that the B3LYP and PBE0
functionals provide accurate positions in term of wavelength for the absorption peaks but
are less efficient than CAM-B3LYP and ωB97XD (two range separated hybrids) in de-
termining the shapes of the absorption bands, that is the relative intensities. Generally
speaking the choice of the functional is still rather arbitrary, and there is not a systematic
procedure to select a priori the best one for a specific study, in particular with reference
to electronic spectra simulations over a large energy range. It might be recommended
to always start from some benchmark test, and comparison with experiment or reference
computations at the higher level of theory. Such strategy is followed within these Ph.D.
thesis: a fast benchmark is performed in the first step in order to specify and to discuss
the performance of the actually employed functional and basis set.
The works here presented have been devoted to studies of spectroscopic properties of dye
systems in a solution, in the following we present briefly the models employed to simu-
late UV-VIS spectra and the solvent enviroment. From a general point of view, various
approaches are now used to simulate electronic UV-Vis spectra. In the most simple ap-
proximation the resulting absorption and/or emission vertical electronic spectra described
as energies and transition intensities (collected for example form a TD-DFT calculation)
from one initial state (Si) to a final state (Sf ) can be simply convoluted with Gaussian or
Lorentzian functions in order to obtain a broad convoluted band that can be compared
with the corresponding experimental spectra line-shape. This approach can be useful, in
particular if large number of electronic transitions need to be considered, but it stay in
the frame of the so called pure electronic picture, that is, neglect the other factors (e.g.
dynamic effects) that are manifested in a UV-Vis band, such as for example the vibronic
structure, that may have a very important influence on the finally observed band-shape.
The neglecting of the dynamical effects can have significant influence of the final theo-
retical results that can be unsatisfactory or in many cases incomplete. To overcome this
limitation, methods to calculate the vibrationally-resolved electronic spectra have been
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developed and implemented (See Ref. (70) and references therein). From a general point
of view, starting from Franck-Condon principle they evaluate the intensities of the tran-
sition between two vibronic states by computing the so-called Franck-Condon overlaps
(98; 99; 100) considering that the nuclear positions are mostly unaltered by the electron
jump, which, considering this model, takes place during the electronic transition very
rapidly. More details about the electronic spectra line-shape computations employed in
this work will be presented in the second (2) chapter of this thesis and in the works by
Barone, Bloino et al. (101; 102)
Another important factor is the description of the environment surrounding the system
under study (e.g. liquid solvent or polymeric matrices) that can modify the structure
and the observed properties. In order to take into account these effects, several theoreti-
cal models have been developed and implemented in widely available quantum chemical
packages (e.g. gaussian). The cost-effective schemes are represented by the continuum
models, taking into account non-specific solute-solvent interactions, where the solute, that
is the molecular system under study, is placed in a cavity within the so called solvent re-
action field (SCRF). Among these methods the Polarizable Continuum Model (PCM),
initially devised by Tomasi et al (103), and its variations, where a solute cavity is created
via a set of overlapping spheres are the most used SCRF approaches. In particular, here,
in our calculation we have used the (Conductor-like) C-PCM model (104), a variant where
the solvent is described as a conductor-like continuum environment. But, the continuum
model sometime can not be sufficient to correct describe the whole surrounding of a sys-
tem, in these cases explicit solvent molecules can be added to the solvation sphere of a
system in those positions where the so called specific (e.g. hydrogen bonding, metal coor-
dination etc) interactions can occur. The contemporary use of the specific solvent models
and the PCM defines a mixed discreet-continuum scheme, which leads to more accurate
results respect to the use of only explicit solvent model in vacuo, because the specific
interaction are well described by the explicit molecules included in the system whereas
the non-specific interaction (i.e. the electrostatic ones) are well described contemporarily
by the continuum model.
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1.2 Challenges and perspectives in computational chem-
istry
Many theoretical models have been developed so-far and can be used today in computa-
tional chemistry experiments. We can state that the predictive and interpretative power of
computational chemistry has been clearly demonstrated nowadays for small and medium-
sized systems; today one of the main challenge of the theoretical chemistry is related to
the development and validation of the effective and yet reliable methods that are appli-
cable also for larger molecular systems embedded in complex molecular environment (i.e.
real systems); It is important also to stress that an effective use of most recent compu-
tational chemistry and computational spectroscopy techniques, also by non-experts, so
the experimentally oriented scientists requires that the methodologies and the software
packages employed in the laboratory must to be implemented within a easy-to-use inter-
face; this is in general the actual trend of computational and theoretical chemistry, where
a number of softwares permits nowadays to obtain information on structure, spectra or
properties of the system studied, within a black-box procedure. The ease of use opens the
computational chemistry towards new fields of application and at the same time extends
the use of QM softwares also to the non-specialist community.
In the following, we present few examples of how theoretical models can be applied for sim-
ulation, analysis and prediction of spectroscopic properties of molecular systems of direct
bio-technological interest. In this respect we can recall, as first example, two integrated
computational approaches, which are expected to significantly reduce the synthetic and
characterization time required for design of systems with pre-determined electronic and
optical properties (105), or improvement of industrial synthesis reaction rates (106), re-
spectively. In the first case pilot applications, allowed to account in the vibronic structure
of electronic spectra(101; 107) which is particularly important as the electronic spectra
band shape ultimately determines the colour perceived by the human eye. Apparently,
computational studies have been able to reproduce quantitatively the difference in emit-
ting colour between two Ir(III) cyclometallated complexes, highlighting the predictive
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capability of applied integrated theoretical approach. In the latter case qualitative agree-
ment between computed and observed overall rates of ammonia production on ruthenium
catalysts has been achieved integrating various theoretical approaches applied to a range
of relevant elementary reaction steps determined input for a complete macroscopic kinetic
model. In the latter the most relevant elementary reaction steps, have been integrated to
determine the industrial reactor yield. Above mentioned pilot applications witness suc-
cess of first principle studies in modelling of real-world process of vital interest: design of
novel optically active materials or improvements of industrial ammonia production, reac-
tion which account more than 1% of the entire global energy consumption. Futhermore,
spectroscopies, both optical and magnetic, are the non-invasive experimental techniques
able to probe molecular systems at their real life environmental conditions for any static
and dynamic properties of molecular systems. For such reason, spectroscopic techniques
are the most powerful tools widely applied to in vivo studies, medicine, heritage, tech-
nology etc... leading to better understanding of matter morphology, properties of the
underlying processes. Moreover, the level of detail of spectroscopic techniques can in prin-
ciple offer reinforces their role in drug design or construction of new superior materials
of relevant technological interest. For example in determining specific optical properties
(108; 109; 110; 111) of nanomaterials or molecular devices, for the use in optical commu-
nication technology, sensing, computing, medical areas etc... (110; 112; 113; 114) which
allows them to act as oscillators, amplifiers, frequency converters, modulators, switches
and so on. Today, thanks to the development of theoretical models, computational spec-
troscopy can provide spectra in a completely independent way and the integration between
computational and experimental spectroscopy can give us interesting results in both in-
terpreting and predicting the optical properties of systems. Additionally, spectroscopy
techniques can also play an active role, for example modern lasers are able to control
characteristics of light at a level that approaches molecular lenght and time scales. Thus
the carefully in silico designed optically responsive biomolecules can be used in various
fields of application, for example to transfer optical control to molecular structure or
function (115). In fact, it has been already shown how the optical signal can be trans-
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ferrred into a mechanical work (116). The ingration of experimental and computational
spectroscopic techniques can be very beneficial, impressive progress in material science
has been inspired in the last few decades by the impelling need for new intelligent materi-
als endowed with unique megnetic, electric, optical or mechanical properties that can be
tuned and controlled by external stimuli such as light, heat, magnetic and/or electric field
etc. for application in such diverse fields as aerospace, electronics, ceramics, packaging,
drug delivery and targeting (117; 118; 119). The category of soft smart materials, which
includes among others synthetic polymers, liposomes, nanoparticles, hydrogels photocat-
alysts, presents many instances of spectacular effects, e.g. DNA-programmed lipids (120),
metal oxide nanoparticles displaying temperature-induced reversible size/shape changes
(121); pH and temperature responsive hydrogels (122) can be designed through the employ
of accurate predictions caming from a previous computational analysis. All these materi-
als, characterized by remarkable specificity, good biocompatibility and biodegradability,
are extremely promising in a broad range of applications, including phase-change triggered
drug delivery, morphology controlled pharmacokinetics, soft biotemplating material de-
sign for nanoelectronics, etc. Another important application of computational chemistry
is the field of solar technology within the design of the Dye Sensitized Solar Cells (DSSC)
(123; 124), a new type of solar cell designed first from Graetzel and that have attracted
a lot of attention in the recent years due to its possible substitution of the silicon-based
classical solar cell, the last type of cells, in fact, present a lot of drawbacks one of this is
the higher cost. This new type of dye solar cells are based essentially on transition metal
derivatives or organic dye molecules adsorbed on a semiconductor bed, formed between a
photosensitized anode and an electrolyte. In this context the photochemical properties of
different sensitizers have been investigated both experimentally and computationally in
an integrated approach with the attempt to design new dyes with maximal visible light
absorption coupled to long-lived excited states. Computational chemistry can be very
helpfull to in-depth study the electron injection mechanisms and also to design new types
of dyes that can be used as sensitizers for the DSSC. Computational design procedure of
novel protein in bio-technological field, has recent emerged as a useful technique to study
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biomolecular recognition and generate molecules for use in biotechnology research and
biomedicine. For example in silico screening (125; 126; 127) has emerged as an important
tool also in identifying bioactive compounds though computational means, by employing
knowledge about the protein target or already known bioactive ligands. Virtual screen-
ing has appeared as an adaptive response to the massive throughput synthesis and as
stated above this necessity has forced the computational chemistry community to develop
tools that screen againist any given target and/or property million perhaps billions of
molecules in a more and more short period of time. For this reason the screening pro-
cedure is nowadays one of the most effective tools in drug discovery process increasing
the probability of finding novel hit and compounds in terms of cost-effectivness and com-
mitment in time and material. Despite the inherent limitations, the screening procedure
in medicinal chemistry is still the best option now available to explore a large chemical
space and molecule-to-ligand response space.
Up to very recently, computational chemistry is important also in the field of cultural
heritage restoration and conservation (13), here the non- or micro-invasive and non de-
structive analytical tools need to be employed. The role of computational chemistry can
help to overcome this limitation facilitating the study of experimental spectra and also to
dissect the role among concomitant effects (that is coordination, pH effects etc etc) that
brings, in a long time scale, to the ageing of an artwork. The inherent complexity of such
materials will require researchers to devise new methodologies and strategies integrating
methods of variable accuracy levels into a unique multiscale computational protocol, this
is the way followed nowadays by the researchers in this field.
In general, we can state that the number of examples where computational chemistry can
help the chemical community is growing very fast and today, computational chemistry is
applied to simulating the properties of the systems of direct technological and biological
interest and, more important, where the interpretation of the corresponding experimental
data is not easy due to the complexity of the materials; here the aid of computational
chemistry is to dissect the role of this much concomitant effects that brings to the final
observed properties. Another important application is seen when a new molecular system
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must to be designed and it is important to select, among a rather large set of molecules
the best candidate that brings to the final desired properties.
The work done in this Ph.D. thesis exploits essentially this dual interpretative and predic-
tive role of the computational chemistry. First, we study optical properties of coumarin
dyes in solution and in biological environment and the structure and the electronic prop-
erties of Alizarin dye in different conditions (i.e. pH conditions and different coordination
with Mg and Al) with an emphasis on the simulation of optical spectra line-shape directly
comparable with their experimental counterparts. Then, in a second step we guide a syn-
thetical work trough the in silico design of the best compound with the desired properties,
in this context our computational protocol was found to be very beneficial since it was
show capable of predicting with good accuracy the spectral behaviour of the investigated
class of chromophores, allowing us to select the best candidate among a rather large set
of homologues and to finally produce a polymer with the desired smart behaviour. This
report is organized as follows: in the following chaper (2) we describe from a more theo-
retical point of view the theory underlying computations employed in the following of the
report with a particular emphasis on the theory under the simulation of the vibrationally-
resolved electronic spectra, in the chapters 3,4 and 5 we describe the results obtained in
the main three applications related to to the biochemistry, cultural heritage and mate-
rial sciences, respectively: optical properties of coumarin dyes (3), electronic spectra of
alizarin and its Mg al Al-complexes (4), and the in silico design of mechanoresponsive
materials (5). Finally, in the chapter (6) we make our conclusion and we point out some
perspective departing from the results obtained in this thesis.
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In the introductive chapter we have discussed about the state-of-the-art in computational
chemistry pointing out also the power and the limits of the computational protocols when
applied to study molecular properties of medium-to-large systems. In this second chapter
we want, after a brief description of our computational protocol and the methodologies,
to describe shortly the theory under the models employed to compute the vibrationally-
resolved electronic spectra.
2.1 Computational protocol
Fist, we want to state that all the calculations made and here presented, are done using,
as computational softwares, the locally modified gaussian suite of programs. While the
gaussview graphical interface is used to construct and visualise molecular structures,
generate molecular orbitals and make electronic density difference plots. Then, also a
locally developed program by D. Licari, vsl (Virtual Spectroscopy Laboratory) (1) was
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used to analyze the resulting electronic spectra line shapes, further information about
this program can be found in the corresponding reference (2). All QM computations
have been performed using models rooted into the Density Functional Theory (DFT)
and its time-dependent extension (TD-DFT), considering their reliability in the descrip-
tion of ground and excited state properties for medium-to-large molecular systems, at
a reasonable computational cost. All high performance computations (HPC) have been
performed using a dedicated and versatile infrastructure, within the DREAMS HPC cen-
ter (http://dreamshpc.sns.it) fig. 2.1.
In order to proceed with all calculations, a stepwise computational protocol was defined
and followed for all the molecular systems here studied. In the first step a geometry of
a molecular system under study has been constructed with gaussview, taking also into
account the symmetry cosiderations, and then geometry structure in its ground (S0) state
has been optimized, using standard convergence criteria. It has been followed by the
computation of the harmonic frequencies, first off all in order to check the nature of the
stationary point on the Potential Energy Surface (PES), i.e. to assure that the stationary
point found is a (global or local) minimum and not a saddle point. Computations of har-
monic vibrational frequencies in the ground electronic state have been also an necessary
ingredient in all models applied to simulate vibrationally-resolved electronic spectra (vide
infra). The sample input (.com) files used in the first two steps are presented in table
2.1 where other parameters such as the DFT functional, basis set and other keywords e.g.
related to the solvent description are specified and commented in the relative caption.
Then as a third step, in order to calculate absorption UV-Vis spectra we have followed
essentially two ways, in the first approximation the pure electronic computations have
been performed and then followed by the vibronic computations, that is the vibrationally-
resolved-electronic-spectra-computations. In order to calculate the pure electronic absorp-
tion spectra, the resulting Vertical Energies (VE) and oscillator strengths (f ) calculated
using the time-dependent DFT method from the ground to the first (e.g. 10) excited
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P Opt B3LYP/gen 6d SCRF=(CPCM,solvent=acetonitrile)
Title
Molecule specification
@link to the basis set
P Freq=(HPModes,SaveNM) B3LYP/gen 6d SCRF=(CPCM,solvent=acetonitrile)
Title
Molecule specification
@link to the basis set
Table 2.1: Input files for gaussian to search a minimum in the PES (optimization and fre-
quency calculation), the keyword Opt stay for optimization with standard convergence criteria,
Freq for frequency calculation after the optimization step, then in the same input we specify
the methods and basis set, here, for example B3LYP is the functional of DFT employed and
the key gen stay for the external basis set, in our case the N07D or SNSD basis set was used
linked in an external file, then SCRF stay for Self Constistent Reaction Field, here we done the
calculation within the CPCM model with a specified solvent, for example acetonitrile.
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Figure 2.1: Instruments used to carry out computations.
states were directly convoluted with Gaussian or Lorentzian function with an appropriate
Half-Width at Half-Maximum (HWHM). The number of excited state to be taken into
account in the TD calculation has been chosen in order to cover the desired UV-Vis energy
region, depending on the case study from 3 states (the default value of gaussian) to a
maximum of 15 states have been considered. In the output of the TD calculations, the
results for each excited state are summarised, including the spin and the spatial symme-
try, the excitation energy (in eV), the corresponding wavelength (expressed in nm) and
the transition intensities (oscillator strengths f ) with also the largest coefficient for the CI
expansion, this final results together with the visual inspection of the molecular orbitals
(MO) and Electron density diffrerence (ELD) plots, was employed to classify the nature
of the transition under study (e.g. bright or dark, and n→π∗ or π→π∗). The sample
input (.com) file used for TD calculation is presented in table 2.2.
When calculation are done in a solvent with the use of CPCM model, an important
issue to be accounted for is a distinction between equilibrium and non-equilibrium regimes;
In fact the surrounding solvent can respond in two different ways to the changes in the
state of our solute molecule: it can polarizes its electron distribution with a rapid process
or the solvent molecules can also reorient themselves, but this second possibility is clearly
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P TD=(nstates=10) B3LYP/gen 6d SCRF=(CPCM,solvent=acetonitrile)
Title
Molecule specification
@link to the basis set
Table 2.2: Input for VE calculation with TD-DFT method, the keyword TD invoke the TD-
DFT and the nstates=x solve for x states, here for example to the first 10 singlet excited
electronic states. For the other keywords see table 2.1.
a much slower process. From a general point of view an equilibrium calculation describes a
situation where the solvent has the time to fully respond to the changes of electron density
distribution of solute whereas a non-equilibrium calculation is more appropriate for those
processes which are too rapid to allow solvent to fully respond to the solute modifications.
For VE calculation described above, the non-equilibrium is the most appropriate situation
and then, when calculating absorption spectra in a solvent we have adopted this model
for PCM (which is also the default procedure in gaussian).
The calculation of emission spectra with the pure electronic picture was done optimising
(here in an equilibrium regime, if CPCM was used) the molecular structure in the excied
electronic state of interest (e.g. the first, second, third ... one) and then, doing a single
point (SP) vertical energy calculation in order to re-asset the energy of the molecule in
order to adopt the non equilibrium regime, that also for emission is the more accurate
and closer to the real physical situation picture. The sample input (.com) file used for
excited state geometry optimization is presented in table 2.3.
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P Opt TD=(root=1) B3LYP/gen 6d SCRF=(CPCM,solvent=acetonitrile)
Title
Molecule specification
@link to the basis set
Table 2.3: Input for excited state optimization with TD-DFT method invoked by the keyword
TD; The TD=(root=n) whit n=1 stay for optimization of the structure in its first excited
electronic state. For the other keywords see table 2.1.
Regarding the vibronic computations, they are the key point of this thesis and repre-
sent improvement with respect to the standard spectra simulation within VE approach.
Thus, the theory underlying the calculation of vibrationally resolved electronic spectra
(in absorption and/or emission) will be described in more detail in the next section of
this chapter.
2.1.1 General approach to calculate vibronic spectra
As stated above, UV-Vis spectra can be simulated by computing VE energies and then
convoluting the resulting stick-spectra with Gaussian or Lorentzian function. However,
such a treatment neglects all the possible dynamic effects that can be sometime very
important to correctly simulate the spectra line-shape. To overcome this limitation we
have choosen to adopt a recently implemented procedure to calculate the so called vibronic
spectra, which is developed in the group of Prof. Barone and has been also recently
implemented in gaussian 09. From a theoretical point of view this approach relies on
the Franck-Condon principle to evaluate the intensities of the transition between two
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vibronic energy levels. Within the Franck-Condon priciple, it is considered that the
nuclear positions are mostly unaltered by the electron jump which takes place during the
transition. This thesis has a computational character, thus the theoretical description is
not intended to be exhaustive but rather to provide a basic overview of the underlying
methodological background. More detailed and complete description of the methodology
applied in this thesis can be found in the original references (3; 4), while more general
description of models used to compute vibrationally resolved electronic spectra within the
time-independent framework can be found in the recent review (5).
Line intensities in one-photon absorption and emission spectra depends on the square





















|〈Ψ′|µ|Ψ′′〉|2δ(E ′′ − E ′ + ~ω) (2.2)
where ρ′ is the is the Boltzmann population of each initial state and σ(ω) is the rate
of photo absorption or emission per molecule an per unit of radiant energy. In the same
equations Ψ′ and Ψ′′ represents the molecular wave functions, of the initial and final
state, respectively. Within the Born-Oppenheimer approximation framework, the total
molecular wave function Ψ can be splitted in two parts the electronic wave function (ψe)
and the nuclear one (ψn):
〈Ψ′|µ|Ψ′′〉| = 〈ψ′eψ′n|µe|ψ′′eψ′′n〉|+ 〈ψ′eψ′n|µn|ψ′′eψ′′n〉| (2.3)
and since the electronic wave functions are orthogonal to each other, the second term of
the rhs in the equation above vanishes. We further assume that the Eckart conditions (6)
are met, so that the nuclear wave function can be, with a good approximation, separated
into a rotational and vibrational contributions where the translational part, completely
separated to the other two, can be safely discarded. In the following the rotational energies
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will be considered sufficiently small and will not be taken into account. Finally, using both
approximation stated above, we can lead to the following simpler equation:
〈Ψ′|µ|Ψ′′〉 ≈ 〈ψ′v|µif |ψ′′v 〉 (2.4)
where µif = 〈ψ′e|µ|ψ′′e 〉 is the electronic transition dipole moment. In the method
implemented in gaussian and so used in this thesis the harmonic approximation is also
adopted. As a consequence of it, it is possible to write the wave functions ψv as a
product of monodimensional wave functions ψvi(Qi) where Qi is one of the N normal
coordinates, describing the i-th vibration of a molecule. But, since the analytic form of
the electronic transition dipole moment is unknown, these approximations are not yet
sufficient to compute the dipole moment. An additional approximation is done by using
the Franck-Condon principle(7; 8; 9). The underlying theory is that, during a transition,
the electron jump is so fast that the relative positions and velocities of the nuclei are
nearly unaltered by the molecular vibrations. Following these statement, the most intense
transition will be from the chosen initial state to a final state being at a minimum of the
lowest potential surface vertically upward. Since these approximation is very restrictive
by assuming that the dipole moment remains constant during the transition, a more
flexible approach can be adopted. Indeed since the shifts of the nuclear positions in the
molecule are often fairly small during the electronic transition, it is possible with a good
accuracy to expand matematically the form of the transition dipole moment in a Taylor
series about the equilibrium geometry of one state respect to another. A state must be
chosen as a reference, and in our case it is the final state:

























in this equation the term Q′′0 represents the equilibrium geometry of the final state.
The zeroth order term corresponds to a static electronic transition dipole. This is a direct
application of the Franck-Condon principle mentioned above. As a consequence of it, it is
referred as the Franck-Condon (FC) approximation. When dealing with intense and fully
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allowed transitions (i.e when the |µif (Q′′0)| term is high) this approximation generally give
very goods results. However, in the case of less intense and weakly allowed transitions
or dipole forbidden electronic transitions (i.e when the |µif (Q′′0)| term is near to 0) this
approximation is not describing correctly the overall spectrum, missing the most intense
vibronic transitions. Sometime it is necessary to include a variation of the dipole moment
during the transition and a first approximation is to account for a its linear variation with
respect the normal coordinates. This fact corresponds mathematically to the taking into
account of the second term of the above Taylor expansion and is referred as the Herzberg-
Teller approximation (10) whereas the FC approximations take into account only the first
one. There is a second type of approximation, named the FCHT where both terms are
considered together. So finally, the transition dipole moment can be written in terms of
the Franck Condon integrals (〈ψ′v|ψ′′v 〉) as:




















In addition, the vibrational wave function can be written in a different manner re-
placing the vi by a vector ~v containing the quantum numbers vi representing the same
vibrational state described by ψv:




A problem, to calculate the integrals 〈~v′|~v′′〉 between two states arises from the fact
that each vibrational state is expressed in a different set of normal coordinates. To
overcome this limitation we can use the linear transformation proposed by Duschinsky
(11) to express the normal coordinate of one state with respect to the normal coordinate
of the other state:
Q′ = JQ′′ +K (2.8)
where J is a matrix called the Duschinsky Matrix and represents, physically speaking,
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Calculation VG AS AH
INITIAL STATE
equilibrium geometry X X X
frequencies X X X
FINAL STATE
equilibrium geometry X X
forces at the equilibrium geometry of the initial state X
frequencies X
Table 2.4: Types of calculation needed for the simulation of the vibrationally resolved electronic
spectra with the vertical gradient (VG), adiabatic shift (AS) and adiabatic hessian (AH) models.
the mixing of the normal modes during the transition, and K is a Shift Vector due to the
changes in geometry between the initial and final states. This model is a good approxi-
mation when the molecule does not undergo a noticeable distortion during the electronic
transition. In particular, the Duschinsky matrix and the shift vector are given by the
following equations:
J = (L′)−1L′′ (2.9)
K = (L′)−1M1/2∆X (2.10)
where, the L′ and L′′ are the transformation matrices from the mass-weighted Carte-
sian coordinates to the normal coordinates, M is the diagonal matrix of the atomic masses
and ∆X is a vector representing the shift of the nuclear cartesian coordinates between
the initial and the final states.
Different models to compute vibronic spectra
In order to compute the vibrationally resolved electronic spectra different models are
now available, which differs by their conceptual approach to the transition, vertical or
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adiabatic, as well as the level of approximation of the respective PESs of the initial and
final states. Additionally, various approximation on the transition dipole moment Franck-
Condon (FC), Herzberg-Teller (HT) or Franck Condon-Herzberg Teller (FCHT) can be
applied. From the table 2.4 we can see that the simplest model is the VG, that is, Vertical
Gradient where for the final state only the forces at the equilibrium geometry of the initial
state are needed. This model is the less time-demanding and physically speaking is related
to the short-term dynamics on the spectra, so it is expected to reproduce well the low
resolution spectrum line-shape. On the contrary it does not account for the changes in
vibrational frequencies and for the normal modes’s mixing (J=1) between the excited and
ground electronic states. Because of its characteristics the VG model provides the most
up to date and feasible approach for the studies on the spectrum in a broad energy range
and/or for macromolecules, in other words when calculation of the final state geometry
and/or frequencies requires a lot of time and only a broad reproduction of the spectrum is
needed. On the contrary the AS (that is the Adiabatic Shift) model requires the geometry
on the final state but not the frequencies, so it might be considered as a solution for cases
where the main interest is in the spectral features close to the transition origin, but not
precise frequencies are required. It should taken into account that both VG and AS
models constrains the total zero-point vibrational energy (ZPVE) to be the same in the
initial and in the final state. At variance they evaluate differently the transition energy
between the minima of the initial and the final states, which is more accurately computed
within the adiabatic framework. However in both cases if ZPVE effects are introduced
and excited state frequencies are computed from second derivatives of the excited-state
PES, sensible differences can be found, introducing shifts of the final energy levels that are
often larger than 0.1 eV. Finally the AH (Adiabatic Hessian) approach is best suited when
an accurate reproduction of the excited-state frequencies, a fine structure of the spectra,
and a good estimate for absolute positions of vibronic bands are necessary. However
they are rather expensive in terms of computational costs since they involve the geometry
optimization and frequency computations in the excited electronic states. However, for
semi-rigid semi-harmonic systems both types of approaches provide similar results, while





Table 2.5: Input file for vibronic calculation: i.e. Adiabatic Shift absorption calculation. The
.chk for initial state is specified in the standard section of the input then, in the part related to
the vibronic computations the .chk for final state containing the optimized geometry is defined.
The details of the other keywords are described in the references (13; 14)
.
anharmonic effects lead to enhanced differences between them (see for instance Ref. (12)
and references therein). The procedure implemented in gaussian and used in the present
work, allow to make use of QM data stored in the internal checkpoint (*.chk) files from the
frequency computations for the ground state and, depending on the model employed the
excited electronic state force, optimization or frequency computations if an VG, AS or AH
model is applied to carry out vibronic spectra simulations respectively. This procedure,
greatly facilitate computations and allow to use precise data stored with the machine
precision. In practice, both checkpoint files, being source of QM data are defined in the
input, along with the keyword related to the model used or computations see tab. 2.5.
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COMPUTATIONAL STUDY ON THE
OPTICAL PROPERTIES OF COUMARINS
Coumarins, also known as benzopyrones, is a weel known class of naturally occurring
compounds that have been applied in a variety of biotechnological applications in many
important scientific areas: from solar cell technology (1; 2) to medicine (3; 4; 5). They are
present in plants in remarkable amounts although their presence has also been detected
in some microorganisms and animal sources (6; 7). The structural diversity found in this
family of compounds lead to the division into different categories, from simple coumarins
to other types of policyclic coumarins such as furocoumarins and pyranocoumarins. Sim-
ple coumarins and analogues are a large class of compounds that have attracted interest
for a long time due to their biological activities: their have also been shown, for example,
to be a good antitumorals (8) and good anti-HIV agents (9). Furthermore, they have
been reported to have multiple biological activities such as anticoagulant (10) and anti-
inflammatory effect (11), although all these properties have not been evaluated systemat-
ically. In addition their enzyme inhibition, antimicrobial and antioxidant properties, are
other relevant aspects of coumarin applications in different fields of research. Coumarins
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Figure 3.1: Stucture of the two coumarins studied in this section.
are attracting a lot of attention also in their use as a polarity-dependent fluorescent probes
for live high-resolution cell imaging applications (12). In the following of this chapter an
analysis of optical properties of some coumarin dyes is presented as a test-case a study of
the biological applications. An extended benchmark of the DFT functionals is performed,
and the choice of the most suitable one is discussed in more details. Then the same level
of theory is employed to carry out calculations and is also used in the following chapters.
3.1 Methods
All our calculations have ben performed using gaussian suite of programs, with the
default parameters except when noted. As a first step, the optical properties of two sim-
ple coumarins have been investigated through a large set of DFT functionals: B3LYP(13),
CAM-B3LYP(14), PBE0(15), LC-ωPBE(16), M062X(17; 18), BMK(19), ωB97X(20), ωB97XD(21),
whereas in all cases we have resorted to the double-ζ SNSD (22) basis set, recently de-
veloped in our group and aimed at spectroscopic studies of medium-to-large closed- and
open-shell molecular systems. This basis set has been constructed from the polarized
double-ζ N07D basis set (23; 24; 25; 22) by consistently including diffuse s functions on
all atoms, and one set of diffuse polarized functions (d on heavy atoms and p on hydro-
gens). The SNSD basis set allows cost-effective prediction of a broad range of spectroscopic
properties, including electron-spin resonance(ESR)(23; 24; 25; 26), vibrational (IR, Ra-
man, VCD)(26; 27; 28; 29; 30) and electronic (absorption, emission, ECD)(26; 31; 29; 30)
3.1. Methods 51
spectra.
As a first step we have performed benchmark computations of both vertical energies
(VE) and vibronic spectra in order to select the best functional to employ for the following
calculations. The present benchmark has been performed for the two coumarins depitched
in fig. 3.1 substituted in position 3 by one benzothiazene ring and in position 6 and 7 by
two metoxy groups for 1A and a pheno condensed group in positions 5 and 6 for 1B. The
geometries have been optimized by DFT and TD-DFT for ground and excited state re-
spectively while only the ground state vibrational frequencies have been calculated. They
confirmed that the structures are the minima on the ground state PES by the absence
of any imaginary frequencies. For the excited electronic states it has been assumed that
the stationary points found correspond to the minima, and the excited state frequency
computations have been omitted due to their large computational cost, unless directly
needed for the computations of vibronic spectra with adiabatic hessian model. In our
calculations we have included also the bulk solvent effects by using the C-PCM(32) model
that correctly interpret the major solvent effects as long as no specific solute solvent effects
are present. In order to compute spectra we have followed two ways, first we have calcu-
lated the vertical excitation energies (VE) from the ground to the first excited electronic
states and then the theoretical spectra are obtained by convoluting the subsequent VE
by using a Gaussian distribution function with the half-width at half-maximum HWHM
adapted from the corresponding experimental spectra. But, it is well known that such an
approach completely neglect the dynamical effects (i.e. vibronic coupling) that may occur
in real systems and for these reason we have focused in a second step on the calculation of
the vibrationally-resolved-electronic spectra that, from a physical point of view are better
suited for the comparison with structured experimental spectra, because they take into
account also the vibronic couplings. Regarding the vibronic spectra computation we have
adopted two models, that is, the vertical gradient (VG) and the adiabatic shift (AS), for
the VG spectra only the forces at the equilibrium geometry of the initial state are required
for each state whereas the AS requires the geometry optimized at the final state but the
frequencies are supposed to be equal of those of the initial state. Finally, the temperature
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effects have not been taken into account, but it is considered that simulated spectra can
be compared directly to the experimental ones registered at the room temperature.
In the last part the influence of biological environment on the optical properties of
coumarins have been evaluated. In the first place a most favourable docked structures
have been determined with the VsLab software (33), an interface with the user and the
AutoDock suite, developed in the Prof. Maria Ramos Group in Porto(33) that permits to
easily study the docking between the protein (here 2V61 and 2QC6) and the ligand (the
coumarin). Then the both steric and electrostatic effects of environment on the coumarin
absorption electronic spectra have been evaluated by the vertical energy computations, for
the latter within the ONIOM model(34), a computational procedure where the molecular
system studied is divided into two or more layer which are treated with different model
chemistries. In our case the, two-layer ONIOM procedure have been adopted, with the
coumarin (High layer) treated at the TD-DFT level and all atoms of protein environment
(Low level) described using a standard UFF force field (35) with the atomic charges
determined by the QEq method (36).
3.2 Results
First of all we have considered the whole UV-VIS spectrum for compounds 1A and 1B in
order to dissect the main contributions to the spectral bands and finally to select the most
relevant transition to focus on. In fig. 3.2 spectra calculated with the VE approach for
1A(left panel) and 1B (right panel) are compared with the corresponding experimental
ones. Experimental spectrum of 1A presents 3 main bands, one (band I) in the 350-
450 nm range, the second (band II) is present as a small shoulder at about 320-340 nm
and the third (band III) is present at 260-280 nm range, the experimental spectrum of
1B is simpler and shows one broad band between 300 and 450 nm and a second band
around 250-300nm. The spectra presented in fig. 3.2 are calculated with the B3LYP
functional and CPCM, within non-equilibrium description of the solvent (acetonitrile),
the subsequent stick-spectrum is convoluted with gaussian functions with an HWHM of
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Figure 3.2: Experimental and calculated spectra for 1a (left panel) and 1b (right panel). The
first intense band of the spectrum is characterized by the transition between the S0 and S1
electronic states. The computed spectra is calculated within vertical energy approximation by
TD-B3LYP and CPCM (acetonitrile) and is convoluted with gaussian functions with an HWHM
of 550 cm−1
550 cm−1. Both computed spectra matches fairy well the experimental one and we can see
that the first intense band of the spectrum for both 1A and 1B compound is related to the
lower energy transition between the ground state and the first one excited state. For these
reasons we focus, in the following, only in these S1←S0 transition. The molecular orbitals
involved in such a transition are the Highest Occupied Molecular Orbital (HOMO) and
the Lowest Unoccupied Molecular Orbital (LUMO). The graphical representation of this
frontier orbitals is presented in fig. 3.3 in the first row for 1A and in the second row
for 1B, clearly showing that this type of orbitals are of π nature, thus the corresponding
transition can be classified as π←π∗ with no charge-transfer character, as we can see from
the electron density difference plots presented in the lower panel of the same fig. 3.3.
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Figure 3.3: Frontier molecular orbitals (first two panels) and changes in the electronic density
ELD (lower panel) during the HOMO → LUMO transition for 1a and 1b compounds. For ELD
plots, the regions which have lost electron density as a result of transition are shown in bright
yellow, whereas the darker blue regions gained electronic density. The transition do not show a
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3.2.1 DFT functionals benchmark
The VE values of the S1 ←S0 electronic transition computed with the 8 functionals in
both vacuum and solvent (acetonitrile described by CPCM) are compared in table 3.1
with experimental λmax measured in acetonitrile solution (12). The latter are essentially
the same for both derivatives, being 405 nm for 1A and 406 nm for 1B respectively. In all
cases the value computed in solvent is higher than the one computed in vacuum leading
to a bathocromic shift of the spectra due to the higher polarity of the first excited state
respect to the ground state for both 1A and 1B compounds. The PBE0 functional yield
VE in the closest agreement with the experimental λmax, within of +1 and +11 nm for 1A
and 1B respectively, B3LYP leads to VE red-shifted with respect to experiment, while
all other functionals show larger discrepancies with the blue-shifts up to 50 nm. The VE
computed with global hybrid M062X and the two range separated hybrids CAM-B3LYP
and the ωB97XD are very similar showing blue-shift of 30 nm and 20 nm for 1A and 1B
respectively. The comparison discussed above has shown that the value of vertical energy
computed for the S1 ←S0 electronic transition is strongly dependent from the functional
employed. However, computed vertical energies do not correspond to the experimental
λmax, which are influenced by the spectra-line shape arising from the vibronic transitions,
thus the seemingly best accuracy shown by PBE0, do not necessarily need to be retained
if the vibronic profile is accounted for. In the following we will analyze the spectral band-
shape simulated with the different functionals as well as different approximations for the
vibronic spectra computations (at the VG and AS level). Regarding the VG approach,
absorption and emission vibrationally-resolved electronic spectra of compounds 1A and
1B calculated both in vacuum and in solvent are presented in fig. 3.5. The general
trends are the same as discussed above for the VE energies (that is the solvent values
are red shifted respect to the vacuum) and the absolute position of the spectra predicted
by different functionals is retained, with the B3LYP being the most red-shifted and the
ωB97XD the most blue-shifted. From the figure, we can see that by vibronic computations
not only VE value is obtained but also the spectra line shape is reproduced. It can be
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noted that the differences in the spectra line shape simulated with different functionals
are less marked then what is observed for vertical energy and generally all functionals
performs very well in reproducing the double shoulder of the band. Taking into account
the overall comparison between computed and experimental spectra in solution we can
note that B3LYP and PBE0 show a small red-shift for absorption and small blue-shift for
emission for 1A and large red-shift for absorption, with emission profile fairly well matched
for 1B. In variance, CAM-B3LYP and M06-2X show similar trends for both absorption
and emission, namely a blue-shift for 1A and good match for 1B. These results clearly
shows that taking into account not only the VE but the overall spectra line-shape, there is
no functional matching accurately both absorption and emission spectra, and the choice
of most suitable functional is not obvious.
In order to further investigate that issue we resort to the adiabatic shift (AS) method
based on directly computed equilibrium structures in the excited states, thus allowing to
avoid any ambiguities related to their approximations within the VG model, potentially
influencing shape and the position of emission spectra. The spectra computed with each
functional are compared with the corresponding experimental findings in figures 3.6 and
3.7, showing clearly also the relative positions of absorption and emission ones. For exam-
ple the popular B3LYP functional match well the 0-0 transition (crossing point between
the absorption and emission spectra) of 1A, but for 1B do not reproduce relative inten-
sities of emission spectra main features and for both 1A and 1B clearly underestimates
the Stokes-shift. Considering the overall performance the best functionals seems to be
the CAM-B3LYP and the M062X that reproduces well not only the spectral line shape
but also the Stokes shift even that for 1A both spectra are blue-shifted with respect to
the experiment.
Concluding this section we note that the type of DFT functional used to calculate
VE energies and vibronic spectra have a strong impact on the final obtained result. In
particular the major discrepancies are observed for the computed VE energies, so also the
absolute position of the simulated vibrationally resolved electronic spectra. Relatively
smaller differences are observed in the line-shapes, with CAM-B3LYP and M06-2X show-
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Figure 3.4: S0→S1 absorption (top) and S1→S0 emission (bottom) spectra of coumarin 1A in
vacuum (left) and in acetonitrile (right) computed with different functionals. The experimental
band(12) is represented by continue green line. For calculated spectra an HWHM of 550 cm−1
is employed for convolution.
ing the best intensity pattern, but essentially all functionals reproducing qualitatively well
the broad transitions considered in this work. These findings clearly show that the main
drawback of the present DFT/TD-DFT approaches is the accurate computation of verti-
cal electronic transitions, while excited states properties are qualitatively well described
in most cases. Moreover, it is evident that the comparison of the computed VE with
the experimental λmax is not sufficient to asses the accuracy and validate the choice of
the functional, and that vibronic computations are necessary for direct comparison with
experimental results. It can be noted that the absolute position of simulated spectra can
be corrected by hybrid approaches with the most expensive part of computations, related
3.2. Results 59
Figure 3.5: S0→S1 absorption (top) and S1→S0 emission (bottom) spectra of coumarin 1b in
vacuum (left) and in acetonitrile (right) computed with different functionals. The experimental
band(12) is represented by continue green line. For calculated spectra an HWHM of 550 cm−1
is employed for convolution.
to the excited state PES description, performed at TD-DFT level and VE adjusted on
the basis of more accurate computational models (37). However, in the following we
will resort mainly to the CAM-BLYP functional, due to its good accuracy and balance
description in simulation of absorption and emission spectra line-shapes.
3.2.2 Vibronic models
Different approaches for the calculation of vibronic spectra, namely, Adiabatic Hessian
(AH), Adiabatic Shift (AS) and Vertical Gradient (VG), have been considered for the
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coumarin 1C, an analogue of previously discussed 1A with the cyano group added at the
position 4, so phenothiazene, cyano and two metoxy substituents present in the coumarin
core ( fig. 3.10), which will be discussed in more detail in the next section. Figure 3.8
compares the spectra line-shapes of 1C the S1→S0 transition calculated in acetonitrile
solution for with AH, AS and VG methods, both in absorption and in emission, and
convoluted with an HWHM of 500 cm−1. The direct comparison between the VG and
AS inform us on the differences in the shift between the initial and the final electronic
state structures along the normal modes. In the former case it is estimated from the
excited state energy gradients computed at the Franck-Condon point and assuming the
harmonic excited state PES, while in the latter is is directly obtained from comparison
of initial and final state equilibrium structures. The similarity of the VG line-shape and
position respect to AS confirms good accuracy of the former showing also validity of
the harmonic approximation, in this case. Regarding adiabatic methods, the comparison
between AS and AH give us information about the influence of the changes in frequency
and in rotation of the normal modes between the two involved electronic states. Both
spectra present very similar line-shapes but are shifted by approximately 10 nm and this
difference is due to the different estimation of the 0-0 transition, which only in the latter
case takes into account frequency changes upon electronic excitation. Furthermore this
results suggests that the Duschinsky effect do not play a significant role, as also shown by
the direct inspection of the corresponding matrix J, and can be safely discarded. In fig 3.9
the absorption spectra calculated with AH, AS and VG models convoluted with different
HWHM: 40 cm−1 for the dotted lines and 123 cm−1 for continuous lines are compared
in a relative energy scale, so the energy values with respect to the 0-0 transition. More
pronounced differences between the spectra are observed only with the higher resolution
i.e. at 40 cm−1 HWHM and are mainly related to the shifts of most pronounced vibronic
transitions between VG/AS and AH due to the more accurate description of excited state
frequencies in the latter. For this reason the VG and AS methods represents a good
approximation for the simulation of the low-resolution spectra.
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3.2.3 From the spectra analysis to excited state photophysics:
the dual fluorescence of 1C coumarin
After discussion on the accuracy of DFT approaches and models used for the simulation of
electronic spectra line-shape, in this section we present a case study: the fluorescence of the
1A and 1C coumarins. Recent fluorescence emission studies of this compounds underlined
an interesting behaviour, that is, when excited on the high-energy absorption shoulder
below 400 nm the emission spectra of 1C show a minor band at 470 nm in addition to the
main band at 570 nm. This dual fluorescence has been associated with a nearly constant
band ratio for any excitation below 400 nm. Is demonstrated, however, that this effect
is not the result of excimer formation and must be related to the photophysics of the
excited state(12). In variance, no such effect has been observed for the coumarin 1A.
In this section we present how simulation of vibronic spectra can be used to analyze two
possibilities to explain this dual fluorescence. First assumption is related to additional
emission from the second excited state while the other to the presence of some co-products
during the photoexcitation process. Moreover, easy to dissect in theoretical model both
hypothesis are not exclusive and both can give rise to the overall experimental phenomena.
Regarding the first hypotesis, in fig. 3.11 and fig. 3.12 the final emission (VG) spec-
trum of the 1C and 1A compounds, respectively, calculated considering two emission
pathways from both the first (S1→S0) and the second excited state (S2→S0) are pre-
sented. It is evident that such simulation reproduces well both the relative positions and
the relative intensities of the two emission peaks for 1C, with the whole spectra blue-
shifted with respect to experiment as discussed in previous sections. This result is in
agreement with experimental findings, so in favour of the assignment of the shoulder at
470 nm to the emission from the second excited state. If the same assumption is applied
to the second case, coumarin 1A, again computations predicts the double-band spectra,
while only a single emission band has been observed experimentally. This finding suggest,
that within the first hypothesis, both coumarins behave unlike, with the particularities
going beyond the model here applied and most likely related to the dynamical processes
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occurring upon excitation. However, taking into account similarity of the structures such
different performance seems peculiar. Another way to explain the dual fluorescence is
related to the assumption that during the photoexcitation process some co-product are
created and then present in the measured sample. In such case the final spectra would
result from all possible contributions, so the reactants coumarin 1A or 1C and some
most probable photoproducts. In fig. 3.13 the possible photodissociation pathways, both
homolytic and heterolytic, are presented for the example of the 1C compound. In the left
part of the scheme the homolytic route: breaking of the metoxilic bonds in two following
steps is presented, while in the right part refers to a possible heterolytic pathway that
brings to the formation of anionic species. In both cases, the possible bond breaking has
been chosen based on the the change in the electronic density during the transition, being
the same for 1A and 1C compounds and involving the metoxilic bond. Following this
hypothesis the emission spectrum of 1A and 1C and of some of their co-products have
been computed, the comparison of all of this spectra is represented in fig. 3.14 for 1C. As
we can see from this figure the multiple peaks of emission can be ascribed to the presence
of some of photoproducts which show emission blue-shifted with respect to the 1C, lead-
ing again to the simulated spectra in a good agreement with the experimental findings
and the second less intense band well reproduced. Among the co-product considered the
1CP1 is the one that leads to the best agreement with the experimental spectrum. In
the case of 1A, the most probable photoproducts show emission in essentially the same
energy range as the parent component, so in this case just one broad emission band is
simulated, in agreement with the experimental findings. On the overall, we can conclude
that the simulation of vibronic spectra, directly comparable with experimental results
provides several interesting insights which may guide further studies on the photophysical
behaviour of coumarin dyes.
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Coumarin VE (f) Vacuum VE (f) in 2V61 VE (f) in 2QC6
1A 394nm (0.7222) 367nm (0.6487) 388nm (0.6208)
1B 418nm (0.6532) 394nm (0.5642) 405nm (0.6347)
1C 471nm (0.5431) 440nm (0.3539) 463nm (0.4295)
1D 391nm (0.7617) 361nm (0.5936) 385nm (0.7955)
Table 3.2: Absorption wavelengths and oscillator strengths for the coumarin 1A, 1B, 1C and
1D in vacuum and embedded in the biological environments of 2V61 and 2QC6 proteins.
3.2.4 Coumarin optical properties in a biological environment
Finally, we present a preliminary study of the interactions of coumarins with a real bio-
logical environment. Part of these work here presented was performed during my Short
Term Scientific Mission at the Group of Prof. M. Ramos at University of Porto. The aim
of these work is analyze how a real biological environment, for example a protein or an
enzyme, can influence the final observed optical properties of a molecular system embed-
ded into it. In particular, we have focused on the absorption maximum wavelengths and
transition intensities for the coumarins 1A, 1B, 1C discussed already along with the 1D,
all presented in the fig. 3.15, computed within the simplest VE approximation.
First of all, the absorption wavelengths as well as the oscillator stenghts (f) correlated
to the absorption intensity have been calculated in the vacuum for the respectively opti-
mized coumarin equilibrium structures, and are reported in table 3.2. In a second step,
the interaction with the biological environment was studied in both the 2V61 and the
2QC6 environments. The acronym 2V61 stands for human monoamine oxidase B (MAO
B) whereas 2QC6 stands for the subunit alpha of the Casein Kinase 2 (CK2) that is an
ubiquitous, essential, and highly pleiotropic protein kinase whose abnormally high con-
stitutive activity is suspected to underlie its pathogenic potential in neoplasia and other
diseases. The study of the influence of this two type of biological environments on molecu-
lar stuctures of chromophores allowed to obtain some insights about the structure-activity
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interactions. First, it has been observed that docking of coumarin into the biological en-
vironment leads to the change in the geometry of the dye, that is the interaction with the
protein changes some bond lengths and dihedrals angles, so, the resulting structure in the
active site has been weakly distorted respect to those found in vacuum. This is a direct
result of the electrostatic and steric interactions and the distortion permits to minimize
the potential energy of the whole system. In particular the changes in geometry occurs
mainly in the dihedral that connect the benzothiazene with the coumarin core leading to
a structure that, at variance with the vacuum situation, is not planar. In fig. 3.15 the
biological environment and the distortion of the geometries for the coumarins embedded
in the 2QC6 protein are represented. In a further step, the VE absorption energies was
calculated for the (distorted) structures extracted from the biological environment, so con-
sidering only the steric effects of protein on the chromophore geometry, and consequent
changes in the spectral properties, (table 3.2). As we can see the values for the docked
structure are different from those for the vacuum situation and in particular for 2V61
and 2QC6 environment the values for the absorption VE are smaller than in the vacuum,
that is, the change in the geometrical parameters causes the blue-shift of the absorption
energy. In particular the extent of the change in the VE is different for the two biological
environment, namely, it is larger in the 2V61 environment than in the 2QC6, whit an
average shifts of -28 nm and -8 nm respectively. This fact is probably due to the different
size of the active site where the coumarin molecule is linked and the corresponding steric
hindrance of the residuals of the protein, this fact directly constraints the coumarin cores
to be more or less distorted. Consequently a direct correspondence between the size of
the active site and the change in the absorption wavelenghts can be easily found.
In a second step we have focused in more detail on the interaction of the coumarin with
the 2QC6 environment. In particular we have described the interaction of the molecules
with the protein within the ONIOM scheme in order to study the electrostatic effect on the
changes of the absorption spectra. The results collected from the ONIOM calculations are
reported in table 3.3 and compared with those found for the vacuum equilibrium structures
and the docked structure for both S1 and S2 states. It can be observed that although steric
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Coumarin λmax equilibrium (f) λmax docked (f) λmax ONIOM (f)
1A S1 394nm (0.7222) S1 388nm (0.6208) S1 391nm (0.6171)
S2 358nm (0.0393) S2 339nm (0.0128) S2 387nm (0.0470)
1B S1 418nm (0.6532) S1 405nm (0.6347) S1 418nm (0.6153)
S2 387nm (0.0538) S2 366nm (0.0076) S2 413nm (0.0037)
1C S1 471nm (0.5431) S1 463nm (0.4295) S1 498nm (0.0161)
S2 439nm (0.0569) S2 420nm (0.0039) S2 472nm (0.4504)
1D S1 391nm (0.7617) S1 385nm (0.7955) S1 400nm (0.6710)
S2 370nm (0.0788) S2 354nm (0.0100) S2 393nm (0.0335)
Table 3.3: Absorption wavelengths and oscillator strengts for the coumarin 1A, 1B, 1C, and
1D in the 2QC6 biological environment calculated at equilibrium, in docked structure and with
the ONIOM scheme.
changes lead mainly to some blue-shift of VE, the electrostatic environment instead leads
to some red-shifts. In general we can state that there is no clear trend as for the magnitude
of the electrostatic effect which may be lower, equal or larger than the geometrical one.
As a results the overall change in the absorption VE from the equilibrium structure to
the fully considered protein environment can not be easily rationalized, in fact, for 1A
and 1C the shift is minor and negative (-3nm) and positive (+1nm), respectively while
1B show the same VE (of 418nm) for vacuum equilibrium and distorted in the protein
environment, and the largest shift, of + 9 nm, is obtained for 1D. It can be also noted
that for 1C the overall effects of biological environment leads to the exchange of excited
state order, strongly stabilising the dark state described in all other cases as S2, it is
interesting to note that 1C is also the coumarin showing peculiar double-fluorescence
behaviour. In general, the presence of a biological environment and the corresponding
specific interactions influences the properties of the molecules embedded in the active site
and both geometrical and electrostatic effects needs to be taken into account together in
order to obtain a reliable description of the real situation.
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3.3 Conclusions
In this chapter, we have discussed several aspects related to the analysis and simulation
of electronic spectra line-shapes, which will be applied in following to the more detailed
studies. First of all we analyze problems related to the selection of the most appropriate
DFT functional, in order to carry out reliable computations of the optical properties
of medium-to-large systems performing a benchmark study of the several widely used
and recently developed DFT functionals. Here we have underlined that not only the
reproduction of the maximum of the bands but also the reproduction of the spectra band-
shape is very important along with the balance description of absorption and emission
spectra. The most reliable functionals performing in this way seems to be the CAM-
B3LYP and the M062X. However, as the conclusions may not be transferable limited
benchmark computations preceding study of any new type of molecular systems can be
advised. Then we have addressed issue of the choice of theoretical model to be applied
for spectra simulations, and have shown how the simulations of theoretical spectra can be
applied to analysis or prediction of experimental results. First we have studied the dual
fluorescence of 1C compound and explained it on the basis of two different approaches all
in agreement with the experimental findings, then we have studied the docking of some
coumarins with a real biological environment (2QC6 and 2V61 proteins) showing how
the biological environment affect changes of the finally observed optical properties (in our
case the absorption wavelengths) respect to the isolated species.
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Figure 3.6: Adiabatic shift vibronic spectra for the compound 1A calculated with different
functionals.
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Figure 3.7: Adiabatic shift vibronic spectra for the compound 1B calculated with different
functionals.
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Figure 3.8: Vibrationally resolved electronic spectra for 1C molecule calculated with AH, AS
and VG methods for absorption and for emission. Convolution 500cm−1.
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Figure 3.9: Vibrationally resolved electronic spectra for 1C molecule calculated with AH, AS
and VG methods for absorption. Convolution 40cm−1 (dotted lines) and 123cm−1 (continuous
lines).
Figure 3.10: Molecular structure of compound 1C
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Figure 3.11: Emission spectrum of compound 1C. The experimental band (continuous line)
present two caratteristic peaks at 470nm (less intense) and 570nm (most intense). Our VG
computations (dotted line) reproduces very well the experimental findings.
Figure 3.12: Emission spectrum of compound 1A. The experimental band (continuous line)
present only one caratteristic peak. Our VG computations (dotted line) reproduces presents
two emission peaks as in the case of dual fluorescence of 1C compound.
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Figure 3.13: Possible pathways of dissociation of the 1C molecule. In the left panel is repre-
sented the homolytic dissociation that brings to radicals whereas in the right part is presented
the heterolytic dissociation that brings to anionic species.
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Figure 3.14: Emission spectra (VG) of 1C and some of the radical and anionic species of fig.
3.13. Convolution 720 cm−1.
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Computational modeling recently received significant attention also in the cultural her-
itage field, in connection with restoration and conservation of art or historical objects(1; 2).
From an experimental point of view, a broad range of methodologies are now employed to
investigate artistic materials(1; 3), such as spectrophotometric and fluorimetric techniques
in the ultraviolet-visible (UV-Vis) energy range (4), infrared (IR)(5; 6) and Raman(7)
spectroscopies, as well as nuclear magnetic resonance (NMR) (8), with additional impor-
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tant contributions provided by other analytical tools like mass spectrometry (MS) (9),
chromatography and X-Ray diffraction (XRD) (10). Spectroscopic techniques are par-
ticularly suited for the characterisation of works of art or other unique objects such as
archeological samples, since they provide very detailed information on the system under
investigation by means of non-invasive studies. However, the analysis of the rich infor-
mation coming from experimental studies is particularly difficult in the field of cultural
heritage, due to the inherent complexity of the materials together with the often un-
known composition ofthe sample. A significant aid in rationalizing experimental data is
offered by computational approaches (11; 12; 13; 2), which provide also deeper insights
into the nature and composition of the artistic materials and detailed descriptions of
the physical and chemical changes that bring to degradation processes responsible for
their modifications. It can be foreseen that the availability of reliable and user-friendly
computational tools(14; 15) combined with the possibility to describe larger and more
complex molecular systems (16; 17; 18; 19; 20; 21) at a reasonable cost will increase the
use of computational models in the cultural heritage field. The possibility to simulate
and predict the overall spectroscopic properties, has been recently demonstrated for a set
of novel chromophores(22) or NIR-emitting fluorescence probes(23), for the latter taking
into account both the pH-dependence and the possible coexistence of different tautomers
in solution. In the present work we will focus on environmental factors responsible for
the ageing and colour modification of ancient pigments exploiting recently developed and
implemented computational spectroscopy approaches(24; 15) to analyse the optical prop-
erties of alizarin-based pigments. It will be shown how the simulation of the electronic
band line-shape allows the direct comparison with experimental outcomes and a detailed
analysis of experimentally observed vibrational contributions(25), taking also into account
that the band shape is directly responsible for the colour perceived by the human eye(26).
Alizarin is one of the most known and stable organic dyes and is found as the main
component, with purpurin and quinizarin, of the madder lake pigment, known to painters
as Rose Madder and Alizarin Crimson. Extracted from Rubia Tinctorum roots(27) since
3.000 BC, it has been widely used in Europe during the XVI century in both artistic
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painting and textiles. Although alizarin has been nowadays largely replaced by other
commercial colorants, its synthetic lake pigment can be still found in contemporary works
of art. Due to the availability of an abundant set of experimental data, alizarin-based
systems stand as suitable cases to define and validate computational approaches, which
can be further applied to the analysis of other ancient pigments, and in general for the
application of computational spectroscopy in the field of cultural heritage. Moreover,
alizarin as a chromophore received some attention also for technological(28; 29; 30) appli-
cations while its capability to form stable complexes with different metal atoms (31; 32),
also shown by its most common derivatives has led to their use in medicine (33; 34) and
chemical analysis(35; 36).
Figure 4.1: Molecular structure and atom labelling of Alizarin
The structure of alizarin is sketched in Figure 4.1, along with the atom labelling. The
chromophoric functional groups (the two carbonyls at positions 9 and 10 and the two
hydroxyls bound to carbons 1 and 2) are responsible for alizarin’s optical properties in
the visible region and, except for the carbonyl in position 10, they can also act as binding
groups between the dye and the support base through an intermediate metal atom called
mordant. Neutral free alizarin can exist in several tautomeric forms in solution while pH
increase leads by subsequent deprotonation to mono-anionic and di-anionic forms (see
Figure 4.2). Moreover, for alizarin complexes with metal cations, there are also differ-
ent possibilities of metal-ligand complexation, namely, 1,2-dihydroxyl alizarin (1,2Aliz)
or 1-hydroxy-9-keto alizarin (1,9Aliz) (see Figure 4.2). It has been postulated(37; 38)
that alizarin complexes in solution are essentially mixtures of these two forms. Absorp-
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tion and emission processes of free and complexed alizarin in the UV-Vis energy range
have been studied both experimentally(39; 40; 41; 4; 42) and computationally(43; 44; 45),
including also environmental effects on the final optical properties. In fact, the strong
dependence on environmental conditions (e.g. solvation) was well-known to artists who
considered alizarin-based pigments as fugitive colours. This “real life” observation of
colour modifications caused by ageing and exposition to pollutants have been confirmed
by UV-Vis experimental analysis to be largely related to pH changes(46; 25). However,
the pH and the solvent are not the only possible factors responsible for modifying the
chromatic properties of alizarin. Indeed, complexes formed with metals (Al(III), Cr(III),
Ni(II), Cu(II), Zn(II), Cd(II), Fe(III)) (47; 48; 49) are reported to red-shift (from 0.34 to
1.55 eV, depending on the metal atom (47)) the visible band with respect to the isolated
chromophore, leading eventually to further changes in the madder colour (50). Both en-
vironmental effects are concomitantly present and influence madder lake colour changes,
while computational studies allow to dissect the specific role of pH and non-specific envi-
ronmental effects from the ones related to the metal complexation. In this work we have
chosen to consider coordination with magnesium Mg(II) and aluminium Al(III), in order
to dissect factors leading to their different effect on alizarin spectra properties, taking also
into account that both these metals may act as binding sites in complex molecular sys-
tems. Better knowledge about the composition of such ancient pigments (e.g. Maya blue)
can also lead to new materials like the stable nano-composites formed by alizarin with
palygorskite (component of the Maya blue pigment) which represent innovative solid pH
sensors inspired by Mayas “nanotechnologies” (51). In this respect computational model-
ing of alizarin-metal complexes is a first, necessary, step toward modeling the hybrid nano-
pigments(52). As the complexes with Al(III), the most predominant ingredient of madder
lake, have been the focus of several experimental and theoretical investigations(53; 54; 55),
a more detailed study will be performed on alizarin-Mg complexes, for which only some
structural and thermodynamic properties(49; 47; 56) are well established, despite the
improved environment-friendship of this pigment. Moreover, alizarin complexes with dif-
ferent metal atoms show similar structures, with an almost unaffected anthraquinonic
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backbone and the metal atom placed very close the molecular plane(47). This suggests
that some conclusions on the spectra line-shape and vibronic contributions can be quite
general, and transferable to other alizarin-metal systems.
Figure 4.2: Indicative alizarin deprotonation and complexation paths in weakly alkali media.
This chapter is organised as follows: details on computational approaches including a
discussion on methodological aspects of spectra simulations are gathered in section 4.2.
Environmental, namely: metal complexation and pH effects, modifying electronic spectra
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line-shape, and in consequence pigment colour are discussed in section 4.3. Final con-
clusions including the applicability of the computational approaches to studies of optical
properties for complex molecular systems of relevance in the cultural heritage field are
given in section 4.4.
4.2 Computational details
4.2.1 DFT and TD-DFT computations
All the electronic structure calculations have been performed using methods rooted into
the density functional theory (DFT) (57; 58) and its time-dependent extension (TD-DFT)
(59) for the ground and excited states, respectively. For all systems, full geometry opti-
misations in the electronic ground state have been performed and followed by harmonic
frequency computations. Then, vertical excitation energies (VE) and energy gradients
have been computed for the relevant excited electronic states, at the ground-state geome-
tries.
The long-range corrected CAM-B3LYP Coulomb attenuated functional (60) has been
applied to all computations in view of its balanced description of both ground- and excited-
state properties, including also vibrational frequencies(60; 61; 62). This functional has
been also shown to perform well over a large spectral range with similar molecular sys-
tems, providing, for instance, accurate vertical excitation energies for 9,10-anthraquinone
dyes (63) and reliable vibrationally-resolved absorption spectra line-shapes for a series
of anthraquinoidic dyes(64). All computations have been performed employing the aug-
N07D basis set(65; 66), built from the reliable and effective N07D polarised double-zeta
basis set(67; 68) (modified with respect to original formulation to include consistently
diffuse s functions on all heavy atoms) by adding a set of diffuse d functions for heavy
atoms.
In order to further check the reliability of adopted computational approach, the rela-
tive energies of the two tautomeric forms related to the proton transfer (PT) within the
4.2. Computational details 85
O(11)-H(15)-O(12) frame [PT9: O(11)-H(15)· · ·O(12) and PT1: O(11)· · ·H(15)-O(12)],
and corresponding excitation wavelengths computed at DFT/TD-DFT level with CAM-
B3LYP/aug-N07D have been compared to other theoretical approaches. Table 4.1 shows
clearly that the relative stabilities of the two proton-transfer minima in the ground elec-
tronic state are confirmed by all theoretical models, with CAM-B3LYP, ω-B97XD(69; 70)
and M06-2X(71; 72) giving PT1 structures slightly more stable than B3LYP(73) and
PBE0(74). We note that CAM-B3LYP functional slightly underestimates the proton-
transfer barriers, with the Mean Signed Deviations (MSD) lower than 1.5 kJ/mol, but
larger deviations, both positive and negative are found for other functionals on their
respective optimized geometries(75). Moreover, for all structures, the CAM-B3LYP/aug-
N07D excitation energies agree well with the results from M06-2X and ω-B97XD, while
standard B3LYP and PBE0 functionals predict the S1 ←S0 transition energy to be lower
by about 0.4 eV. We note that on the basis of vertical excitation energies only it is dif-
ficult to define the best performing functional. The seemingly better agreement between
PBE0 and B3LYP vertical excitation energies and experimental λmax in solution may
be attributed to the lack of vibronic and solvent dynamic effects as shown by the elec-
tronic spectra line-shapes discussed in Ref.(76). Taking into account vibronic effects a
good agreement with experiment for mono-anionic alizarin and its metal complexes has
been obtained by computations with CAM-B3LYP vide infra. Moreover, CAM-B3LYP
has been already shown to provide improvements over B3LYP for the the description of
Rydberg and charge transfer states(77), and recently it has been included (along with
M06-2X and ω-B97XD) into the set of the eight best performing density functionals(78)
recommended for excited electronic state studies. On these grounds this functional has
been applied in all spectra simulations. However, we note that in this work we will focus
on the analysis of electronic spectra line-shapes, which facilitate a qualitative interpre-
tation of environmental effects on dye optical properties. In fact the absolute excitation
energy may be often affected by the choice of functional while the band-shape is usu-
ally qualitatively well reproduced by several functionals, at least as far as broad-band in
solution are considered(79). In our opinion simulation of electronic-spectra line-shapes
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facilitates analysis of experimental results and helps to overcome difficulties related to the
accurate estimates of excitation energies. Finally, we note that the aug-N07D basis set
provides results fully consistent with its larger 6-311+G(d,p) counterpart also for ground-
and excited-state energies for systems with Mg(II) and Al(III) ions.
Experimental studies of free and complexed alizarin have been performed in several
polar(80; 45; 25; 81; 82; 53) and non-polar(46) solvents, with all spectra recorded in
polar solvents (methanol(81) and mixtures: water-methanol(80; 53), water-DMSO(45; 25)
or water-dioxan(82)) showing essentially the same spectral features. In the following,
the non-specific solvent effects are taken into account by means of C-PCM (Conductor-
Polarizable Continuum Model) (83; 84; 85) using the default parameters for the cavity
definition. Moreover solvent effects on the vertical excitation energies are computed with
the linear response LR-PCM/TD-DFT approach within the non-equilibrium regime(86;
87; 88; 89; 59; 90). Additionally, specific solute-solvent interactions, namely the metal
coordination by explicit water molecules for alizarin-Mg/Al complexes, and solvent effect
on the proton transfer in the 1,2NT alizarin, have been taken into account considering up
to four explicit H2O molecules.
4.2.2 Simulation of electronic spectra line-shape
Computations of vibrationally-resolved electronic spectra have been performed through
an integrated procedure (described in detail in references (15; 24)) based on the overlap
integrals, also known as Franck-Condon (FC) integrals, between the vibrational wave-
functions of the electronic states involved in the transition. It allows to define several
computational models and levels of approximations related to the description of normal
modes and electronic transition dipole moments. As a general rule, normal modes in
the two electronic states are different and the resulting mode-mixing can be taken into
account though a linear transformation proposed by Duschinsky (91): Q = JQ′ + K;
whereQ and Q′ represent the mass-weighted normal coordinates of the initial and final
electronic states, respectively; the Duschinsky matrix J describes the projection of the
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Figure 4.3: The most relevant tautomeric structures of neutral (NT), mono-anionic (MA) and
di-anionic (DA) alizarin.
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4.2. Computational details 89
normal coordinate basis vectors of the initial state on those of the final state and vec-
tor K represents the displacements between the initial and the final state structures. In
the present work we have chosen to resort to the vertical gradient model coupled to the
Franck-Condon approximation (VG|FC). This is also known in literature as the linear
coupling model (LCM) (92) and relies on the observation that the most intense transi-
tions are vertical. The VG model represents a good compromise between computational
cost and accuracy, allowing also an analysis of the main vibronic contributions, whenever
Duschinsky effects(91) do not play an important role. The vertical approach is well-suited
for the simulation of the broad features of the low-resolution spectrum in solution, and
its VG approximation is particularly advocated whenever several electronic states and/or
molecular systems need to be considered(92; 15; 93). In order to check the validity of
the above mentioned assumptions for alizarin, the adiabatic models, namely Adiabatic
Hessian (AH) and its approximated variant Adiabatic Shift (AH, see Ref. (93) for a
more detailed discussion on the vertical and adiabatic approaches) have been applied to
a case study, the lowest electronic transition of the di-deprotonated alizarin (labeled as
DA in Figure 4.3), which shows three distinct features in the 450–650 nm range(45; 25)
tentatively assigned to the vibronic structure(25). Spectra simulated with the Adiabatic
Shift (AS) and Adiabatic Hessian (AH) models, i.e. with the same normal modes and
vibrational frequencies in both electronic states or with frequency differences and normal
mode mixing taken into account, respectively, are presented in Figure 4.5. Both spectra,
show very similar line-shapes, but slightly shifted positions in an absolute energy range.
These results suggest that Duschinsky effects do not play a significant role and in this
case they can be safely neglected (it is also evident from an analysis of overlap matrix
J between the normal modes of the ground and excited electronic states, which is near-
diagonal). On the contrary, a shift of the electronic transition origin (〈 0 | 0 〉) should be
ascribed to the frequency differences between initial and final states, which in turn affect
zero point vibrational energies (ZPVE). It should be noted that the spectrum obtained by
the most accurate (and computationally expensive) AH|FC model shows the best match
with experiment, so agreement between simulated and experimental spectra discussed in
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the following sections could be improved by taking into account ZPVE changes. However,
results for di-anionic alizarin suggest that since ZPVE corrections are nearly constant (of
the order of 0.1 eV), they can be safely neglected in a qualitative analysis of the different
effects influencing the overall spectra. Next, comparing the vertical and adiabatic models,
we note that the difference between VG|FC and AS|FC is only related to different ways
of estimating the shift vector (K) between the equilibium structures in both electronic
states: the elements of the “vertical” K should be considered “effective” displacements,
at variance with the correct displacement used in adiabatic methods. When the harmonic
approximation is exact, the vertical and adiabatic approaches are equivalent. In all practi-
cal cases, they differ and both have strong and weak points. Generally speaking, adiabatic
models are better suited for the analysis of the bands closer to the 〈0 | 0〉 origin and more
generally reproduce better the fine structure of the spectra, while vertical models describe
well the region of the spectrum maximum and give a better account of the most intense
bands(93; 94; 95; 96). In the present case, the good agreement between VG and AS
spectra confirms the reliability of the harmonic approximation. Finally, we note that the
difference between the AH|FC and VG|FC models is mostly related to frequency changes.
The latter lead to the shift of the 〈 0 | 0 〉 transition (in the same way the AS model) and
to slightly different relative positions of the vibronic absorption maxima. However, both
spectra show very similar overall line-shapes, while correction for zero-point vibrational
energy (ZPVE) differences, more accurately taken into account in the AH approach leads
to a red-shift smaller than 0.1 eV. In order to emphasize the good agreement between the
experimental and simulated VG|FC spectra, in particular considering the relative position
of the vibronic maxima, the simulated spectra have been red-shifted by 0.22 eV (52 nm,
32 nm would be required in the case of AH|FC). The same red-shift has been applied
to the spectra obtained by simple convolution of the vertical excitation energy (with the
same HWHM of 500 cm−1 as applied to the VG|FC spectra). Such a comparison, pre-
sented in Figure 4.4, clearly shows that inclusion of vibrational contributions is necessary
to reproduce correctly the experimental outcomes and can not be obtained by increasing
the HWHM used to convolute vertical energy. It is worth noting that agreement on the
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relative positions between experimental and simulated spectra can be improved also by
mean of hybrid QM/QM’ models. Such approaches allow to take into account the vibra-
tional structure of electronic bands (computed at the TD-DFT level), and to correct the
absolute values of vertical excitation energies by applying more accurate computational
approaches(97) (e.g larger basis sets, or coupled cluster models(98)). On these grounds,
application of VG|FC model to simulate the broad spectral features of free alizarin and
its Mg(II) and Al(III) complexes is fully validated. We only note that AH approaches
should be always considered for a detailed analysis of well resolved experimental spectra
and for a preliminary validation of any approximated model, whenever a new system is
to be studied.
Furthermore, in order to simulate the electronic spectra in the full UV-vis energy range,
the ground-state equilibrium structure and harmonic frequencies have been computed,
along with the energy gradient for each relevant excited electronic state, considering that
dark states, which do not contribute to the spectra line-shape can be safely discarded.
VE computations have been used to identify dipole-allowed electronic transitions with a
medium-to-large oscillator strength (f) value, in order to select the excited states on which
to focus our attention. The final FC|VG spectra for each system/conformer have been
obtained by summing the single-state transitions of all excited electronic states considered.
The stick spectra have been convoluted by means of Gaussian functions with half-width at
half-maximum (HWHM) equal to 500 cm−1, this value being chosen according to the broad
features of the reference experimental absorption spectra(80; 45; 25; 81; 82). Moreover,
it has been shown(44) that, in particular for the mono-anionic form, several, probably
co-existing, tautomeric forms need to be taken into account in the spectra simulations.
Thus, the final spectra have been obtained by adding the single tautomer contributions,










where ∆Gi is the relative Gibbs free energy of tautomer i with respect to the most
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Figure 4.4: Experimental(45; 25) and theoretical electronic spectra of di-anionic alizarin. The
spectra were computed at the VG|FC and VE levels, and red-shifted by 0.22 eV. Both theoretical
spectra have been convoluted with a HWHM of 500 cm−1. The VG|FC stick spectrum, which
shows the single vibrational contributions to the S1 ← S0 electronic transition, is also presented.
The most intense transitions for each distinct band are indicated by specifying the normal modes
excited in the final state, depicted in the right panel, and the associated number of quanta
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stable one. N and kb are the Avogadro and Boltzmann constants, respectively. The
∆Gi computed by the standard harmonic-oscillator rigid-rotor (HORR) model have been
sufficient for the purpose of the present work, while the computations with anharmonic-
oscillator hindered-rotor approach(99) should be considered for more refined energetic
study.
All calculations have been performed with the Gaussian(100) suite of programs.
4.3 Results and discussion
4.3.1 Structure of Alizarin and its metal complexes
Free Alizarin
Formation of alizarin metal complexes, is preceded by the formation of ionic forms of
alizarin, thus we start from discussion on the most stable tautomeric forms of neutral,
mono- and di-anionic alizarin. All structures are shown in Figure 4.3, while Table 4.2
reports the most important geometry parameters, Gibbs free energy values (∆G) and
Boltzmann populations. All structures correspond to local minima in the ground elec-
tronic state in methanol solution described by continuum (C-PCM(83; 84; 85)) models.
For neutral alizarin, additional effects due to specific solute-solvent interactions have been
considered and structures and properties of alizarin complexes with three explicit water
molecules are also presented.
Two tautomeric forms of neutral alizarin differ by the the relative positions of their
hydroxyl and carbonyl groups in dihydroxyanthraquinone structure, the 1,2NT and the
1,9NT respectively, with the former more stable by 22.7 kJ/mol (∆G). Such an energy
difference suggests that only a minor fraction of alizarin can be related to the 1,9NT
tautomer under experimental conditions. Additionally, there are two possible forms of
9,10 dihydroxyanthraquinone, related to the proton position in the O(11)-H(15)-O(12)
hydrogen bond, labelled PT1 and PT9, with the 1,2NT-PT1 significantly more stable
(by 19.8 kJ/mol with solvent effects described by CPCM and by 34.5 kJ/mol if ex-
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plicit solvent molecules are included). Thus, taking into account energetic properties
the 1,2NT-PT1 form dominates under experimental conditions, and will be considered in
the deprotonation reaction. We only note that the 1,2NT-PT9 form has been observed
experimentally(81) and discrepancy between computed ∆G and experimental findings
has been ascribed to the sensitivity of proton transfer (PT) processes to environmental
effects(81), so that explicit solvent models might be required for a well-balanced descrip-
tion of their energetics(101). However, our results show an opposite effect of explicit
solvent. Thus, taking into account that the global minimum on the lowest excited-state
potential energy surface (PES) corresponds to the proton-transfer structure, we suggest a
more complex process, starting from the formation of 1,2NT-PT9 through an excited-state
PT, followed by its relaxation to the ground state and the subsequent photon absorption
of this tautomer(64).
An increase of pH leads to the deprotonation of alizarin, with two pKa values, one
in the 6.6–7.5 (pKa1) and the other in the 11.8–12.1 (pKa2) range while, at intermediate
pH, the molecule is expected to be found in the mono-anionic form(45; 25). The two
different pKa values suggest that deprotonation goes through two consecutive steps. The
geometry parameters listed in Table 4.2 (e.g. the O(11)–H(15) and O(12)–H(16) distances
of 1.66 Å and 2.14 Å, respectively) show that, from the two intermolecular hydrogen bonds
of 1,2NT, the O(11)· · ·H(15)-O(12) one, leading to the six-member ring, is significantly
stronger than the O(12)· · ·H(16)-O(13) one. This implies that the first deprotonation
process is more likely to involve O(13)–H(16) (weaker hydrogen bond) and the removal
of H(16). Indeed, the resulting 1,2MA-PT1 structure is the most stable one among all
mono-anionic forms, as shown in this work and by the recent study by Préat et al.(44).
The second deprotonation step leads to the unique di-depronotated structure DA, which is
characterised by similar distances between O(11)–O(12) and O(12)–O(13), of 2.746 Å and
2.702 Å, respectively, as expected from the lack of any stabilisation by hydrogen-bonding.
Additionally, larger negative charges are located on more distant oxygen atoms (Mulliken
charges of -0.81 for both O(11) and O(13), -0.75 for O(12)), but this effect is smaller than
suggested in previous experimental works(25). Moreover, the largest increase of electron
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density is observed for O(14) (Mulliken charges of -0.86 and -0.62 for di-deprotonated and
neutral forms, respectively), so it can be concluded that the negative charge is almost
equally distributed over all oxygen atoms.
Mg/Al-Alizarin complexes
The structure of the metal-dye complexes, either 1,2-hydroxyanthraquinone (alizarin) or
1,2,4-hydroxyanthraquinone (1,2,4-HAQ), and the nature of their possible chemical inter-
actions are still under debate(102). However, the formation of di-nuclear chelated com-
plexes shows energetic disadvantages deriving from two adjacent and negatively charged
oxygen atoms (48), and shall be only considered for other anthraquinoid resonant structures(48;
103; 104). Thus, we have chosen to study only mono-nuclear bidentate forms, which pre-
vail with respect to the monodentate ones for similar systems (49; 105). Four structures,
each one derived from a specific MA conformer, have been considered in the preliminary
studies for each metal. It has been shown that both the 1,9MA forms lead to the same
1-hydroxy-9-keto (1,9Mg/Al-Aliz) structure with the H(16) proton bound to the O(13)
(as in 1,9MA-PT2), while in case of 1,2MA, two different conformers of 1,2-dihydroxyl
(1,2Mg/Al-Aliz) with the H(15) proton bound to O(11) (PT9), or to O(12) (PT1), have
been determined. The structures of 1,9- and 1,2-octahedral Mg/Al-Aliz(H2O)4 complexes
are sketched in figure 4.6 while table 4.2 lists the most important geometry parameters
and Gibbs free energy values (∆G). A more detailed study on the effect of Mg coordina-
tion by water molecules showed that in all cases (tetrahedral and octahedral coordination)
the metal-ligand bond is almost symmetric, so the central C(1)=O(12) bond is shortened,
and the two lateral ones elongated with respect to the corresponding MA forms. The bond
angles near the complexation site are generally less affected by changes in the coordination
structure in 1,9Mg-Aliz than in 1,2Mg-Aliz, while bond angles within the aromatic system
are not sensitive to complexation and coordination effects. Moreover, metal coordination
by solvent molecules has a negligible effect on the spectral properties of the complex (see
Table 4.6), so, only hexa-coordinated Mg-Aliz(H2O)4 and Al-Aliz(H2O)4 will be discussed
in the following.
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Table 4.3: Ground-state equilibrium structures and relative free energy values for the com-
plexed alizarin in solution. All computations were done at the CAM-B3LYP/aug-N07D//CPCM
level. Bond lengths are in Å, angles in degrees, ∆G in kJ/mol
Mg-Aliz(H2O)4 Al-Aliz(H2O)4
Bond / Angle 1,9Mg 1,2Mg-PT1 1,2Mg-PT9 1,9Al 1,2Al-PT1 1,2Al-PT9
C(9)=O(11) 1.255 1.244 1.298 1.259 1.247 1.294
C(1)=O(12) 1.302 1.372 1.298 1.338 1.372 1.323
C(2)=O(13) 1.346 1.308 1.293 1.340 1.331 1.328
C(10)=O(14) 1.220 1.221 1.230 1.223 1.221 1.222
O(12)-H(15) - 1.013 1.501 - 1.056 1.621
O(12)-Al/Mg 1.957 2.102 2.074 1.833 1.947 1.884
O(13)-H(16) 0.975 - - 1.012 - -
O(13)-Al/Mg - 1.971 2.004 - 1.819 1.828
O(11)-H(15) - 1.548 1.026 - 1.445 1.001
O(11)-Al/Mg 2.001 - - 1.873 - -
O(12)-H(16) 1.965 - - 1.639 - -
O(11)-O(12) 2.744 2.479 2.456 2.740 2.422 2.532
O(12)-O(13) 2.578 2.632 2.644 2.427 2.560 2.566
C(9)-C(17)-C(1) 121.1 119.2 118.6 121.4 118.4 120.0
O(11)-C(9)-C(17) 123.1 120.1 120.7 120.6 119.2 120.7
C(17)-C(1)-O(12) 126.9 121.5 122.2 129.0 121.7 123.4
C(2)-C(1)-O(12) 114.9 115.4 117.6 111.4 114.8 115.9
C(1)-C(2)-O(13) 116.2 118.5 116.8 111.7 116.1 115.1
O(11)-H(15)-O(12) - 150.2 152.3 - 150.8 148.9
O(11)-Al/Mg-O(12) 87.5 - - 95.3 - -
O(12)-H(16)-O(13) 118.6 - - 131.1 - -
O(12)-Al/Mg-O(13) - 80.4 80.8 - 85.6 87.5
∆Gi 0.0 25.2 34.0 0.0 39.1 19.2
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4.3.2 Metal coordination effects on the spectra of Alizarin
S1 ← S0 transition of mono-anionic Alizarin
It has been suggested(44) that for mono-anionic alizarin, several tautomeric forms can
co-exist in an experimental mixture, and contribute to the overall spectrum line-shape.
Such effects can be also included in our model, taking into account the relative population
of the tautomers. In principle, there are several possibilities to evaluate the composition
of a complex molecular mixture. A first option is to simulate fully ab initio spectra,
with the single contributions estimated from the Boltzmann populations, which in turn
are based on more- or less-sophisticated computations of Free Energies (see for example
Ref.(99; 106) for definition and application of elaborated theoretical models). Alterna-
tively, the abundances can be estimated from the analysis of some relevant features of
the experimental spectra and then used to simulate the overall band shapes(107). It is
also possible to estimate relative amounts of sub-components by a procedure involving
the fitting of theoretical spectra (varying contributions of single-component ones) to the
observed experimental data. In fact, the most reliable conclusions about the molecular
system composition can be drawn when both energetic and spectra computations lead to
the same results. For mono-anionic alizarin, the fully computational approach, with the
∆Gi in solution computed by standard CPCM model within the harmonic framework,
has been applied. Following previous computational studies(44), all mono-anionic forms
where the intramolecular hydrogen bond is preserved have been considered (see Fig. 4.3),
while structures with the hydroxyl group shifted in other molecular positions have not
been taken into account as significantly less stable (≈40 kJ/mol(44)). According to our
computations, the most stable structure corresponds to the removal of H(16) (1,2MA-
PT1), in line with expectations and previous observations(44; 47). The second most
stable tautomeric form is 1,9MA-PT1, followed by 1,9MA-PT2 and 1,2MA-PT9. The
1,9MA-PT1 form is stabilised through hydrogen-bonding creating a five-member ring,
and is less stable than 1,2MA-PT1 (with six-member ring) by about 3.8 kJ/mol, so it
accounts for about 16% of the total mono-anionic population. Finally, 1,9MA-PT2 is
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characterised by the bonding between H(16) and the O(13) carbonyl, a relative energy of
about 5.3 kJ/mol, and a population of 9%. These three forms should be considered as
participating significantly to the overall spectra, under experimental conditions, while the
contribution of 1,2MA-PT9 (less stable by more than 20 kJ/mol) can be safely neglected.
The lowest-energy band of all tautomeric structures of alizarin is related to the HOMO-
LUMO transition, and has the same π → π∗ character, with essentially similar CT contri-
bution. The S1 ← S0 transition leads to some electron density transfer from the catechol
part to the leftmost aromatic ring of the molecule and, in particular, the electron density
on O(11) increases, while it decreases on O(12) and O(13), as shown in Figure 4.8 for the
1,2NT(PT1) structure. The simulated VG|FC absorption spectrum related to the lowest
electronic transition of mono-anionic alizarinates, obtained as a weighted sum of contri-
butions deriving from the 1,9MA-PT1, 1,9MA-PT2 and 1,2MA-PT1 tautomeric forms
is compared to its experimental counterpart measured in the 8–10 pH range(45; 25) in
Figure 4.7. The single tautomer contributions are also reported, showing the absorption
maxima near 455, 445 and 515 nm for 1,9MA-PT1, 1,9MA-PT2 and 1,2MA-PT1, respec-
tively. Experimental λmax is located at about 540 nm. MA4 shows the best match to
experiment, supporting that this is the predominant mono-anionic tautomer, in line with
the relative energetics. Moreover, taking into account all tautomers allows to improve
the agreement with experiment, leading to a very good match between the simulated and
observed spectra line-shape and the position of absorption maxima.
UV-Vis spectrum of Alizarin-Mg complexes
Simulated UV-Vis spectra of the 1,9Mg-Aliz and 1,2Mg-Aliz complexes are presented
in Figure 4.9 showing in both cases good match with the experimental absorption spectra
of Mg-alizarin in dioxane/water solution recorded in the full UV-Vis energy range (200–
700 nm)(82). The overall UV-vis spectrum is composed from the transitions to the first
12 excited electronic states, which are listed in the Table 4.4 and described through the
most relevant molecular orbitals (MOs). Except for the highest occupied molecular orbital
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(HOMO), which is localised mainly in the catechol part of the molecule, all other MOs are
delocalised over the whole aromatic system. We also note, that all electronic transitions
are localised on the aromatic ring, the molecular orbitals are not extended over the metal
ion or solvent molecules (see the ELD plots of the Mg-alizarin complexes displayed in
figure 4.9) and the MO shapes essentially match those of the free alizarin. The situation
is similar also in the case of Al(III)-alizarin systems, in agreement with previous B3LYP
studies(53). So, all electronic transitions have the same character as for the free molecule,
mainly π → π∗ in line with other theoretical studies performed at the DFT level(48; 53).
Furthermore, only the lowest electronic transition shows a partial charge-transfer (CT)
character.
The qualitative interpretation of the UV-Vis spectrum leads in a first approximation to
a subdivision into two main bands of increasing intensity located in the wavelength range
of about 350-500 nm and 200-300 nm, with the latter showing also a small shoulder on the
red-side energy wing. First band is related to the S1 ← S0 transition and is less intense,
but is directly responsible for the final colour of the complex. In variance, the most in-
tense band is composed from several electronic transitions, which can be analyzed in detail
based on the simulated results (see Figure 4.10). The possibility to dissect all individual
contributions to the overall band-shape allow to identify the most appropriate energy
ranges for specific spectrophotometric and fluorimetric measurements(4; 3)(e.g. fluores-
cence photography under UV light(108; 109)), or laser-assisted removal of overpaints(110),
as well as to study UV ageing processes(1; 111). It is interesting to note that a proper
account of the vibrational structure of electronic transitions within a static model allows
a reliable representation of the overall spectra line-shape including the relative intensi-
ties of the observed absorption bands, which is not necessarily the case if simpler models
(convolution of vertical excitation energies) are applied. As an example, the S1 ← S0
and S8 ← S0 contributions to the 1,9Mg-Aliz spectrum show very similar oscillator
strengths (see Table 4.4), hence would result in similar intensity bands for spectrum line-
shape obtained from convolution of Vertical Energies. It mean, that depending on the
choice of the HWHM (large or small), both bands would be broad and not intense, or
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narrow and intense, respectively. On the contrary, by taking into account the vibronic
structure the total intensity corresponds to the area under line-shape, and not band hight,
as highlighted schematically in Figure4.10. Indeed FC|VG computations leads to a broad
S1 ← S0 band and a narrow S8 ← S0 band, in agreement with experimental findings.
It has been already demonstrated(112) that the account for the band-shape resulting
from the vibrational envelope of single electronic transitions can be important even for
qualitative interpretation of experimental data. Thus, due to the relatively low compu-
tational cost of FC|VG simulations, it might be recommended to go beyond the simplest
VE computations whenever feasible.
Electronic spectra of Mg(II)- and Al(III)-Alizarin complexes: visible energy
range
Comparison of the relative free energies between the two possible sets of structures
shows a higher stability of the 1,9 complexes for both Mg(II) and Al(III). However, the
complexation process of alizarin in alkali solutions obtained by adding Mg(II) or Al(III)
salts follows few steps (see Figure 4.2). The deprotonation of neutral alizarin can be
considered as a first step, with the relative stability of mono-anionic forms influencing the
complex formation. Thus, taking into account the whole picture, that 1,9Mg/Al-Aliz can
be formed from mono-deprotonated 19MAPT1 and 19MAPT2 whereas 1,2Mg/Al-Aliz
originate from 12MAPT9 and 12MAPT1, and that the 12MAPT1 form is predominant
(about 75%), it seems plausible to consider significant amount of the 1,2Mg/Al-Aliz in
the experimental mixture. Along the same line, the 1,2Mg-Aliz proton transfer conformer
(1,2Mg-PT9) can be safely excluded due to its unfavorable energetics (by about 10 kJ/mol
with respect to 1,2Mg-PT1) and the fact that its lowest band absorption wavelength is
red-shifted by about 100 nm. The situation is very different for 1,2Al-Aliz; in this case
the 1,2Al-PT9 proton transfer conformer is more stable by about 20 kJ/mol and its
spectra match well the experimental λmax (∼470 nm) while the S1 ← S0 electronic
transition energy of 1,2Al-PT1 is blue-shifted by about 100 nm. It should be noted
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that, recently, the 1,2Al-PT1 proton-transfer conformer has been postulated as the one
observed experimentally(53). This contradictory conclusion with respect to our analysis
is to be ascribed to the different functional used in the other work to compute vertical
excitation energies. In fact, as briefly discussed in section 4.2, the electronic energies of
the S1 ← S0 transition (with a partial CT character), computed at the TD-B3LYP
level, are consistently underestimated with respect to the TD-CAM-B3LYP ones. For
this reason, we consider our results to be more reliable since the previous computations
did not take into account the relative stabilities of the different tautomers in the ground
electronic state.
As already metioned, direct comparison between the simulated and experimental
spectra of Mg-alizarin complex in dioxane/water solution(82) and in the full UV-vis en-
ergy range (200–700 nm) presented in Figure 4.9, shows a good agreement for both the
1,9Mg(H2O)4 and 1,2Mg(H2O)4 complexes. Moreover, the much higher intensity of the
1,2Mg spectrum bands at about 270 nm, in line with the red-side shoulder of the ex-
perimental band may suggest that, indeed, both complex forms can probably co-exist in
solution.
The simulated spectra in the visible energy range for alizarin complexes with Mg(II)
and Al(III) are presented in Figure 4.11. For clarity, the spectra of 1,2Mg/Al-Aliz are
shown, as the contributions of the 1,9 ones are not changing the qualitative picture. First,
it can be noted that the experimentally observed metal complexation effects, that is to
say a large blue-shift of the visible band with respect to the mono-anionic free alizarin for
Mg and a small one for Al, along with the colour changes from orange (Mg) to red (Al),
are well reproduced by simulation. Moreover, our results suggest that the differences in
the alizarin spectral properties caused by Mg(II) or Al(III) complexation can be ascribed
to the metal effect on the relative stability of the two proton-transfer tautomers in the
O(11)-H(15)-O(12) hydrogen bridge.
Considering the band-shape of the S1 ← S0 electronic transition of Mg(II) and
Al(III) alizarin complexes, 1,2Mg/Al-Aliz shows a structure-less, broad band, similarly to
the neutral alizarin, while some vibronic structure (in the same way as the deprotonated
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forms) is observed only for 1,9Mg/Al-Aliz. More details are presented in Figure 4.12
and in Table 4.5, taking 1,9Mg-Aliz as an example. In line with the electronic transition
localised on the aromatic structure, several vibronic transitions corresponding to in-plane
vibrations of the aromatic system (19’, 20’) contribute to the intensity of the electronic
band origin. Moreover, additional bands related to the C=O and O-H group vibrations
(82’) contribute to the spectra line-shape/broadening. Some changes with respect to the
free alizarin, caused by metal complexation, involve additional vibronic bands at about
650 cm−1, with respect to the energy of the 〈0 | 0 〉 transition, which are related to the O-
Mg-O bonding (49’). Considering both free and complexed alizarin, we can conclude that
possible hydrogen bondings, in particular the strongest one O(11)-H(15)-O(12), lead to a
band broadening and lack of defined vibronic structure, the latter being most pronounced
for the fully deprotonated form. In view of alizarine-based pigments it can be suggested
that more pronounced vibronic structure can be expected for bi-dentate binding schemes,
and structures without intramolecular hydrogen bond. Moreover, results of the Mg(II)-
and Al(III)-alizarin complexes in solution suggests that the presence of the metal does not
change the nature of the electronic transitions. However, the spectral properties of both
complexes are closely related to the relative stability of proton-transfer tautomers, which
in turn is influenced by the presence and electronegativity of the metal ion. Thus, for
magnesium-based madder lake, only minor colour modifications with respect to the neutral
free dye and related to the metal complexation are observed, while the more positively
charged aluminium reverses the stability of the PT tautomers and causes colour change
from yellow-orange to red.
4.3.3 Environmental effects on spectra of Alizarin: pH effects
The most relevant environmental effects on the electronic spectrum of free alizarin
are related to the lowest electronic transition, which in fact is responsible for the overall
molecular colour. Deprotonation has only a limited effect on the nature of the molecular
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Figure 4.5: Theoretical electronic spectra of S1 ← S0 electronic transition for di-deprotonated
alizarin computed within vertical and adiabatic approaches: VG|FC, AS|FC, AH|FC, convoluted
by HWHM of 500 cm−1.
Table 4.5: Most intense vibrational contributions to the Mg-Alizarin S1 ← S0 electronic
transition. Energy and intensities of single vibronic contributions for 1,9Mg(H2O)4-Alizarin
complexes in dioxane/water solution are reported, with the solvent described by the CPCM
model. The absolute energy of the (S1 ← S0) transition and the relative energies of the three
most intense transition from fundamental state to the single overtones 〈 0 | 0 + 1n 〉
Transition Energy [cm−1] Intensity
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Figure 4.6: Possible metal-ligand equilibrium structures of the Mg/Al-Alizarin complexes in
dioxane/water solution (metal replaces one of the hydrogen atoms). The metal binds to the 1-
hydroxy and the 9-keto groups and is stabilised in a 6-member ring (1,9Mg/Al-Aliz); the metal
binds to the two hydroxyls in positions 1 and 2, leading to a 5-member ring (1,2Mg/Al-Aliz). In
all form,s the remaining hydrogen atom creates a bridge with the other chelate ring. Mg-Alizarin
complexes were optimized with the solvent described by CPCM model plus 4 water molecules
in a solvation sphere. Both parallel and perpendicular (with respect to molecular plane) views
are presented.
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orbitals, but the orbital energies change significantly. Passing from neutral to di-anionic
alizarin, the HOMO-LUMO gap and in consequence the vertical excitation energy de-
creases (see Table 4.6), and this effect is responsible for the net red-shift of the visible
band. However, in addition to the shift in band position, deprotonation can affect also
the spectra line-shape and absorbtion intensities, and such effects can not be easily ac-
counted for by standard electronic structure computations. Experimental(45) and com-
puted, vibrationally-resolved electronic spectra in the 350–700 nm range are compared in
Figure 4.13. Experimental data refer to spectra measured at different pH conditions, so to
neutral, mono-anionic and di-anionic forms, with absorption bands changing from a weak
structure-less transition for neutral alizarin to a more intense band with multiple intense
absorption maxima for the di-depronotated species. The normalized experimental spectra
have been reported, thus the simulated spectra, for which molar absorption coefficients
(in dm3mol−1cm−1) are directly computed have been scaled by an uniform factor, so to
preserve the relative computed intensities between tautomeric forms.
It is evident that the simulated spectra reproduce qualitatively the bathochromic ef-
fect, spectra line-shape modifications and intensity changes observed upon deprotonation.
In the case of DA, it has been postulated(25), that vibronic progressions are responsible
for the band-shape. However, it is often non trivial to judge if the rich line-shape observed
experimentally is related to the vibronic structure or shall be rather ascribed to different
conformers(14). Vibronic computations lead to a realistic spectra line-shape, thus allow-
ing to confront and verify each hypothesis, and to analyse the band-shape tuning by the
environment (pH range).
It can be noted that several vibrations give significant contributions to the band-
shape of the S1 ← S0 transition. These are in-plane, low-frequency vibrations of the
overall aromatic system, which are essentially present in the whole pH range, and remain
equally important despite environmental changes. Additionally, some higher-frequency
vibrations, namely stretchings and bendings of the C-OH and C=O groups contribute
to the overall spectra line-shape. For neutral and mono-anionic forms, such vibronic
transitions lead to the band broadening, whereas specific vibronic contributions become
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marked for the di-anionic form. In the latter case, it has been postulated, on the basis of
the energy gap between the absorption maxima, that the vibronic structure is mainly due
to the C=O stretching vibrations(44), while the present study suggests a more delocalised
character of the most involved vibrational contributions 46DA and 50DA, reported in
Figure 4.4. Finally we note that the simulated spectra reported here and obtained by
applying in all cases the same Gaussian broadening function with a HWHM of 500 cm−1,
reproduce qualitatively all experimental observations.
We note that absolute positions of the S1 ← S0 transitions for both proton transfer
conformers of neutral 1,2NT alizarin are shifted by approximately 50 nm with respect to
experiment. This discrepancy can be ascribed to the sensitivity of proton transfer (PT)
processes to environmental effects(81; 101), as well as to the effects of the choice of func-
tional. We have tested both effects; Figure 4.14 shows that from the the computations
performed with B3LYP, CAM-B3LYP and ωB97XD, with or without inclusion of few ex-
plicit solvent molecules, neither match the position absorption maxima, but all reproduce
correctly the band shape. Moreover, it has been shown recently that the proton-transfer
dynamic effects, which are beyond current static model, are responsible for the band
broadening and a larger red-shift(76).
4.4 Conclusions
An integrated computational approach has been applied to study structures and electronic
properties of free alizarin and its Mg(II) and Al(III) complexes, in solution and under dif-
ferent pH conditions, with an emphasis on the simulation of optical spectra line-shapes
directly comparable with their experimental counterparts. The present study demon-
strates that environmental and/or complexation effects are qualitatively well reproduced
by simulations, underlying the ability to dissect the role of several, concomitant effects
in tuning optical properties. It is noteworthy that even structure-less broad electronic
bands observed in UV-Vis spectra in solution hide a complex set of vibronic transitions,
which are directly responsible for the spectra line-shape. The description of such effects
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Table 4.6: Properties of the S1 ← S0 (HOMO-LUMO) electronic transition of free alizarin
(in ethanol/water solution), Mg-Alizarin(H2O)4 complexes and Al-Alizarin(H2O)4 complexes (in
dioxane/water solution). Bulk solvent (ethanol/dioxane) described by the CPCM model, specific
solvent effects considered by adding n=(4) water molecules in a metal coordination sphere. Ver-
tical excitation energies (VE) [eV], absorption wavelengths λ [nm]), oscillator strengths (f) and
dipole moment (µ [Debyee]) are reported. All values are computed at the TD-CAM-B3LYP/aug-
N07D//CPCM level within the non-equilibrium solvation regime.
Form VE [eV] λ [nm] µ f
1,2NT(PT1) 3.36 369 5.2 0.20
1,2NT(PT9) 2.67 463 1.1 0.30
1,9MA(PT1) 2.78 446 11.5 0.25
1,9MA(PT2) 2.82 440 9.5 0.27
1,2MA(PT1) 2.45 506 15.0 0.21
1,2MA(PT9) 2.10 588 9.7 0.27
DA 2.37 523 19.2 0.44
1,9Mg 2.90 428 19.2 0.23
1,2Mg(PT1) 3.00 413 24.8 0.13
1,2Mg(PT9) 2.33 533 25.9 0.21
1,9Al 2.79 445 29.4 0.15
1,2Al(PT1) 3.24 383 26.7 0.10
1,2Al(PT9) 2.75 451 30.4 0.15
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requires a proper account of the vibrational effects also to describe correctly the ratio in
band intensity and respective broadening of the electronic transitions, in particular when
they show similar oscillator strengths. The band shapes not only contribute to the correct
interpretation of experimental findings, allowing more confident assignments of the elec-
tronic transitions, but provide also important improvements with respect to the purely
electronic picture, being responsible for the colour perceived by the human eye. The
latter aspect is particularly relevant for the computational studies of pigments, including
the ones used in painting or textile colouration over the years. Realistic computational
studies including stereo-electronic, dynamic, and environmental effects already stand as
very powerful tools to analyse the composition of original works of arts, and the effects
that occurred over the years affecting both the material composition and their chromatic
properties. In the next step, a support base linked with the dye through metal ligand
shall be considered in a model following lines recently explored by some of us for similar
systems(52).
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Figure 4.7: Experimental(45; 25) and theoretical electronic spectra of band I (vide infra) for
mono-deprotonated alizarin. Simulated total spectrum (TOT) and its components: weighted
contributions from three tautomers (1,9MA-PT1, 1,9MA-PT2 and 1,2MA-PT1.
Figure 4.8: Frontier molecular orbitals and changes in electronic density (ELD) during the
HOMO→LUMO transition. The regions, which have lost electron density as a result of transition
are shown in bright yellow, whereas the darker blue regions gained electron density. ELD
densities have been evaluated with an isovalue threshold of 0.0004.
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Figure 4.9: Vibrationally resolved electronic spectra of complexed alizarin (1,9Mg (red) and
1,2Mg (blue) forms) in dioxane/water solution, considering 4 explicit H2O molecules. Exper-
imental spectra were taken from Ref. (82). For band I which corresponds to the S1 ← S0
(HOMO→LUMO) transition, changes in electronic density (ELD) are also reported. The re-
gions, which have lost electron density as a result of the transition, are shown in bright yellow,
whereas the darker blue regions gained electron density. ELD densities were evaluated with an
isovalue threshold of 0.0004.
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S8
Figure 4.10: Total simulated VG|FC spectra for Alizarin Mg-complexes in dioxane-water
solution, along with their single-state contributions. 1,9Mg-Aliz (upper panel) and 1,2Mg-Aliz
(lower panel).
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Figure 4.11: Electronic spectra line-shapes of lowest-energy band for Mg- and Al-alizarin
complexes (1,2Mg (orange, dots) and 1,2Al (red, dot-dash)) in dioxane/water solution, simulated
by considering 4 explicit H2O molecules and dioxane modeled with CPCM. Experimental spectra
were taken from Ref. (82)
.
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Figure 4.12: Vibronic contributions to the spectra band shape of the 1,9Mg(H2O)4 alizarin
complex.
Figure 4.13: Experimental(45) (blue lines) and theoretical (black lines) electronic spectra of
neutral, mono-anionic and di-anionic alizarin. The pH-induced red-shift of the visible band
observed experimentally is clearly reproduced by the simulations.
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Figure 4.14: Experimental(81) and simulated electronic spectra of the neutral form of free
alizarin computed with B3LYP, CAM-B3LYP and ωB97XD functionals and aug-N07D basis
set. Simulated VG spectra of 1,2NT(PT1) in methanol solution (CH3OH) described by CPCM
model and by CPCM plus 3 explicit water molecules in the first solvation shell.
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IN SILICO DESIGNED NEW
TIOPHENE-BASED
MECHANOCROMICAL MATERIAL
In this chapter we present a virtual screening that was capable to aid the experimental
investigation to select a derivative with the desired optimal spectral features in terms of ag-
gregachromic features and characterized by the best spectral properties and luminescence
response. The best candidate was finally syntesized and dispersed into a polyethylene
matrix achieving an in silico designed mechanocromic material. Besides the applications
of this novel type of materials, we want to underline here that the integration of com-
putational and experimental techniques reported in the following of this chapter defines
an efficient protocol that can be generally applied to make a selection among a similar
molecular candidates, which constitute the essential responsive part of a supramolecular
device.
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5.1 Introduction
Recent progress in material engineering and in the design of nanohybrid compounds has
been inspired in the past decades by the growing interest in the new soft smart materials
which are endowed with specific optical properties that can be tuned and controlled by
external stimuli such as light, heat, mechanical stress, etc (1; 2; 3; 4). This type of smart
devices can be designed for many different applications, such as camouflage systems, anti-
counterfeiting, attoreactor sensors and other important applications such as informational
displays or white emitting vesicles. Such type of intelligent materials are based essentially
on the assembly of different units each of them performing a specific function; for example
a compound able to respond to a wide variety of stimuli can be inserted within polymeric
matrices (either in interfacial regions or in more complex supramolecular architectures) in
order to obtain platform characterized by an high tunability (5). Among this mechanore-
sponsive materials, thanks to the wide areas of possible applications, particular attention
has been recently (6; 7) devoted to a class of compounds called mechanoresponsive whose
color (in absorptions and/or fluorescence emission) changes upon the application of any
type of mechanical stress. In this regards organic chromophores, usually characterized
by an extended π-conjugated structure, shows large photoresponse in a spectral region
that can be easily tuned from the visible to the near-infrared by an appropriate and se-
lective molecular design. But it is important to take into account also the possibility
of forming molecular aggregates that adds complexity to the problem but providing, at
the same time, a wealth of exciting opportunities. In fact with respect to the isolated
chromophores the corresponding molecular aggregates can display entirely new features
and are also sensitive to the medium properties, leading to the development of new ag-
gregachromic materials (6; 7; 8). In any case, the most important part (that is the
responsive part) of a mechanochromic material is the organic chormophore that can be
either chemically linked onto the polymeric support or blended to it. In the latter case,
some general criteria must be satisfed by the dye (7): as the rigid rodlike shape or the
presence of electron-withdrawing (EW) or electron-donating (ED) groups in the aromatic
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core of the dye. The choice of the best candidate among a set of similar molecules, to
use as chromphore in technological applications, may be rather difficult if based only on
the chemical intuition, since an accurate prediction of the spectral features (including
Stokes shift or line shapes) can become very cumbersome. In variance, the availability
of reliable and predictive computational methods described in the first part of this Ph.D
thesis, can be very beneficial, since the results of an in silico screening can effectively
guide the synthetic work, with clear benefits in terms of cost and time. For instance,
when dealing with mechanochromic materials, it is crucial to select those chromophoric
units that posses some of the following characteristics: a well oriented transition dipole,
a large Stokes shift (for high-emission efficiency), optical behaviour depending on the ag-
gregation extent, and, in the particular case of anti-counterfeiting needs they must posses
a strong absorption in the near-UV region and emission in the visible range (7).
From a practical point of view, once a basic molecular candidate possessing this required
features has been spotted through experimental investigations, an in silico screening can
proceed in order to predict the desiderd properties on a larger set of homologues that
differ from the parent chromophore by a small number of substituents groups. Once one
or more targets have been identified by calculation to posses the desired quality the exper-
imental efforts can be concentrated only on them. Clearly such a conceptual procedure
can be applied only if the computational predictions are reliable and appropriate ap-
proaches are therefore required allowing the direct simulation of the spectroscopic signals
but retaining, at the same time, a reasonable computational cost. We have underlined
in the introductory part of this thesis that this requests appears to be satisfied by the
DFT-based methods granted the DFT functional is carefully chosen. The same advances
has been discussed also for the simulation of the spectral features where now not only the
vertical absorption and emission transition can be reliably obtained but also the whole
spectral line-shapes can be simulated (9; 10).
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5.1.1 The choice of the best compounds
Generally speaking, organic fluorophores featuring heteroaromatics as the main π-conjugated
backbones usually display increased polarizability, stability and also thermal and chemical
robustness required for the fabrication of plastic materials. In particular, thiophene-based
π-conjugated molecules have recently attracted great interest owing to their remarkable
electrical and optical features (11). Starting from this observations, synthetic effort was
focused on the preparation of novel thienyl-substituited 1,4-bis(ethynyl)benzenes where
donor and acceptor groups are localized on the two terminal thiophene part (See fig. 5.1).
In fact this class of dyes is characterized by a rigid, rodlike, highly conjugated molecular
structure highly functionalizable by the addition of different peripheral electron withdraw-
ing (EW) or electron donating (ED) groups. Moreover, the high electron delocalization
of such compounds, favoured by the presence of the central benzenic part and the two
lateral thiophene groups, should in principle give rise to bright absorption/emission in
the UV/Vis range, coupled to the strong sensitivity to the nature of the push/pull sub-
stituent. This fact is consistent with the hypotesis that different pairs of groups linked in
the molecular skeleton could be able to sensitively shift the absorption and/or emission
maximum wavelength (λmax) toward a different spectral regions.
In the design protocol applied here the quantum mechanical methods are employed for
the in silico screening of UV/Vis absorption and emission spectra characterizing a series of
derivatives of the compound in fig. 5.1, based on the same aromatic backbone but bearing
substituent groups of different electron donating and electron accepting capability. Once
the most promising compound is selected, it is effectively synthesized and characterized by
measuring its absorption and emission spectra in solution. Next, experimental spectra can
be compared with the computed ones to assess the quality of the predictions. Eventually,
the target chromophore is dispersed in linear low-density polyethylene (LLDPE) matrix,
and optical properties of the resulting mechanochromic material are then investigated. In
the following of this presentation we will mainly focus on the computational part of the
work, a complete and more exhaustive description of the experimental procedures (i.e.
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Figure 5.1: General structure of the thienyl-substituted 1,4-bis(ethynyl)benzenes, the donor
and the acceptor groups are labelled as X and Y and are responsible for the shift of the absorp-
tion and emission wavelength, the capability of X/Y pairs in tuning optical properties of the
chromophoric moiety is investigated through the computational screening in order to select the
best one to be effectively synthesized in laboratory.
synthesis of dyes, dispersion into a polimeric dye etc) can be found in the corresponding
publication (See Appendix).
5.2 Computational details
All the calculations were performed at the DFT level (12; 13) by exploiting the CAM-
B3LYP functional (14) and the aug-N07D basis set (15; 16). This functional has already
been shown to give overall good performance for a broad range of excited electronic states,
moreover such a combination of functional and basis set has been chosen according to pre-
vious works in the field (17; 18; 19) assessing its accuracy at treating electronic excitation
phenomena. Vertical excitation energies (VE) and excited state optimizations were calcu-
lated within the time-dependent (TD)-DFT formalism (20). To perform computations of
vibrationally resolved one-photon absorption and one-photon emission electronic spectra,
two different approaches, i.e. the Vertical Gradient (VG) and the Adiabatic Shift (AS)
models, have been applied to simulate spectra. In all calculations the Franck-Condon
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(FC) approximation (i.e. the assumption that the electric dipole remains constant during
the transition) has been applied. This assumption is generally valid for fully allowed tran-
sitions, such as the ones considered in this work. The simulated stick spectra have been
convoluted by means of Gaussian functions with half-width at half-maximum (HWHM)
of 750 cm-1. This value has been chosen according to the broad features of reference
experimental absorption spectra. The ground state frequencies and normal modes were
obtained analytically, whereas excited state frequencies and normal modes were obtained
by numerical differentiation of TDDFT gradients. Calculations in tetrahydrofuran (THF)
solution were obtained by exploiting the C-PCM (Conductor-like Polarizable Continuum
Model) (21; 22; 23) within the electronic nonequilibrium solvation regime in the linear
response scheme (20; 24; 25; 26; 27; 28). The molecule-shaped cavity surrounding the so-
lute molecule was made of interlocking spheres centered on heavy atoms: the default set
of sphere radii implemented in the Gaussian 09 code was exploited. All QM calculations
were performed using a locally modified version of the Gaussian 09 program (29).
5.3 Computational screening of push-pull substituents
As the effect on the general spectral features of the dye composed of selected combi-
nation push/pull substituents is not easily predictable based only on chemical intuition
an extened virtual screening taking into account several possible candidates and their
combinations into push-pull pairs has been set up. As it has been discussed in previous
chapters, among the available computational protocols, the popular VE approach gives
the most basic information on the optical properties of chromophores. In variance, for the
simulation of electronic spectra line-shapes, the vibrationally resolved electronic spectra
simulations with methods such as VG, AS, and AH are mandatory in order to correctly
interpret the experimental findings, as demonstrated previously. Considering that spectra
simulations are our ultimate goal, the study starts from the validation of the computa-
tional model employed in this work (i.e. choice of the best DFT functional/basis set, VG
and AS approximation and solvation model) which has been performed on both phenyl-
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and thiopene-based π-conjugated chromophores, by comparing the computed spectra with
their experimental counterparts. It was found that both VG and AS models can be con-
fidently applied to simulate broad spectral features.
5.3.1 First validation
A first validation of the proposed approach, has been focused on verifying its capability
to describe spectrum of similar known chromophore in solution. This has been done by
performing calculations on a p-diethinylbenzene derivative (labeled as M1, see Figure 5.2)
in THF solution whose experimental absorption spectrum had previously been reported
in the literature. Such a compound was chosen due to the para-ethynylphenyl group,
which constitutes part of the central skeleton of the screened systems, and in particular
as it contains the π-delocalized unit which should be the key player at determining the
absorption/emission properties of the analogues studied in this work. In fig. 5.2, the
experimental (30) and computed spectra of M1 are compared, for the latter exploiting
the different methodologies (i.e. VE, VG and AS approaches, with or without the account
of solvent effects). In general, the account for solvation effects in the calculations improves
the agreement between calculations and experiments. The difference between calculated
and experimental absorption maxima (λ) is notably decreased moving from vacuo to THF
solution for the VE method (λvac = 26 nm and λthf= 11 nm), while both the position
of the absorption maxima and spectra line shape are improved for VG one. For such a
reason, here and in the following analysis, solvent effects will always been introduced in
the computational model. More in detail, both the VE, VG and AS approaches give a
very good prediction of the experimental absorption spectrum as far as the spectral range
is concerned, although, as expected, the VG/AS methods definitely overcome the VE due
to the inclusion of the vibronic effects. Additionally again both VG and AS approaches
lead to very similar results, so can be considered essentially equivalent for the purpose
of current study. On the whole, results for p-diethinylbenzene give a first assessment of
the adequacy of the chosen computational model (DFT functional/basis set, VG/AS and
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solvation model)
In order to confirm the transferability of the adopted computational models to the class
of target molecules considered in the present work, prior to the analysis of simulated VG
and AS spectra, all different theoretical models (including also AH) were also validated
for the lowest electronic transition of a reference compound. This has been identified in
the simplest homologue of the series, 1,4-bis(thiophen-2-ylethynyl)benzene (named 1j and
presented in fig 5.3). As far as adiabatic approaches are concerned, the spectra simulated
within AS and AH models are presented in Figure 5.4, allowing us to discuss the possible
influence of frequency changes and normal mode rotation between initial and final states.
Both spectra show very similar line-shapes, but slightly shifted positions, namely about 10
nm for both absorption and emission. More important, the abovementioned shift has the
same sign for absorption and emission (being in both cases the AS maximum wavelength
lower than the one computed with the AH approximation), so that the predicted Stokes
shift remains almost unaltered. These results suggest that the Duschinsky effects do not
play significant role and in this case can be safely neglected by adopting the less expensive
AS approximation. Next, before comparing the vertical and adiabatic models, it should
be noted that the difference between VG and AS is solely related to the approximation
used to estimate the shift along the normal modes of the two involved electronic states:
while in adiabatic methods the true shift is computed, an effective shift is used in the
vertical approach. When the harmonic approximation is exact, the vertical and adiabatic
approaches are equivalent, and in the present case the good agreement between VG and
AS spectra confirms the reliability of such an approach. It may be worth noticing that the
difference between AH and VG is again related mainly to frequency changes. These lead
to the shift of the 0-0 transition (in analogy to the AS model) and to slightly different
relative positions of vibronic absorption maxima. However, both spectra show very similar
overall line-shapes
On these grounds, application of both VG and AS models to simulate broad spectral
features of chromophores considered in this work is fully validated. Finally, in Figure
5.4 are also reported the absorption/emission peaks resulting from the application of the
5.3. Computational screening of push-pull substituents 135
Absorption (λmaxnm ) Emission (λ
max
nm )
VE VG AS Exp VE VG AS Exp
1a 354 350 350 348 427 392 395 403
1b 376 374 373 368 462 420 424 bba
1c 359 362 364 352 433 395 398 bbb
1d 377 374 373 372 463 430 435 468
1e 353 350 349 348 426 392 395 395
aBroad band (bb) from 420 to 570nm.
bBroad band from 395 to 460nm.
Table 5.1: Computed and experimental maximum absorption and emission wavelengths (λmax)
of compounds 1b-e.
low level vertical excitation (VE) model. It appears that, besides the loss of information
concerning the band shape, the maximum absorption wavelength is well reproduced with
respect to higher-level techniques, whereas a larger error is found for the emission. More-
over, since absorption and emission VE errors have opposite sign, an overestimation of
the Stokes shift is to be expected in this case. A final validation of the reliability of the
computational protocol in the specific context of the thiophene-based chromophores was
performed for compounds 1a-e (fig. 5.5) when the measured absorption and emission
spectra in THF where compared to their VE, VG and AS counterparts with respect to
the transition energies (table 5.1) and whole spectra (figure 5.5) simulated in the same
solvent emploing the C-PCM model.
From the table 5.1 we can see that the VE approach is able to reproduce the absorption
maxima well and with an average error between calculated and experimental values of
about 6 nm. Even more important is the fact that the calculations are able to correcly
reproduce the experimental trend found for the class of chromophores moving from one
to the other (i.e. 1a, 1e, 1c, 1b, 1d). In addition the MO plots shows that in all cases
the most intense transition is due to an HOMO-LUMO excitation involving the frontier
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orbitals all of π character, so that the transition of interest (i.e. the visible one) can be
classified as π → π∗.
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Figure 5.2: Absorption spectra computed for the M1 molecule (see upper panel). Experimental
spectrum is reported with a black dashed line for comparison (30). All theoretical spectra both
in vacuo (dashed lines) and in THF solution (solid lines) were obtained by exploiting the VE
(purple lines), VG (blue lines) and AS (red line) approaches, convoluted with a Gaussian function
with 750 cm−1 HWHM.
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Figure 5.3
Figure 5.4: Absorption (dashed lines) and emission (solid lines) spectra, computed on ref-
erence compound 1j using different theoretical models: Vertical Energy (VE, orange lines),
Vertical Gradient (VG, blue lines), Adiabatic shift (AS, red lines) and Adiabatic Hessian (AH,
green lines). All spectra are convoluted with a Gaussian function of 750 cm−1 of half width at
half maximum (HWHM). Absorption intensity: molar absorption coefficient in dm3mol−1cm−1,
emission intensity in µJ mol−1s−1.
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Figure 5.5
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Moving to emission, as already found in the preliminary tests the VE approach gives
less accurate results and is therefore less effective to make realiable predictions on fluores-
cence. For instance in compounds 1a and 1e a larger average error between experimental
results and calculations is obtained, particularly around 20nm. Furthermore, the absence
in the VE approach of any reliable treatment of the line-shape makes the comparison and
the assignment of the experimental and calculated absorption maxima very difficult. This
fact is most evident for the emission band of the compunds 1b and 1c in which the broad
shape of the experimental band makes a precise assignment of the maximum emission
wavelength rather questionable and difficult to explain. For such reasons, a simple check
on vertical excitation energies has been followed by more refined calculation with VG and
AS approaches. Absorption and emission spectra computed with different approaches are
compared to their experimental counterpart in fig. 5.6 for compounds 1a, 1b, 1c and 1e
and similar results are obtained for the other homologue. Inspection of fig. 5.6 confirms
the ability of both VG and AS approaches to give a maximum absorption wavelength
in excellent agreement with the experimental results also describing, at the same time,
very accurately the experimental line-shapes. More important is the fact that the im-
provement with respect to the simpler VE method is most evident for emission than for
absorption. In fact, the increase in accuracy of the vibronic approaches is more visible for
1a and 1e chromophores, for which the separation between the two most intense peaks
is now evident and very well reproduced, and the accuracy of the predicted maximum
wavelength is increased, with respect to VE computed values by roughly a factor of 2. It
is important to see that the emission bands obtained experimentally for the compounds
1b and 1c are rather broad and do not present a clear pattern and vibronic structure.
This fact renders the comparison between experimental and simulated counterparts very
difficult. Broadly speaking, as far as 1b and 1c are concerned VG and AS (but also the
VE) spectra falls within the wide spectral region (395-460nm) of the experimental emis-
sion. Another very important fact is that the emission maxima obtained with VG and AS
approaches are also in agreement with the trend found experimentally in luminescence,
that is the order found is 1e < 1c < 1a < 1b < 1d. This important result suggest that
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the virtual screening of the absorption properties of this class of novel chromophores can
be performed at the VE level. It can be concluded that although the computational cost
of the vibronic VG/AS fluorescence spectra is certainly balanced by the gain in accuracy
and reliability, the large number of molecular targets to be investigated suggest that we
should perform an initial preliminary screening at the VE level also with respect to the
emission calculations. Thereafter, a restricted set of homologues will be selected based on
the VE results and considered for further more accurate calculation with the higher level
AS approach. Finally, from practical point of view the target compound will be effectively
synthesized and will be thus chosen within this second restricted set.
5.4 Performing virtual screening
In addition to some substituents already considered in the previous set 1a-1e as the CHO
group, several new chromophores homologues of 1, characterized by a strong electron
withdrawing 2-methylenemalonic unit, were included in the new screening set. As a
matter of fact, this latter type of substituent should be characterized by both a large
Stokes shift, generally associated with highly luminescent dyes, and an increased capability
to aggregate, owing to the augmented polarity and the pronounced rodlike shape (31;
32). The presence of different push and pull substituents may also drive the transition
dipole moment along the molecular axis, thus conferring to the molecule some anisotropic
potentialities (33). Our VE screening is summarized in table 5.2, and for each homologue
of the target set, the position of the absorption and emission peaks and the computed
Stokes shifts are reported.
It appears that different pairs of X and Y substituents highly influence the resulting
absorption and emission positions. The homologue characterized by X = Y = H (labeled
1j) is reported in the first row and can be taken as a reference to evaluate the direction of
the computed shifts, In this respect, all X/Y pairs shift toward larger values, that is, lower
energy regions of the spectrum, both in absorption and in emission. In the former case,
as far as pull substituents are concerned, the maximum shift (around 90 nm with respect
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X Y Absorption (nm) Emission (nm) Stokes Shift (nm)
H H 347 418 71
OH
CHO 377 463 86
CH=(C9H4O2) 434 534 100
CH=C(CN)2 426 527 101
CH=C(CN)(COOH) 418 520 102
COOH 370 454 84
SH
CHO 370 461 91
CH=(C9H4O2) 433 529 96
CH=C(CN)2 419 520 101
CH=C(CN)(COOH) 412 516 104
COOH 364 454 90
NH2
CHO 388 491 103
CH=(C9H4O2) 442 562 120
CH=C(CN)2 436 567 131
CH=C(CN)(COOH) 428 558 130
COOH 382 479 97
Table 5.2: VE screening results: predicted maximum absorption/emission wavelenghts and
Stokes shifts.
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Figure 5.7
to the 1j compound) is observed for Y = (CH=(C9H4O2)), whereas the minimum one of
about 30 nm is registered when aldehydic or carboxylic groups are employed. Also the
red-shifts due to the X push substituents appears for a fixed Y, rather regular with the
order NH2>OH≈SH. The predicted red-shift in emission with respect to 1j is even more
marked, being as large as 100 nm. In other words the substitution of hydrogen atoms
whit other groups systematically increases the Stokes shift. It may be worth noting that,
at variance with the absorption, no regular trend can be spotted on Y substitution for a
given X group. For instance, the red-shift caused by the CH=(C9H4O2) and CH=C(CN)2
Y substituents is 111 and 102 nm, respectively, when combined with X = SH and 144
and 149 nm, respectively, when combined with X = NH2. Generally speaking, this results
indicate the absence of a clear trend and rule out the possibility of a simple rationalization
of the results based only on push/pull effects, thereby highlighting the important role that
an in silico screening can play toward improved rational molecular design.
5.4.1 Restricted screening
Based on the former VE screening, a new restricted set was selected by considering that
the largest Stokes shift is registered for chromophores substituited with Y = CH=C(CN)2.
Absorption and emission spectra have been therefore simulated at the AS level for this
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pull groups in combination with all three considered push ones, giving rise to target
compounds 1f, 1g and 1h with X = OH, SH and NH2 respectively (see fig. 5.7). The
AS computed spectra, presented in figure 5.8, clearly show that the final target cannot
be identified among the considered homologues solely based only the VE results. In fact,
despite the fact that 1h seems to be the most promising one (Table 5.1) owing to the
largest Stokes shift computed at the VE level and the similar transition intensity found
for all the compounds, the absorption and emission spectra reported in figure 5.8 shows
that althought 1h exhibits the largest spectral window between absorption and emission
maxima, at the same time much lower absorption and, even more important for our study,
emission intensity are to be expected.
Figure 5.8: Absorption (dashed line) and emission (solid lines) spectra of the restricted screen-
ing set 1fâ1h, reported along with the reference compound 1j. All spectra have been simulated
within the AS approach and convoluted with a 750 cm−1 half width at half-maximum (HWHM)
Gaussian function.
146 Chapter5. In silico designed new Tiophene-Based mechanocromical material
For such reason the 1f and 1g chromophores, showing large Stokes shift and at the
same time good absorption and emission features, are particularly suitable for the ap-
plicative purpose explained in the start of this section. Between the latter two systems
1g where X = SH may show some disadvantages related to the significant change of the
steric position of the SH group upon the electronic excitation. Therefore, the 1f could
be suggested as the best candidate for further development. However because we had to
take into account the necessity of modulating the interaction between the dye molecule
and its miscibility within the polimeric matrix, compound 1i, where the hydroxyl push
substituent is replaced by a methoxy group was finally chosen as the target chromophore
to be effectively prepared in the laboratory. Absorption and emission band were then
re-computed according to this final susbstitution: the resulting spectra are then reported
in fig 5.9 together with the ones obtained for homologue 1f. It is worth mentioning that in
this case, both absorption and emission spectra were computed at the AS level to enforce
the prediction and improve the comparison with the experimental band.
After the synthesis and the experimental characterization of compound 1i the resulting
band maxima were found at 422 nm in absorption and at 512 nm in emission. The
agreement between the theoretical prediction and the experiment is very good, both for
position of the absorption and emission bands as well as for their intensities. Moreover, the
use of the AS method allowed us to predict a line shape, which is also in good agreement
with the measured experimental spectra. Finally, in line with the validation results, the
overall reproduction of the absorption spectrum is better than the one found for emission,
which results in a slightly underestimated Stokes shift. However, all in all, the computed
screening indicated a target molecule with the desired characteristics.
Figure 5.10 illustrate the behaviour found in emission of a LLDPE film containing
0.02 and 0.1 wt% of 1i compound, in our case the film passes after drawing from the
OFF state to ON state, such that occurring in light switches. The selected dye when
dispersed into linear low-density polyethylene showed emission features depending on the
dye-aggregation extent, that is, a remarkable quenching of luminescence occurs at the
highest concentration. Once a mechanical stress was applied, the dye promptly restored
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Figure 5.9: Experimental (black solid lines) and computed (dashed and solid lines for absorp-
tion and emission, respectively) spectra of the final target compound 1i . Computed spectra for
1f are reported for comparison. All spectra simulated within the AS approach and convoluted
with a Gaussian function of 750 cm−1 HWHM.
its bright green emission thanks to the rupture of its supramolecular structure provided
by the polimer-matrix orientation displaying distinct mechanochromic behaviour.
5.5 Conclusions
Finally it can be underlined that the results presented in this chapter clear demonstrate
the agreement between the computational screening and the experimental results along
with the predictive advantages of the computational chemistry. The selection of the best
candidate for the preparation of mechanochromic devices was indeed a fundamental is-
sue, especially in the presence of a rather large set of possible chromophores. The present
study also demonstrates, from a computational point of view, that experimental effects
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Figure 5.10: Emission of a LLDPE film containing 0.02 and 0.1 wt% 1i before and after
orientation. Inset: digital image of the oriented film under irradiation at 366 nm
(e.g. solvation, and vibronic effects) are well reproduced by our simulations, which un-
derlies the ability of such an approach to dissect the role of several, concomitant effects in
tuning optical properties. The effective combination on the experimental design and the
parallel computational screening allowed the selection of the best molecular chromophore
in terms of highly anisotropic features, aggregachromic properties and bright lumines-
cence. Thereafter, a smart material was created by assembling the chromophoric unit
within a polimeric matrix. A further step forward that can be realized regarding the
computational screening could be to take into account, at reliable level of accuracy, the
interactions of the polimeric matrix with the chromophore, thus extending the predictions
to the whole mechanochromic material.
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In this Ph.D thesis we have discussed and presented how computational chemistry, in
particular computational spectroscopy, can stand as a well suited tool for interpreting
and predicting experimental outcomes. In the first chapter we have discussed the com-
putational chemistry models available nowadays to the chemical community, focusing on
the DFT-based methods which are well suited for the studies of the medium-to-large
systems such as the ones studied here. In the second chapter we have briefly presented
the computational methodologies employed to carry out calculations, focusing on the the-
ory underlying the computations of the vibrationally resolved electronic spectra, the key
point of this thesis. In the next chapters, presented methodologies have been applied to
study optical properties for chromophores of biological, technological and cultural her-
itage interest. In the 3rd chapter the problems related to the proper choice of the DFT
functional are discussed in more detail, and computational benchmarks of different ones
are presented along with methodological aspects and examples on spectra computations
for some coumarin derivatives; the aim of this chapter was to select the best performing
functional to be employed (after further restricted validation) in the following chapters 4
and 5. In the 4th chapter a computational study on the environmental and coordination
155
156 Chapter6. Conclusions and perspectives
effects on the electronic spectra of organic pigments; that is a computational study on
Alizarin and Alizarin-Mg/Al complexes is presented. In particular, it has been possible
to describe electronic and structural characteristics of free alizarin in different environ-
mental (pH) conditions, showing that observed changes of the spectra line-shapes are
well reproduced by simulations. Then such studies are extended to Mg/Al-coordinated
alizarin, taking into account solvation, and coordination effects, which all influence the
final perceived colour. In the 5th chapter we have presented a general procedure for a
selection of the best candidate among a rather large set of homologues via the computa-
tional screening, that is, calculating their optical properties in order to select the best one
with the final desired characteristics. The application of such a computational scheme
resulted to be very beneficial since the selection of the best target can be very difficult
if the prediction were based only on the chemical intuition. Our computational protocol
has facilitated design and synthesis of a mechanocromic material with the final desired
properties. The theoretical models and examples presented in this Ph.D. thesis point
out the reliability and applicability of current state-of-the art computational protocols
in both interpreting and in predicting the optical properties of medium-to-large systems.
Nowadays the number of realistic applications aided by advanced computations is growing
very fast and studies presented here can be seen as examples how in silico support can
be very beneficial for studies of molecular systems of direct technological interest.
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