This paper describes a method of introducing spatial consistency constraints in the process of matching set-based descriptors extracted from digital images. The proposed matching technique is guided by a rule that can be summarized as follows: a descriptor is important for the match if it is similar to some descriptor from the other image and its spatial neighbors are important. The resulting match is partial in the sense that it deliberately avoids the complexity of searching for one to one correspondences among particular descriptors, but established affinity among groups of descriptors instead.
Introduction
This work is situated in the domain of content-based image retrieval where digital images are represented by a variable number of feature vectors commonly referred to as set-based descriptors. The main contribution of this work is a spatiallyconsistent partial matching method designed to establish correspondence between groups of descriptors rather than between individual descriptors themselves. The described method is empirically evaluated as an intra-and inter-image prototype selection approach. In the former case, the method allows to find descriptors that contribute best to the match, whereas in the latter case, the technique allows to select descriptors that are representative of a group of images belonging to a certain class.
Our choice of the set-based descriptors is motivated by their superior performance [1] and applicability in a wide range of content-based image retrieval applications.
In general, most of these descriptors characterize local image features extracted at certain interest points within an image. Examples of these descriptors include maximally stable extremal regions (MSER) [2] , scale-invariant feature transform (SIFT) [3] , speeded up robust features (SURF) [4] , as well as their extensions such as PCA-SIFT [5] , SIFT with global context [6] , gradient location-orientation histogram (GLOH) [1] .
Further, our additional motivation in this work is to improve the two following characteristics of the popular matching and retrieval techniques for set-based descriptors: spatial consistency and many to many correspondence.
Spatial consistency.
The former aspect relates to the fact that spatial configuration of descriptors and their positions relative to each other are seldom considered when a match is calculated. We believe that this kind of approach may be detrimental to the overall performance, since oftentimes images contain a large number of high similarity descriptors that are not localized on the visual objects of interest and thus lead to an erroneous match (see section 3.1 for such an example).
Certainly, there exists earlier work that attempts to add some context to the information content of the local feature descriptors. But these contributions together with their advantages have a number of drawbacks as well. For instance, in [6] the authors add only the shape context information to that of the SIFT descriptor, while the semi-local constraints proposed in [7] require threshold tuning for neighbor match percentage and impose complicated restrictions on admissible angles between neighboring descriptors being matched. The proposed approach described below strives to take into account both spatial proximity and feature-based similarity information during the matching process, while at the same time trying to avoid the above mentioned pitfalls.
Many to many correspondence. The latter aspect concerns the way the correspondence is established between matching descriptors in two images being compared.
In the proposed method, we focus on deriving a common quality estimate (importance) for each descriptor in an image, and use this value to decide whether a given descriptor belongs to a group that constitutes a match. Thus, a many to many correspondence is found between groups of image descriptors, without the need to resort to model-(e.g., RANSAC [8] ) and graph-based (e.g., bipartite graph matching, as-signment problem [9] ) techniques that can be quite costly from the computational complexity point of view.
In the section that follows we will introduce the method of spatially-consistent descriptor matching. In so doing, we will provide a detailed description of how it calculates descriptor importance and image affinity, and show how these two measures may serve as a basis for various intra-and inter-image prototype selection techniques. Then, in section 3, we will present the experimental results which include exploratory data analysis and an empirical evaluation of the proposed method on the task of content-based image retrieval. The article will conclude with a summary of the developed techniques and their important properties.
Spatially-consistent descriptor matching
This section presents the method of spatially-consistent partial matching of local image descriptors. Here, we detail the problem formulation of the proposed method and provide an illustrative example of its usage. We also show how descriptor importance and image affinity measures computed by the proposed approach are applied to the problem of intra-and inter-image prototype selection problem.
Descriptor importance
One way of introducing the spatial consistency constraints in a given matching procedure is to make sure that the quality of a match of a given descriptor depends on both descriptor itself and its neighbors. In order to substantiate this idea, we introduce the concept of descriptor importance and the following rule to define it:
A descriptor is important if it matches well some descriptor from the other image and its spatial neighbors are important.
The above rule is fairly straightforward to cast as a mathematical expression:
where bracketed superscripts refer to the image index that the corresponding parameter pertains to. In this notation, n (A) is the number of descriptors in image A.
Similarly, α between the i-th descriptor from image A and some descriptor from image B. In order to simplify Equation (1), we may omit the superscripts and indices to define importance vector:
proximity matrix P :
where
, and the diagonal match quality matrix S:
Taking advantage of the simplified notation of Equations (2)- (4), Equation (1) may finally be written down as:
which is a standard eigenvalue problem. The importance vector α, solution of (1), has to be a non-negative eigenvector such as α fullfill the relation λα = λSP α (where λ is an eigenvalue) and α i ≥ 0, ∀k. As SP is a non-negative matrix, the Perron-Frobenius theorem [10] guarantees the non-negativity of the principal eigenvector (corresponding to the largest eigenvalue). We thus obtain α as the SP 's principal eigenvector whose components are importance estimates of the respective image descriptors. The larger the magnitude of the principal eigenvector's component, the more important the corresponding descriptor is for the match between two given images. A fast estimation of α may be obtained with the power method [11] , an iterative procedure used to approximate the principal eigenvector of a matrix
Finally, by carrying out this procedure for both images and selecting their most important descriptors, we obtain a spatially-consistent partial matching, which consti-6 tutes the essence of the proposed method.
Note that the derived matching is partial in the sense that it deliberately avoids the complexity of searching for one to one correspondences among particular descriptors, but established correspondence among groups of descriptors instead. In the section that follows, we consider an illustrative example of the method outlined above.
Illustrative example
Consider a simplified example where the two images to be matched are 8 by 8 grids with some colored tiles, as shown in Figure 1 . proximities, as follows:
where σ grid is the Gaussian kernel width parameter that controls what range of distance values gets mapped into the (0, 1] interval. Ideally, a judicious choice of d grid and an optimal setting of σ grid (using automatic scale selection [12] for instance)
would ensure the method to be scale invariant. However this issue has not been formally addressed in this study.
Analogously, Euclidean distances between 3-dimensional RGB vectors representing the color content of each tile, d
are transformed into normalized similarities:
8 with a similarly defined σ RGB parameter. The match quality matrix elements are then derived as the best possible similarity between a given descriptor and any descriptor in the other image:
Finally, using the above proximities (Equation (7)) and feature-based similarities (Equation (9)), we solve the eigenvalue problem (Equation (5) Instead, only the groups of corresponding tiles are discovered. 
Image affinity
As one would naturally expect, the solution of Equation (5) is typically found in terms of eigenvectors together with their respective eigenvalues. In order to provide a meaningful interpretation to the eigenvalue that corresponds to the principal eigenvector of SP , consider the following ideal case:
• all descriptors are close to each other, p ij = 1,
• all descriptors match very well, s ii = 1.
In this ideal case, every element of the matrix product SP is equal to one, the principal eigenvector's components are all equal to a constant indicating that all of the descriptors are important, while the corresponding eigenvalue is equal to the number of descriptors:
where A is a given image. Thus, when divided by the number of descriptors, this eigenvalue gives a summary estimate of the overall image match quality normalized within the (0, 1] interval. By extending this observation to the case when both image A is matched to image B, and image B is matched to image A by solving Equation (5), we define the image affinity value between images A and B, as follows:
While alternative formulations are certainly possible, Equation (11) appears to be a reasonable choice since a (AB) has the advantageous properties of being normalized, symmetric and close to one only when both images match well.
Prototype selection
In the above sections we have discussed two measures of descriptor importance and image affinity that may be considered in a more general context of the prototype selection problem. According to [13] , prototype selection is the process of storing a well-chosen, proper subset of available training data instances. These instances thereby selected are referred to as prototypes and used with instance-based classifiers, such as nearest neighbor [14] , that predict a class of an unseen data instance by comparing it to a set of prototypes.
In the case of content-based image retrieval where images are represented by setbased descriptors, the problem of prototype selection appears to be quite important because of the vast number of instances that a classifier must deal with in a realistic usage scenario. For instance, a moderate size group of one thousand images with one thousand descriptors per image creates a million descriptors for this group representing a certain class, of which there could be many.
In this context, the descriptor importance measure discussed in section 2.1 may be treated as an intra-image prototype selection technique, while image affinity covered in section 2.3 can be considered an inter-image prototype selection method.
Indeed, the former quantity allows one to select the important descriptors that contribute to the match while disregarding those that do not, and the latter may help one find those images that match very well to others within their group and thus are worth being given priority when choosing what image to select descriptors from.
Naturally, various other ways of prototype selection approaches are also possible based on combinations of descriptor importance and image affinity, such as those listed in the examples below.
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• Affinity-weighted importance q 1 of descriptor D (A) i from image A within a group of images G representing a certain semantic class:
combines the overall match quality expressed by image affinity together with the importance of a particular descriptor to derive its prototype quality score, q 1 ;
• Affinity-weighted importance rank q 2 :
computes prototype quality score q 2 by combining the overall match quality expressed by image affinity together with the rank of a particular descriptor as found in the list of descriptors sorted by their importance, emulating the voting mechanism whereby a descriptor receives one vote whenever it is more important than some other descriptor within an image;
• Importance rank q 3 :
only emulates the voting mechanism (see above) disregarding the overall image match quality conveyed by the image affinity.
In the following section we are going to evaluate the above prototype selection techniques based on the described quality scores q 1 , q 2 and q 3 , and also compare their performance alongside a baseline method that makes no use of descriptor spatial information.
Experimental results
Here we present the details of the experimental results obtained while evaluating the proposed technique. Throughout all of the experiments, we chose to use SIFT [3] descriptors to provide set-based representation of image contents. Proximity and similarity functions are respectively the same to those defined in equations (7) and (9) Unless stated otherwise, any reference to a baseline method in the discussion that follows refers to a prototype selection approach based exclusively on the featurebased portion of SIFT descriptors' data with no regard to their spatial properties.
Exploratory analysis
While the toy example reviewed in section 2.2 is illustrative in demonstrating the essential properties of the proposed method, it is helpful to examine how the approach works with real-world examples before doing a full-scale evaluation. To this end, we perform a preliminary exploratory analysis of the results of computing descriptor importance and image affinity, as well as performing prototype selection, as described below.
First, we examine how the intra-image prototype selection results obtained by computing descriptor importance via spatially consistent matching are different from those of the baseline method, as depicted in Figure 3 . As is apparent from the 13 figure, the 15 most important SIFT descriptors derived from spatially consistentmatching seem to localize around visual objects of interest found in both pictures.
These results also indicates that in some cases background descriptors may also be selected as important while using the proposed method, which suggests that some voting procedure, such as one mentioned in section 2.4, over a large number of images may be beneficial.
After this, we inspect image affinity values computed for every pair of pictures over a subsample of the Caltech data set representing three semantic classes. In the examined subsample we consider 30 images per class, where the image classes are:
cars, faces, motorbikes.
The obtained affinity values are shown in Figure 4 together with a baseline calculated as median SIFT similarity.
One may notice that the class structure, i.e. square blocks of brighter regions that correspond to each of the three classes, is more pronounced in the case of the proposed method, as can be seen in Figure 4 (a). This confirms our earlier suggestion that image affinity measure described in section 2.3 may serve as a suitable instrument for inter-image prototype selection. In contrast, the baseline technique relying on the median of all SIFT descriptor similarities across all pairs of images does not show as much class discriminatory power, as can depicted in Figure 4 (b).
Finally, we examine how the various prototype selection approaches suggested in section 2.4 manage to select relevant descriptors from the groups of images sampled from the three classes of the Caltech data set [15] , as shown in Figures 5 to 8 . Here, those SIFT descriptors that are selected as class prototypes are shown as yellow colored circles. As one may notice from the shown example images, the prototype selection method that relies on affinity-weighted importance appears to select SIFT descriptors that all belong to the visual objects of interest, albeit in a somewhat greedy fashion (see Figure 5) . Also, both prototype selection techniques that use importance ranks (see Figures 6 and 7) tend to choose SIFT descriptors over a larger number of images and pick up some unrelated background elements. The latter shortcoming is more apparent with the importance rank selection method that disregards the image affinity information altogether, as can be seen in Figure 7 .
While these examples may be helpful in probing and analyzing the traits and properties of the proposed prototype selection methods, they cannot replace an overall evaluation that must be carried out on all of the data set, which is the main focus of the section to follow.
Evaluation
In our experimental evaluation we use the following experimental setup. The experimental data is a subset of the Caltech data set that consists of 1155 images of cars, 450 images of faces and 826 images of motorbikes. This data is subdivided into the training and testing portions. A hundred images per class are used for training, while all of the remaining 2131 images constitute the testing data. Then, within each group of training images belonging a certain class, we select a predefined number of SIFT descriptors across all images as representative class prototypes via the techniques described in section 2.4. Having selected these SIFT descriptors, we consider them as a pseudo-image, against which test images may be compared. Finally, we rank the test images according to their image affinity (Equation (11)) with the class representative pseudo-images, and compute the non-interpolated average precision [16] for each of the three image classes.
It is important here to recall that the spatial information of the descriptors comprising the pseudo-image need not be known when matching a given test image to a pseudo-image using the proposed method of spatially-consistent descriptor matching. This explains why the descriptors of the pseudo-image may or may not necessarily come from the same training image.
In every experiment, we evaluate the proposed techniques alongside the baseline prototype selection method that discards the spatial information found in SIFT descriptors. The results of these experiments are summarized in Tables 1 and 2 . Table 1 Non-interpolated average precision (%) vs. prototype set cardinality The first table shows that even a relatively small number of prototype descriptors selected as a representative pseudo-image for a given class is enough to achieve reasonable results that compare favorably with the baseline technique.
As for the second table, one may observe that, across all of the evaluated prototype selection techniques, the ranking according to image affinity provides better results. It can also be seen from Table 2 that there still room for improvement for the individual prototype selection methods. 
Conclusion
We have introduced a spatially-consistent descriptor matching method and demonstrated its possible application in the domain of content-based image retrieval. The developed approach incorporates descriptor proximity data when the matching is computed to make sure that the quality of a match of a given descriptor depends on both descriptor itself and its neighbors.
The proposed matching method has been formulated and shown to be equivalent to a standard eigenvalue problem, where the principal eigenvector's components render the importance values of individual descriptors, while the corresponding eigenvalue represents an estimate of the overall strength of affinity between images being matched. These measures of descriptor importance and image affinity have been used as a natural basis for some new intra-and inter-image prototype selection techniques, several variations of which have been empirically evaluated on the task of content-based image retrieval, demonstrating encouraging results.
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