Abstract. We consider an integrated loading and transportation problem that arises in a number of practical settings. In this problem, jobs first are loaded on semitrailers with a given capacity by a single crane and then delivered from a yard to a port by tractors. When the semitrailer and the tractor return to the yard, they may be separated such that the semitrailer may be loaded with new jobs while the tractor can pull another semitrailer loaded completely to the port. The problem is to find a joint loading and delivery schedule to minimize the arrival time of the last job. In this paper, we consider the problem that is motivated by real-world applications and analyze its computational complexity.
Introduction
In this paper we consider an integrated scheduling problem of loading and delivery that is motivated by a number of practical settings. We describe below the practical settings in the steel industry and container terminal that motivated our study. At the beginning of the planning horizon, a set of coils or containers, a single crane, a number of tractors, and a number of semitrailers are given. These coils or containers are stored in a yard to delivery to a port for loading onto a ship. Jobs are first loaded on semitrailers by the crane in the yard. The semitrailer loaded completely is assigned to a tractor to delivery jobs from the yard to the port. When the tractor and the semitrailer return to the yard, they may be separated such that the semitrailer may be loaded with new coils or containers while the tractor can pull another semitrailer loaded completely to the port. Note that if the crane completes the loading of a semitrailer at a time and there is no available semitrailer at this time, then the crane will be idle until another semitrailer returns to the yard. In this problem, we need to determine: (i) an assignment of coils or containers to semitrailers, (ii) a loading scheduling of coils or containers onto semitrailers, (iii) an assignment of semitrailers to tractors, and (iv) a delivery scheduling of tractors from the yard to the port, so as to the arrival time of the last coil or container is optimized.
In this paper, our problem differs from the traditional integrated production and delivery scheduling problems in the following aspects. First, in most of these papers on integrated production and delivery scheduling problems, machines are available in the whole horizon. However, in our problem, the crane may load coils or containers only when semitrailers are available in the yard. In the other words, the crane may have idle times in the horizon. Second, the tractors and the semitrailers may be separated when they return to the yard. However, in all of existing papers on integrated production and delivery scheduling problems, the transporter cannot be separated in the whole horizon. Next we review some representative papers on integrated production and delivery scheduling problems. Integrated production and delivery scheduling problems have received a growing interest in the Operations Management/Operations Research community in recent years (see a survey by Chen [1] ). These problems often involve production and delivery scheduling decisions, where products are first processed on machines and then delivered from plants to customers. Chen and Pundoor [2] consider integrated production and delivery scheduling problems with job sizes in which the objective is to minimize the number of delivery batches subject to the service constraints. Leung and Chen [3] consider integrated production and delivery scheduling problems with fixed departure times. Tang et al. [4] consider an integrated charge batching and cast width selection problem in practical steel industry and a column generation-based branch-and-price (B&P) solution approach is developed to obtain optimal solutions. Tang et al. [5] consider a challenging problem of dynamic scheduling in steelmaking-continuous casting production and an improved differential evolution algorithm is developed. The above two papers focus on studying the batches in practical productions, whereas the study in our paper concentrates on delivery batches in logistics.
To our knowledge, there is only one paper considering the problem that is the same to our problem. Tang et al. [6] analyze the computational complexity of the case with one tractor and two semitrailers. However, they do not consider the computational complexities of various cases that are motivated by real-world applications. In this paper, we analyze computational complexity of a special case.
Problem Description
At the beginning of the horizon, a set of n jobs, N = {1, 2, …, n}, a single crane, u tractors, and v semitrailers are given. Each job j  N requires the loading time of pj. Jobs are first loaded onto semitrailers by the crane. Each semitrailer can be loaded up to c jobs. All jobs loaded together in a semitrailer are defined as a batch. The semitrailer loaded completely is pulled by a tractor to delivery to a port. A round trip time of a transporter consisting of one tractor and one semitrailer is a constant 2t0, and each one-way time is t0. When the transporter returns from the port, the tractor and the semitrailer may be separated such that the semitrailer may be loaded with new jobs while the tractor can pull another semitrailer loaded completely to the port. The problem is to determine: (i) an assignment of jobs to semitrailers, (ii) a loading scheduling of jobs onto semitrailers, (iii) an assignment of semitrailers to tractors, and (iv) a delivery scheduling of tractors to the port, so as to 
Computational Complexity
In this section, we analyze the computational complexity of a special case. Before analyzing this case, we first give the following property that is Property 2 in the paper considered by Tang et al. [6] . Property 1 (Tang et al. [6] ). For r = 1, …, v, semitrailer r transports all of the batches with an index that can be expressed as r + xv for some integer x  0. For l = 1, …, u, tractor l transports all of the batches with an index that can be expressed as h + yl for some integer y  0.
To prove the NP-hardness of the case, we need construct an instance for the case. If this constructed instance can be transformed polynomially to a given instance of the NP-hard problem, then the case is NP-hard. Partition Problem (PP). Given 2m items, A = {1, 2, …, 2m}, each item i  A has a positive integer size ai satisfying Loading times of jobs: pj = aj, j = 1, …, 2m; pj =0 , j = 2m+1, …, 3m; Threshold value: y = 5B/2.
We will show that there exists a feasible solution to PP if and only if there is a feasible solution to this case with an objective value of no greater than y.
If part. Suppose that there is a feasible solution A for PP. For this case, we can construct a feasible solution with an objective value no more than y as follows. In this solution, the first batch consists of jobs, {J2m+1, J2m+2,…, J3m}. The second batch and the third batch consist of jobs in A and in A \ A, respectively. The delivery schedule of all batches follows Property 1. It is easy to see that the objective value of the above solution is 5B/2 = y.
Only if part. Since the number of jobs is 3m and the capacity of each semitrailer is m, there are at least three batches in any feasible solution. Obviously, there are at most three batches in any feasible solution with an objective value of no greater than y because otherwise the total delivery time of the single tractor would be at least 7t0 > y. Thus, there are exactly three full batches, B1, B2, and B3. Since the total delivery time of the single tractor is 5B/2, the first batch consists of jobs, {J2m+1, J2m+2,…, J3m}. Since the total loading time of jobs is 2B and the one-way delivery time is B/2, we can have that (1) the crane loads jobs in the interval [0, 2B] without idle times and (2) the tractor pulls semitrailers to delivery jobs in the interval [0, 5B/2] without idle times. Let A be the set of jobs in the second batch. There are two cases to consider. Case 1. From the above two cases, this implies that A must be a partition of A such that
Next we consider the case with at most three batches in an optimal solution. For the case with at most two batches in an optimal solution, from Property 4 in the paper considered by Tang et al. [6] , we can obtain directly an optimal solution in which the first batch consists of n  (n / c  1)c jobs with the shortest loading times and the second batch consists of the remaining jobs. Now we consider the case with three batches in an optimal solution. Next we propose a dynamic programming algorithm to solve this case. Based on Property 4 in the paper considered by Tang et al. [6] , the first batch consists of n  (n / c  1)c jobs with the shortest loading times. Without loss of generality, jobs {1, 2, …, h} are assigned to the first batch. From Property 3 in the paper considered by Tang et al. [6] , we can have that both of the first batch and the second batch are full. Algorithm DP.
Define f(j, t1, t2, b1, b2) as the minimum objective value of a partial solution where the first j jobs, {h+1, h+2, …, h+j} have been loaded and delivered, t1 is the loading time of the second batch, t2 is the loading time of the third batch, b1 is the number of the jobs in the second batch, and b2 is the number of the jobs in the third batch.
Initialization. f(0, 0, 0, 0, 0) = C(B1) + 5t0, f(j, t1, t2, 0, b2) = + for  t1, t2, b2, j = 0, 1, …, n, f(j, 0, t2, b1, b2) = + for  b1, t2, b2, j = 0, 1, …, n.
