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Abstract
Ebrahimi (1996) has shown that the measure of residual entropy
characterizes the distribution function uniquely. In this communica-
tion we study an analogous result for past entropy.
Keywords:Order Statistics, Past entropy, Reversed hazard rate,Survival
function.
Let X denote the lifetime of a system, a component or living organism
with probability density function f , distribution function F and survival
function F¯ = 1 − F . Shannon (1948) defined a measure of uncertainty
associated with X given by
H(X) = −
∫
∞
0
f(x) log f(x)dx. (1)
The role of entropy in residual lifetime distributions has attracted attention
in recent years. Ebrahimi (1996) defined uncertainty of the residual lifetime
of the random variable Xt = [X − t|X > t] as
H(f ; t) = −
∫
∞
t
f(x)
F¯ (t)
log
f(x)
F¯ (t)
dx (2)
where t ≥ 0 and X > t. For t = 0, (2) reduces to (1). Ebrahimi has also
studied that the measure (2) characterizes the distribution function uniquely.
Crescenzo and Longobardi (2002) introduced a measure to calculate uncer-
tainty for past time distribution called past entropy, defined as
H¯(X ; t) = −
∫ t
0
f(x)
F (t)
log
f(x)
F (t)
dx = 1−
1
F (t)
∫ t
0
f(x) logφ(t)dx, (3)
where φ(t) or φX(t), for t > 0, is the reversed hazard rate function given by
φX(t) = φ(t) =
d
dt
logF (t) =
f(t)
F (t)
, (4)
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for details see Gupta et al. (1998), Di Crescenzo (2000).
It has been shown by many authors that under certain conditions the
measure defined in (3) characterizes some specific distributions, for details
refer to Nanda and Paul (2006), Kundu et al. (2010). As mentioned earlier,
Ebrahimi (1996) has shown that the measure of residual entropy (2) char-
acterizes the distribution function uniquely. A result that in general, the
measure of past entropy also characterizes the distribution function uniquely
has not been studied so far. In this communication, we study a result to this
effect in the form of theorem given below
Theorem Let X and Y be two random variables with absolutely contin-
uous cdf F and G, pdf f and g, respectively having finite entropies. Assume
that ∃ a constant t0 such that F (t0) = G(t0). Then the following two state-
ments are equivalent
(i) X is identical in distribution with Y .
(ii) H¯(X ; t0) = H¯(Y ; t0).
Proof: (i) implies (ii) is obvious. We need to show only that (ii) implies (i).
From (3) we have
H¯(X ; t) = −
∫ t
0
f(x)
F (t)
log
f(x)
F (t)
dx.
It can be easily seen that
H¯(X ; t) = 1− E [logφX(X) | X < t] .
Hence
1− H¯(X ; t) =
∫ t
0
f(x)
F (t)
log
f(x)
F (x)
dx. (5)
Using probability integral transformation U = F (X), where U is the standard
uniform distribution, we get
H¯(X ; t) = logF (t)−
1
F (t)
∫ F (t)
0
log f(F−1(u))du. (6)
We have
H¯(X ; t0) = H¯(Y ; t0). (7)
Using (6) in (7) and using the fact F (t0) = G(t0)=v (say), we get
∫ v
0
log
(
f(F−1(u))
g(G−1(u))
)
du = 0. (8)
2
So, f(F−1(u))=g(G−1(u)), ∀u ε(0, 1). Using d
dt
(F−1(t)) = 1
f(F−1(t))
and
F (t0) = G(t0) the result follows.
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