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Abstract
We systematically analyze the nonlinear partial differential equation that determines the
behaviour of a bounded radiating spherical mass in general relativity. Four categories of solution
are possible. These are identified in terms of restrictions on the gravitational potentials. One
category of solution can be related to the horizon function transformation which was recently
introduced. A Lie symmetry analysis of the resulting Riccati equation shows that several new
classes of exact solutions are possible. The relationship between the horizon function, Euclidean
star models and other earlier investigations is clarified.
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I. INTRODUCTION
Radiating stars with strong gravitational fields are an important subject of research
because of many applications in astrophysical phenomena. Closed form solutions of the
Einstein field equations in the interior, the consistency of the junction conditions at the
boundary and matching to the Vaidya radiating exterior are necessary for describing a
radiating object in general relativity. Such models provide a valuable insight into the physics
of relativistic phenomena in the life history of a relativistic star. Of particular importance
are astrophysical processes associated with gravitational collapse and dissipation. These are
highlighted in the recent investigations of Sharma and Tikekar [1], Sarwe and Tikekar [2],
Reddy et al [3] and Tewari [4, 5]. An investigation of the mathematical structure of the
relevant differential equations allows for a deeper physical study. Exact solutions of the field
equations and the boundary condition are required for modeling the radiating star.
Several researchers have studied this topic in different physical settings. Most of the
earlier treatments placed restrictions on the trajectories of the fluid particles, affecting the
acceleration and expansion, and required that the star be shear-free. However it is possible
to solve the field equations and the boundary condition at the surface and generate closed
form solutions. Exact models with acceleration, expansion and shear were presented by
Thirukkanesh et al [6], Thirukkanesh and Govender [7], Herrera and Santos [8], Govender
et al. [9] and Govinder and Govender [10]. Abebe et al [11] obtained a generalized class of
Euclidean stars, with a barotropic equation of state, using the method of Lie symmetries on
differential equations. The usual Lie method may be extended to include exponential Lie
symmetry generators which produce the most general exact solutions as recently demon-
strated by Mohanlal et al. [12] Another interesting approach was followed by Ivanov [13] in
which he introduced a new variable called the horizon function. This method has the ad-
vantage of substantially reducing the complexity of the boundary condition and the horizon
function can be related to physical features of the radiating star.
In this paper, we discuss the symmetry invariance of the junction condition for a radiating
star which is accelerating, expanding and shearing. It has already been proved that the
method of Lie theory of extended transforms applied to differential equations is very useful
for obtaining exact solutions for a general relativistic star. For example, in the previous
study, general radiating stars have been studied by Abebe et al. [11] and a set of new exact
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solutions have been found. Recently, Ivanov [13] studied the same problem by introducing
a horizon function. This horizon function transforms the junction condition to a simpler
form. This motivates us to investigate the Lie symmetries of the transformed equation.
Using the invariance condition the transformed equation can be reduced to an ordinary
differential equation of the Riccati type. We then investigate the transformed ordinary
differential equation to obtain new exact solutions. We also identify the cases when the
horizon function transformation does not hold; these additional cases are analyzed.
We investigate the junction conditions for a general relativistic star that is accelerating,
expanding and shearing. The governing dynamical equation is a highly nonlinear differential
equation. The structure of this investigation is as follows. In Sect. II we derive the partial
differential equation governing the stellar boundary. To simplify the boundary condition, we
apply the transformation introduced by Ivanov [13] to obtain a simpler partial differential
equation. In Sect. III we analyze the horizon function transformation and consider the
conditions for which it is valid. Four categories of solutions are possible. A Lie symmetry
analysis of the transformed boundary condition is performed in Sect. IV. The symmetry
generators of the transformed boundary condition are presented and the reduction variables
are constructed. Using the reduction variables we then reduce the transformed equation
to a Riccati equation. Exact solutions to the Riccati equation are found in Sect. V. The
functional forms of the potentials and horizon functions are derived and presented. We show
in Sect. VI that we can regain known results from our analysis. In Sect. VII we give a brief
discussion on the solutions obtained and consider possible physical applications.
II. THE MODEL
We are considering the general case of a radiating star with acceleration, expansion and
shear. The interior metric has the form
ds2 = −A2 dt2 +B2 dr2 + Y 2 (dθ2 + sin2 θ dφ2) , (1)
where A(r, t), B(r, t) and Y (r, t) are gravitational functions. In the stellar interior the fluid
velocity ua is comoving and timelike so that ua ua = −1. The heat flux vector qa is orthogonal
to ua with qa u
a = 0. An observer moving with velocity ua measures the energy density µ
and the isotropic pressure p.
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These quantities have the particular form
ua =
(
1
A
, 0, 0, 0
)
, (2a)
qa = (0, B q, 0, 0) , (2b)
p =
1
3
(
p‖ + 2p⊥
)
, (2c)
where p‖ is the radial pressure and p⊥ is the tangential pressure. We follow the notation
and conventions of Abebe et al [11]. The Einstein field equations in the stellar interior are
µ =
2
A2
B˙
B
Y˙
Y
+
1
Y 2
+
1
A2
Y˙ 2
Y 2
− 1
B2
(
2
Y ′′
Y
+
Y ′2
Y 2
− 2B
′
B
Y ′
Y
)
, (3a)
p‖ =
1
A2
(
−2 Y¨
Y
− Y˙
2
Y 2
+ 2
A˙
A
Y˙
Y
)
+
1
B2
(
Y ′2
Y 2
+ 2
A′
A
Y ′
Y
)
− 1
Y 2
, (3b)
p⊥ = − 1
A2
(
B¨
B
− A˙
A
B˙
B
+
B˙
B
Y˙
Y
− A˙
A
Y˙
Y
+
Y¨
Y
)
+
1
B2
(
A′′
A
− A
′
A
B′
B
+
A′
A
Y ′
Y
− B
′
B
Y ′
Y
+
Y ′′
Y
)
, (3c)
q = − 2
AB
(
− Y˙
′
Y
+
B˙
B
Y ′
Y
+
A′
A
Y˙
Y
)
, (3d)
for the spherically symmetric metric (1).
The exterior of the star is governed by the metric
ds2 = −
(
1− 2m (v)
R
)
dv2 − 2 d v dR +R2 (dθ2 + sin2 θ dφ2) , (4)
which is the Vaidya radiating solution. The matching of the metrics (1) and (4) together
with continuity of extrinsic curvature lead to a set of junction conditions. These conditions
result in the differential equation
(p‖)Σ = (q)Σ, (5)
at the comoving hypersurface Σ which is the boundary of the star. Equations (3b), (3d)
and (5) lead to the condition
2AB2Y Y¨ + AB2Y˙ 2 − 2B2Y A˙Y˙ − 2ABY A′Y˙ + 2A2BY Y˙ ′ − 2A2Y A′Y ′
−2A2Y B˙Y ′ − A3Y ′2 + A3B2 = 0, (6)
which is a nonlinear differential equation in the potentials A, B and Y . Equation (6) is the
main object of study in the model of a radiating stellar object.
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Ivanov [13] introduced an interesting transformation that greatly reduces the complexity
of (6). Let us consider
H =
Y ′
B
+
Y˙
A
, (7)
which is the so called horizon function. With the help of (7) the boundary condition (6)
can be written as
H˙ =
(
A
2Y
+
A′
Y ′
)
H2 −
(
A
Y
+
A′
Y ′
)
Y˙
A
H − A
2Y
, (8)
subject to the restrictions Y˙ 6= A and Y ′ 6= B.
This is an equation with variables A, H and Y ; the potential B has been replaced by
the new quantity H . It is clear that (8) is a simpler equation than (6). Equation (8) has
been integrated for geodesic motion by Ivanov [14], and in particular cases with nongeodesic
motion and shear in [13].
III. ANALYSIS
We now analyze the transformation (7). It is important to observe that equation (8) is
not equivalent to the original equation (6). The transformation (7), and consequently (8), is
not valid for Y ′ = B or Y˙ = A. Therefore the analysis will consist of four categories namely
Y ′ = B, Y˙ = A, Y ′ = B with Y˙ = A, and Y ′ 6= B with Y˙ 6= A.
A. Category 1: B = Y ′
When B = Y ′ the transformation (7) does not hold and we cannot use (8). In this case
we have to analyze the original equation (6). Using B = Y ′ then equation (6) can be written
as
Y¨
Y
+
1
2
(
Y˙
Y
)2
− A˙
A
Y˙
Y
− (A+ Y˙ )A
′
Y Y ′
= 0 (9)
Equation (9) corresponds to an Euclidean star. Some exact solutions to (9) were found by
Govender et al. [9] and Govinder and Govender [10].
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B. Category 2: A = Y˙
When A = Y˙ then (7) is not valid and we cannot use (8). As in Sect. IIIA. we have to
consider the original equation (6) which becomes
B˙ − Y˙
Y Y ′
B2 + Y˙ ′ +
Y˙ Y ′
2Y
= 0, (10)
where we have written (10) as a Riccati equation in B.
It should be observed that the condition A = Y˙ is a special case of a relationship derived
by Thirrukanesh et al. [6] in their investigation of a radiating star. To solve (10) we follow
their approach and assume Y is a separable function of the form
Y = K(r)C(t), (11)
where K(r) and C(t) are arbitrary functions of their respective arguments. Then (10)
becomes
B˙ − C˙(t)
K ′(r)C(t)2
B2 +
3K ′C˙(t)
2
= 0. (12)
Using the transformation
V (r, t) = exp
(
− 1
K ′(r)
∫
C˙(t)
C(t)2
B(r, t)dt
)
, (13)
we can write (12) as the homogeneous second order ordinary differential equation
V¨ −
(
C¨
C˙
− 2C˙
C
)
V˙ − 3C˙
2
2C2
V = 0. (14)
It should be noted that (14) can be transformed into an equation with constant coefficients
by making use of the change of independent variable
y = log(C(t)). (15)
The resulting equation can be written as
Vyy + Vy − 3
2
V = 0. (16)
Solving equation (16) we obtain
V = C(t)
−
(
1+
√
7
2
)
(D(r) + U(r)C(t)
√
7), (17)
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where D(r) and U(r) are arbitrary functions of integration. Setting D(r) = 1 and inverting
the transformations (15) and (13), we find that
B = K ′(r)C(t)
(
1−√7
2
+
√
7
1 + U(r)C(t)
√
7
)
. (18)
The remaining potential is simply
A = K(r)C˙(t). (19)
C. Category 3: Y ′ = B, Y˙ = A
For Y ′ = B and Y˙ = A the transformation (7) is not valid and (8) cannot be used. The
original boundary condition (31) has to be analyzed. Under the conditions Y ′ = B and
Y˙ = A equation (31) simplifies to
Y˙ ′ − Y˙ Y
′
4Y
= 0. (20)
We can integrate this to obtain
Y = (C(t) +D(r))
4
3 , (21)
where C(t) and D(r) are arbitrary functions of their respective arguments. The remaining
potentials become
A =
4C˙(t)
3
(C(t) +D(r))
1
3 , (22a)
B =
4D′(r)
3
(C(t) +D(r))
1
3 . (22b)
The potentials (21) and (22) have simple forms. The matter µ, p‖ and q are nonzero. The
tangential pressure p⊥ = 0 in this case; the heat flux q is negative which may be interpreted
as inflow of energy from the surrounding medium across the stellar boundary.
D. Category 4: Y ′ 6= B, Y˙ 6= A
When Y ′ 6= B and Y˙ 6= A then the transformation (7) holds and we need to solve the
simpler equation (8). This is done in the next section.
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IV. LIE SYMMETRIES
The transformed equation (8) is a complicated partial differential equation in three de-
pendent variables and cannot be solved easily. We therefore make use of Lie symmetries to
find solutions to (8). The theory of Lie symmetries [15–17] is a powerful tool for finding
exact solutions to differential equations. It is based on the point transformations that leave
a differential equation form invariant. The main idea in finding the Lie group of symme-
try transformations is to determine the infinitesimal generators of the groups. This can
be achieved by deriving the determining characteristic equations; when these equations are
solved bases of the generating vector fields are are obtained. Group theoretic methods have
been used to produce exact solutions of the Einstein field equations in four and higher di-
mensions. Using the Lie symmetry method Govinder and Govender [10] produced a general
class of Euclidean star models. In keeping with this approach Abebe et al. [18] generated
exact solutions describing conformally flat and radiating stars. The technique of Lie symme-
tries is algorithmic and several software packages such as Symmetry, Sym, PROGRAM LIE
and Reduce have been developed. In this investigation, we consider the software package
PROGRAM LIE which is described by Head [19], for finding the Lie symmetries of (8).
In [11] it is shown that (6) admits the symmetry generators
X˜1 = Aβ˙(t)
∂
∂A
− β(t) ∂
∂t
, (23a)
X˜2 = Bα
′(r)
∂
∂B
− α(r) ∂
∂r
, (23b)
X˜1 = A
∂
∂A
+B
∂
∂B
+ Y
∂
∂Y
. (23c)
New exact solutions to (6) where found by Abebe et al. [11] via the symmetries (23).
With the help of PROGRAM Lie we find that equation (8) admits the symmetry vectors
X1 = F1(t)
∂
∂t
− AF˙1(t) ∂
∂A
, (24a)
X2 = F2(r)
∂
∂r
, (24b)
X3 = Y
∂
∂Y
+ A
∂
∂A
, (24c)
where F1(t) and F2(r) are functions of their respective arguments and dots denote differen-
tiation with respect to t. The symmetry generators (24) satisfy the commutation relations
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[X1, X2] = 0 (25a)
[X1, X3] = 0 (25b)
[X2, X3] = 0. (25c)
From (25) we deduce that the symmetry vectors (24) generate an Abelian Lie algebra.
Consequently, each linear combination of (24) will generate its own class of solutions that
cannot be transformed into solutions obtained via any other linear combination.
It should be noted that this symmetry analysis is fundamentally different from the analysis
of Abebe et al. [11] for the boundary condition (6). The transformation (7) removes the
variable B and results in a simpler equation, and as mentioned in Sect. III the transformation
is not general.
For the analysis of (8) we consider the most general combination
X = a1X1 + a2X2 + a3X3, (26)
where a1, a2 6= 0 and a3 are real constants. In order to reduce the simpler equation (8) we
need to construct the reduction variables by solving the associated Lagrange’s system of
(26) which is
dt
a1F1(t)
=
dr
a2F2(r)
=
dA
A(a3 − a1F˙1(t))
=
dH
0
=
dY
a3Y
. (27)
Integrating (27) yields the reduction variables
z =
1
a1
∫
dt
F1(t)
− 1
a2
∫
dr
F2(r)
, (28a)
A =
f(z)e
a3
a1
∫
dt
F1(t)
F1(t)
, (28b)
H = g(z), (28c)
Y = h(z)e
a3
a1
∫
dt
F1(t) , (28d)
where z is the new independent variable and f(z), g(z) and h(z) are arbitrary functions
which constitute the new dependent variables.
With the help of equations (7) and (28) the potential B can be written as
B = − a1f(z)h
′(z)e
a3
a1
∫
dt
F1(t)
a2F2(r) (a1 f(z) g(z)− a3 h(z)− h′(z)) . (29)
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We have shown that the potential B is not a free function but depends on the function h(z)
which is present in the potential Y . This is a consequence of the transformation (7) and the
existence of a Lie symmetry. This restriction does not arise in the solutions in Sect. IIIA,
Sect. III B or the models of Abebe et al. [11]. Therefore the transformation (7) may lead
to new solutions, not easily obtainable in its absence, but other solutions may also exist.
Substituting (28) into equation (8) we obtain, after simplification, the reduced equation
g′(z) + P (z)g(z)2 +Q(z)g(z) +R(z) = 0, (30)
where
P = −a1
2
(
2f ′(z)
h′(z)
+
f(z)
h(z)
)
, (31a)
Q =
(h′(z) + a3h(z)) (h(z)f ′(z) + f(z)h′(z))
f(z)h(z)h′(z)
, (31b)
R =
a1f(z)
2h(z)
, (31c)
primes now denote differentiation with respect to the variable z. We have chosen to write
the reduced equation (30) as an equation in g(z). Equation (30) is a Riccati equation in
g(z) and cannot be solved in general. However, for certain restrictions on the coefficient
functions P (z), Q(z) and R(z), (30) simplifies and possibly can be solved. This is done in
the next section.
V. NEW SOLUTIONS
In this section we place particular restrictions on each of the coefficient functions in (31)
to seek solutions to (30). We consider each restriction in turn.
A. Case 1: P (z) = 0
In this case (30) reduces to a linear equation. The condition P (z) = 0 implies that f(z)
and h(z) must satisfy the differential equation
h′
h
+ 2
f ′
f
= 0. (32)
We can integrate (32) and find
h(z) =
c1
f(z)2
, (33)
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where c1 is a constant of integration. Substituting (33) into (30) we obtain
g′(z) +
(
a3
2
− f
′(z)
f(z)
)
g(z) +
a1f(z)
3
2c1
= 0. (34)
We can solve equation (34) to obtain the general solution
g(z) = f(z)e−
1
2
a3z
(
c2 − a1
2c1
∫ z
1
f(w)2e
1
2
a3wdw
)
, (35)
where c2 is a constant of integration.
With the help of equations (28), (29), (33) and (35) the horizon function becomes
H = f(z)e−
1
2
a3z
(
c2 − a1
2c1
∫ z
1
f(w)2e
1
2
a3wdw
)
, (36)
and the potentials are
A =
f(z)e
a3
a1
∫
dt
F1(t)
F1(t)
, (37a)
B =
2a1c1f(z)f
′(z)e
a3
a1
∫
dt
F1(t)
a2F2(r)
(
2c1f ′(z)− a3c1f(z) + a1e− 12a3zf(z)5
(
c2 − a12c1
∫
e
a3w
2 f(w)2dw
)) , (37b)
Y =
c1e
a3
a1
∫
dt
F1(t)
f(z)2
. (37c)
B. Case 2: Q(z) = 0
In this case (30) becomes a simpler Riccati equation. With the restriction Q(z) = 0, we
have the constraints
h′
h
+
f ′
f
= 0, (38)
or
h′ + a3h = 0. (39)
We consider each of these conditions separately.
1. h
′
h
+ f
′
f
= 0
Equation (38) can be solved to yield
h(z) =
c1
f(z)
, (40)
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where c1 is a constant of integration. Substituting (40) into equation (30) yields
g′(z) +
a1f(z)
2
2c1
g(z)2 +
a1f(z)
2
2c1
= 0. (41)
Using the transformation
u(z) = exp
(
a1
2c1
∫
f(z)2g(z)dz
)
, (42)
we can write equation (41) as the second order homogeneous equation
u′′ − 2f
′
f
u′ +
a21f
4
4c21
u = 0. (43)
We can write equation (43) as an equation with constant coefficients by making use of the
change of independent variable
y =
∫
f(z)2dz. (44)
This results in the simpler equation
uyy +
a21
4c21
u = 0. (45)
Solving (45) we find
u = d1 cos
(
a1z
2c1
)
+ d2 sin
(
a1z
2c1
)
, (46)
where d1 and d2 are integration constants. Setting d1 = 1, d2 = tan c2 and inverting the
transformations (44) and (42) we obtain the solution
g(z) = tan
(
c2 − a1
2c1
∫ z
1
f(w)2dw
)
, (47)
where c2 is an arbitrary constant.
Substituting (40) and (47) into equations (28) and (29) we find that
H = e
a3
a1
∫
dt
F1(t) tan
(
c2 − a1
2c1
∫ z
1
f(w)2dw
)
. (48)
The potentials become
A =
f(z)e
a3
a1
∫
dt
F1(t)
F1(t)
, (49a)
B = − a1c1f(z)f
′(z)e
a3
a1
∫
dt
F1(t)
a2F2(r)
(
a1f(z)3 tan
(
c2 − a12c1
∫ w
1
f(w)2dw
)
− c1f ′(z) + a3c1f(z)
) , (49b)
Y =
c1e
a3
a1
∫
dt
F1(t)
f(z)
. (49c)
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2. h′ + a3h = 0
For the condition h′ + a3h = 0 to be satisfied, the function h has the form
h(z) = c1e
−a3z, (50)
where c1 is a constant of integration. Then equation (30) can be written as
f ′(z) + a3
(
1− g(z)2
2g(z)2
)
f(z) +
a3c1e
−a3zg′(z)
a1g(z)2
= 0. (51)
We have written (51) as a linear equation in f(z) as this particular form proves to be most
useful. Solving (51) for f(z) we find the general solution
f(z) =
1
a1
e
a3
2
∫ z
1
(
1− 1
g(w)2
)
dw
(
a1c2 − a3c1
∫ z
1
g′(w)
g(w)2
e−a3we
− a3
2
∫ w
1
(
1− 1
g(x)2
)
dx
dw
)
, (52)
where c2 is a constant of integration. Note that if we write (51) as a Riccati equation in
g(z), then we cannot obtain exact solutions in g(z) for particular functional choices of f(z).
Using (50) and (52) in conjunction with equations (28) and (29) the horizon function
becomes
H = g(z), (53)
and the potentials are
A = e
1
2
a3
∫ z
1
(
1− 1
g(w)2
)
dw
(
a1c2 − a3c1
∫ z
1
g′(w)
g(w)2
e−a3we
1
2
a3
∫ w
1
(
1− 1
g(x)2
)
dx
dw
)
e
a3
a1
∫
dt
β(t)
a1β(t)
,(54a)
B =
a3c1e
−a3ze
a3
a1
∫
dt
β(t)
a2F2(r)g(z)
, (54b)
Y = c1e
−a3ze
a3
a1
∫
dt
β(t) . (54c)
C. Category 3: R(z) = k
The condition R(z) = k, k 6= 0 is a real constant, leads to the relation
h(z) =
a1f(z)
k
. (55)
Substituting (55) into (30) and writing it as a differential equation in f(z) we obtain a linear
equation
f ′(z) +
(
a3 +
g′(z)
2g(z)
− 3kg(z)
2
+
k
2g(z)
)
f(z) = 0. (56)
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Solving (56) we find that
f(z) =
c1e
−a3z√
g(z)
exp
(
−1
2
∫ z
1
k − 3kg(w)2
g(w)
dw
)
, (57)
where c1 is a constant of integration. Using (57) in (55) yields
h(z) =
a1c1e
−a3z
2 k
√
g(z)
exp
(
−1
2
∫ z
1
k − 3kg(w)2
g(w)
dw
)
. (58)
We can use (57) and (58) in conjunction with (28) and (29) to obtain the horizon function
H = g(z)e
a3
a1
∫
dt
F1(t) , (59)
and we find that the potentials become
A =
2c1ke
−a3ze
a3
a1
∫
dt
F1(t)
a1F1(t)
√
g(z)
exp
(
−1
2
∫ z
1
k − 3kg(w)2
g(w)
dw
)
, (60a)
B = exp
(
−1
2
∫ z
1
k − 3kg(w)2
g(w)
dw
)
×2c1ke
−a3ze
a3
a1
∫
dt
F1(t) (g′(z)− 3kg(z)2 + 2a3g(z) + k)
a2F2(r) (g′(z) + kg(z)2 + k)
√
g(z)
, (60b)
Y =
c1e
−a3ze
a3
a1
∫
1
β(t)
dt√
g(z)
exp
(
−1
2
∫ z
1
k − 3kg(w)2
g(w)
dw
)
. (60c)
VI. RECOVERING KNOWN RESULTS
In this section we show that the results of this paper can be related to the earlier results
of Abebe et al. [11]. In the symmetry analysis [11] of equation (6) exact solutions were
obtained by reducing the boundary condition via the symmetries (23).
Consider the transformation
g(z) =
h′(z)(bf(z) +M(z))
bf(z)M(z)
, (61)
where M(z) is an arbitrary function of z. Using (61) in equations (28) and (29) we find that
the potentials become
A =
f(z)e
a3
a1
∫
dt
F1(t)
F1(t)
, (62a)
B =
a1e
a3
a1
∫
dt
F1(t)f(z)h′(z)M(z)
a2F2(r)(a3h(z)M(z) − a1f(z)h′(z))
, (62b)
Y = h(z)e
a3
a1
∫
dt
F1(t) . (62c)
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If we set F1(t) = β(t), F2(r) = α(r) and impose the parametric restrictions a3 = 0, a1 = b
and a2 = −1, then
z =
1
b
∫
dt
β(t)
+
∫
dr
α(r)
. (63)
With the above assumptions the potentials (62) simplify to
A =
f(z)
β(t)
, (64a)
B =
M(z)
α(r)
, (64b)
Y = h(z). (64c)
Furthermore, if we assume f(z) = cM(z), where c is a nonzero real constant, and using (61),
then equation (30) can be written as
M ′(z)−
(
b2c2
2(bc+ 1)2h(z)h′(z)
)
M(z)3 +
(
(bc− 1)h′(z)2 − 2h(z)h′′(z)
2(bc+ 1)h(z)h′(z)
)
M(z) = 0. (65)
This is a Bernoulli equation and has the same form as equation (22) that arises in the
generalized Euclidean star model of Abebe et al. [11]. Integration leads to the potentials
A =
ch(z)
1−c b
2(1+b c)h′(z)
1
1+b c
β(t)
(
c1 − c2b2(1+bc)2
∫ z
1
h(w)
−2 b c
1+b c h′(w)
1−b c
1+b cdw
) 1
2
, (66a)
B =
h(z)
1−c b
2(1+b c)h′(z)
1
1+b c
α(r)
(
c1 − c2b2(1+bc)2
∫ z
1
h(w)
−2 b c
1+b c h′(w)
1−b c
1+b cdw
) 1
2
, (66b)
Y = h(z). (66c)
The potentials (66) have the same functional form as the generalized Euclidean star. How-
ever, note that the results of this investigation is not equivalent to the results in [11]. In the
treatment [11] Euclidean star models are regained from the generalized Euclidean star by
setting B = Y ′. For the class of solutions found in Sect. V we have the restriction B 6= Y ′
for the transformation (7) to be well defined. Therefore, Euclidean star models cannot be
regained from the solutions obtained in Sect. V.
VII. DISCUSSION
We have systematically studied the fundamental dynamical equation that governs the
evolution of a radiating star in general relativity. In particular we have investigated the role
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of the horizon function transformation introduced by Ivanov [13] which has the advantage
of simplifying the nonlinear boundary condition to a simpler Riccati equation. A Lie sym-
metry analysis of the Riccati equation shows that there are several new families of exact
solutions. We have also identified the cases when the horizon function transformation is not
applicable; three other categories of solution are possible. These are identified and discussed.
Our analysis highlights the role of the horizon function in the integration of the boundary
condition and shows its value in identifying new classes of exact solutions. The relationship
between the horizon function and the generalized Euclidean star models of Abebe et al. [11]
has been clarified. The transformation (7) does not allow us to regain the Euclidean star
models with Y ′ = B; this case has to be treated separately. The fact that we show that
the transformation (7) does not allow the gravitational potential B to be a free function
indicates that the horizon function has limitations; the potential B is specified by equation
(29).
The advantage of the transformation (7) is that it introduces the horizon function H
which has several useful physical features. The function H may be associated with the mass
m, the redshift Z, the surface luminosity Λ, the energy density µ at the stellar boundary Σ,
and the luminosity at infinity Λ∞. These quantities are given by
mΣ =
Y
2
(
1−H2 + 2Y˙
A
H
)
, (67a)
µ =
2m′
Y 2Y ′
− qB
2Y 2Y˙
AY ′
, (67b)
ZΣ =
1
H
− 1, (67c)
ΛΣ =
1
2
qBY 2, (67d)
Λ∞ = H2ΛΣ. (67e)
For the various families of solution found in this paper we have analytic expressions for the
potentials and the horizon function H . This makes it possible to obtain explicit forms for
the physical quantities above and the matter variables. Consequently a physical analysis of
the geometrical and physical quantities can be performed to obtain a complete dynamical
model of a radiating star in general relativity.
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