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Abstract
Let τ be a partition of the positive integer n. A partition of the set Xn = {1,2, . . . , n} is said to
be of type τ if the sizes of its classes form the partition τ of n. Given 1 < r < n, an r element
subset A of Xn and a partition π of Xn are said to be orthogonal if every class of π meets A
in exactly one element. Let Gn,r be the graph whose vertices are the r-element subsets of Xn,
with two sets being adjacent if they intersect in r − 1 elements. The graph Gn,r is Hamiltonian;
Hamiltonian cycles of Gn,r are early examples of error-correcting codes, where they came to be
known as constant weight Gray codes. A Hamiltonian cycle A1,A2, . . . ,A(nr) in Gn,r is said to
be orthogonally τ -labeled if there exists a list of distinct partitions π1,π2, . . . , π(nr) of type τ such
that πi is orthogonal to both Ai and Ai+1 where i = 1,2, . . . ,
(n
r
)
taken modulo
(n
r
)
. For all but a
finite class of partition types τ we present counting arguments to prove that any Hamiltonian cycle
in Gn,r can be orthogonally τ -labeled. The remaining cases, with the exception of cases which are
equivalent to the celebrated Middle Levels Conjecture, are treated via constructive arguments in a
sequel. A semigroup of transformations of Xn is Sn-normal if it is closed under conjugation by the
permutations of Xn. The combinatorics results here and in the sequel lead to a determination of
the rank and idempotent rank of all Sn-normal semigroups, thereby broadly generalizing the known
result that the rank and idempotent rank of K(n, r) is S(n, r), a Stirling number of the second kind.
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We present results concerning the orthogonal labeling of constant weight Gray codes,
results which involve a connection between combinatorics and semigroup theory. Our
purpose in the present paper and in the sequel [12] is two-fold. We provide an affirmative
answer to two related combinatorics Conjectures 1 and 2, stated below, with the exception
of certain cases which are equivalent to the difficult Middle Levels Conjecture. We also
determine the rank and idempotent rank of every finite Sn-normal semigroup, generalizing
the well-known result [8] that for n > r the semigroup K(n, r) has rank and idempotent
rank S(n, r). The combinatorics aspects of this paper and its sequel [14] can be read
independently of the semigroup theory. Conjecture 1 was first stated in [9].
Let n and r be positive integers with n > r , and let Gn,r be the graph whose vertices
are the r-sets of Xn = {1,2, . . . , n} such that two r-sets are adjacent if their intersection
consists of r − 1 elements. It is well known that Gn,r is Hamiltonian [2,4,16,18]; that is,
there exists a cycle in Gn,r passing exactly once through each of the vertices of Gn,r . The
Hamiltonian cycles of Gn,r are early examples of error-correcting codes [7], where they
are known as constant weight Gray codes [17].
A partition π of Xn is said to have weight r if π has r distinct classes. An r element
subset A of Xn is referred to as an r-set. The partition π and the set A are said to be
orthogonal if every class of π contains exactly one element of A. An orthogonally labeled
list is a sequence
A1,π1,A2,π2, . . . ,A(nr)
,π(nr)
(1.1)
alternating between distinct r-sets Ai and distinct partitions πi of weight r , such that
for i = 1, . . . , (n
r
) − 1, πi is simultaneously orthogonal to Ai and Ai+1, and π(nr) is
simultaneously orthogonal to A(nr) and A1. For the orthogonally labeled list above, the
sequence A1,A2, . . . ,A(nr) of
(
n
r
)
distinct r-sets is referred to as the set sequence, and is
denoted for brevity by A = A1A2 . . .A(nr); the sequence π1,π2, . . . , π(nr) of
(
n
r
)
distinct
partitions is referred to as the partition sequence, and is denoted by Π = π1π2 . . .π(nr). We
write the orthogonally labeled list in (1.1) as A1π1A2π2 . . .A(nr)π(nr), and we identify the
list with an ordered pair (A,Π).
The existence of orthogonally labeled lists was established by J.M. Howie and
R.B. McFadden in [8], where it is used to prove the semigroup theoretic result given below
in Theorem 1.1. The rank of a semigroup S is defined to be the minimal number of elements
of a generating set of S. An element e ∈ S is idempotent if e2 = e. If a semigroup S is
generated by its idempotents, the idempotent rank of S is defined to be the minimal number
of elements of a generating set of S that consists of idempotents. Given a positive integer
r < n, let K(n, r) be the semigroup of transformations of Xn containing at most r elements
in the image. In [6], it was proved that K(n, r) is generated by its idempotents containing
exactly r elements in the image. Recall that the Stirling number of the second kind S(n, r)
is the number of partitions of {1, . . . , n} of weight r . The first part of the theorem, stated
below, is a consequence of the combinatorics theorem involving orthogonal labeling, stated
in the second part of the theorem.
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(1) The rank and idempotent rank of K(n, r) is S(n, r).
(2) There exist orthogonally labeled lists of r-sets.
Let Sn denote the symmetric group on Xn. A semigroup S of transformations of Xn
is called Sn-normal if for all f ∈ S and all h ∈ Sn, we have that hf h−1 ∈ S. Note that
K(n, r) is an Sn-normal semigroup, as is Tn, the semigroup of all transformations on Xn,
and Sn. The transformations in Tn−Sn are referred to as singular. Using the combinatorics
results here and in the sequel, we provide in [14] a simply stated description of the rank and
idempotent rank of every finite Sn-normal semigroup of singular transformations, thereby
generalizing Theorem 1.1.
Our results in this paper involve special orthogonally labelled lists of r-sets of Xn,
namely orthogonally labelled Hamiltonian cycles in Gn,r .
Definition 1.2. An orthogonally labeled list (A,Π) for which the set sequenceA is a Ham-
iltonian cycle (path) in Gn,r is called an orthogonally labeled Hamiltonian cycle ( path).
It was proved in [11] by R.B. McFadden and the present authors that every Hamiltonian
cycle A of Gn,r can be extended to an orthogonally labeled Hamiltonian cycle (A,Π).
Moreover the authors of [11] provide an implementable algorithm that, on input n and r ,
outputs an orthogonally labeled Hamiltonian cycle in Gn,r .
A partition of the set Xn has type τ = d1µ(d1)d2µ(d2) . . . dkµ(dk) if it has µ(di) classes of
size di , where d1 > d2 > · · ·> dk and n=∑ki=1 diµ(di). The number r =∑ki=1 µ(di) of
classes of τ is the weight of the partition type τ . The symbol τ is also used to refer to the
set of all partitions of Xn of that type.
Definition 1.3. An orthogonally labeled list (Hamiltonian cycle, path) (A,Π) in which
all the partitions in Π have a given type τ is an orthogonally τ -labeled list (Hamiltonian
cycle, path).
It was shown in [15] that for any Hamiltonian cycleA there exists a partition type τ and
a partition sequence Π such that (A,Π) is an orthogonally τ -labeled Hamiltonian cycle.
If for a given partition type τ of weight r there exists an orthogonally τ -labeled list,
then the numberN (τ ) of distinct partitions of type τ should be at least as large as (n
r
)
. The
partition type τ violating the inequality N (τ ) (n
r
)
is called exceptional in [9]. As it was
shown in [10], there are “very few” exceptional partitions.
Lemma 1.4. A partition type τ is exceptional if and only if and only if τ is of the form 22,
23, 32 or d 1r−1 with d  r .
The following conjecture was stated in [9], where it was proved for all the non-
exceptional partition types of the form 2s1r−s with s  r .
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orthogonally τ -labeled list in Gn,r .
It was also proved in [9] that if τ is a non-exceptional partition type of the form 2s1r−s
with s < r , then there exists an orthogonally τ -labeled Hamiltonian cycle. The result gave
rise to the following stronger conjecture.
Conjecture 2. For every non-exceptional partition type τ on Xn of weight r there exists an
orthogonally τ -labeled Hamiltonian cycle in Gn,r .
In [12] Conjecture 2 is proved for all τ = 2s1r−s , including the case of s = r , as stated
below.
Theorem 1.5. For r  4 and r  s  1, there exists an orthogonally 2s 1r−s -labeled
Hamiltonian cycle in Gr+s,r .
Conjecture 2 is a generalization of the well-known Middle Levels and Adjacent Levels
Conjectures, which are described below. Given a positive integer r  n, let B(n, r) be
the graph whose set of vertices consists of all the r-subsets and (r − 1)-subsets of Xn,
with two vertices A and B being adjacent precisely when either A  B or B  A. The
Adjacent Levels Conjecture for given n and r states that there exists a cycle in B(n, r) that
contains all i-subsets of Xn, where i = r − 1 if
(
n
r
)

(
n
r−1
) (that is n 2r − 1) and i = r
otherwise. If n = 2r − 1, then (n
r
) = ( n
r−1
)
. The Middle Levels Conjecture for r , usually
attributed to Paul Erdös [5,17], is the special case of the Adjacent Levels Conjecture
for n = 2r − 1; it claims that B(2r − 1, r) is a Hamiltonian graph. It is not difficult to
see [13] that for a non-exceptional partition type τ = d 1r−1, Conjecture 2 is equivalent
to the Adjacent Levels Conjecture. We show in [14] that the validity of the Middle Levels
Conjecture is equivalent to the existence of orthogonally τ -labeled Hamiltonian cycles for
all non-exceptional partition types of the form τ = d 1r−1, which in turn is equivalent to
the validity of the Adjacent Levels Conjecture.
In this paper and its sequel [14] we prove that Conjecture 2 is indeed valid, with the
(possible) exception of the aspects of the conjecture which are equivalent to the Middle
Levels Conjecture. Our results here and in the sequel offer further support of validity of
the Middle Levels Conjecture.
The set of all non-exceptional partition types τ for which there exist orthogonally
τ -labeled Hamiltonian cycles will be denoted by L. To show that a given class of partition
types is in L generally requires a number of complex and diverse constructions. In this
paper we have developed intricate but non-technical counting methods that place a large
number of classes of partition types in L. In the sequel [14] we present constructive
methods that place the remaining non-exceptional types in L.
We define a proper subset GrL of L, consisting of those partition types τ of Xn of
weight r , for which every Hamiltonian cycle A= A1A2 . . .A(nr) of Gn,r can be τ -labeled
“greedily” in the sense defined below. For two sets Ai and Ai+1, adjacent in Gn,r ,
a partition πi of type τ is called a τ -label of the edge AiAi+1 if πi is orthogonal to Ai
and Ai+1.
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Hamiltonian cycle in Gn,r can be τ -labeled sequentially, starting by choosing any τ -label
for A1A2 at the first step; proceeding to choose any previously unused τ -label for AiAi+1
at the ith step (i < (n
r
)); choosing any unused τ -label for A(nr)A1 at the last step.
In this paper we will prove a surprising result, stated in Theorem 1.7, that asserts that
“almost all” partition types are in GrL. Let E denote the given in Table 1, rather restricted,
set of partition types.
The main result of this paper is presented below.
Theorem 1.7. Let n and r be positive integers with n greater than r , and let τ be a non-
exceptional partition type on Xn of weight r . If τ is not in E then τ ∈ GrL⊆ L.
Theorem 1.7 has considerable breadth: for example it implies that if τ has at least three
classes of size at least four, then τ ∈ GrL. We would like to have a complete description
of GrL.
Problem 1. Describe the class of partition types GrL.
In [14] we will take up the partitions in E that have more than one non-singleton class
and that also have a class of size greater than two, and show that these partition types are
in L. The proofs there are rather technical, and require careful inductive constructions.
If τ ∈ GrL is a partition type of weight r on an n-element set, then any Hamiltonian
cycle in Gn,r can be labeled by partitions of type τ . However, if there exists a Hamiltonian
cycle in Gn,r labeled by partitions of type τ , it does not mean that every Hamiltonian cycle
in Gn,r can be labeled by partitions of type τ . One such example is given in [12], where it
is shown that there exist two Hamiltonian cycles in G8,4, one that is labeled by partitions
of type 24, and one that can not be labeled by partitions of type 24. Hence we pose the
following problem.
Problem 2. Describe the class of partition types τ of weight r on an n-element set, for
which any Hamiltonian cycle in Gn,r can be labeled by partitions of type τ .
Table 1
The set E of those partition types that may not be in GrL
Partition types Conditions
1 d 3 1t d > 3, t  0
2 g 2s1t g > 2, s, t  0
3 32 2 1t t  0
4 q2 1t q = 3,4,5, t  0
5 33 1t t  0
6 2h1t h= 2, . . . ,8, t  0
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the cases related to the Middle Levels Conjecture.
Problem 3. Does the Middle Levels Conjecture imply Conjecture 2?
2. Techniques for greedy labeling
In this section we describe a large class of partitions in GrL by employing counting
techniques that involve parameters described below.
Notation 2.1. Let τ be a partition type of weight r of the set Xn.
(1) Let M(τ) denote the number of partitions of type τ orthogonal to two given r-sets A
and B adjacent in Gn,r . The number M(τ) is the number of τ -labels that may be used
to label the edge AB . Note that M(τ) is independent of the choice of A and B .
(2) Let m(n, r) denote the number of r-subsets of Xn which contain at most one of the
elements of a given two element subset {x, y} of Xn.
It is easy to see that
m(n, r)= 2
(
n− 2
r − 1
)
+
(
n− 2
r
)
.
In particular, m(n, r) does not exceed
(
n
r
)
.
Given subsets A and B of Xn, let A
B denote the symmetric difference of A and B ,
A 
 B = A ∪ B − A ∩ B . Note that if A and B are adjacent sets in Gn,r , then A 
 B
consists of precisely two elements of Xn. The next observation presents a key technique in
identifying the partition types in GrL. In the sequel, the indices of sets and partitions of an
orthogonally labeled Hamiltonian cycle in Gn,r will be viewed as integers mod
(
n
r
)
.
Observation 2.2.
(1) Suppose that A and B are adjacent r-sets in Gn,r , and that partition γ is a label for the
edge AB . If C is an r-set containing A
B , then γ is not orthogonal to C.
(2) Suppose C =A1A2 . . .A(nr) is a Hamiltonian cycle in Gn,r , and let π1,π2, . . . , πi−1 be
distinct partitions of type τ such that πj is an orthogonal label for the edge AjAj+1,
where j = 1,2, . . . , i − 1. Set L = {πj : j = 1,2, . . . , i − 1}. If πj is in L as an
orthogonal label for the edge AjAj+1 and πj is also orthogonal to the edge AiAi+1
that has not been labeled yet, then Ai 
Ai+1 is not contained in Aj . In particular, at
most m(n, r)− 1 partitions in L are also orthogonal to AiAi+1. Hence if the number
M(τ) of partitions of type τ is at least as large as m(n, r), then there exists a partition
orthogonal to AiAi+1 that is not in L and thus it can be used to orthogonally τ -label
AiAi+1. It follows that if M(τ) is at least as large as m(n, r), then any Hamiltonian
cycle C of Gn,r can be labeled “greedily” with partitions of type τ .
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M(τ)m(n, r). (2.1)
If a partition type τ satisfies the Edge Inequality, then τ ∈ GrL; however, there exist
partitions types in GrL which do not satisfy the Edge Inequality.
Example 2.1. The partition type 34 110 does not satisfy the Edge Inequality since, by
Lemma 2.3, M(34 110) = 180180 < 193800 = m(22,14). However, since the partition
type 34 satisfies the Edge Inequality (M(34) = 630 > 450 = m(12,4)), Lemma 2.11
implies that the type 34 110 ∈ GrL.
The set of partition types in GrL does not constitute the set of all the partition types
in L.
Example 2.2. The partition type τ = 3 12 is in L, but not in GrL. Indeed, while there exists
a τ -labeled Hamiltonian cycle in G5,3 (see, for example, [9]), there is another Hamiltonian
cycle,
A= {1,2,3}{2,3,4}{1,2,4}{1,2,5}{1,4,5}{2,4,5}{3,4,5}{1,3,5}{2,3,5}{1,2,5},
that can not be labeled by partitions of type 3 12. Indeed, there ten partitions of type 3 12,
and the edges {3,4,5}{1,3,5} and {1,3,5}{2,3,5} require the same partition label of type
3 12, namely the partition 1,2,4|3|5.
In this section we develop tools that allow us to describe a broad range of partition
classes that satisfy the Edge Inequality, and so are contained in GrL.
2.1. The number M(τ) of τ -labels
The number N (τ ) of distinct partitions of type τ = d1µ(d1)d2µ(d2) . . . dkµ(dk) is given
by the following well-known formula [1]:
N (τ )= n!∏k
i=1(di !)µ(di)µ(di)!
. (2.2)
We calculate the numerical value of M(τ) for a given partition type τ .
Lemma 2.3. For fixed n, r , and τ = d1µ(d1) . . . dkµ(dk),
M(τ)= (n− r)!(r − 1)!∏k
i=1((di − 1)!)µ(di)µ(di)!
. (2.3)
Proof. Let A and B be two adjacent sets in Gn,r , and let {x, y} =A
B be the symmetric
difference of A and B . For each j = 1,2, . . . , k let bj be the number of partitions of type τ
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then bj = 0. It is clear that M(τ)=∑kj=1 bj . Assume first that τ has no singleton classes,
that is dk  2. Then bj is the product of the following three quantities:
• the number of ways we can choose the remaining dj − 2 elements of the class K of
size dj that contains {x, y} from n− r − 1 elements of Xn −A−B;
• the number of partitions of the remaining n− r − 1− (dj − 2) elements of Xn −A−
B −K of type (d1 − 1)µ(d1) . . . (dj−1 − 1)µ(dj−1)(dj − 1)µ(dj )−1(dj+1 − 1)µ(dj+1) . . .
(dk − 1)µ(dk); and
• the number of ways a partition of Xn −A−B −K may be associated with the r − 1
elements of A∩B to form an appropriate partition of Xn −K .
To simplify the denominator of the resulting product we multiply it by (dj − 1)!µ(dj), and
we multiply the numerator of the product by the same term. We get
bj =
(
n− r − 1
dj − 2
)
(n− r − dj + 1)!(dj − 1)!µ(dj)∏k
i=1 (di − 1)!µ(di )µ(di)!
(r − 1)!
= (n− r − 1)!(dj − 1)µ(dj )∏k
i=1((di − 1)!)µ(di)µ(di)!
(r − 1)!.
Therefore
M(τ)= (n− r − 1)!(r − 1)!∏k
i=1((di − 1)!)µ(di)µ(di)!
k∑
j=1
(dj − 1)µ(dj )= (n− r)!(r − 1)!∏k
i=1((di − 1)!)µ(di)µ(di)!
,
as required.
Now assume that dk = 1, and let τ1 = d1µ(d1) . . . dk−1µ(dk−1) be a partition type of
weight r −µ(dk) of a set of n−µ(dk) elements. Then M(τ) is a product of the number of
ways to choose µ(dk) elements out of the (r − 1)-set A∩B and M(τ1), so
M(τ)=
(
r − 1
µ(dk)
)
((n−µ(dk))− (r −µ(dk)))!(r −µ(dk)− 1)!∏k−1
i=1 ((di − 1)!)µ(di)µ(di)!
,
and this easily simplifies to the desired formula for M(τ). ✷
We demonstrate the usefulness of the above counting techniques by taking up specific
class of partition types.
Lemma 2.4. For d  4, the partition type d 3 2 satisfies the Edge Inequality, and d 3 2 ∈
GrL.
Proof. Observe that M(d 3 2)= (d + 2)(d + 1)d , while m(d + 5,3)= (d + 2)(d + 3)×
(d + 7)/6. The result follows since d(d + 1) (d + 3)(d + 7)/6 for d  4. ✷
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difficult. The next series of results are our key tools in identifying large classes of partition
types that satisfy the Edge Inequality, and so belong to GrL. Given that a partition type
τ satisfies the Edge Inequality, we will show that other partition types “related” to τ , also
satisfy the Edge Inequality.
2.2. Changing the size of one partition class by 1
Given a partition type τ on Xn with a class size d > 1, let τ − d denote the partition
type on Xn−1 obtained by decreasing a class of τ of size d to a class of size d − 1. If for an
integer d , the partition type τ does not contain classes of size d , we write µ(d)= 0. More
precisely then, if τ = d1µ(d1) . . . diµ(di) . . . dkµ(dk), the partition type
τ − di =
{
d1
µ(d1) . . . di
µ(di)−1(di − 1)1di+1µ(di+1) . . . dkµ(dk) if di+1 = di − 1,
d1
µ(d1) . . . di
µ(di)−1di+1µ(di+1)+1 . . . dkµ(dk) if di+1 = di − 1.
It is not difficult to check, using Eq. (2.3), that for any i ,
M(τ)=M(τ − di) (n− r)(µ(di − 1)+ 1)
(di − 1)µ(di) . (2.4)
We show that if d is a class size of a partition type τ that satisfies the Edge Inequality,
then under most circumstances, τ − d also satisfies the Edge Inequality. Recall that
m(n, r)= 2
(
n− 2
r − 1
)
+
(
n− 2
r
)
= (n− 2)!(n+ r − 1)
r!(n− r − 1)! .
We start by comparing m(n, r) with m(n− 1, r).
Lemma 2.5. For n 2r + 1, we have that m(n, r) < 2m(n− 1, r).
Proof. Set
s := m(n, r)
m(n− 1, r) =
(n− 2)(n+ r − 1)
(n− r − 1)(n+ r − 2) ,
and note that for a fixed r  2, both quotients,
n− 2
n− r − 1 and
n+ r − 1
n+ r − 2 ,
decrease as n increases. Thus for a fixed r  2, we have that s decreases as n increases.
With n= 2r + 1, we have that s = 3 · (2r − 1)/(3r − 1) which is less than 2. From the
previous paragraph, we have that s < 2 for n 2r + 1. ✷
I. Levi, S. Seif / Journal of Algebra 266 (2003) 220–238 229Lemma 2.6. Suppose that n 2r + 1 and τ is a partition type of weight r of Xn. Suppose
further that τ has a class of size d such that τ − d satisfies the Edge Inequality and
additionally (d − 1)µ(d) (n− r)/2. Then τ also satisfies the Edge Inequality.
Proof. By hypothesis, M(τ − d)  m(n − 1, r). Since n − r  2(d − 1)µ(d), from
Eq. (2.4) we have that
M(τ)=M(τ − d)(n− r)(µ(d − 1)+ 1)
(d − 1)µ(d)  2m(n− 1, r)
(
µ(d − 1)+ 1)>m(n, r),
where the last inequality follows from Lemma 2.5 and an observation that µ(d − 1) +
1 1. ✷
A partition type τ = d1µ(d1) . . . dkµ(dk) on Xn of weight r is said to be non-uniform if
τ has classes of at least two distinct sizes. Observe that n− r is the sum (d1 − 1)µ(d1)+
· · ·+ (dk−1)µ(dk), as di range over the class sizes of τ . It follows that if τ is non-uniform,
then one of the products (di − 1)µ(di) is less than or equal to (n− r)/2. The next lemma
is a consequence of this observation.
Lemma 2.7. Let τ be a non-uniform partition type of Xn. Suppose di and dj are two
distinct class sizes for τ . Then either (di − 1)µ(di)  (n − r)/2 or (dj − 1)µ(dj) 
(n− r)/2.
The next result shows that when a partition type τ has classes of two distinct sizes di
and dj , such that τ − di and τ − dj both belong to GrL by satisfying the Edge Inequality,
then τ ∈GrL also.
Corollary 2.8. Suppose that n 2r+1 and τ is a partition type of weight r of Xn. Assume
further that τ has two distinct class sizes di and dj such that τ − di and τ − dj satisfy the
Edge Inequality. Then τ also satisfies the Edge Inequality, and τ ∈GrL.
Proof. By Lemma 2.7, at least one of the products, (di − 1)µ(di) or (dj − 1)µ(dj ), does
not exceed (n− r)/2. Suppose without loss of generality that (di − 1)µ(di) (n− r)/2.
Now apply Lemma 2.6 to complete the proof of the result. ✷
2.3. Adding a new 2-element partition class
For partition types τ1 and τ2 of weight r1 and r2 on Xn and Xm, respectively, let τ1 ⊕ τ2
denote the partition type of weight r1 + r2 on Xn+m, obtained by adjoining partition types
τ1 and τ2. So τ ⊕2 is the partition type on Xn+2 obtained by adding a 2 element class to τ .
Suppose τ satisfies the Edge Inequality. We show that if τ = 2r , then the partition type
τ ⊕ 2 also satisfies the Edge Inequality. By elementary computations, we have that
m(n, r)=m(n+ 2, r + 1) (n− r)(r + 1)(n+ r − 1) . (2.5)
n(n− 1)(n+ r + 2)
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M(τ ⊕ 2)=M(τ)r(n− r + 1)
µ(2)+ 1 ,
where µ(2) is the number of 2-classes of τ . Observe that unless τ = 2r , we have
µ(2)+ 1 r . Hence if τ = 2r and τ satisfies the Edge Inequality, we have that
M(τ ⊕ 2)M(τ)(n− r + 1)m(n, r)(n− r + 1)=m(n+ 2, r + 1)t, (2.6)
where t = (n− r)(r + 1)(n+ r − 1)(n− r + 1)
n(n− 1)(n+ r + 2) .
Thus, M(τ ⊕ 2)m(n+ 2, r + 1) when t  1.
Lemma 2.9. Suppose n 8 and 2 < 2r  n. Then t  1.
Proof. Observe that
t = n− r
n
· n+ r − 1
n+ r + 2 ·
(r + 1)(n+ r − 1)
n− 1 ,
and (n− r)/n 1/2 (since 2r  n), while (n+ r−1)/(n+ r+2) > 2/3 (since n+ r > 7).
Thus
t  (r + 1)(n+ r − 1)
3(n− 1) =
r + 1
3
· n+ r − 1
n− 1  1 · 1 = 1,
since r  2. ✷
The next result is a direct consequence of the above lemma and Eq. (2.6).
Corollary 2.10. Suppose that n  8 and 3 < 2r + 1  n. Let τ be a partition type of Xn
of weight r . If τ satisfies the Edge Inequality, then τ ⊕ 2 satisfies the Edge Inequality also,
and τ ⊕ 2 ∈ GrL.
2.4. Partition types with singleton classes
Recall that for a partition type τ of Xn of weight r , the partition type τ ⊕ 1k on Xn+k
of weight r + k is obtained from τ by adjoining k singleton classes.
Lemma 2.11. Let τ be a partition type on Xn of weight r containing no singleton classes.
If τ satisfies the Edge Inequality, then τ ⊕ 1k ∈GrL.
Proof. Let A1A2 . . .A(n+kr+k) be a Hamiltonian cycle in Gn+k,r+k . Suppose that we have
already labeled the path A1A1 . . .Ai with partitions π1,π2, . . . , πi−1, where i 
(
n
)
. Tor
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set Ai ∩ Ai+1. We will show that it is possible to choose a partition πi+1 of type τ ⊕ 1k
orthogonal to Ai and Ai+1, whose set of singleton classes coincides with K , and which has
not been used in labeling of any previous edge AjAj+1 in the cycle, j = 1,2, . . . , i − 1.
Indeed, the number of (τ ⊕ 1k)-labels for AiAi+1 with a given fixed set of singleton
classes is equal to M(τ), the number of τ -labels for the edge (Ai −K)(Ai+1−K) in Gn,r .
Let {x, y} = Ai 
 Ai+1, and note that {x, y} ∩ K = ∅. The number of edges AjAj+1
that could have been labeled by a partition πi+1, as defined above, is at most m(n, r),
since the set K ⊆ Aj , and the set Aj − K is an r-subset of Xn+k − K containing at
most one of the elements from the set {x, y}. The result follows by the assumption that
M(τ)m(n, r). ✷
2.5. Examples of applications of the techniques
We show that uniform partition types τ = dr and near uniform partition types τ =
dr−1(d − 1) are in GrL, for sufficiently large d and r .
Lemma 2.12. Let τ = dr be a uniform partition type.
(1) If d = 2 and n= dr  18 then τ satisfies the Edge Inequality.
(2) If d  3 and n= dr  12 then τ satisfies the Edge Inequality.
Proof. Recall that m(n, r) denotes the cardinality of a proper subset of the set of all the
r-subsets of Xn, and so m(n, r) <
(
dr
r
)
. Hence to show that dr satisfies the Edge Inequality
as stated in the lemma, it suffices to prove that
M(dr)
(
dr
r
)
. (2.7)
However, d = 2 and r = 9 is a special case for which the result of the lemma holds (since
M(29)= 8! = 40320> 37180=m(18,9)), but the inequality (2.7) does not hold. To prove
the Inequality (2.7) we show that it holds for all ordered pairs (d, r) in the set
M= {(2, r): r  10}∪ {(3, r): 4 r  9}∪ {(4,3), (6,2)},
and that the function on the left-hand side of the Inequality (2.7) grows faster with respect
to d than the function on its right-hand side (assuming that r  10 if d = 2). From Eq. (2.3)
we have that
M(dr)= (dr − r)!
r((d − 1)!)r .
As it can be easily checked, M(210)= 362880> 184756= (2010), and M(2r+1)÷M(2r )=
r  10, while
(2(r+1)
r+1
)÷ (2(r)
r
)= 2(2r+1)/(r+1)= 4−2/(r+1) < 4. Thus for d = 2 and
r  10, the function on the left-hand side of Inequality (2.7) grows faster than the function
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check the validity of Inequality (2.7) for the rest of the pairs in M by direct computation.
We may assume now that d  3. We assess the rate of growth of the left- and the right-
hand sides of Inequality (2.7) as d increases. We have that
M
(
(d + 1)r)÷M(dr)= (dr − r + 1)(dr − r + 2) · · · (dr − r + r)
dr
 ((d − 1)r)
r
dr
,
while(
dr + r
r
)
÷
(
dr
r
)
= dr + 1
dr − r + 1 ·
dr + 2
dr − r + 2 · · ·
dr + r
dr − r + r <
(
dr
dr − r
)r
= d
r
(d − 1)r ,
since (dr + i)/(dr − r + i) < dr/(dr − r), for all positive integers i . To complete a proof
of Inequality (2.7), we only need to show that (d− 1)r/d  d/(d− 1), which is equivalent
to r  (d/(d − 1))2. The result follows since for d  3 we have that (d/(d− 1))2 < 3. ✷
Now we show that near uniform partitions may be used for greedy labeling.
Lemma 2.13. For r  2, d  3, and n = dr − 1  11, the partition type dr−1(d − 1)
satisfies the Edge Inequality, and dr−1(d − 1) ∈GrL.
Proof. Note that
M
(
dr−1(d − 1)) = (dr − r − 1)!(r − 1)!
((d − 1)!)r−1(r − 1)!(d − 2)! =
(dr − r − 1)!(d − 1)
((d − 1)!)r
= (dr − r)!
r((d − 1)!)r =M(d
r)
(
dr
r
)
,
by Inequality (2.7) for dr  12. The result follows since m(dr−1, r) < (dr−1
r
)
<
(
dr
r
)
. ✷
We know from Lemmas 2.12 and 2.13 that partition types d2 and d (d − 1) are in GrL
for d  6. The result below identifies a large class of partition types of weight two that are
also in GrL, and shows that there are only finitely many partition types of weight two that
may not be in GrL.
Lemma 2.14. Let τ be a partition type of weight two on Xn. Then τ satisfies the Edge
Inequality and τ ∈GrL if either τ = d2 for d  6 or τ = d1 d2 for d1 > d2  4.
Proof. For τ = d1 d2 and n = d1 + d2, we have that M(τ) =
(
n−2
d1−1
)
, while m(n,2) =
(n+1)(n−2)/2. If d2 = 4, then M(τ)= d1(d1+1)(d1+2)/6, while m(n,2)= (d1+5)×
(d1 + 2)/2, and M(d1 4)m(d1 + 4,2) since d1(d1 + 1)/6 (d1 + 5)/2, for all d1  5.
We show that for each fixed d2, as d1 increases, M(τ) increases faster than m(n,2).
Indeed, M((d1 + 1) d2)/M(d1 d2) = (n− 1)/d1, while m(n+ 1,2)/m(n,2)= (n+ 2)×
(n−1)/((n+1)(n−2)). Now, the inequality (n−1)/d1  (n+2)(n−1)/((n+1)(n−2))
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2)/d1  (n+ 2)/(n+ 1), or (d2 − 1)/d1  1/(n+ 1), and the result follows. ✷
Note that applying Corollary 2.10 and Lemma 2.11 to the above results allows us to
deduce that for any d1 > d2  4, and any non-negative integers s and t the partition type
d1d2 2s 1t ∈ GrL. Also, if d  6 then d2 2s 1t ∈ GrL. Below is another class of partition
types that satisfy the Edge Inequality.
Lemma 2.15. Let r  4. Then the partition type 32 2r−2 satisfies the Edge Inequality.
Proof. Observe that if r = 4, then n = 10 and we have that M(32 22) = 270, while
m(10,4) = 182, so 32 22 satisfies the Edge Inequality. Therefore by Corollary 2.10, the
partition type 32 2r−2 satisfies the Edge Inequality. ✷
In the next section we use these techniques in conjunction with the one developed in
Corollary 2.8 to identify a large class of partition types in GrL.
2.6. Less well-behaved classes
The results of Corollary 2.10 and Lemmas 2.11–2.13 indicate that the classes of
partition types which satisfy the Edge Inequality are well behaved in a certain respect.
Here we demonstrate that our techniques must be used carefully. The next examples show
that in general if τ has a class of size d and τ satisfies the Edge Inequality, then τ ⊕ d may
not satisfy the Edge Inequality.
While for some values of d and r , the partition types d 2r−1 satisfy the Edge Inequality
and belong to GrL, generally the partition types d 2r−1 do not satisfy the Edge Inequality.
Lemma 2.16. (1) For any fixed r  3 there exists an integer d0  2 such that for all d  d0,
the partition types d 2r−1 do not satisfy the Edge Inequality.
(2) For any fixed d  2, there exists an integer r0  3 such that for all r  r0, the
partition types d 2r−1 satisfy the Edge Inequality.
Proof. Let τ = d 2r−1, then n= d + 2r − 2, M(τ)= (d + r − 2)!/(d − 1)!, while
m(n, r)= 2
(
d + 2r − 4
r − 1
)
+
(
d + 2r − 4
r
)
.
To prove the first statement of the lemma, observe that for any r  3, M(τ) = d ×
(d + 1) . . . (d + r − 2) is a polynomial in d of degree r − 1. However,
m(n, r)
(
d + 2r − 4
r
)
= 1
r! (d + r − 4+ 1)(d + r − 4+ 2) . . . (d + r − 4+ r)
is a polynomial in d of degree r , so for all d large enough we have that m(n, r) >M(τ).
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( 2s
s
)
< 4s for all
s  2 (see, for example, [3]). As above, M(τ)= d(d + 1) . . . (d + r − 2) (r − 1)! With
n= d + 2r − 2, we have that
m(n, r)
(
n
r
)
=
(
d + 2r − 2
r
)

(
d + 2r − 2⌊
d
2
⌋+ r − 1
)
 4
⌊ d
2
⌋+r−1 = c4r−1,
where c is a constant independent of r . The second part of the lemma follows, since for
any constant c, there exists r0 such that for all r  r0, we have c4r−1  (r − 1)!. ✷
Note that the value of d0 as in the first part of the above lemma is large as compared to r .
For example, if r = 5, the partition types d 24 satisfy the Edge Inequality for 4 d  94,
and d0 = 95.
3. A large class of partition types in GrL
Using the techniques of the previous section, we provide a large class F of partition
types contained in GrL. An analysis of the complement of F allows us to identify a rather
restrictive set E of partition types (see Table 1) such that if τ /∈ E then τ ∈ GrL. This
identification of E will prove Theorem 1.7. We begin by defining a partial order on the set
P of all partition types on Xn with no singleton classes, for all positive integers n.
3.1. The poset
Observe that Corollaries 2.8 and 2.10 state that the set of all the partition types that
satisfy the Edge Inequality is closed under operations which associate with a given partition
type of weight r on a set Xn another partition type of (possibly) different weight on a larger
set. Lemma 2.11 states that if a partition type with no singleton classes satisfies the Edge
Inequality, then adjoining any number of singleton classes to this partition type yields a
partition type in GrL. This presents a motivation to construct a partial ordering on the
set P of all partition types with no singleton classes; that is, a partial ordering which
can compare two partition types defined on (possibly) different size sets. In fact, once
we have defined our partial ordering, we will show that a certain filter (under the partial
ordered set P) consists of partition types which satisfy the Edge Inequality. Recall that for
a positive integer k, the partition type τ ⊕ k on Xn+k is obtained from τ by adjoining a
new class of size k. For a partition type τ on Xn that has a class of size d , let τ + d denote
the partition type on Xn+1 obtained from τ by increasing a single d-class by one element.
Definition 3.1. (1) Let τ ∈P . We say that d divides τ (and write it as d | τ ) if τ has a class
of size d .
(2) Define a partial ordering π of P by letting π be the reflexive, transitive closure
of the binary relation
{
(τ + d, τ ): τ ∈ P and d | τ}∪ {(τ ⊕ k, τ ): τ ∈ P and an integer k  2}.
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is a partition-type of weight 9 on X41, then σ π τ .
Notice that for τ, σ ∈ P , σ covers τ if and only if either σ = τ + d , for some d | τ , or
σ = τ ⊕ 2. We define an upwardly closed subset of P (that is, a filter) as follows.
Definition 3.2. Suppose d  3 and r  2 with dr  12. Let
F = {τ ∈P : τ π 4 3 2 or τ π 6 4 or τ π dr−1 (d − 1)}.
We show that every partition type in F satisfies the Edge Inequality. To show this we
first identify a subset B of “base” partition types in F that satisfy the Edge Inequality.
Lemma 3.3. Let B be the set of the following partition types:
(1) dr , where d  3, r  2 and dr  12;
(2) dr−1 (d − 1), where d  3, r  2 and dr  12;
(3) d1 d2 where d1  6 and d2  4;
(4) d 3 2, d  4;
(5) 42 2;
(6) 4 32;
(7) 52 2;
(8) 5 4 2.
Then B ⊆F and every partition in B satisfies the Edge Inequality.
Proof. We only need to confirm that every partition type in B satisfies the Edge Inequality.
Lemmas 2.12–2.14 and 2.4 insure this for the first four partition types listed. For the
next three partition types we present a direct count: M(42 2) = 140 > 112 = m(10,3),
M(4 32)= 210> 112=m(10,3), M(52 2)= 630> 210=m(12,3). ✷
Theorem 3.4. Every partition type in F satisfies the Edge Inequality, and F ⊆ GrL. For
any τ ∈F and any positive integer k, we have that τ ⊕ 1k ∈ GrL.
Proof. It suffices to show that any partition type in F satisfies the Edge Inequality. Then
one can immediately deduce from Lemma 2.11 that τ ⊕ 1k ∈ GrL for any τ ∈F .
A given partition type in P has only finitely many predecessors under π . Thus, if
there is a partition type in F that does not satisfy the Edge Inequality, then there is such
a partition type σ , minimal with respect to partial ordering π . By Lemma 3.3 we may
assume that σ /∈ B.
Suppose first that σ is a partition type of weight two. Since σ is inF , we have that either
σ π 6 4 or σ π d (d − 1) for some d  6. In either case, contrary to our assumption, σ
is in B.
Thus suppose the weight r of σ is at least three. Assume first that 2 | σ and write
σ = τ ⊕ 2k , for some k  1 and τ that has no doubleton classes. The partition type σ is in
F −B, and so, upon the inspection of the Definition 3.2, we have that the weight r − k of
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a set Xm with m 8 or τ does not satisfy the Edge Inequality (Corollary 2.10). Therefore
τ /∈F , from the definition of F in the first case, and from the minimality of σ in the second
case.
If τ is of weight two then, since each class of τ has at least three elements and since
σ ∈F , by Lemma 3.3, (1)–(3), τ is either 52,5 4,42, or d 3, for d  4, and σ satisfies the
Edge Inequality by Corollary 2.10 applied to partition types in Lemma 3.3, (7), (8), (5)
and (4). Thus the weight of τ has to be at least three. Since τ is not in the filter F , we
have that τ π 4 3 2. Since 2  τ , τ is the uniform partition 33 and so σ = 33 2k for some
k  1. However, by Corollary 2.10 applied to partition type in Lemma 3.3(2) with d = 3
and r = 4, σ = 33 2k satisfies the Edge Inequality, a contradiction.
Thus we may assume that σ has weight r  3 and 2  σ . Since, by the definition ofF and
Lemma 3.3, σ is not uniform, the sizes d1 of the largest class of σ and dk of the smallest
class of σ are distinct. Note that if d | σ , then by the minimality of σ , whenever σ − d ∈F
(see Eq. (2.6)), we also have that σ−d satisfies the Edge Inequality. If σ−d1 and σ−dk are
both in F , and both satisfy the Edge Inequality, then σ has to satisfy the Edge Inequality
also (Corollary 2.8). Now since d1 > dk  3, we have that σ − dk π 4 3r−2 2, so since
r  3, σ − dk ∈ F and hence σ − dk satisfies the Edge Inequality. Also σ − d1 π 3r , so
if r  4, we have that σ − d1 ∈F and hence σ − d1 satisfies the Edge Inequality. Since σ
does not satisfy the Edge Inequality, we may assume that r = 3 and d1  5 (indeed, σ is
neither uniform nor near-uniform, and not equal to 4 32 ∈ B). Hence σ − d1 π 4 3r−2 2,
so σ − d1 ∈ F , and this in turn implies as above that σ satisfies the Edge Inequality. This
contradiction completes the proof that partition type σ as stated does not exist. ✷
3.2. Partitions not in the filter F ; the set E
Recall that the exceptional partition types τ are those for which the number N (τ ) of
partitions of type τ of weight r on a set Xn is less than
(
n
r
)
. The exceptional partition types
can not be used for labeling of corresponding Hamiltonian cycles. If τ is a partition type
in F , then every partition type of the form τ ⊕1k , where k  0, is in GrL⊆ L, the set of all
non-exceptional partition types τ for which there exist orthogonally τ -labeled Hamiltonian
cycles. As our ultimate goal is to provide an affirmative answer to Conjecture 2, we denote
by U the class of all the partition types of the form σ ⊕ 1k , where σ ∈ P − F and k  0.
Some of the partition types in U are in GrL, and some are not. We list precisely the
elements of U .
Lemma 3.5. Let n 5. Then U consists of the following partition types:
(1) d 3 1t for d > 3, t  0;
(2) d 2s1t , for s, t  0, d > 2;
(3) 32 2s 1t for s  0, t  0;
(4) d2 1t for t  0, d = 4,5;
(5) 33 1t for t  0;
(6) 5 4 1t for t  0;
(7) 2s1t for s  1, t  0.
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filter F . Then σ has classes of at most two different sizes (that is, k  2), else σ π 4 3 2,
and so σ ∈F , a contradiction.
If k = 1, then σ is a uniform partition, and by Lemma 3.3, either r = 1 and σ = d1, or
r  2 and σ is either 2r or 33 or d2, for d = 3,4,5.
Assume k = 2, so the partition type σ has the form d1µ(d1)d2µ(d2). If d1 = 3, then
µ(d1) 2 (else σ π 33 2, and so σ ∈F by Lemma 3.3), hence in this case σ = 32 2µ(2) or
3 2µ(2). If d1  4 then µ(d1)= 1 (else σ π 4 3 2) and d2  4 (else σ π 6 5). Moreover,
if d2 = 4 or 3, then µ(2)= 1 and σ = 5 4 or d 3, with d  4. The only other possibility left
is σ = d2µ(2), for d  3. ✷
Observation 3.6. (1) Recall that the exceptional partition types are: 22, 23, 32, and
(n− r + 1)1r−1, where n > 2r − 1 (see [10]).
(2) Recall that if s  9, the partition type 2s is in GrL (Lemma 1.5), and so by
Lemma 2.11, the partition types 2s1t are also in GrL.
(3) If r  2 the partition type 32 2r−2 is in GrL (Lemma 2.15), and so by Lemma 2.11,
the partition types 32 2r−2 1t are also in GrL.
(4) The partition type τ = 5 4 is in GrL, since M(τ) = 35 = m(9,2). So by
Lemma 2.11, the partition types 5 4 1t are also in GrL, for t  0.
This establishes the membership in the set E (Table 1) and completes a proof of
Theorem 1.7, the main result of the present paper.
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