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ab st rac t
In conventional fluorescence microscopy, species are distin-
guished by colour. While these images provide an abundance of
information about the sample, they are, in many aspects limited
by artefacts and resolution, and some properties of the sample re-
main elusive. In fluorescence-lifetime imagingmicroscopy (FLIM),
the characteristic lifetime of a fluorophore is measured in addition
to intensity. This lifetime can depend on the local environment
and may be altered by energy transfer to an acceptor. Therefore,
FLIM allows for lifetime-based Förster resonance energy trans-
fer (FRET), environment sensing inside cells, and lifetime-based
multiplexing.
Due to the lack of single-molecule sensitive lifetime cameras,
all single-molecule localisation microscopy (SMLM) techniques
could not access the lifetime information so far. In this thesis, I
present the implementation of SMLM based super-resolved FLIM
with a confocal microscope. By rapid laser-scanning, pulsed excit-
ation, and single photon detection, the lifetime is determined for
all localised molecules. The technique provides optical sectioning
and is compatible with two of the most important SMLM meth-
ods, direct stochastic optical reconstruction microscopy (dSTORM)
and points accumulation for imaging in nanoscale topography
(PAINT) imaging. Based on the lifetime information, two different
fluorophores are distinguished in dSTORM measurements. This
enables super-resolution microscopy with chromatic-aberration
free multiplexing.
The recent development of single-photon sensitive lifetime
cameras enables single-molecule wide-field FLIM which allows
for higher frame rates over a larger field of view compared to
confocal FLIM. In combinationwithmetal-induced energy transfer
(MIET), single molecules can be localised axially with nanometre
precision.
Both methods can be readily employed for super-resolved en-
vironment sensing or 3D SMLM. The feasibility of super-resolved
isotropic 3D imaging is shown in a proof of concept experiment.
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With the invention of microscopy in the seventeenth century, the micro-
cosmbecame visible for the first time. RobertHooke observed structures
of seeds, plants, insects, andmanymore, and his discoveries inspired the
term cell in modern biology.[1] By developing single lens microscopes
with high magnification, van Leeuwenhoek achieved a resolution of a
few micrometres which enabled him to discover bacteria, single-celled
eukaryotes, as well as blood and sperm cells. With advances in optics,
such as achromatic and spherical aberration-corrected compound lenses,
the resolution improved until reaching the so-called diffraction barrier.
Ernst Abbe realised that the resolution is limited to approximately half
of the wavelength due to the interference properties of light.[2] This
wavelength dependency inspired the development of ultraviolet (UV)
microscopes with the aim to increase the resolution by decreasing the
wavelength. As first noticed by August Köhler, UV illumination can
induce fluorescence in biological samples.[3] Soon, the potential of
fluorescence to improve the weak image contrast of biological samples
was discovered. With the introduction of highly specific and versatile
immunolabeling by Albert Coons,[4] and the development of dichroic
mirrors, fluorescence microscopy became popular in microbiology.
So far, microscopes relied on wide-field detection: The complete
field of view was illuminated and the magnified images were observed
by eye or captured on photographic film. A quantitative analysis of
the images was tedious and had to be performed manually. Automatic
analysis was enabled by the “flying-spot microscope”, which was in-
spired by image generation in television. A light spot, created with a
cathode-ray tube, was projected into the sample, and the transmitted
light was focussed onto a photo-cell. To generate an image, the spot
was scanned over the sample and the detected signal simultaneously
reconstructed on a second cathode-ray tube monitor. Its main purpose
was to generate sequential image data which could be analysed in real
time even before the availability of powerful computers.[5] However,
restricting the illumination to a spot in the focal plane had more advant-
ages, as the existing wide-field microscopes were limited by scattering
in the sample. This scattering reduced contrast, and small biological
structures in tissue could not be imaged. Therefore, in one of the first
attempts to study the connections between neurons in brain tissue, Mar-
vin Minsky built the “double focusing” microscope. To avoid detecting
the scattered light, the illumination light was focused into a tight spot in
the sample and the transmitted light was focused on a pinhole in front
of a point detector. This geometry rejected out-of-focus scattering and
additionally provided optical sectioning.[6] While not achieving his
ultimate goal, to create an Artificial Intelligence based on the observed
neuronal connections, Minsky built the first confocal microscope.[7]
Early implementations of confocal microscopy suffered from low illu-
mination intensities, since the sharp focus was achieved by sending
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the illumination light through a pinhole, which caused tremendous
light losses and made image acquisition slow. With the invention of the
laser, and the introduction of beam scanning instead of sample scan-
ning, the acquisition speed could be increased.[8] Furthermore, with
the high illumination intensities provided by lasers, confocal fluores-
cence microscopy became feasible.[9, 10] Today, confocal laser-scanning
microscopy (CLSM) is one of the most commonly used microscopy tech-
niques in biology and medicine, because it provides optical sectioning
and background reduction that enables high contrast and 3D imaging.
Besides imaging, a confocal microscope is ideal for spectroscopic
studies on a small number of molecules due to its tiny detection volume
(∼1 fL). In contrast to ensemble measurements, intensity fluctuations
caused by molecular processes do not average out completely when
only a few molecules are measured. Magde, Elson and Webb intro-
duced fluorescence correlation spectroscopy (FCS) that analyses these
fluctuations to retrieve diffusion coefficients or reaction rates.[11] Due
to the point detection, it is straightforward to implement a spectral- or
polarisation-resolved detection.[12] Even tough FCS observes fluctu-
ations induced by single molecules, the early implementations were far
from single-molecule sensitive.
Single molecules were first detected, albeit indirectly, by imaging
the fluorescent product of an enzymatic reaction.[13] This approach,
of biochemically amplifying the signal is the basis of modern tech-
niques like PCR (polymerase chain reaction) and ELISA (enzyme-linked
immunosorbent assay) that routinely detect single copies of DNA or
other biomolecules. Following a similar idea to increase the signal,
Hirschfeld detected single, diffusing biomolecules, by attaching a poly-
mer chain with 80 – 100 bound fluorophores to single antibodies.[14]
Direct, optical detection of single dye molecules using absorption was
first demonstrated in a doped polymer crystal under cryogenic con-
ditions by Moerner and Kador,[15] soon followed with fluorescence
detection by Orrit and Bernard.[16] The first detection of single fluoro-
phores at ambient conditions and in solution, by the group of Keller,
required extensive efforts to reduce background signal:[17] In a modi-
fied flow cytometer, a defined jet of fluorophore solution was created
by hydrodynamic flow focusing and transported through a focused
excitation beam. The fluorescence was collected perpendicularly to the
flow and excitation beam, and detected with a single-photon sensitive
detector. The controlled transport of the molecules trough the relatively
large detection volume ( 10µm) was designed to quantify the bright-
ness of fluorophores in each detection event for applications like DNA
sizing with intercalating fluorophores.[18] Soon after, FCS with single
molecule concentrations was demonstrated by Rigler and Mets.[19]
In their experimental conditions, each molecule diffusing through the
focus created a burst of fluorescence. Instead of correlating the sig-
nal, analysis of single bursts enabled the classification of individual
detection events.[20, 21]
To increase the observation time per molecule, single molecules can
be immobilised on a surface. The increased observation time, in combin-
ationwith a confocal single-photon detection, enabled themeasurement
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of orientation and spectra of single fluorophores, immobilised on a dry
polymer surface.[22] The introduction of sensitive cameras allowed
wide-field detection of single molecules in an aqueous environment:
To reduce the background signal, the group of Yanagida combined
wide-field detection with total internal reflection illumination to solely
illuminate the sample close to the surface of a prism. This way, single
ATP (adenosine triphosphate) turn-over events of immobilised myosin
motors were observed.[23] The wide-field detection allowed for a faster
imaging than confocal scanning and enabled the tracking of single dif-
fusing lipids in a membrane. For this, the individual molecules were
localised in sequential images with tens of nanometre precision.[24]
Using single-molecule detection in combination with Förster resonance
energy transfer (FRET), the dimerisation of single molecules became
observable in live-cell experiments.[25]
Even before the first confocal and wide-field detections of surface-
immobilised single molecules, single-molecule detection was achieved
with near-field scanning optical microscopy (NSOM).[26] In this tech-
nique, the illumination was confined by a 100 nm aperture at the tip of
a tapered optical waveguide which was scanned over the surface. The
confinement of the illumination to a spot below the diffraction limit
reduced the size of the detection volume and made NSOM the first op-
tical super-resolution technique, even tough the requirement for the
scanning probe to be in close proximity of the fluorophores limited
its broad applicability. The first far-field super-resolution technique,
which also decreased the effective size of the detection volume, was
stimulated emission depletion (STED) microscopy by Klar and Hell.[27]
Here, fluorophores are excited in a diffraction limited focus but are then
immediately forced back to the ground state via stimulated emission
within a “doughnut-shaped” region around the centre of the beam. In
STED microscopy, the resolution is no longer limited by diffraction but
by the intensity of the depletion beam used for inducing stimulated
emission.
The first wide-field technique which significantly improved the
image resolution was structured illumination microscopy (SIM): the
sample is illuminatedwith a spatiallymodulated pattern and several im-
ages are recorded for different positions and orientations of this pattern.
By combining the diffraction limit of both illumination and detection,
SIM doubles the achievable resolution compared to wide-field micro-
scopy.[28] As mentioned above, localising and even tracking single
molecules with high precision was possible with camera-based wide-
field methods. However, if the molecules were spaced by less than the
diffraction limit, they could not be distinguished. This changedwith the
development of switchable fluorophores: In photoactivated localisation
microscopy (PALM), Betzig et al. [29] and Hess, Girirajan and Mason
[30] used photoactivatable proteins, while Rust, Bates and Zhuang [31]
employed organic fluorophores, which could be switched on and off
multiple times, in stochastic optical reconstruction microscopy (STORM).
In both techniques, only a small fraction of fluorophores is in an on-state
at any time. The fluorophores are switched on by illumination with a
wavelength shorter than the fluorescence excitation wavelength and,
3
i n t roduc t i on
subsequently, imaged until they either photobleach or switch off. This
cycle is repeated many times. Both techniques, PALM and STORM, were
the first members of single-molecule localisation microscopy (SMLM)
methods which all rely on localising a changing subset of single mo-
lecules in many frames. Since each localisation is more precise than
the diffraction limit, the resulting reconstruction is super-resolved. With
modern fluorophores, super-resolution microscopy routinely resolves
structures of tens of nanometre size, whichmakes it possible to optically
study sub-cellular structures, such as cell organelles and large protein
complexes.
Besides the overall intensity, fluorescence conveys additional in-
formation about the sample. This is exploited by different fluorescence
spectroscopy techniques which analyse, for example, the excitation
or emission spectra, intensity fluctuations (FCS), or the fluorescence
lifetime. The fluorescence lifetime is defined as the average time a fluoro-
phore stays in its excited state until a photon is emitted. For organic
fluorophores, the lifetime is typically on the order of a few nanoseconds.
The first fluorometer, which could measure the average lifetime of a
sample, was built by Gaviola.[32] It relied on an intensity-modulated ex-
citation combined with a synchronised sensitivity-modulated detection,
to measure the phase shift of the fluorescence light with respect to the
excitation light. With this setup, it was demonstrated that the lifetime is
specific for different fluorophores anddepends on their environment. To
extend this modulation-based spectroscopic approach to wide-field mi-
croscopy, sensitivity-modulated cameras were developed.[33, 34] These
methods, also known as frequency-domain fluorescence-lifetime ima-
ging microscopy (FLIM), enabled the wide-field acquisition of lifetime-
resolved images. However, due to the modulation of the detection, the
sensitivity of these methods is not sufficient for single-molecule detec-
tion. In contrast, time-domain FLIM typically uses a confocal microscope
with a pulsed excitation, and a time-correlated single-photon count-
ing (TCSPC) detection which records the arrival time of each photon.
TCSPC detection thereby gives access to the full distribution of arrival
times and hence directly reveals multi-component decays. This single-
photon detection facilitates single-molecule sensitivity; in fact, the first
single-molecule detection in solution by the group of Keller already
relied on the arrival times to separate fluorescence from scattering.[17]
The lifetime information in FLIM provides a versatile, intensity-
independent information about the sample. In cells, the lifetime of
many endogenous fluorophores depends on their binding or oxidation
state. This was exploited early on in imaging of metabolic states.[35, 36]
In combination with environment-sensing fluorophores, the lifetime
gives access to local ion concentration (pH, Ca2+, Mg2+, etc.), viscosity,
or various membrane properties (order, potential, tension, etc.).[37]
FLIM, together with FRET, can measure nanometre distances and con-
formational dynamics of proteins.[38]
So far, FLIM measurements have either been fast, i. e. when using a
camera-based frequency-domain technique, or single-molecule sensit-
ive, in the case of time-domain confocal FLIM. Therefore, the lifetime
information was not accessible with SMLM. In this thesis, different
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approaches to combine single-molecule localisation with fluorescent
lifetime information were developed and evaluated. In chapter 3, we
combined confocal laser-scanning microscopy with single-molecule
localisation to implement super-resolved FLIM. In measurements on
fixed cells, we validated our method by demonstrating lifetime-based
multiplexing, which conceptually avoids any chromatic aberration that
affects many current multi-colour super-resolution techniques. Since
the publication of our implementation,[39] a second approach that
combines single-molecule localisation with lifetime information was
published, which relies on pulsed MINFLUX for localisation.[40]
In chapter 4, we performed single-molecule sensitivewide-field FLIM
by employing a novel TCSPC camera. Despite a low photon detection
efficiency, we succeeded in distinguishing different fluorophores based
on their lifetime. In combination with metal-induced energy transfer
(MIET), a distance-dependant lifetime quenching by a metal film, we
demonstrated axial localisation of single molecules with nanometre
resolution.
Both techniques might be utilised in other common applications
of FLIM such as environment sensing or FRET. However, existing SMLM
software was not compatible with TCSPC-data. Therefore, it was import-
ant to make the data analysis accessible to users without requiring that
they are expert programmers. For this purpose, I created a software
which directly reads the raw data and performs single-molecule detec-
tion, lifetime fitting, and reconstruction of super-resolved FLIM images.
This software is presented in chapter 5, which contains details on the
implementation and describes application examples.
5
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2FUNDAMENTALS
In this chapter, theoretical concepts and experimental techniques are in-
troduced. An extensive introduction into fluorescence and fluorescence
spectroscopy can be found in [41, 42], and into fluorescence microscopy
and super-resolved methods in [43–45].
2 . 1 f luor e s c enc e
Luminescence is light emission from a material transiting from an ex-
cited electronic state back to its ground state. The excitation can have
different sources, e. g. biochemical reactions (bioluminescence), electric
current (electroluminescence) as in light emitting diodes, or photon-
absorption (photoluminescence) as in fluorescence and phosphores-
cence. The Jablonski diagram in figure 2.1(a) illustrates the import-
ant transitions in the electronic system of a fluorescent molecule. The
system rests in its electronic ground state S0 until it is excited by the
absorption of a photon with wavelength λex (blue arrow). Depending
on the photon energy, the transition occurs to any of the vibronic levels
of the first excited electronic state S1. The system quickly (∼10−12 s)
relaxes to the vibronic ground state of S1. From here, different decay
channels lead to the ground state: a non-radiative decay with rate knr
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(b) absorption and emission spectra
Figure 2.1: (a) Jablonski diagram showing molecular electronic transitions leading to fluorescence and
phosphorescence. Radiative transitions are indicated by coloured, solid arrows, non-radiative transitions are
dotted. (b) Absorption spectrum and emission spectrum of the organic fluorophore Cy3.[46]
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by vibronic relaxation; the system can emit a fluorescence photon (green
arrow) with radiative rate kr; or it can pass to the triplet electronic state
T1 (inter system crossing) with rate kISC. The radiative decay T1 → S0 is
connected with phosphorescence. The transitions S1 → T1 and T1 → S0
are forbidden transitions because the spin of the excited electron has to be
reversed. This typically leads to low transitions rates (kISC  knr + kr)
and a long triplet lifetime (& 10−7 s). Therefore, the system can be
approximated as a two state system where the fluorescence lifetime τ





and is typically on the order of 10−9 s for organic fluorophores. The






In the case of non-radiative transitions, the energy is dissipated to neigh-
bouring molecules via collisions, therefore knr, and hence QY and τ, can
be sensitive to the local environment.
How efficiently a photon with energy hλex/c can be absorbed de-
pends on the overlap of the wave function of the initial S0 vibronic state
with the wave functions of the final S1 vibronic states. Similarly, the
probability of the radiative transition from S1 to a vibronic state of S0
is proportional to the overlap of the wave functions of the involved
vibronic states. This so-called Franck–Condon principle manifests itself
in the structures of absorption and emission spectra (figure 2.1(b)).
Energy conservation demands λex ≤ λfl for each excitation-emission
cycle and, due to vibronic relaxation, the absorptions and emission
maxima are several nanometres apart. This spectral shift, the Stokes
shift, allows for the efficient separation of excitation and emission light
by spectral filters.
2 . 2 f luor e s c enc e m i c ro s co p y
Optical microscopes utilise multiple lenses to create a magnified im-
age of a sample, which can be viewed by eye or captured by a camera.
Contrast is generated through the interaction of the illumination light
with the sample. Common microscopy techniques are based on ab-
sorption (bright field), scattering (dark field), phase shifts by refractive
index variations (phase contrast), or fluorescence. Many biological
samples absorb weakly and are non-fluorescent in the visible region.
This facilitates the selective introduction of fluorescent markers which
distinguishes fluorescence microscopy from other methods and allows
for an exceptional contrast and high specificity. There are different op-
tions how to stain a structure of interest in a sample. For some targets,
e. g. DNA, mitochondria, or membranes, there exist fluorophores that
selectively target these structures. Alternatively, fluorophores can be
8



















Figure 2.3: Schematic of
a confocal fluorescence
microscope.
bound to selectively binding ligands like antibodies as in the case of
immunolabelling. For live-cell experiments, the genetic information for
fluorescent proteins, directly fused with its target, may be introduced
into cells.
In a typical fluorescence microscope (figure 2.2), the sample is
evenly illuminated by light suitable for exciting the used fluorophore
(blue). This is achieved by focussing the excitation light into the back
focal plane of the objective. The fluorescence light emitted by the sample
(green) is collected by the same objective (epi-fluorescence setup) and,
taking advantage of the Stokes shift, separated from the excitation light
with a dichroic mirror. Finally, the fluorescence light is imaged on a
camera by a tube lens. This type of illumination and detection, also
called wide-field, allows for a simultaneous acquisition of an image
over the whole field of view.
Biological samples are typically imaged in an aqueous buffer through
a glass cover slide. By adding an immersion medium instead of air
between sample and objective, the collection angle of the objective can
be increased. In total internal reflection (TIR) illumination, the excitation
light is limited to angles above the TIR angle of the glass-sample inter-
face, so that only molecules within a range of ∼200 nm to the interface
are excited by the exponentially decaying evanescent wave. TIR illu-
mination thereby drastically decreases background from regions of the
sample far away from the surface.
Especially for imaging deep inside thicker samples, background
generated by fluorophores above and below the focal plane can become
problematic. Confocal microscopy reduces the background by creating
a confocal volume (figure 2.3): excitation is restricted to a tight spot in
the focal plane, and fluorescent light from above and below the focal
plane is blocked by a pinhole (optical sectioning). Fluorescence light
passing the pinhole is detected by a point detector. To acquire an image,
the desired field of view needs to be scanned one pixel at a time by
either moving the sample or the excitation and detection volume. Since
only fluorescence from the confocal volume is detected, the contrast
is improved. 3D images can be generated by sequentially recording
multiple planes.
Diffraction limit
There is no fundamental limit to how much an image can be magnified.
However, due to the wave-nature of light, structures smaller than half
the wavelength cannot be resolved. This is expressed in the famous








Two lines separated by a distance less than d cannot be resolved. Here,
λ denotes the wavelength of light, n the refractive index of the sample
medium (assuming that an immersion medium with at least the same
refractive index is used), and θ the collection half-angle of the objective.
The numerical aperture NA, defined as n sin θ, is a property of the
9
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Figure 2.4: Airy disk
(left) and Gaussian ap-
proximation (right).




objective. For conventional fluorescence microscopy, optical diffraction
limits the resolution to & 200 nm.
Closely related to the diffraction limit is the point spread function (PSF)
of the microscope which describes the shape of the image of a point
emitter. The PSF is often analytically described by the square of the
Fourier transform of a circular aperture, resulting in the rotationally
symmetric Airy pattern.[47, 48] The intensity I of the PSF in dependence







with I0 being the peak intensity, NA the numerical aperture of the
objective, k = 2π/λ the vacuumwave vector, and J1 denoting the Bessel
function of the first kind. For many applications, the Airy pattern can
be approximated by a Gaussian distribution:





with σ ≈ 0.21 λ
NA
. (2.5)
In figure 2.4, it is evident that the Gaussian distribution approximates
the central peak well. To make the difference visible, the absolute
field amplitude
√
I is plotted instead of the intensity I. For a confocal
microscope, the equations are more complex but result in a similar
pattern. In the limit of an infinitesimal small pinhole, the PSF is ∼ 1.4
fold smaller than for a wide-field microscope.[49]
Since objects much smaller than the diffraction limit can be treated
like point sources, the PSF can be used to describe the image of a single
fluorophore. However, the exact experimental PSF depends on addi-
tional parameters includingmolecule orientation, and it can be distorted
by aberrations of the imaging optics.
2 . 2 . 1 Super-resolution microscopy
In conventional microscopy (wide-field, confocal), it is not possible to
capture an image with a resolution below the diffraction limit. However,
multiple super-resolution techniques have been developed, circumvent-
ing the diffraction limit. All methods ensure that only a subset of the
fluorophores can be detected at any time and vary this subset over
the course of the measurement. There are two main groups of meth-
ods: In the first group, a patterned illumination is scanned over the
sample. In its most popular version, stimulated emission depletion (STED)
microscopy, the fluorophores are excited within a diffraction-limited
spot but are then immediately stimulated to emission in a “doughnut-
shaped” region around the centre. The laser light used for inducing the
stimulated emission has a longer wavelength than most of the unstimu-
lated fluorescence. By detecting only the remaining fluorescence after
stimulated de-excitation of all fluorophores in the doughnut-shaped
region around the centre, the size of the detection volume is effect-
ively decreased. This is illustrated in figure 2.5. The final resolution of
10




confocal stimulated emission depletion (STED)
Figure 2.5: In confocal fluorescence microscopy (left), molecules are exited and detected within a diffraction
limited spot. STED microscopy (centre) decreases the effective size of the detection volume by stimulating
excited molecules to emission by a doughnut-shaped beam co-aligned with the excitation beam. The stimulated
emission (right) has a longer wavelength than most of the unstimulated emission and is filtered out. As in
confocal microscopy, scanning is required to generate an image.
kon
koff
widefield single molecule localisation microscopy (SMLM)
Figure 2.6: In wide-field fluorescence microscopy (left), all labels are in the on-state, rendering it impossible to
distinguish individual, overlapping emitters. In single-molecule localisation microscopy (SMLM), most of the
labels are in the off-state and only a few are switched on stochastically. By iterating over many subsets and
localising the emitters in each, an image can be reconstructed from the individual PSF centre positions.
STED microscopy depends on the power of the depletion beam.[50] The
concept of STED to optically switch off a defined region to decrease the
size of the detection volume can also be implemented with different
molecular transitions. This was demonstrated with stable dark states
of switchable fluorescent proteins [51] and organic fluorophores,[52]
where the slower switching allowed for a lower power of the depletion
beam compared to conventional STED.
In the second group, single-molecule localisation microscopy (SMLM),
the stochastic on and off switching of single molecules is exploited. The
position of the labels is localised in wide-field images by determining
the centre of their PSFs. This localisation can be done at much higher
precision than the diffraction limit but requires that most labels are
in their off-state. The concept of SMLM is depicted in figure 2.6. STED
and SMLM put very different requirements on the label: STED needs
fluorophores which are stable enough for many excitation (stimulated)
emission cycles, while SMLM requires a mechanism to switch the label.
Some of the most common switching approaches are discussed in the
next section.
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ing transitions in pho-
toswitchable fluorophores.
Switching mechanisms
Photoswitching & photoactivation One of the first labels employed
for localisation-based super-resolution were semi-conductor quantum
dots, exhibiting a long photo-induced off-state.[53] Later it was dis-
covered that some organic fluorophores can be switched with a high
level of control in specific environments.
Many cyanine, rhodamine and oxazine derivatives are photoswitch-
able. The typically involved states and transitions are illustrated in the
Jablonski diagram in figure 2.7. The triplet state T1 is reduced with
rate kred leading to a stable dark state Dred. The reduction is facilitated
by primary thiols or phosphines, like β-mercaptoethanol (BME), β-
mercaptoethylamine (MEA), or tris-2-carboxyethyl phosphine (TCEP)
added to the buffer. The underlying reactions differ, but in all cases
the conjugated π-electron system is disrupted.[54, 55] The fluorophore
switches back to the excitable ground state S0 via oxidation by an ox-
idising species. The rate of this process kox is increased by energy
transfer from a near by fluorophore (the activator) which was the basis
of the initial implementation of stochastic optical reconstruction micro-
scopy (STORM).[31] However, the transition also takes place without
activator and can be accelerated by illumination with ∼400 nm light,
as demonstrated by direct STORM (dSTORM).[56] Some oxazines, e. g.
Atto 655, can be further reduced, leading to multiple long-living off-
states.[55]
Typically, the first step in SMLM experiments with photoswitchable
fluorophores is to switch most of the fluorophores to the off-state. This
is commonly done by exciting the fluorophores with sufficient intensity.
Alternatively, chemical reducing agents may be used.[57]
Besides organic fluorophores, many fluorescent proteins can be pho-
toswitched. In general, fluorescent proteins emit less photons than
organic fluorophores before bleaching or off-switching. However, their
unique advantage of being genetically encodable makes them attractive
for live-cell experiments.[58] A special variant of photoswitching is
irreversible photoactivation of an initially non-fluorescent molecule.
Photoactivatable fluorescent proteins were the basis of two of the earli-
est SMLM implementations, the closely related photoactivated localisation
microscopy (PALM) [29] and fluorescence photoactivation localisation mi-
croscopy (fPALM).[30] Many photoactivated fluorophores stay in the
on-state until they are irreversibly photobleached. However, variants
exist which can be repeatedly switched between on- and off-states after
initial activation.
Spontaneous switching Some fluorophores are in a chemical equi-
librium between a fluorescent and a dark form and switch spontan-
eously at room temperature. An example for this class of self-blinking
fluorophores are silica-rhodamine derivatives [59] and rhodamine de-
rivatives [60] that can undergo a reversible intramolecular spiro-ring
formation with a pH-dependant equilibrium. Typically, SMLM with
self-blinking fluorophores requires a lower illumination power than
used for photo-switching, which reduces the photo-induced damage to
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strand transiently binds to
a complimentary docking
strand.
the sample, especially in live-cell measurements. Another advantage
is that no special buffer is required and that derivatives with different
pH-dependencies exist.[59]
Transient labelling Acompletely different approach to generate switch-
ing events is transient binding of a fluorophore to the structure of
interest. In the original version of points accumulation for imaging in
nanoscale topography (PAINT), Nile red, which is weakly fluorescent in
aqueous buffer and becomes much brighter in a less polar environment,
was employed to image lipid membranes.[61] During the measure-
ment, the fluorophore is present at a low concentration in the imaging
buffer. After binding to the target, the fluorophore is, depending on
its unbinding kinetics, either photobleached or unbinds after a short
time. In general, the free diffusion is fast enough to create a uniform
background, while the bound fluorophores can be localised.
To introduce specific binding to a wide variety of targets, antibodies
[62] or specific binding peptides (e. g. lifeact),[63, 64] labelled with
organic fluorophores or fluorescent proteins, are utilised.
An extension of PAINT, allowing the fine-tuning of the binding kin-
etics, is DNA-PAINT.[65] Here, the target is labelled with a short single
stranded DNA-oligomer (docking strand). In the imaging buffer, a
fluorophore-labelled, complementary DNA-strand (imager strand) is
provided. As illustrated in figure 2.8, the imager strand transiently
binds to the docking strand. The sequence of the DNA and the concen-
tration of the imager strand determine the on- and off-times for each
binding site, respectively.
In PAINT-like methods, the measurement time is not limited by pho-
tobleaching, since the fluorophores are replenished from solution. For
some implementations, such as DNA-PAINT, this comes at the cost of an
elevated background fluorescence from the solution.
Localisation precision & resolution
In SMLM, the resolution of the reconstructed image depends on the
localisation precision and the quality of the labelling. The localisation
precision of a PSF depends on the number of detected photons N and
the width of the PSF σ as σ/
√
N. However, in reality additional error
sources such as background, the finite pixel size, noise from the camera,
or errors introduced by fitting need to be considered. If the recorded
intensities can be converted to photons, best results are achieved by
using a maximum likelihood estimator (MLE) due to the Poissonian
nature of photon detection. Based on the Cramér-Rao lower bound,
Mortensen et al. [66] derived an expression for the uncertainty of the
lateral position which was later modified by Rieger and Stallinga [67]
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Here, a denotes the pixel size and χ denotes approximately the ratio of








with b being the average background per pixel. It can be seen that in
the limit of small pixels and a high signal-to-background ratio, equa-
tion (2.6) converges to σ2/N, making it obvious that both increasing the
number of photons N and decreasing the width of the PSF σ improve
the localisation precision.
Another important aspect that influences the final image resolution
is the labelling with fluorophores. Based on the Nyquist-Shannon-
Theorem, the spatial resolution is limited to twice the mean label dis-
tance.[68] An insufficient label density can lead to artefacts such as
gaps in continuous structures. Further connected to the labelling is the
so-called linkage error, the distance between target and actual fluoro-
phore position. Depending on the geometry of the structure, this can
have different effects, e. g. cylindrical microtubules having an appar-
ently larger diameter. While their outer diameter is 25 nm, primary and
secondary immunolabeling lead to an apparent diameter of ∼60 nm.
This linkage error, caused by the size of the antibodies, can be reduced
using nanobodies instead.[69]
Further super-resolution techniques
In the past years, a large variety of super-resolution techniques were
developed which deserve to be mentioned. However, discussing all of
them is beyond the scope of this thesis.
The statistical switching of fluorophores provides information, even
if the fluorophores are too dense to be localised individually. This is em-
ployed in super-resolution optical fluctuation imaging (SOFI) [70] and the
closely related technique super-resolution radial fluctuations (SRRF),[71]
which statistically analyse the local intensity fluctuations in a fit-free
manner.
The combination of single-molecule localisation microscopy with
other techniques can increase the achievable image resolution even
further. The combination of SIM with DNA-PAINT or STORM (called SIM-
FLUX) does approximately double the resolution.[72] Although the
details are more complicated, the structured illumination results in an
approximately two-fold improvement of the localisation precision.
Highest resolutions have been achieved by localising single mo-
lecules with a doughnut-shaped excitation beam: In MINFLUX, the cent-
ral minimum of the beam is moved around a position estimate of the
molecule to minimise its excitation and therefore align the beam with
the molecule.[73]
Finally, there are also non-optical ways to circumvent the diffraction
limit: A conceptually simple but technically challenging method is to
physically expand the sample prior to imaging (expansion microscopy).
By embedding the sample into a gel and swelling this gel, structures
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originally smaller than the diffraction limit can be resolved with a con-
ventional microscope.[74] To resolve even smaller structures, expansion
microscopy can be combined with other super-resolution techniques
such as STED [75] or dSTORM.[76]
Multicolour super-resolution techniques
For answering many biological questions, the relative organisation of
multiple targets is relevant. To simultaneously image multiple targets
in conventional fluorescence microscopy, each target is labelled with
a fluorophores of a distinct colour. This approach can be applied in
dSTORM by using fluorophores of different colours that are switchable
under the same buffer conditions.[77] However, this needs careful sub-
pixel alignment of the colour-channels and calibration to compensate
inevitable chromatic aberrations.[78]
For STORM, using one switching fluorophore but different activators
for each target eliminates chromatic aberration but leads to some cross
talk.[79] Chromatic aberrations can be reduced substantially by relying
on only one excitation wavelength and using spectrally overlapping
fluorophores. For subsequent classification, either spectral splitting [80,
81] or a spectrally resolved detection[82] can be utilised.
In confocal microscopy, STED, and MINFLUX, the position informa-
tion is encoded by the position of the excitation (or depletion) focus.
Thus, spectrally resolved detection does not suffer from chromatic aber-
ration.[83, 84] In the case of STED, even multiple excitation wavelengths
can be combined without introducing chromatic aberration as long as
the same depletion wavelength is used for all fluorophores.[85]
Conceptually similarly free of chromatic aberration is monochro-
matic DNA-PAINT. Each target is labelled with a different docking strand.
In exchange-PAINT, the corresponding imager strand for one target is ad-
ded to the imaging buffer, and the buffer is exchanged sequentially for
each target.[86] Because all imager strands are labelled with the same
fluorophore, there are no chromatic aberration-induced mismatches
between different targets. Alternatively, the detection ofmultiple targets
can be parallelised by distinguishing targets based on their sequence-
dependent blinking kinetics.[87]
Axial localisation
All methods discussed so far provide super-resolution along the lateral
direction (focal plane). For imaging along the optical axis, a similar
diffraction limit exists as for imaging along the lateral direction, and it
is given by [44, 48]
dz =
λ









The approximation on the right hand side is valid for small angle θ.
The ratio between the lateral resolution limit d (equation (2.3)) and the
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tion of PSF shapes.












which becomes 2 when the collection half-angle θ reaches its theor-
etic maximum value of 90°. In practice, typically ratios of 3 – 4 are
encountered.[88]
In a wide-field microscope, the lateral size of the PSF increases when
moving above or below the focal plane. In SMLM, this enables the se-
lection of localisations close to the focal plane based on the PSF size.
However, the symmetry of the PSF around the focal plane makes axial
localisation based on the PSF size ambiguous in all other cases. There-
fore, it is not possible to determinewhether amolecule is above or below
the focal plane. This symmetry is broken in PSF engineering techniques,
as illustrated in figure 2.9. PSF engineering for axial localisation was
first demonstrated by introducing astigmatism by placing a cylindrical
lens in the detection path. The aspect-ratio of the lateral cross-sections
of the astigmatic PSF changes monotonically, and the axial position can
be determined, after calibration, from the shape of the PSF.[89] By using
spatial light modulators or phase masks, more complicated PSF shapes
can be engineered, for example the double helix PSF [90] or the tetrapod
PSF [91] which both extend the accessible axial range.
Alternatively, the fluorescence light may be split into two or more
images with different focal planes, which allows to determine the axial
position of a fluorophore using a 3D PSF model.[92, 93] A detailed
comparison of these approaches and their axial ranges can be found
in reference [94]. In all of theses approaches, the lateral size of the PSF
increases, which thus leads to a reduced lateral localisation precision.
Increasing the PSF size is avoided when using self-interference to add
high-frequency modulations to an otherwise unchanged PSF.[95] This
only requires a smaller pixel size and therefore allows for 3D localisation
without a significant decrease in lateral resolution. The axial localisation
precision for astigmatism, biplane imaging, and the double helix PSF
was derived by Rieger and Stallinga.[67] It depends on the desired axial
range but is always several times larger than the lateral localisation
precision.
Unlike the methods discussed above, interferometric methods pro-
vide an axial resolution that is larger than the lateral resolution. In
these methods, fluorescence is collected with two objectives from both
sides of the sample, brought into interference twice, and imaged as
three or four corresponding images. Due to self-interference, the bright-
ness of a molecule in the different images depends on its axial position.
This principle is experimentally very demanding but has been suc-
cessfully applied to the SMLM methods PALM (iPALM) [96] and dSTORM
(4Pi-SMS).[97] Similarly, the interference of two depletion beams enter-
ing the sample from opposite directions is exploited in isoSTED to create
an isotropic detection volume.[98]
Near field effects, such as the evanescent wave above a glass surface
in TIR illumination, exhibit a strong distance dependence. In variable
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angle TIRF, the penetration depth of the evanescent wave is varied by
scanning the illumination angle. The distance to the surface is than
calculated from the intensity changes.[99] This method achieves high
axial resolutions but is, due to the limited speed, difficult to combine
with lateral super resolution techniques.
In supercritical angle fluorescence (SAF), light emitted from a fluoro-
phore above the critical angle couples into the cover glass. The efficiency
of this coupling decreases approximately exponentially with increasing
distance to the surface.[100] By comparing the supercritical to the un-
dercritical intensity for each localisation, the axial position of an emitter
can be determined.[101, 102] Due to the limited range of the near field,
these techniques are typically limited to less than one wavelength dis-
tance to the surface. Since each localisation is determined relative to the
glass surface, these techniques are not affected by axial sample drift.
Conventional STED is not super-resolving along the axial direction.
To improve the axial resolution of STED as well as MINFLUX, a beam with
maxima above and below the focus is created with a phase mask. This
type of beam provides a lower lateral resolution but can be combined
with a conventional doughnut-shaped beam to achieve 3D super-reso-
lution.[84, 103]
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In section 2.1, the fluorescence lifetime τ and its relation to the radi-
ative rate kr and non-radiative rate knr was introduced. If an excited
fluorophore can transfer its energy to another acceptor, an additional
decay channel with rate ket needs to be considered. This energy transfer
reduces the lifetime, and equation (2.1) becomes
τ =
1
kr + knr + ket
. (2.10)
In general, the energy transfer exhibits a strong dependence on
the distance between the excited fluorophore and the energy acceptor.
Different molecules or materials can serve as acceptor, e. g. a second
fluorophore, a non fluorescent organic molecule (dark quencher), or a
metal surface.
At extremely short distances (<1 nm) between the fluorophore and
the acceptor, the molecular orbitals can overlap. This enables Dexter
energy transfer or photoinduced electron transfer (PET), the exchange or
transfer of one electron between the molecules. These quantum mech-
anical interactions are extremely efficient but require direct contact.[41]
At distances of several nanometres, the dipole moments of the ex-
cited fluorophore (donor) and an acceptor fluorophore interact, leading
to Förster resonance energy transfer (FRET).[104] The transfer rate for the
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Figure 2.10: MIET distance-lifetime curve calculated for the fluorophore Alexa 647 (λem = 671 nm, QY = 0.33)
and a random orientation of the fluorophore. The MIET substrate consists of a 10 nm gold film on glass.
(a) After excitation, the energy is either transferred to the metal, or emitted as fluorescence into the far-field,
or dissipated non-radiatively. From the emitted fluorescence, only some part is collected by the objective
(NA = 1.49). (b) The distance dependence of the transfer affects the lifetime and brightness of the fluorophore.
Adapted from [109].
Actually, it does not even




where τd is the initial donor fluorophore lifetime. The Förster radius R0
depends on the spectral overlap between donor emission and acceptor
absorption spectra, and the angle between the interacting dipol mo-
ments. This angle is difficult to measure and is therefore often assumed
to be random. The distance r can be determined by either measuring
the intensity ratio of donor and acceptor fluorescence or the lifetime of
the donor. Typically, distances of ∼2 – 10 nm can be measured.[41]
Instead of a molecule, a conducting particle or surface can serve
as an acceptor. In metal-induced energy transfer (MIET), a thin metallic
film modulates the fluorophore’s brightness and lifetime. The energy
transfer from the excited molecule to the metal can be modelled semi-
classically by describing the fluorophore as an oscillating electric dipole
that generates an electromagnetic wave. This wave interacts with the
metal: it is partially transmitted and partially reflected which creates
interference with direct emission of the dipole. This self-interference is
a general dipol phenomenon also found close to a dielectric mirror.[105]
At small distances, the excited state energy of the fluorophore can be
transferred to surface electron density waves (plasmons) in the metal,
which are attenuated due to a non-zero extinction coefficient (imaginary
part of the refractive index of the metal). In practice, MIET is observable
as a change of the radiative rate kr. Similar to FRET, the energy transfer
between the fluorophore and the metal depends on the orientation
of the former. In solution, it is usually acceptable to assume that the
free rotation of the flurophore’s orientation is faster than its excited
state lifetime. A detailed introduction into the theory behind MIET,
starting from Maxwell’s classical equations, is given by Karedla [107]
and Ruhlandt [108].
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In figure 2.10(a), an example of the distance-dependent contribu-
tions of the different excited-to-ground-state transition channels are
shown. The resulting lifetime curve (figure 2.10(b)) has a steep rise
within the first 100 nm. To determine the absolute height of a fluoro-
phore above the surface, its lifetime is measured and converted us-
ing the distance-lifetime curve. This method has been employed to
measure the height of the basal membrane of living cells of different
types,[110] and was later extended to multiple colours.[111] In single
molecule experiments, the position of individual molecules was de-
termined with an axial localisation accuracy below 2.5 nm.[112] Using
step-wise bleaching, multiple molecules on one nanostructure were
co-localised axially.[109, 113] The axial resolution can be increased
to the sub-nanometre range by utilising graphene instead of a metal
film.[114, 115] Methods to determine the lifetime, which is needed in
MIET experiments, are explained in the next section.
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Fluorescence spectroscopy denotes a variety of methods to characterise
the fluorescence emission of a sample, including spectra, polarisation,
lifetime, and intensity fluctuations. In this thesis, the fluorescence
lifetime τ, introduced in section 2.1, and its measurement on the single
molecule level are essential.
After a fluorophore has been excited at time t = 0, the probability of
finding it still in its excited state decays exponentially. The probability of
fluorescence emission, being a first order process, is always proportional
to the occupancy of the exited state and is described by






As this is an exponential distribution, the average time 〈t〉 spent in the
excited state as well as its standard deviation
√
〈(t − 〈t〉)2〉 are equal to
τ. This is sometimes used as fast lifetime estimator. In reality, fluoro-
phores can exist in multiple states or experience different interactions
with their environment causing a more complex excited-state decay
behaviour and potentially a change of their quantum yields. Therefore,
the fluorescence decay is often more accurately described by a weighted
sum of exponential decays with different lifetime values.
To measure the fluorescence lifetime, a temporally modulated ex-
citation is required. In frequency-domain techniques, the excitation is
modulated sinusoidally. Both the phase shift and demodulation of the
fluorescence signal are converted to a lifetime value. To disentangle a
multi-experiential decay behaviour, the modulation frequency needs to
be varied.[41, 116]
Time-correlated single-photon counting (TCSPC)
Time-domain techniques employ a pulsed excitation and record the
fluorescence signal with a time resolution much smaller than the fluor-
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Figure 2.11: Schematic of TCSPC detection for lifetime measurements. The fluorophores are excited with a
pulsed laser (top left). The probability of fluorescence emission is given by the convolution of the excitation
with an exponential decay of the excited state (centre left). Whenever a photon is detected, indicated by a
blue marker in the bottom left panel, the number of the cycle (macrotime) and the time since the sync signal
(microtime) is recorded. The microtimes are illustrated by the short red horizontal lines and the sync signal by
the grey vertical lines. On the right, a simulated histogram of the microtime of 105 photons is plotted.
escence lifetime one wants to measure. A common implementation of
such a technique is time-correlated single-photon counting (TCSPC), schem-
atically shown in figure 2.11. Fluorophores are excited with short ( τ)
laser pulses with a repetition period a few times longer than the life-
time. The emission probability is given by the convolution of the decay
function of the fluorophore with the excitation pulses. When a fluores-
cence photon is detected, its arrival time is recorded on two timescales:
the macrotime is the number of pulses since the start of the measure-
ment, and the microtime is the time since the last sync signal. The sync
signal is typically triggered by the excitation laser and synchronises
the timing electronics with the excitation pluses. In most excitation
cycles, no photon is detected.[117] This detection scheme, also known
as time-tagged time-resolved (TTTR) detection due to its two timescales,
is useful for many application including lifetime measurements, FCS,
anti-bunching, photon counting histograms and more.
To determine the lifetime, a TCSPC histogram is constructed from
the microtimes of the detected photons and is then fitted with an ap-
propriate model. The model usually needs to include a background
component caused by thermal noise, detector after-pulsing, or uncor-
related light. The shape of the excitation pulses, combined with the
accuracy of the detection and timing electronics, determine the instru-
ment response function (IRF). If the IRF is narrow compared to the lifetime,
it is sufficient to consider only the tail of the TCSPC histogram starting a
short time (cut-off time) after the maximum. However, such tail fitting
does not use all the detected photons and does not retrieve the correct
amplitudes for multi-exponential decays. To take the IRF into account,
the calculated decay is convolved with the IRF before comparing it to
the measured TCSPC histogram.
Similar to the fitting of PSF positions in SMLM, the TCSPC histogram is
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best fitted with a maximum likelihood estimator (MLE) due to Poissionian
statistics of the photon detections. Least squaremethods assume aGaus-
sian statistics and typically overestimate the background while under-
estimating the lifetime for measurements with low photon counts,[118]
see section 5.2.2 for a comparison of different fitting approaches. When
neglecting background, photon-detection shot noise limits the precision
of the lifetime determination to τ/
√
N.
Fluorescence lifetime spectroscopy is an important tool in FRET stud-
ies. By measuring the donor lifetime instead of only donor and acceptor
intensities, a static mixture of different states can be disentangled from
a dynamic conversion between states.[119]
Fluorescence-lifetime imaging microscopy
Fluorescence lifetime measurements can be done in a spatially resolved
manner with a microscope, which is called fluorescence-lifetime imaging
microscopy (FLIM). For wide-field detection, time-gated cameras with
a varying time gate or special frequency-domain cameras can be used.
As discussed in detail in chapter 4, wide-field lifetime cameras are, in
general, not sensitive enough to detect single molecules. For single-
molecule sensitive FLIM, typically confocal microscopes with pulsed
excitation and TCSPC detection are employed. An exemplary setup is
described in chapter 3.
FLIM adds the lifetime dimension to microscopy. By using specific-
ally designed fluorophores, various parameters of the local environ-
ment can be determined non-invasively. With this local sensitivity,
temperature, pH, ion concentration, viscosity, and various parameters
of membranes (viscosity, order, potential) have been measured in living
cells.[37, 120, 121]
MIETmeasurements discussed in section 2.3 employ FLIM tomeasure
3Dmaps and to axially localise single molecules. Due to the exceptional
axial localisation precision of a few nanometres, the combination of
MIET and FLIM can be considered an axial super-resolution technique.
Fluorescence correlation spectroscopy
In fluorescence correlation spectroscopy (FCS), fluorescence intensity fluc-
tuations, observed from a tiny confocal detection volume, are analysed
by calculating their temporal correlation. Because correlations can be
accumulated over arbitrarily long times, even weak fluctuations can
be detected. FCS is typically measured with a confocal microscope.
Observed processes include the diffusion of molecules, or triplet state
dynamics, but any process that dynamically changes the brightness of
the fluorophore can be observed.[122] In combination with electron
or energy transfer processes like PET or FRET, contact rates or distance
fluctuations can be measured.[123, 124]
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where N is the average number ofmolecules in the confocal volume, and
ω is the aspect ratio (ratio of long axis to short transversal axis) of the
confocal detection volume. The diffusion time depends on the lateral
detection volume size s (distance where confocal detection efficiency





with the diffusion coefficient D. An additional fast process that can be
modelled as a two state system with fixed rates, such as triplet state










Here, T denotes the average fraction of molecules in the triplet state,
and τtriplet is the triplet lifetime.[41] In a uniform lateral flow, the dwell
time of the molecules in the confocal volume is decreased by drift. This
decrease modifies the correlation curve G(t) to
G(t) = Gdiff(t) exp
(
− (t/τflow)2 N Gdiff(t)
)
(2.16)
with τflow = s/u and the flow velocity u.[125]
To observe processes slower than the diffusion-limited dwell time in
the confocal volume, the molecules can be immobilised and then slowly
scanned.[126] To model the corresponding correlation, the uniform
scanning can be treated as a uniform flow without diffusion (D = 0).
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3CONFOCAL FLUORESCENCE -L IFET IMES INGLE -MOLECULELOCALISAT ION MICROSCOPY
All single molecule localisation techniques introduced in chapter 2
are based on wide-field detection. Here, a method is presented that
employs instead a confocal microscope with single photon detection to
achieve super-resolved FLIM.
This chapter is based on the following publication:
Jan Christoph Thiele, Dominic A. Helmerich, Nazar Oleksiievets, Ro-
man Tsukanov, Eugenia Butkevich, Markus Sauer, Oleksii Nevskyi, and
Jörg Enderlein, ‘Confocal Fluorescence-Lifetime Single-Molecule Local-
izationMicroscopy’,ACSNano 2020, 14, 10, pp. 14190–14200. 10.1021/ac-
snano.0c07322
Contribution In this project, I contributed to the design of the ex-
periments, maintained the confocal setup and, together with Oleksii
Nevskyi, performed the confocal SMLM measurements. I developed the
software for data analysis, performedmost of the analysis, and co-wrote
the manuscript.
3 . 1 i n t roduc t i on
Confocal laser-scanning microscopy (CLSM) is one of the most important
microscopy techniques for biology and medicine. Its fundamental pur-
pose is to provide so-called optical sectioning and to thus enable the
recording of three-dimensional images, which is impossible to achieve
with conventional wide-field microscopy. Its disadvantage, compared
to wide-field microscopy, is its inherently slow image acquisition speed
because the image formation is realised by sequentially scanning single
or multiple foci over a sample. This also limits its overall light through-
put (small dwell time per scan position), which is one reason why
CLSM was nearly never used for single-molecule localisation based su-
per-resolution microscopy (SMLM), such as photoactivated localisation
microscopy (PALM),[29] (direct) stochastic optical reconstruction microscopy
(dSTORM),[56, 89] or points accumulation for imaging in nanoscale topo-
graphy (PAINT).[61, 127]
There are only a few exceptions, all using faster alternatives to a
CLSM and a camera-based detection. One of them used a spinning-disk
CLSM for PAINT, exploiting the superior out-of-plane light rejection of a
CLSM that is so important for reducing background from freely diffusing
dyes in PAINT.[128] Another method employed a spinning-disk CLSM
for STORM with self-blinking dyes, where it was used for reducing excit-
ation intensity.[59] A third method used a custom line-scan confocal
microscope for dSTORM deep inside a sample.[129] Besides efficient
out-of-plane signal rejection which enhances contrast and facilitates
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deep-tissue imaging,[130] CLSM offers several additional advantages
that make it attractive for SMLM. Firstly, single-focus CLSM uses single-
point detectors which can be operated in single-photon counting mode
(Geiger mode) and thus provides shot-noise limited detection, in con-
trast to emCCD or sCMOS cameras used in conventional wide-field SMLM
that are affected by read-out, thermal, and electronic noise. Secondly,
when using Geiger mode detectors for light detection, CLSM records
the positions of single-photon detection events in a quasi-continuous,
non-pixelated way, thus preventing pixel size from affecting the single-
molecule localisation accuracy.[66] Thirdly, and most interestingly, it
allows formeasuring fluorescence lifetimes, thus allowing us to combine
fluorescence-lifetime imaging microscopy (FLIM) with SMLM.
FLIM is widely used for lifetime-based FRET and environment sens-
ing applications.[121, 131] Although single-molecule wide-field FLIM
has been demonstrated recently, the implementation is still a trade-off
between lifetime-resolution and acquisition speed.[132, 133]
In FLIM, the lifetime information introduces the option to co-localise
differentmolecular species that differ only by their lifetimewhile having
similar excitation and emission spectra,[134] thus efficiently circum-
venting all problems connected with chromatic aberration that trouble
many multicolour SMLM methods.[77] Especially for state-of-the-art
SMLM, which now routinely achieves a lateral resolution of only a few
nanometres, chromatic aberration is a serious issue,[135] in particular
when trying to study biological interactions or the relative arrangement
of different cellular structures with respect to each other.
Several solutions to the chromatic aberration problem have been
proposed in the past. For example, activation-based multicolour STORM
entirely removes chromatic aberrations at the cost of relatively high
crosstalk.[79] Recently, an aberration-free multicolour method of SMLM
called spectral-demixing dSTORM was presented that is based on split-
ting the emission into two detection channels with different colours.[80,
81] This method works well for fluorophores showing good switching
performance in the same imaging buffer. The fluorescence signal of
the different molecules is separated spectrally, and ratiometric fluores-
cence measurements are used for spectral demixing and (co)localising
different kinds of molecules. One step further in this direction was
the implementation of spectrally resolved SMLM, where full spectra are
measured and used for sorting of different molecules and their loc-
alisations.[82] A very fascinating approach is multicolour SMLM that
combines PSF engineeringwith deep learning for identifying and sorting
different molecular species without the need of spectrally resolved ima-
ging.[136] In frequency-based multiplexing STORM/DNA-PAINT,[137]
one uses frequency-encoded multiplexed excitation and colour-blind
detection to circumvent chromatic-aberration problems. Another clever
solution is exchange-PAINT,[86] which sequentially images different
targets with the same dye but uses different DNA-tags for directing the
dye to different targets decorated with complementary DNA-strands.
Similarly, barcoding PAINT [87] exploits the different binding kinetics
of imager and docking strands for distinguishing between different
target sites. Because one uses the same dye for all the different struc-
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tures, chromatic aberrations do not impact the SMLM results, but the
prize is an increased image acquisition time, which is approximately
linearly increasing with the number of different targets one wants to
resolve. Finally, the recently introduced MINFLUX [73] allows for super-
resolution imaging with a few nanometers accuracy and can be used
for chromatic-aberration free multicolour imaging.[84] Similar to the
confocal laser-scanning SMLM that is presented here, it is also based
on scanning, but in an asynchronous manner, so that it can currently
localise only one individual molecule at any time.
In this work, we present a realisation of SMLM with a time-resolved
CLSM using single-photon avalanche-diodes (SPADs) for detection, and a
rapid laser-scanning unit for excitation beam scanning. This unit en-
ables us to record images with reasonable acquisition speed as required
for efficient SMLM. Our approach combines all the advantages of CLSM
with those of SMLM: axial sectioning, shot-noise limited single-photon
detection, pixel-free continuous position data, and fluorescence lifetime
information acquired by CLSM with the exceptional spatial resolution
and single-molecule identification of SMLM. At first, we demonstrate
the feasibility of using CLSM for fluorescence lifetime SMLM (FL-SMLM)
by imaging labelled, fixed cell samples by combining CLSM with two of
the most widely used variants of SMLM, dSTORM (for imaging microtu-
bules in human mesenchymal stem cells) and DNA-PAINT (for imaging
chromatin in COS-7 cells). To demonstrate the fluorescence lifetime
multiplexing capability of FL-SMLM, we record images of polymer beads
that are surface-labelledwith two different dyes, and two cellular targets
(microtubules and clathrin in COS-7 cells). Our results show that con-
focal laser-scanning FL-SMLM has great potential for many applications,
extending the dimensions of fluorescence super-resolution microscopy
by fluorescence lifetime.
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3 . 2 . 1 Confocal Microscopy
Fluorescence lifetime measurements were performed on a custom-built
confocal setup. For the excitation a 640 nm 40 MHz pulsed diode laser
(PDL 800-B driver with LDH-D-C-640 diode, PicoQuant) was util-
ised. The linear polarisation was converted to circular polarisation by a
quarter-wave-plate in the excitation path. The laser beam was coupled
into a single-mode fiber (PMC-460Si-3.0-NA012–3APC-150-P, Schäfter
+ Kirchhoff) with a fiber-coupler (60SMS-1-4-RGBV-11-47, Schäfter +
Kirchhoff). After the fiber, the output beam was collimated by an air
objective (UPlanSApo 10×/0.40 NA, Olympus). After passing thought
a cleanup filter (MaxDiode 640/8, Semrock), an ultraflat quad-band
dichroic mirror (ZT405/488/561/640rpc, Chroma) was used to direct
the excitation light into a laser scanning system (FLIMbee, PicoQuant)
and then into a custom side port of the microscope (IX73, Olympus).
The three galvomirrors in the scanning systemwere deflecting the beam
25



















Figure 3.1: Schematic of the confocal setup: The pulsed 640 nm excitation light
is converted to circular polarisation with a quarter wave plate (QWP), passes
through a single mode fiber (SMF), is reflected by a dichroic mirror (DM) into a
galvometeric laser scanner and focused by the objective. The collected fluorescent
emission from the sample is descanned, passes the DM, and is focused on the
pinhole (PH) then on the single-photon detector (APD) using the lenses (L1, L2 and
L3). The long pass filter (LP) and the band-pass filter (BP) are blocking scattered
excitation light. Adapted with permission from ACS Nano 2020, 10.1021/acsnano.0c07322.
Copyright 2020 American Chemical Society.
while preserving the beam position in the back focal plane of the object-
ive (UApo N 100×/1.49 NA oil, Olympus). The sample position was
adjusted with a manual xy-stage (Olympus) and a z-piezo stage (Nano-
ZL100, MadCityLabs). Emission fluorescence light was collected by the
same objective and descanned in the scanning system. Subsequently,
the achromatic lens (TTL180-A, Thorlabs) was used to focus the beam
onto the pinhole (100µm P100S, Thorlabs). The excitation laser light
was blocked in the emission path by a long-pass filter (647 LP Edge
Basic, Semrock). Then, the emission light was collimated by a 100 mm
lens. A band-pass filter (BrightLine HC 679/41, Semrock) was used to
reject scattered excitation light. Finally, the emission light was focused
onto a single-photon avalanche-diode (SPAD)-detector (SPCM-AQRH,
Excelitas) with an achromatic lens (AC254–030-A-ML, Thorlabs). The
output signal of the photon detector was recorded by a TCSPC system
(HydraHarp 400, PicoQuant) which was synchronised with the trigger-
ing signal from the excitation laser. Measurements were acquired with
the software (SymPhoTime 64, PicoQuant), which controlled both the
TCSPC system and the scanner system. Typically, 100 000 sample scans
with a virtual pixel size of 100 nm, a dwell time of 2.5µs/pixel, and a
TCSPC time resolution of 16 ps were recorded.
To evaluate the performance of the laser scanner, TetraSpeck mi-
crospheres were measured with the same parameters as used in the
dSTORM measurements (10 × 10µm region of interest, 100 nm pixel size
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(b) track of single bead
Figure 3.2: Scanning confocal measurement of TetraSpeck microspheres. (a) First
frame of the stack. (b) Drift corrected position of the highlighted bead. Adapted
with permission from ACS Nano 2020, 10.1021/acsnano.0c07322. Copyright 2020 American
Chemical Society.
and 2.5µs dwell time). For the evaluation, 10 scans were binned to one
frame in the same fashion as for the dSTORM measurement. For the
analysis, the spheres were independently localised in each frame with
TrackNTrace. The lateral drift was corrected by subtracting the moving
average over 100 frames of the centre of gravity of all localisations. Fig-
ure 3.2 shows the sample (a) and an exemplary track (b). The average
standard deviation of the tracks was 4.0 nm in x and 5.2 nm in y. Thus,
the standard deviation along the fast scanning axis (x) was slightly
lower than along the slow axis (y).
3 . 2 . 2 Wide-Field Microscopy
Measurements were performed with the same custom-built optical
setup used in chapter 4 and described in section 4.2.1. However, a
different laser and only the emCCD camera were used.
The excitation was performed with a 638 nm, continuous-wave laser
(PhoxX+ 638-150, Omicron). The laser beam was coupled into a single-
mode optical fiber (P1-460B-FC-2, Thorlabs) with a typical coupling
efficiency of 50 %. The collimated laser beam was expanded by a factor
of ∼3.6× with telescope lenses after the fiber. The beam was focused
onto the back focal plane of the TIRF objective (UApoN 100×/1.49NAoil,
Olympus) using an achromatic lens ( f = 200 mm, AC508-200-A-ML,
Thorlabs). Switching between the epi and total internal reflection (TIR)
illumination schemes was achieved by mechanical shifting of the beam
with respect to the objective lens using a translation stage (LNR50M,
Thorlabs). Fluorescence emission light was collected using the same
objective lens. Samples were placed onto the xy-translation stage (M-
406, Newport). An independent one-dimensional translation stage
(LNR25/M, Thorlabs) was equipped with a differential micrometer
screw (DRV3, Thorlabs) for focusing by movement of the objective
lens. Emission fluorescence light was spectrally decoupled from the
scattered excitation laser light using a multiband dichroic mirror (Di03
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R405/488/532/635, Semrock) and a band-pass filter (BrightLine HC
692/40, Semrock). With the tube lens (AC254–200-A-ML, Thorlabs), an
image plane was formed on an adjustable slit aperture (SP60, OWIS).
The latter was employed to select a region of interest within the field
of view. Two Lenses (AC254-100-A, Thorlabs) and (AC508–150-A-ML,
Thorlabs) were used to form the image the on an emCCD camera (iXon
Ultra 897, Andor). The total magnification for imaging was 166.6×,
resulting in an effective pixel size in sample space of 103.5 nm.
Image stacks of 20000 frameswere acquiredwith an exposure time of
10 ms. The recorded images then were analysed with the ImageJ plugin
ThunderSTORM [138] for determining the positions of single emitters.
In all the experiments, the same localisation parameters were used for
super-resolution image reconstruction. Localisations containing more
than 500 photons and less than 5000 photons were taken into account.
3 . 2 . 3 dSTORM Imaging
For wide-field/confocal dSTORM imaging of samples solely labelledwith
Alexa 647, an enzymatic oxygen scavenging buffer (GLOX, 0.5 mg/mL
glucose oxidase, 40µg/mL catalase, 10 % w/v glucose in PBS pH 7.4)
with addition of thiol (20 mm β-mercaptoethylamine, MEA) was used.
For multiplexed confocal dSTORM imaging of beads, a switching buffer
containing only 5 mm MEA in PBS was used. Multiplexed confocal
dSTORM imaging of fixed cells was performed in a switching buffer
containing 5 mm MEA in D2O.
3 . 2 . 4 Points Accumulation for Imaging in Nanoscale Topography (PAINT)
Imaging
The DNA docking strands (Biomers GmbH, Ulm, Germany) were
functionalised with an azide group at the 5′-terminus. The coupling
of the docking strands to unconjugated nanobodies FluoTag-Q anti-
TagBFP (NanoTag Biotechnologies GmbH, Göttingen, Germany, Cat.
No: N0501) was performed according to the procedure described by
Schlichthärle and co-workers.[139] The imager strand (Eurofins Ge-
nomics) was labelled with Atto 655 fluorophore at the 3′-terminus.
It was aliquoted in TE buffer (Tris 10 mm, EDTA 1 mm, pH 8.0) at a
concentration of 1µm and stored at −20 °C. Prior to the experiment,
the strands were diluted to the final concentration of 0.25 nm in PBS
buffer, containing 500 mM NaCl. The imager strand solution in PBS
(500µL) was added to the sample chamber and incubated for 5 min
before the acquisition. The following acquisition settings were used:
area 20 × 20µm, virtual pixel size 100 nm, dwell time 2.5 s/pixel and a
TCSPC time resolution 16 ps. Ten scans were combined as for the dSTORM
measurements and analysed by the TrackNTrace software.
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Table 3.1: DNA sequences and their modifications
name sequence 5′ → 3′ 5′ modification 3′ modification
bead strand 1 GCAGCCACAACGTCTATCATCGATT – Alexa 647 / Atto 655
bead strand 2 AATCGATGATAGACGTTGTGGCTGC biotin –
PAINT imager GTAATGAAGA – Atto 655
PAINT docking TCTTCATTAC nanobody –
Figure 3.3: Schematic of the
surface labelled beads.
3 . 2 . 5 Polymer Beads Labelling
The preparation of surface labelled polystyrene microspheres employed
a similar approach to the single molecule surface immobilisation in
section 4.2.3. Polystyrene microspheres (d = 3.0 – 3.9µm), coated with
streptavidin (Kisker Biotech, PC-S-3.0), were labelled with a fluorescent
dye according to the following procedure: 500µL of water, 500µL of
PBS, 100µL of microsphere solution, and 0.5µL of biotinylated dsDNA
labelled with either Alexa 647 (1 mm in PBS) or Atto 655 (1 mm in PBS)
were mixed and centrifuged for 30 min at 15 krpm. The DNA sequences
are listed in table 3.1. The supernatant was then removed and replaced
with 100µL of PBS, and the pellet was dissolved by vortexing. A 50µL
portion of the final solution was placed on a cover glass and incubated
for 20 min, protected from light and evaporation. Finally, 300µL of
dSTORM imaging buffer were added.
3 . 2 . 6 Antibody Labelling
The antibodies for the multiplexed dSTORM measurements were custom
modified and labelled. Goat-antirabbit IgG (Invitrogen, 31212) was
used as secondary antibody for alpha-tubulin and clathrin samples.
Goat-antimouse IgG (Sigma-Aldrich, SAB3701063–1) was used as sec-
ondary antibody for beta-tubulin staining. Antibody labelling via N-
hydroxysuccinimidyl esters was performed at RT for 4 h in labelling
buffer (100 mM sodium tetraborat, Fluka 71999, pH 9.5), following
the manufacturers standard protocol. Briefly, 100µg antibody was
reconstituted in labelling buffer using 0.5 mL spin-desalting columns
(40K MWCO, ThermoFisher, 87766). Goat-antirabbit IgG (Invitrogen,
31212) was modified with N-hydroxysuccinimidyl ester–PEG4–trans-
cyclooctene (JenaBioscience, CLK-A137-10), using a 5× excess of NHS-
PEG4-TCO. After purification by spin-desalting columns (40K MWCO)
in PBS (Sigma-Aldrich, D8537-500 ML), modified goat-antirabbit IgG
(Invitrogen, 312121) was incubated with a 10× excess of Tetrazine-
Atto655 (ATTO-TEC, AD 655–2505) at RT and purified again after
15 min. Goat-antimouse IgG was incubated with a 5× excess of N-
hydroxysuccinimidyl ester–Alexa647 (LifeTech, A20106) for 4 h and
purified using spin-desalting columns (40K MWCO) in PBS (Sigma-
Aldrich, D8537-500 ML) to remove excess dyes. Finally, antibody con-
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centration and degree of labelling (DOL) were determined by UV–vis
absorption spectrometry (JASCO V-650).
3 . 2 . 7 Cell Culture and Fluorescence Labelling
Human mesenchymal stem cells (PT-2501), used for proof-of-principle
dSTORM imaging, were purchased from Lonza Group. Cells were plated
on glass-bottom Petri dishes (VWR) and cultured in DMEM supplemen-
tedwith 10 % FCS, 2 mml-glutamine, 1 mm sodiumpyruvate, 100 U/mL
penicillin–streptomycin in a humidified 5 % CO2 atmosphere at 37 °C.
48 h after plating, cells were rinsed with PBS and fixed in 4 % (v/v)
paraformaldehyde/PBS for 15 min. After that, they were permeabil-
ised with 0.5 % Triton-X 100 in PBS for 10 min. For labelling of tubulin,
permeabilised cells were incubated with blocking solution (3 % BSA in
PBS) for 30 min at room temperature and then incubated with mono-
clonal mouse-antialpha-tubulin antibody (T6199, clone DM1A, Sigma-
Aldrich) diluted at 1:200 in 3 % (w/v) BSA/PBS for 1 h. Cells were
washed with PBS containing 0.005 % Triton X-100, incubated 1 h with
Alexa Fluor 647-conjugated cross-adsorbed goat-antimouse IgG F(ab’)2
(A-21237, Invitrogen), diluted at 1:1000 in 3 % BSA/PBS, and washed
with PBS.
COS-7 cells, used for DNA-PAINT measurements, were transfected
and immunostained as described previously.[140] Prior to immunos-
taining ca. 20 000 cells/chamber were plated in 8 chambered cover glass
(155411PK, Thermo Fisher Scientific). Fixed cells were stored in PBS at
4 °C.
COS-7 cells, used for lifetime-based multiplexed dSTORM imaging,
were seeded at a concentration of 2.5 × 104 cells/well into 8 chambered
cover glass systems with high performance cover glasses (Cellvis, C8-
1.5H-N), and immunostained after 3 h of incubation at 37 °C and 5 %
CO2. For microtubule and clathrin immunostaining, cells were washed
with prewarmed (37 °C) PBS (Sigma-Aldrich, D8537-500 ML) and per-
meabilised for 2 min with 0.3 % glutaraldehyde (GA) + 0.25 % Triton
X-100 (EMS, 16220 and ThermoFisher, 28314) in prewarmed (37 °C)
cytoskeleton buffer (CB), consisting of 10 mm MES ((Sigma-Aldrich,
M8250), pH 6.1), 150 mm NaCl (Sigma-Aldrich, 55886), 5 mm EGTA
(Sigma-Aldrich, 03777), 5 mm glucose (Sigma-Aldrich, G7021) and
5 mm MgCl2 (Sigma-Aldrich, M9272). After the permeabilisation, cells
were fixed with a prewarmed (37 °C) solution of 2 % GA for 10 min.
Cells were washed twice with PBS. After fixation, samples were treated
with 0.1 % sodium borohydride (Sigma-Aldrich, 71320) in PBS for
7 min. Cells were washed three times with PBS before blocking with
5 % BSA (Roth, no. 3737.3) in PBS for 30 min. Subsequently, microtu-
bule samples were incubated with 2 ng/µL rabbit-anti-alpha-tubulin
primary antibody (Abcam, no. ab18251) or 2 ng/µL mouse-anti-beta-
tubulin primary antibody (Sigma-Aldrich, T8328), the clathrin samples
were incubated with 2 ng/µL rabbit-anticlathrin primary antibody (Ab-
cam, no. ab21679) in blocking buffer for 1 h. After incubation, cells were
rinsed with PBS and washed twice with 0.1 % Tween20 (ThermoFisher,
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28320) in PBS for 5 min. Cells were incubated with 4 ng/µL of cus-
tom labelled goat-antirabbit IgG-PEG4-Atto655 (DOL 1.7) secondary
antibodies (Invitrogen, 31212) or custom labelled goat-antimouse IgG-
Alexa647 (DOL 1.1) secondary antibodies (Sigma-Aldrich, SAB3701063-
1) in blocking buffer. After secondary antibody incubation, cells were
rinsed with PBS and washed twice with 0.1 % Tween20 in PBS for 5 min.
After washing, cells were fixed with 4 % formaldehyde (Sigma-Aldrich,
F8775) for 15 min and washed three times with PBS.
3 . 2 . 8 Data Analysis with TrackNTrace
The data analysis was performed with the extended version of Track-
NTrace,[141] described in detail in chapter 5. For the dSTORM/PAINT
data analysis, the following plugins and parameters were used: Arte-
facts from bidirectional scanning were compensated by enabling the
automatic correction in the PTU file import plugin. The candidate de-
tection and refinement were performed with the Cross correlation and
TNT Fitter plugin using the default parameters. The localisations were
tracked with the TNT NearestNeighbor plugin a minimum track length
of 1 frame, a maximum tracking radius of 1 pixel, and no gap closing.
The lifetime fitting was performed with the plugin fit lifetime. First, the
position of each localisation was refitted in a sum image of each frame
of the track using a Gaussian MLE fit. For the TCSPC extraction, a mask
radius of 2× the PSF size σPSF and summing over all frames of the track
was chosen. The lifetimewas fitted for all TCSPC histogramswith at least
100 photons, using the monoexponential MLE with a cutoff of 0.3 ns, a
lifetime range of 0.5 – 5.5 ns, and 100 fit attempts. For super-resolved
FLIM images, the localisations were filtered and only localisations with
a χ2 of the lifetime fit between 0.9 and 1.1 were selected for the final
reconstruction with a Gaussian PSF (σ = 10 nm).
3 . 2 . 9 Pattern Matching Analysis
Our pattern matching classification is a Bayesian model comparison,
assuming equal prior probabilities for all species.[142] It is based on
a maximum likelihood approach, previously applied to burst analysis
of diffusing single molecules.[21] The analysis relies on the full TCSPC
curve of each localisation given by {m(n)} with m denoting the num-
ber of photons in time bin n. The probability P of obtaining {m(n)},









where N is the number of time bins, M = ∑Nn=1 m(n), and pα(n) is the
normalised probability distribution of species α. After this is computed
for all considered species, a molecule is classified as belonging to the
species with the highest probability. To make the calculation more
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efficient, the logarithm of P is used and the term M! and m(n)! are, due
to their independence of α, treated as constant:




m(n) ln pα(n) (3.2)













provided that a number of A species are considered. This relative
probability fα corresponds to the posterior probability of the model for
species α in the Bayesian sense and can be used to reject localisations
that cannot be classified with sufficiently high likelihood. Unlike the
often used Bayes factor, probabilities can be averaged over multiple
localisations, enabling the reconstruction of probability maps. A pre-
requisite for pattern matching is the knowledge of the separate TCSPC
curves of each species as references pα(n). Thesewere obtained bymeas-
uring a sample including only one species under the same conditions,
summing the TCSPC histograms of all localisations, and normalising.
The localisations were filtered based on their fitted Gaussian PSF and
rejected if its standard deviation was not between 110 and 190 nm.
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(c) 27Hz, 10× frame binning
Figure 3.4: Single frame from a measurement of the same ROI at a scanning frame rate of (a) 2.7Hz and (b,c)
27Hz. In (c), 10 subsequent scans were summed (binned) to create one frame. The intensity scale in each
panel was adjusted to cover 0 to the 0.999 quantile. Sample: Alexa 647 labelled β-tubulin (COS-7 cell) in
D2O with 20mm MEA.
3 . 3 r e su lt s & d i s cu s s i on
Confocal laser-scanning SMLM measurements were carried out on a
custom-built, time-resolved confocal microscope, equipped with a fast
laser scanner, as described in section 3.2.1. For dSTORM measurements, a
region of interest of 10 × 10µm was scanned with an image scan rate of
∼27 Hz. For excitation a pulsed laser with 640 nm wavelength, a repeti-
tion rate of 40 MHz, and a pulse width of ∼50 ps was employed. Single
fluorescence photons were detected with a single-photon avalanche-
diode (SPAD), and photon detection events were correlated in time to
excitation pulses (time-correlated single-photon counting or TCSPC)
with high-speed electronics. For data analysis, the recorded photons
were converted into a stack of intensity images, always combining 10
subsequent scans into one image tominimise distortions from switching
events during scanning. As shown in figure 3.4, slow scanning leads to
many incomplete PSFs, whereas fast scanning without frame binning
does not provide enough photons for precise localisation. Only the
combination of fast scanning and frame binning results in complete PSFs
with sufficient brightness. The stack of intensity images is then used to
localise single molecules and to identify switching events. These loc-
alisations were subsequently reconstructed to obtain a super-resolved
image (similar to conventional wide-field dSTORM). Taking full ad-
vantage of our TCSPC detection, fluorescence lifetimes of each localised
molecule were determined by pooling all photons associated with it
and fitting the resulting lifetime histogram with a monoexponential
decay function. To increase the number of photons per localisation,
identical localisations in subsequent frames were merged. Using this
lifetime information, super-resolved fluorescence lifetime images were
reconstructed.
Tomake the data analysis for confocal laser-scanning FL-SMLMwidely
available, the complete data processing pipeline was integrated into a
Matlab-based graphical user interface (GUI) app. This app builds on
the existing open-source framework TrackNTrace [141] and was now
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Figure 3.5: Confocal laser-scanning dSTORM images of microtubules in hMS cells labelled with Alexa 647.
(a) Example of a single frame during acquisition. (b) Corresponding super-resolved and diffraction-limited
images. (c) Number of photons and (d) lifetime histograms, based on individual single-molecule localisations.
extended to process TCSPC data. The app supports FLIM data and comes
with a dedicated plugin that pools photon detections for each localised
molecule and executes lifetime fits. The data visualiser offers filtering of
localisations, drift correctionwith redundant cross-correlation (RCC),[143]
and reconstruction of super-resolved lifetime images. A detailed de-
scription can be found in chapter 5.
3 . 3 . 1 Confocal dSTORM
To demonstrate the applicability of confocal laser-scanning SMLM to
biological samples, we performed dSTORM on microtubules in fixed,
immunolabelled hMS cells. Alexa 647 is a benchmark dye for dSTORM,
due to its outstanding photostability, brightness, and optimised blink-
ing behavior. The key properties are the high number of photons per
switching event (typically ∼4000 photons in wide-field imaging), and
the possibility to tune the switching kinetics through the composition of
the imaging buffer and a suitable adjustment of excitation power (typ-
ical on-time is 10 ms inwide-field imaging).[144] Conventional confocal
laser-scanning dSTORM and CLSM images are presented in figure 3.5(b).
A Gaussian fit of the fluorescence lifetime histogram obtained from
the fitted lifetime values of all identified molecules in the region of
interest gives a mean value of 1.52 ns for the fluorescence lifetime of
Alexa 647-labelled antibodies, which is in agreement with literature
data.[145] Moreover, the width of the obtained lifetime distribution
(see figure 3.5(d)) is close to being shot-noise limited, so that multi-
plexing by fluorescence lifetime seems a very promising prospect for
FL-SMLM. The average number of detected photons per switching cycle
was 1085 photons (see figure 3.5(c)), which is lower than for imaging
with a wide-field setup.[144] We attribute this lower photon count to
light losses in the detection pathway (due to dichroic mirrors, pinhole
and emission filters).
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Figure 3.6: Comparison of confocal dSTORM (top row) and conventional, wide-field dSTORM (bottom row.
Super-resolved Reconstruction (left) and line profile across a single microtubule (middle). The FRC map of the
corresponding region (right) was generate with NanoJ-SQUIRREL.[146] Adapted with permission from ACS Nano
2020, 10.1021/acsnano.0c07322. Copyright 2020 American Chemical Society.
To better compare the performance of confocal laser-scanning dSTORM
with conventional wide-field dSTORM, we imaged the same sample that
we used for FL-SMLM with a custom-built wide-field setup. The compar-
ison is shown in figure 3.6. To quantify the relative performance of both
techniques, we determined single microtubule cross sections, and we es-
timated their diameter to be 64 nm full width at half maximum (FWHM)
for confocal laser-scanning dSTORM, and 53 nm FWHM for conventional
wide-field dSTORM. The apparent size of the microtubules in both cases
is larger than their actual value, which we attribute to the size of the
secondary immunolabels. We calculated Fourier ring correlation (FRC)
maps using the NanoJ-SQUIRREL plugin (see figure 3.6),[146] and
found that the average resolution for both images was 50 and 48 nm for
confocal laser-scanning dSTORM and conventional wide-field dSTORM,
respectively. The localisation precision was estimated with a modified
Mortensen’s equation [66, 67, 147] to be, on average, 8.6 and 9.2 nm,
respectively. In summary, we find that both approaches show a similar
performance, which demonstrates that confocal laser-scanning dSTORM
is a promising and versatile super-resolution technique, adding the
important fluorescence lifetime dimension to the picture. Furthermore,
the sectioning capabilities of the confocal imaging system offer the pos-
sibility to image dense 3D structures. To illustrate this, we recorded a
z-stack of images of Alexa 647 labelled tubulin in fixed COS-7 cells (see
figure 3.7).
In a typical measurement, a 10 × 10µm area was scanned 100 000
times with an image scan rate of ∼27 Hz, leading to a measurement
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Figure 3.7: Confocal sectioning. 3D dSTORM image of Alexa647 labelled micro-
tubules in fixed COS-7 cells. The localisations are colour-coded according to their
z-position. The image was generated from a 2.1 µm z-stack with a step size of
300 nm.
time of ca. 1 h. As shown in figure 3.8, a shorter measurement can be
sufficient for well performing fluorophores like Alexa 647.
3 . 3 . 2 Confocal DNA-PAINT
We applied confocal laser-scanning to DNA-PAINT which is a recently
developed alternative to dSTORM. DNA-PAINT circumvents the inher-
ent photobleaching limitations of dSTORM by labelling the targets of
interest with single stranded docking DNA-strands and employing com-
plementary, dye-labelled imager DNA-strands that reversibly bind to the
docking DNA-strands. For DNA-PAINT (and PAINT in general), optical
sectioning is critical to efficiently suppress fluorescent background from
freely diffusing imager strands. To demonstrate confocal laser-scanning
DNA-PAINT, we imaged histone H2B, which is part of chromatin, in COS-
7 cells (figure 3.9). For this, H2B was fused to mTagBFP which was
subsequently labelled with docking DNA-strands by FluoTag-Q anti-
TagBFP nanobodies.[140] Using nanobodies for labelling minimises the
distance between dye and target, thus significantly reduces so-called
linkage errors and thereby increases localisation accuracy. Atto 655 was
used for DNA-PAINT because of its high brightness and low unspecific
binding to both, cover glass surface and cell organelles. Although we
reduced the concentration of imager strands by an order of magnitude
(to 0.25 nm), as compared to conventional DNA-PAINT,[86] we registered
a sufficiently large number of single-molecule localisations due to the
dense packing of histone targets inside the nucleus. A typical single
frame from a recorded movie is shown in figure 3.9(a), and the cor-
responding super-resolved reconstruction is shown in figure 3.9(b). A
comparison with conventional, wide-field DNA-PAINT is given in fig-
ure 3.10. The average localisation precisions were 18 and 26 nm for
confocal DNA-PAINT and conventional DNA-PAINT, respectively. The FRC
maps had average resolutions of 45 and 41 nm, respectively.
The corresponding lifetime distribution for all localised molecules is
shown in figure 3.9(d). The average lifetime of Atto 655 was longer than
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Figure 3.8: Reconstructions for different dSTORM measuring durations, evolution of count rate and number of
localisations over time. (a) Photon count rate over the course of the measurement. (b) Number of localisations
over time. During the first several minutes, the fluorophores are switched off. Therefore, the first 500 frames
are excluded from further analysis. (c) Sum of the first 500 frames and reconstructions including localisations
from an increasing number of frames. The intensity scale in each panel was adjusted to cover the 0 to 0.999
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Figure 3.9: Confocal laser-scanning DNA-PAINT imaging of chromatin in COS-7 cells, utilising DNA-labelled
Atto 655. Imaging was performed at a height of ∼6 µm above the cover glass surface. (a) Example of a single
frame during acquisition. (b) Corresponding super-resolved and diffraction-limited images. (c) Number of
photons and (d) lifetime histograms, based on individual single-molecule localisations.
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histogram for the local-
isations in figure 3.11.
the value reported for free dye, which we attribute to its conjugation to
single-stranded imager DNA and the environment inside the nucleus.
This trend was also observed in solution measurements: while non-
conjugated Atto 655 had a lifetime of (1.83 ± 0.01) ns, the lifetime in-
creased to (2.69 ± 0.01) ns when bound to DNA and to (3.44 ± 0.30) ns
when attached to its complementary docking strand inside the nucleus.
This confirms the sensitivity of Atto 655 for its local environment.[148]
Figure 3.10: Comparison of confocal DNA-PAINT (top row) and conventional,
wide-field DNA-PAINT (bottom row). Super-resolved reconstruction (left) of
chromatin in COS-7 cells. The FRC map of the corresponding region (right) was
generated with NanoJ-SQUIRREL.[146] Adapted with permission from ACS Nano 2020,
10.1021/acsnano.0c07322. Copyright 2020 American Chemical Society.
3 . 3 . 3 Multiplexed confocal dSTORM
To demonstrate the sectioning as well as multiplexing capabilities of
confocal laser-scanning SMLM, we imaged polymer beads ( 3µm),
labelled with two different fluorophores (Alexa 647 and Atto 655), each
bound to DNA. On our wide-field microscope, we could not detect
single switching events when focusing on the centre of the beads. In
contrast, it was possible to localise switching molecules (figure 3.11a)
with CLSM, to determine their fluorescence lifetimes, and to reconstruct
a fluorescence-lifetime dSTORM image (figure 3.11c). The image shows
two beads that are labelled with two different dyes, namely Alexa 647,
having an average fluorescent lifetime of 1.4 ns, and Atto 655 with 2.4 ns.
The resulting lifetime histogram (figure 3.12) has two distinct maxima.
To enable fluorescence-lifetime multiplexing dSTORM, it is crucial
to use buffer conditions which are compatible with all fluorophores.
This includes control over appropriate on- and off-switching rates while
guaranteeing high dye brightness. Typically, a primary thiol is used to
enhance off-switching rates. The standard buffer for Alexa 647 addition-
ally contains GLOX to create an oxygen-depleted environment which
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Figure 3.11: Lifetime-based multiplexed dSTORM imaging of polymer beads labelled with two different dyes.
(a) Typical frames from a recorded movie including single-molecule localisations. (b) Histogram of photon
arrival times (TCSPCs) for two indicated localisations. Lifetime is determined with a monoexponential fit (blue
line). (c) Super-resolved image reconstruction including lifetime information. The two different lifetime values
for molecules on both beads reveal that the beads are labelled with different fluorophores (Alexa 647 and Atto
655). The obtained “ringlike” structures reflect the optical sectioning capability of confocal imaging. Adapted
with permission from ACS Nano 2020, 10.1021/acsnano.0c07322. Copyright 2020 American Chemical Society.
reduces permanent photobleaching. We found that an oxygen-depleted
environment results in low on-switching rates for Atto 655, probably
due to a long-lived nonfluorescent, reduced form.[55] However, us-
ing a buffer that only contains thiol (MEA) was sufficient for dSTORM
measurements with both fluorophores.
To validate fluorescence-lifetime multiplexing SMLM on biological
samples, we performed dSTORM imaging of Alexa 647 labelledβ-tubulin
and Atto 655 labelled clathrin in COS-7 cells. Thus, two different targets
are labelled with two spectroscopically similar dyes with different fluor-
escence lifetimes. To improve lifetime contrast and brightness of both
dyes, all dual-label dSTORM cell images were acquired in D2O instead
of PBS buffer and with the same thiol concentration as for the bead ima-
ging.[149, 150] Additionally, a short PEG-4 linker was inserted between
the secondary antibody andAtto 655 to reduce local environment effects
that could bias its lifetime value.[151] To classify localisations, pattern
matching was applied as an alternative to lifetime fitting. For this, the
likelihood that the TCSPC histogram of a single localised molecule ori-
ginates from the probability distribution of the reference species was
calculated and the molecule classified according to the reference that
yielded the highest likelihood. The two reference patterns for each
sample, shown in figure 3.13a, were obtained by measuring samples
containing only one species and normalising the compounded single
molecule TCSPC curves. Bayesian pattern matching is, from a statistical
point of view, the optimal method for classification and has several
advantages: it uses all the detected photons, it does not assume that
fluorescence decays are monoexponential, and it is fit-free and there-
fore fast and stable.[21, 142] From figure 3.13b and figure 3.14b, it can
be seen that the lifetime distributions of both species overlap. Nev-
ertheless, it is possible to identify species 1 with less than 5 % false
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Figure 3.13: Lifetime-based multiplexed dSTORM imaging of Alexa 647 labelled β-tubulin and Atto 655 labelled
clathrin in fixed COS-7 cells. All dSTORM images are 10× 10 µm and reconstructed with a 10 nm Gaussian
PSF. (a) Reference TCSPC histograms, measured with samples labelled only with one dye (reference 1, Alexa
647; reference 2, Atto 655). (b) Histogram of the fitted single-molecule lifetimes of all localisations, localisations
classified as species 1 (Alexa 647), and localisations classified as species 2 (Atto 655). (c) Calculated cross-talks
for the wrong species assignment by classifying the reference samples. Species 1 represents Alexa 647, species
2 represents Atto 655 dye. (d) Super-resolved confocal dSTORM images of localisations classified Alexa 647
β-tubulin (left)/Atto 655 clathrin (right). Both images share the same intensity scale which is proportional
to the local number of localisations. (e) Super-resolved probability images obtained by the pattern matching
analysis. Species 2 represents Atto 655. The intensity was exponentiated with a γ of 0.7. Adapted with permission
from ACS Nano 2020, 10.1021/acsnano.0c07322. Copyright 2020 American Chemical Society.
classifications and species 2 with less than 20 %, as shown figure 3.13c,
by rejecting classifications that have a relative probability below 99 %
(see section 3.2.9). Corresponding dSTORM images for both targets are
shown in figure 3.13d. The resulting, super-resolved probability image,
based on the pattern matching analysis, is shown in figure 3.13e, where
the colour encodes the weighted local average of the relative probabilit-
ies for species 2, with weights given by a Gaussian at the position of the
localisations.
One of the biggest advantages of confocal scanning SMLM is the pos-
sibility to avoid chromatic aberration artifacts in co-localisation meas-
urements. To demonstrate this, we labelled α-tubulin and β-tubulin,
which are co-localised in microtubules, with Atto 655 and Alexa 647, re-
spectively. For the probability analysis, corresponding reference TCSPC
curves were measured (figure 3.14a) of separate Atto 655 labelled α-
tubulin and Alexa 647 labelled β-tubulin samples. To verify correct co-
localisation between the two species, we calculated the cross-correlation
(shown in figure 3.14c) between corresponding images (figure 3.14d).
Its maximum was at a shift of 5 nm, which was smaller than the average
localisation precision and indicates that there was a negligible shift
between the channels. This can also be seen in the super-resolved prob-
ability image presented in figure 3.14e: gaps in Atto 655 labelling appear
in blue (0 probability for species 2), whereas a good overlap between
both channels appears green (similar probability for both species). No
40
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Figure 3.14: Lifetime-based multiplexed dSTORM imaging of fixed COS-7 cells. The panels (a,b,d,e) are
equivalent to figure 3.13 but with Alexa 647 labelled β-tubulin and Atto 655 labelled α-tubulin. (a) Reference
TCSPC histograms, measured with samples labelled only with one dye (reference 1, Alexa 647; reference 2,
Atto 655). (b) Histogram of the fitted single-molecule lifetimes of all localisations, localisations classified as
species 1 (Alexa 647), and localisations classified as species 2 (Atto 655). (c) Cross-correlation, calculated
between super-resolved images of species 1 and species 2 to estimate a possible shift. The underlying images
were reconstructed with 5 nm pixel size and a 5 nm Gaussian PSF. (d) Super-resolved confocal dSTORM images
of localisations classified as Alexa 647 β-tubulin (left)/Atto 655 α-tubulin (right). Both images share the same
intensity scale which is proportional to the local number of localisations. The less bright appearance of the
Atto 655 images reflects the lower number of localisations for this dye. (e) Super-resolved probability images
obtained by the pattern matching analysis. Species 2 represents Atto 655. The intensity was exponentiated with
a γ of 0.7. Adapted with permission from ACS Nano 2020, 10.1021/acsnano.0c07322. Copyright 2020 American Chemical
Society.
spatial shift between both channels is expected since our method is con-
ceptually free of chromatic aberrations. The generated image depends
solely on the excitation PSF, provided the pinhole is sufficiently large.
This holds even true for multicolour detection as exploited in a recent
implementation of multicolour MINFLUX.[84]
3 . 4 conc lu s i on
In summary, we presented confocal laser-scanning FL-SMLM which com-
bines sectioning and lifetime information with super-resolution ima-
ging. The technique is straightforward to implement on a commercial
CLSM with TCSPC capability and fast laser scanning. As light exposure
is limited only to the scanned area, it is possible to sequentially image
different regions of interest without prior photobleaching of other re-
gions. We demonstrated FL-SMLM with both, dSTORM and DNA-PAINT,
which are the most commonly used SMLM modalities. The high lifetime
resolution enables lifetime-based multiplexing within the same spec-
tral window, distinguishing different fluorescent labels solely by their
lifetimes. In combination with the optical sectioning of a CLSM, this
allows for chromatic aberration-free super-resolution imaging of mul-
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(c) azimuthally integrated profile
Figure 3.15: Confocal MIET-STORM of Alexa 647 labelled beads ( 3 µm) above a 5 nm gold layer. The sample
was prepared and measured as described in section 3.2. The lifetime of the localisations of the highlighted
bead in (a) were converted into heights utilising the MIET curve (b). A sphere with 3 µm diameter was fitted
to the 3D localisations. (c) Localisation density of an azimuthal integration and the fitted sphere (blue line).
The lateral position is relative to the fitted centre of the sphere.
tiple cellular structures. The additional lifetime information in FL-SMLM
also offers the fascinating prospect of lifetime-based super-resolution
FRET imaging,[131, 152] thus providing the possibility to disentangle
fast dynamics from stationary intermediate states.[119] Another poten-
tial application is to use the lifetime information for combining lateral
super-resolution of SMLM with the superior axial super-resolution of
metal-induced energy transfer (MIET) imaging.[110, 113] This could en-
able 3D super-resolution imaging with exceptionally high isotropic
resolution and is briefly demonstrated in the following outlook.
3 . 5 ou t look – m i e t- sm lm
The lifetime-resolved SMLMpresented here provides the lifetime for each
localisation. Whenmeasuring above a gold-coated substrate, quenching
by MIET turns the lifetime into a measure of height above the surface.
In this case, the lateral localisation from SMLM can be augmented to 3D
and, due to the high axial localisation precision of MIET, isotropic 3D
localisation becomes feasible.
As first proof-of-concept, surface labelled beads were immobilised
on a cover glass coated with a 5 nm gold and 10 nm SiO2 layer, and a
confocal dSTORM measurement was performed, while focussing on the
surface. In the super-resolved FLIM reconstruction in figure 3.15(a), it is
evident that the lifetime in the centre of the bead is lowest and increases
outwards. The lifetimes were converted to axial positions with the MIET
curve (figure 3.15(b)) and the 3D localisations were fitted with a sphere.
In figure 3.15(c), it is apparent that the fit agrees well with data, which
confirms the precision of the 3D localisation. The precision decreased
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with increasing height due to the decreasing slope of the MIET curve.
The bead seemed to have a minimal distance to the surface of ∼30 nm
which was larger than expected. In future, the lifetime fitting might be
extended to take the IRF and scattering from the gold into account and
hence to avoid systematic bias.
Instead of the CLSM setup employed here, MIET-SMLM may also be
implemented with a TCSPC camera. It was demonstrated in section 4.5,
that the utilised TCSPC camera is capable of dSTORM. The axial range
of MIET-SMLM is limited to the MIET range (∼150 nm). Other methods
providing a high resolution and isotropic 3D localisations (e. g. iPLAM,
MINFLUX) are less restricted in the axial range, but require technically
challenging setups. MIET-SMLM by contrast is comparatively simple
to implement. It only requires CLSM with TCSPC detection and gold
coated cover glasses. The MIET range is ideal to investigate large protein
complexes in 3D, making it attractive for structural biology.
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4WIDE -F IELD L IFET IME IMAGING OF S INGLEMOLECULES
Fluorescence lifetime imaging of single molecules is commonly per-
formed with a confocal microscope, similar to the setup presented in
chapter 3. In this chapter, an alternative method using a novel single-
photon sensitive camera is presented.
This chapter is based on the following publication:
Nazar Oleksiievets,∗ Jan Christoph Thiele,∗ André Weber, Ingo Gregor,
Oleksii Nevskyi, Sebastian Isbaner, Roman Tsukanov, Jörg Enderlein,
‘Wide-Field Fluorescence Lifetime Imaging of Single Molecules’, J. Phys.
Chem. A 2020, 124, 17, pp. 3494–3500. 10.1021/acs.jpca.0c01513
∗ These authors contributed equally to this work.
Contribution In this project, I contributed to the experimental design,
developed the data analysis routines, and contributed to the writing of
the manuscript.
4 . 1 i n t roduc t i on
Fluorescence microscopy has revolutionised our understanding of bio-
logical processes. One of its variants is fluorescence-lifetime imaging mi-
croscopy (FLIM) which has become a valuable microscopy technique in
medicine and biology.[38, 153, 154] The most important applications of
FLIM are local environment sensing (e. g. pH, oxygen, polarity, viscos-
ity),[120] distinguishing between different fluorophores with similar
emission spectra based on their fluorescence lifetime (thus allowing
multiplexing),[145] and Förster resonance energy transfer (FRET) ima-
ging by measuring the lifetime of the donor.[155, 156]
One of the big technical challenges of FLIM is to achieve high image
acquisition speed without compromising sensitivity. There are two fun-
damentally different technical approaches to FLIM. The first approach
is based on confocal laser-scanning microscopy (CLSM), where one scans a
field of view point by point and usually measures the fluorescence life-
time (and intensity) by time-correlated single-photon counting (TCSPC)
at each scan position.[157] This approach assures highest sensitiv-
ity, but comes with the trade-off of reduced image acquisition speed.
The second approach uses camera-based phase-fluorometry,[158, 159]
which allows fast image acquisition at the cost of tremendously reduced
sensitivity. Wide-field phase-fluorometry is, for example, much too
insensitive for being capable of single-molecule imaging. Only recently,
new single-photon counting wide-field detectors were developed but
they are still in their infancy and not widely available.[160, 161] Other,
more particular FLIM techniques, are based on gated optical image in-
tensifiers,[162] electro-optical modulators,[132] electron multiplying
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Figure 4.2: (a) Typical quantum efficiency of the TCSPC camera LINCam and emission spectra of the used
flurophores.[167–170] (b) Illustration of intensity and lifetime images of single molecules with different lifetimes
as generated by the Photonscore preview software. Adapted with permission from J. Phys. Chem. A 2020, 124, 17,
3494–3500. Copyright 2020 American Chemical Society.
Figure 4.1: The TCSPC
camera LINCam25. Adapted
with permission from J. Phys.
Chem. A 2020, 124, 17,
3494–3500. Copyright 2020
American Chemical Society.
micro-channel plates (MCP),[163, 164] or wide-field time-gated SPAD ar-
rays.[165] However, all these approaches are currently too insensitive
for genuine single-molecule applications.
Here, we investigate the applicability of a novel, commercially avail-
able wide-field single-photon counting camera (figure 4.1, LINCam,
Photonscore GmbH, a spin-off from Leibniz Institute for Neurobiology,
Magdeburg) for FLIMwith single-molecule sensitivity. The TCSPC-based
lifetime camera is designed for photon detection from the UV to the
visible spectrum. It employs a Micro-Channel-Plate Photo-Multiplier
Tube and uses a capacity-coupled imaging technique (charge image),
combined with a charge division anode for positional readout. The
position of an incident photon is reconstructed by means of an artificial
neural network computation model as precise as 20µm over the active
detection area of  25 mm.[164] Therefore, the resulting image is com-
parable to that of a conventionalmegapixel charge-coupled device (CCD)
camera and allows for TCSPC-FLIM with a regular fluorescence wide-
field microscope.[166] The detector is equipped with a multi-alkali
photo-cathode, optimised for UV light. However, its quantum efficiency
of detection drops significantly towards the red spectral region: from
∼20 % quantum efficiency for blue light to below 5 % for red light (fig-
ure 4.2(a)). Nonetheless, due its nearly absent noise and dark counts,
it is possible to achieve single-molecule sensitivity, even in the red
spectrum. To demonstrate the single-molecule sensitivity, we perform
wide-field FLIM of three widely used fluorophores, Cy5, Atto 655, and
Atto 647N, which have similar emission spectra (figure 4.2(a)) but differ
in their lifetimes, see figure 4.2(b).
We determine fluorescence lifetimes of individual molecules by fit-
ting the recorded TCSPC data on a molecule-by-molecule basis. Based
on these fitted lifetime values, we successfully distinguish between dif-
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Figure 4.3: Detailed schematic of the custom-built optical setup used for wide-field
lifetime imaging with the TCSPC camera LINCam. The elements are described
in text below. Adapted with permission from J. Phys. Chem. A 2020, 124, 17, 3494–3500.
Copyright 2020 American Chemical Society.
ferent molecular species in a mixed sample of all three fluorophores.
Finally, we perform wide-field FLIM in combination with metal-induced
energy transfer (MIET),[110] which allows us to determine the axial posi-
tion of individual molecules above a surface.[107, 112–114, 171–173]
4 . 2 me thod s
4 . 2 . 1 Experimental setup
Measurements were performed using a custom-built setup (figure 4.3).
A pulsed super-continuumwhite-light laser (FianiumWhiteLase SC450,
NKT Photonics) with a repetition rate of 20 MHz was used for excita-
tion. A custom photodiode (PD) optically triggered the TCSPC camera
(LINCam25 with S20BB photocathode, Photonscore). A narrow excita-
tion spectrum was selected with a clean-up filter (CUF) (ZET 640/10,
Chroma). The laser excitation power was adjusted by neutral density
filters (NE10A-A, NE20A-A, Thorlabs) and a variable neutral density
filter (ND) (NDC-50C-4-A, Thorlabs). The laser beam was coupled
into a single-mode optical fiber (SMF) (P1-460B-FC-2, Thorlabs) with a
typical coupling efficiency of 40 – 50 %. After the fiber, the beam was
expanded by a factor of 3.6 with two telescopic lenses (TL1 and TL2).
The collimated laser beam was focused into the back focal plane of the
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objective (UAPON 100× oil, 1.49 NA, Olympus) using lens L1 (AC508-
180-AB, Thorlabs). In order to switch between different illumination
schemes (Epi-, HILO-, or TIR), the beam was mechanically shifted per-
pendicular to the optical axis with a translation stage TS (LNR50M,
Thorlabs). A high-performance two-axis linear stage (M-406, New-
port) was used for smooth lateral sample positioning. For focusing,
the objective was moved along the optical axis with an independent
translation stage (LNR25/M, Thorlabs), equipped with a differential
micrometer screw (DRV3, Thorlabs). Collected fluorescence was spec-
trally separated from the excitation path with a multi-band dichroic
mirror (DM) (Di03 R405/488/532/635, Semrock), which transmitted
the fluorescence light towards the tube lens L2 (AC254-200-A-ML, Thor-
labs). The region of interest within the field of view was selected with
an adjustable slit aperture (SP60, OWIS) which was positioned in the
image plane. Lenses L3 (AC254-100-A, Thorlabs) and L4 (AC508-150-
A-ML, Thorlabs) re-imaged the fluorescence light from the slit onto an
emCCD camera (iXon Ultra 897, Andor). Alternatively, lens L5 (AC508-
250-A-MC, Thorlabs) re-imaged the light onto the TCSPC camera. For
the switching between the two cameras, a dielectric mirror (BB1-E02,
Thorlabs) was positioned on a magnetic base plate MB (KB50/M, Thor-
labs) with removable top. Scattered excitation light was removed with
a band-pass filter BP (BrightLine HC 692/40, Semrock). The magnifica-
tion with the emCCD was 166.6×, resulting in an effective pixel size of
103.5 nm in sample space. Magnification for imaging with LINCamwas
222×, so that for a partitioning of the sensor into 1024 × 1024 pixels,
the effective pixel size in the sample space was 96 nm.
4 . 2 . 2 Buffer solutions
The following buffer solutions were used: DNA annealing buffer in-
cluded 10 mm Tris, pH 8.0, 1 mm EDTA and 100 mm NaCl. Buffer A
(used for surface immobilisation) included 10 mm Tris, pH 8.0, 50 mm
NaCl. DNA storage buffer included 10 mm Tris, pH 8.0, 1 mm EDTA.
As imaging buffer solutions, we used either DNA storage buffer with
500 mm NaCl, or alternatively GLOX buffer (enzymatic oxygen scav-
enging system) consisting of 0.5 mg/mL glucose oxidase, 40 mg/mL
catalase, and 10 %w/v glucose in PBS at pH 7.4. The GLOX buffer
was crucial for enhancing photostability and to increase the number of
emitted photons, especially for Cy5.
4 . 2 . 3 Sample preparation
Cover glasses were sonicated in 1m KOH for 15 min, rinsed with deion-
ised water and dried using air flow. Four-well silicone inserts (Ibidi
80469, Germany) were attached to the cover glass to form four meas-
urement chambers. BSA-biotin (A8549, Sigma-Aldrich) was diluted in
buffer A to a concentration of 0.5 mg/mL and incubated in the cham-
bers overnight at 4 °C. The next day, the chambers were washed at least
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3 times the volume of a chamber with buffer A. Neutravidin (31000,
Thermo Fisher Scientific) was diluted in buffer A to a concentration
of 0.5 mg/mL and then added to one chamber for 5 min. Next, the
chamber was rinsed at least 3 times. DNA-fluorophore constructs were
immobilised to the surface using biotin-avidin chemistry.
Wedesigned the double-strandedDNA-construct as follows: Primary
single-stranded DNA (strand 1) was biotinylated at its 5’ end, while
the complementary DNA (strand 2) was labelled at its 3’ end with a
single fluorophore (either Cy5, Atto 655, or Atto 647N), see table 4.1
for the DNA sequences. The binding of the fluorophores to DNA in-
creased their photostability and decreased blinking. The fluorophore
was attached close to the surface anchor of the DNA. This design is
similar to the one used in DNA-PAINT.[65] The two DNA strands were
hybridised at high concentration (200 nm) using the following protocol:
The mixture of the two DNA strands was heated to 94 °C in annealing
buffer for 5 min and then gradually cooled to room temperature over the
course of 30 min. The resulting dsDNA solution was diluted by a factor
of ∼ 10 000× to reach single-molecule concentration, before addition
to the sample chamber. After 5 – 10 min incubation time, the chamber
was rinsed with imaging buffer by exchanging the liquid in the cham-
ber (80µL) at least 3 times. For the mixed fluorophores sample, we
mixed the diluted stock solution with a stoichiometry of Atto 647N:Atto
655:Cy5 = 1:3:10. The much higher Cy5 concentration was necessary
to compensate photobleaching before the start of the acquisition (e. g.
during focusing).
Table 4.1: DNA sequences and their modifications
name sequence 5′ → 3′ 5′ modification 3′ modification
strand 1 GCAGCCACAACGTCTATCATCGATT – fluorophore
strand 2 AATCGATGATAGACGTTGTGGCTGC biotin –
4 . 2 . 4 Data acquisition
Experiments were performed with the custom-built wide-field micro-
scope described in section 4.2.1. The excitation was adjusted to TIR
illumination with an average laser power of 10 – 20 W/cm2 and neutral
density filters were employed for fine adjustment of the laser power. A
supplemental emCCD camera with a much higher detection quantum
efficiency than the TCSPC camera was used for focusing. Typical ac-
quisition times per image were 3 – 5 min. Images of several regions of
interest (3 – 6) of each sample were acquired. The image acquisition
software was provided by Photonscore. All experiments were carried
out at a constant temperature of (22 ± 1) °C, which was crucial for the
mechanical stability of the optical setup.
For solution measurements, a drop of diluted stock solution was
placed on a cover glass. The illuminationwas adjusted to epi-illumitation
and the focus was set several micrometres above the cover glass surface.
49
w id e - f i e l d l i f e t im e imag ing o f s i ng l e mol ecu l e s
Confocal measurements
Confocal measurements were performed on the TCSPC-CLSM setup de-
scribed in section 3.2.1. Instead of the dichroic beamsplitter, a non-
polarising 90:10 beamsplitter (90 % of the emission transmitted) was
placed. In the emission path, a long pass filter (647 LP Edge Basic,
Semrock) and a band-pass filter BP (BrightLine HC 692/40, Semrock)
were used.
The imaging parameters for the TCSPC-CLSM areameasurementwere
as following: virtual pixel size 100 nm, area of interest 40 × 40µm, dwell
time 100µs. We used bidirectional scanning with the shift correction
explained in section 5.2.1 to increase themeasurement speed andphoton
efficiency, as compared to a monodirectional scan.
4 . 2 . 5 Data analysis
The data analysis was performed using custom-writtenMatlab routines
which relied on the Photonscore Software Kit to read photon arrival
times and positions from the raw data files. The details for the lifetime
fitting of the TCSPC histograms, single molecule detection, and on-/off-
state detection are described in the following.
Lifetime fitting
To determine the fluorescence lifetime, the TCSPC histogram was con-
structed either from all photons (solution/surface measurements) or
from photons detected at a molecule position (single molecule lifetime).
The tail, starting 0.2 ns after the maximum, of the TCSPC curves was
fitted with a monoexponential decay by minimising the negative log-
likelihood function with a Nelder–Mead simplex algorithm.[113, 174]
For some solution measurements, the TCSPC curve exhibited a biexpo-
nential decay and was therefore fitted with the sum of two exponential
decays.
Single molecule detection & lifetime determination
First, an intensity image was generated from the raw photon data, re-
jecting photons arriving outside a 10 ns time gate, starting 0.25 ns after
the maximum intensity. For this, the detector was usually divided into
1024 × 1024 pixels of 96 nm size. Based on the resulting image, single
molecules were detected utilising a wavelet algorithm as implemented
for the initial version of TrackNTrace.[141] The intensity time traces and
TCSPC curves of each identified molecule were extracted from the raw
data using a time binning of 1 s. For this, all photons within a 3 × 3 pixel
region around the centre position of each molecule (∼ 1.4σPSF) were
collected. Based on the intensity time traces, an on-/off-state detection
was applied (see description on the following page) and a TCSPC curve
was accumulated, including only time points where the molecule was in
its fluorescent on-state. The TCSPC curves were fitted to obtain a lifetime
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as described above. TCSPC curves with less than 100 photons in the tail
or with a χ2 of the fit below 0.9 or above 1.1 were rejected.
FLIM images were generated by colour-coding each identified mo-
lecule according to its fitted lifetime, while the pixel brightness reflected
the true pixel intensity. The lifetime histograms were fitted with a
single Gaussian distribution or, for the mixed sample, a sum of three
Gaussians, using a Nelder–Mead simplex algorithm.
On-/off-state detection
We used an on-/off-state detection algorithm to identify on-states in
intensity time traces of individual molecules. The algorithm is very
similar to the burst-detection by Enderlein et al.[175] First, the intensity
time trace recorded from one molecule was smoothed by applying a
moving Lee-filter, and a step (switching from off- to on-state or vice
versa)was identified if the smoothed signal exceeded a pre-set threshold.
This threshold was defined as twice the background level, and it was
scaled for each molecule to the maximum intensity in its time trace
divided by the average of the maximum intensities of all molecules. The
scaling of the threshold was required to compensate for inhomogeneous
illumination. The background level was estimated as the median of all
intensities in all time traces below the average intensity level.
MIET
For MIET experiments, samples were prepared on cover glasses coated
with (from bottom to top) 2 nm titanium, 10 nm gold, 1 nm titanium
and a silicon dioxide spacer of 30, 50 or 70 nm.
The lifetime height dependency (MIET curve, see figure 4.16) was
calculated for the given layers using MIET theory.[173] The spacer was
omitted to avoid the discontinuity of the lifetime at the spacer surface
close to the expected height of the fluorophore and to simplify the
calculation by using the same MIET curve for all samples. The single
molecule lifetimes were determined as described on the previous page
and converted to heights above the metal layer using the MIET curve.
4 . 3 r e su lt s
First, the results validating the accuracy of lifetime determination and
single-molecule sensitivity of the wide-field FLIM system are presented.
This is followed by the demonstration of two potential applications,
lifetime based multiplexing and 3D localisation using MIET.
4 . 3 . 1 Ensemble lifetime measurements
Fluorescence lifetimes of freely diffusing fluorophores
To evaluate the TCSPC capabilities of the LINCam, we investigated the
lifetimes of freely diffusing DNA-fluorophore constructs at high con-
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Figure 4.4: Lifetime measurements of freely diffusing fluorophores using either the TCSPC camera LINCam (top
row) or TCSPC-CLSM (bottom row). The TCSPC curves and the corresponding single- or double-exponential
fits are shown for: Cy5 (left), Atto 655 (middle), Atto 647N (right). For convenience, all lifetime values are
summarised in table 4.2
centration (10 nm) and compared the results to lifetimes measured on a
TCSPC-CLSM setup. To minimise the influence of different IRFs of both
setups (mainly caused by the different excitation lasers) we used a long
cutoff of 0.6 ns after the maximum when fitting the TCSPC curves. As
shown in figure 4.4, the lifetimes for both setupswere in good agreement.
We found that for Cy5 and Atto 655, the single exponential function
does not describe the experimental TCSPC curves well. Therefore, these
curves were fitted with a biexponential decay function. In both cases,
an additional faster lifetime component (τfree-dye) is explained by the
presence of fluorophores that were not bound to DNA. The faster life-
time values agree well with the lifetimes of the non-conjugated Cy5 and
Atto 655 (data not shown).[168, 169] We attribute the longer lifetime
component to the DNA-dye constructs. The fit results are summarised
in table 4.2, where the errors denote the standard deviation of three
consecutive measurements for each case.
While immobilising the DNA-dye construct on the surface, free dye
is washed from the sample and therefore does not affect the measure-
ments of surface-immobilised molecules. As expected, we find that
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Figure 4.5: Cumulative TCSPC curves measured with the TCSPC camera for the three types of the fluorophores
immobilised on a surface, together with the corresponding single-exponential fits: Cy5 (left), Atto 655 (middle),
Atto 647N (right).
Table 4.2: Lifetime values of freely diffusing molecules (τfree-dye and τDNA-dye)
and immobilised DNA-constructs (τsurface) measured with the LINCam and with
the TCSPC-CLSM setup. The errors are the standard deviation of three consecutive
measurements.
Fluorophore Setup τfree-dye (ns) τDNA-dye (ns) τsurface (ns)
Cy5 LINCam 0.88 ± 0.01 1.77 ± 0.01 1.49 ± 0.01
confocal 0.84 ± 0.04 1.87 ± 0.02 1.94 ± 0.03
Atto 655 LINCam 1.68 ± 0.09 2.78 ± 0.02 2.46 ± 0.01
confocal 1.81 ± 0.10 2.85 ± 0.09 2.55 ± 0.03
Atto 647N LINCam – 4.20 ± 0.01 3.77 ± 0.01
confocal – 4.04 ± 0.01 3.92 ± 0.08
the lifetimes of freely diffusing fluorophores are 5 – 10 % longer than
the values of the same molecules immobilised on cover glasses (fig-
ure 4.5 and table 4.2). This can be explained by surface-fluorophore
interactions.[113]
4 . 3 . 2 Single-molecule FLIM
Three separate samples of surface-immobilised fluorophores, one Cy5,
one Atto 655, and one Atto 647N sample, were prepared, utilising a
DNA-assisted strategy for immobilisation. The binding to the DNA
provided a homogenous environment and increased the photostabil-
ity of the fluorophores. A precise control of the coverage density was
achieved by diluting the stock solutions to concentrations of 100 – 500 pm
and varying the incubation time. Exemplary lifetime images are shown
in figure 4.6 A1, B1, and C1. To enhance brightness and photostability
of the fluorophores, oxygen-scavengers (GLOX) were added to the ima-
ging buffer. Representative intensity time traces of single molecules are
shown in figure 4.6 A2, B2, and C2. On average, 196 photons were de-
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Figure 4.6: Lifetime imaging of surface-immobilised single molecules. Different types of fluorophores were
imaged separately. The scale bars are 5 µm. Images of the following fluorophores are shown: (A1) Cy5, (B1)
Atto 655, and (C1) Atto 647N. Colours represent lifetime values. White circles indicate molecules that were
chosen for the exemplary intensity time traces (A2,B2,C2) and corresponding TCSPC curves (A3,B3,C3). (D)
TCSPC curves obtained by adding all single-molecule data of the same type. (E) Probability density function
(PDF) of lifetime values of each fluorophore type with the corresponding single-Gaussian fit. The average
lifetime and standard deviation of the fit appear next to each peak, as well as the number of molecules used
in each lifetime histogram. Adapted with permission from J. Phys. Chem. A 2020, 124, 17, 3494–3500. Copyright 2020
American Chemical Society.
tected from Cy5 molecules, 1759 photons from Atto 655 molecules, and
3242 photons from Atto 647N molecules before photobleaching. In our
experimental conditions, photobleaching of Cy5 occurred within a few
seconds, while the emission showed no blinking before bleaching. Atto
655 kept on emitting for hundreds of seconds before photobleaching,
while exhibiting blinking as explained on the following page. Atto 647N
showed the highest emission intensity and was, without any discernible
blinking, stable for hundreds of seconds before photobleaching. The
lifetime values of each detected single molecule were determined by
fitting the corresponding TCSPC curve with an exponential function
(figure 4.6 A3, B3, and C3). A cumulative TCSPC curve of all detected
single molecules from each species is shown in figure 4.6 D. To reduce
the statistical uncertainty, several (3-5) regions of interest were com-
bined. The single-molecule lifetime histograms (figure 4.6 E) were
fitted with a single Gaussian function, resulting in the following aver-
age lifetimes and standard deviations: Cy5 (1.49 ± 0.18) ns, Atto 655
(2.47 ± 0.13) ns, and Atto 647N (3.85 ± 0.16) ns. The lifetime values of
DNA-bound fluorophores were higher than those of free fluorophores,
due to the interaction between the fluorophores and the DNA.[148]
The average lifetimes are similar (within half a standard deviation) to
the ensemble surface measurements given in table 4.2.
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Figure 4.8: Analysis of the blinking behaviour of Atto 655 in oxygen depleted conditions (GLOX). (A) Exemplary
intensity time traces of single molecules and corresponding dwell time histograms. Solid blue lines represent
the threshold applied to the time traces. (B) Cumulative on- and off-dwell time histograms for 65 time traces
with the corresponding single exponential fits (solid blue line). The values of the average on- and off-times







Figure 4.7: Contribution of
shot noise to experimental




Theoretical estimate of the width of the lifetime distribution
To judge how close the experimentally observed width of the lifetime
histograms was to the theoretical shot-noise limit, we calculated a the-
oretical shot-noise limited distribution in the following way: For each
molecule, we generated a Gaussian distribution of unit area, centred at
the overall mean lifetime 〈τ〉 and of a variance equal to 〈τ〉2/N, with
N as the number of detected photons from the considered molecule.
Subsequently, we added all of these Gaussians into one final theoretical
lifetime distribution. The experimental and calculated distributions
for the Atto 655 sample are shown in figure 4.7. The standard devi-
ations of a Gaussian fit to each distribution yielded 0.06 ns for the shot
noise limited distribution and 0.13 ns for the experimental distribution.
The broadening of the experimental histogram is partially caused by
uncorrelated background. Local molecule-environment interactions,
affecting the lifetime, may be another contribution.
Characterisation of Atto 655 blinking behaviour
Although the detection efficiency of the TCSPC camera is relatively low,
we were able to capture blinking events of single Atto 655 fluorophores.
The blinking behaviour was analysed with an on-/off-state detection al-
gorithm, as shown in the exemplary time traces in figure 4.8 A. A mono-
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Figure 4.9: Exemplary intensity time traces for Atto 655 single molecules, in absence of GLOX in the buffer
solution.
exponential fit of the combined histograms of 65 traces (figure 4.8 B)
resulted in a characteristic on-time of 8.2 s and off-time of 10.5 s. Com-
pared to literature values,[148] these are quite long on- and off-times for
Atto 655, which may be explained by the oxygen-depleted environment
in the imaging buffer containing GLOX and the low laser power used
in our experiment. Atto 655 exhibits triplet states which are known
to be quenched by oxygen in solution.[55] In a oxygen containing en-
vironment (without GLOX), Atto 655 exhibited fast blinking on the
microseconds timescale, which is not detectable in the time traces (fig-
ure 4.9).[176]
4 . 3 . 3 FLIM of single molecules in a mixed sample
The distinct fluorescence lifetimes of our three fluorophores can be used
to identify them in mixed samples. We demonstrate this by performing
Figure 4.10: FLIM image of a mixture of Cy5, Atto 655, and Atto 647N fluorophores immobilised to the
surface. (A) Exemplary lifetime image. (B) Lifetime histogram of the mixed sample and the corresponding
three peak Gaussian fit. The different components of the Gaussian fit are shown in different colours. The
lifetime histogram includes data from four images, in total 1573 molecules. The average lifetime values and
the standard deviations of the fit are given next to each peak. Adapted with permission from J. Phys. Chem. A 2020,
124, 17, 3494–3500. Copyright 2020 American Chemical Society.
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FLIM measurements on a sample containing all three fluorophores. To
mimic a common bio-imaging situation with high labelling density, we
prepared a sample with high surface coverage as shown in figure 4.10 A.
For the samples with only one type fluorophores, the lifetime distribu-
tions for the three fluorophores (figure 4.6 E) were separated, which
facilitates the identification of each molecule. In the mixed sample,
however, the determination of exact lifetime values for each molecule
was not trivial due to the frequently occurring partial overlap of neigh-
bouring molecules. To minimise background and cross-talk between
neighbouring molecules, we employed an on-/off-state detection al-
gorithm and chose sufficiently small virtual pixels. The influence of
the on-/off-state detection and pixel size are explained in detail on the
next page. With these optimisations, we obtained a lifetime distribu-
tion as shown in figure 4.10 B. The peaks are well separated, making
classification straightforward, however, compared to the pure samples,
we find that the single-molecule lifetimes move closer to the overall
average (figure 4.11 A). This is probably caused by remaining cross-talk
between neighbouring molecules due to the relatively high density of
fluorophores.
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Figure 4.11: Comparison of the average lifetimes obtained with the TCSPC camera
from the mixed fluorophores sample and (A) the pure samples or (B) the mixed
sample measured with the TCSPC-CLSM. The error bars give the standard deviation
of the distributions and the diagonal lines indicate equal lifetimes.
Comparison with TCSPC-CLSM
Due to less background and a smaller PSF, distinguishing the three
fluorophores using a confocal microscope is less challenging and does
not require an on-/off-state detection, as illustrated in the TCSPC-CLSM
scan of surface-immobilised mixed fluorophores (figure 4.12).
As for the pure samples, we found an excellent agreement between
the lifetime values obtained by both experimental approaches for the
measurement of mixed sample (figure 4.11 B). However, it is evident
that the width of the peaks from the TCSPC-CLSM measurements are
broader than for the TCSPC camera. When we compared the number of
photons acquired during the same time interval for both techniques, we
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Figure 4.12: FLIM image, recorded with the TCSPC-CLSM setup, of a mixture of Cy5, Atto 655 and Atto 647N
fluorophores immobilised to the surface. (A) Exemplary lifetime image. (B) Lifetime histogram combined from
two areas. The solid lines indicate the components of a fit with the sum of three Gaussian distributions. Peak
centres and standard deviations are given in the plot.





















(a) without on-/off-state detection





















(b) with on-/off-state detection
Figure 4.13: Improved peak separation in lifetime histograms by applying an on-/off-state detection algorithm.
Lifetime histogram obtained from a single measurement of a mixed fluorophore sample without (a) and with (b)
on-/off-state detection. The solid line represents a fit with the sum of three Gaussians. Centre and standard
deviation of the Gaussians are given in the plot.
found that the TCSPC-CLSM setup registered five-fold less photons than
the TCSPC camera, despite its low quantum efficiency. This might be
an effect of the scanned acquisition in TCSPC-CLSM. The higher power
density during the short time that the molecule is actually in the focus,
might also increase the switching to dark triplet states.
Influence of the on-/off-state detection on the lifetime histograms
In order to verify the efficiency of the on-/off-state detection, we com-
pared the lifetime histograms obtained with and without applying the
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(a) 96 nm pixel, mixed sample
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(d) 192 nm pixel, pure samples
Figure 4.14: Influence of the virtual pixel size on the fitted single molecule lifetime for a mixed sample, (a) and
(b), and pure Cy5, Atto 655, and Atto 647N samples, (c) and (d).
algorithm. As shown in figure 4.13, the on-/off-state detection algorithm
substantially improves the peak separation. The algorithm reduces con-
tributions from neighbouring molecules by rejecting photons arriving
when the analysed fluorophore is in the off-state. This increases the
signal to background ratio and was crucial for the correct determination
of the lifetime of Cy5 which photobleached first.
Influence of the virtual pixel size on the lifetime histograms
When fluorophores with different lifetimes are densely distributed on
a surface, cross-talk of emission from neighbouring molecules is un-
avoidable and can affect the determined lifetime values of individual
molecules. We confirmed the influence of the pixel size on the cross-talk
following way: lifetime images of mixed samples were divided into
virtual pixels of two different sizes, 96 nm (same as for other samples)
and 192 nm. For the larger pixel size, the side peaks in the lifetime his-
tograms are shifted towards the centre, see figures 4.14(a) and 4.14(b).
The pixel size had no effect on the lifetime histograms of the pure
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(d) single molecule heights for different substrates
Figure 4.15: Application of wide-field single-molecule FLIM to MIET. (a) MIET experiment design. A 10 nm gold
layer and a spacer layer of SiO2 were deposited on a cover glass. The labelled DNA-construct was immobilised
on the spacer layer. (b) Exemplary FLIM images of Atto 655 fluorophores on top of a glass/gold/SiO2 substrate
for different SiO2 layer thickness (30, 50 and 70 nm) and on a uncoated cover glass. (c) Lifetime histograms
of Atto 655 fluorophores on different SiO2 spacers and glass. The solid lines are a Gaussian fit. The lifetime
histograms include data from several regions of interest. The number of molecules included in the histogram,
as well as the average lifetime and standard deviation, are given next to each peak. (d) Histograms of axial
positions (height values) of single molecules calculated with the MIET curve from their measured lifetime.
The thickness of the BSA-biotin/neutravidin layer was assumed to be 12 nm, which adds to the SiO2 spacer
thickness. Gaussian distributions were fitted to each peak, and the average values, the standard deviations,
and number of detected molecules are written next to each peak. For easier comparison, the fit results are
summarised in table 4.3. Adapted with permission from J. Phys. Chem. A 2020, 124, 17, 3494–3500. Copyright 2020
American Chemical Society.
samples, see figures 4.14(c) and 4.14(d). Division into smaller virtual
pixels could help to reduce cross-talk effects even further, but would
also lead to lower photon numbers per pixel, thus increase noise and
therefore decrease the localisation precision.
4 . 3 . 4 Application of FLIM to Metal-Induced Energy Transfer (MIET)
One attractive application of FLIM is MIET,[173] which employs the
distance-dependent quenching of fluorophores in proximity to a thin
metal layer. The strong and well-described distance dependence of this
quenching can be used to determine the precise distance of a fluorescent
molecule from the surface. When a thin gold film is used as quencher,
the accuracy of this axial localisation can be as low as few a nanometres
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Figure 4.16: MIET curve
for Atto 655 above a 10 nm
gold layer.
for typical single-molecule photon numbers.[112, 113] The penetration
depth of TIR excitation matches the range of the lifetime modulation by
MIET. Therefore, it is advantageous to combine TIR illumination with
MIET to reduce background from the bulk. This improves the signal-to-
background ratio and hence the precision of the lifetime determination.
Table 4.3: Experimental and calculated lifetime and height values for the
MIET experiment. The design height hdesign contains the spacer and the BSA-
biotin/neutravidin layer.
hdesign (nm) τtheory (ns) τexperiment (ns) hexperiment (nm)
42 1.40 1.56 ± 0.22 45.15 ± 6.99
62 2.02 1.97 ± 0.20 59.88 ± 9.44
82 2.33 2.23 ± 0.25 76.02 ± 20.38
Glass – 2.47 ± 0.13 –
To demonstrate the applicability of wide-field MIET measurements,
we immobilised DNA-Atto 655 constructs on glass substrates that were
coated with a thin gold film and topped with a SiO2 spacer layer of well-
defined thickness (figure 4.15(a)). Typical DNA-Atto 655 lifetime im-
ages with different SiO2 spacer thicknesses are shown in figure 4.15(b).
The obtained lifetime histograms are displayed in figure 4.15(c). Using
the theoretical MIET curve (figure 4.16), the lifetimes were converted to
heights above the surface as shown in figure 4.15(d). When assuming
that the thickness of the BSA-biotin/neutravidin layerwas∼12 nm,[113]
we found excellent agreement between the MIET-derived height values
of the single fluorophores and the height values deduced from the
sample architecture, see table 4.3. From the standard deviation of the
height distribution, we estimated the axial localisation precision to be
∼10 nm. For the 70 nm spacer, the localisation precision was reduced
to ∼20 nm. The reduced precision was caused by the decreased slope
of the MIET curve for heights above 70 nm.
4 . 4 d i s cu s s i on
In this work, we performed single-molecule FLIM using the novel TCSPC
camera LINCam. Although the detection quantumyield of the camera is
only a few percent for red light, we could clearly image single molecules
and determine their fluorescent lifetimes. To the best of our knowledge,
this is currently the only wide-field lifetime imaging systemwith a large
field of view, single-molecule sensitivity, and sub-nanosecond precision
in lifetime determination. We used the system to measure lifetimes of
DNA-conjugated Cy5, Atto 655, and Atto 647N fluorophores and were
able to determine the lifetime values of single fluorophores with experi-
mental errors of less than 0.3 ns. Taking the low detection efficiency into
account, this is an exceptionally high precision. Moreover, we could
successfully differentiate between the different types of fluorophores
in a mixed sample solely on the basis of their lifetime. We found that
it is not only possible to identify single molecules, but also that their
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obtained lifetimes matched the lifetimes of pure samples with only one
species within experimental errors. We presented an implementation
of an on-/off-state detection and dwell-time analysis, applied it to char-
acterise the blinking behaviour of Atto 655, and demonstrated that the
TCSPC camera is capable of capturing the blinking kinetics of single
emitters. This makes the realisation of SMLM with TCSPC-based lifetime
determination feasible.
In order to compare the performances of CLSM and the novel TCSPC
camera LinCAM,we performed ameasurement of amixed fluorophores
sample with a conventional TCSPC-CLSM and found a remarkable agree-
ment with the lifetime values obtained with the TCSPC camera. Further-
more, solution measurements of the same sample with both systems
yielded similar lifetimes. Compared to TCSPC-CLSM, the TCSPC camera
has the advantage of a faster data acquisition for a large field of view.
This advantage will be even more striking in the blue and green spectral
regions, due to the higher detection efficiency of the camera.
Finally, we demonstrated the combination of single-molecule wide-
field FLIM with MIET for the measurement of the axial position of single
fluorophores with ∼10 nm accuracy. This is a first step towards three-
dimensional SMLM by combining conventional lateral single molecule
localisation with the axial localisation provided by MIET.
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(c) number of photon histogram
Figure 4.17: Lifetime resolved dSTORM measurement with the TCSPC camera. (a) Super-resolved reconstruction
of the localisation positions. (b) Lifetime and (c) number of photons histograms, based on individual single-
molecule localisations. The sample was Alexa 647 labelled β-tubulin (COS-7) in D2O with 10mm MEA and
was prepared by Dominic Helmerich as described in chapter 3.
4 . 5 ou t look
Since the TCSPC camera utilises single photon detection, the frame rate
is only limited by the photon count rate which makes it attractive for
applications requiring high frame rates, for example lifetime-resolved
wide-field SMLM, lifetime-resolved tracking, or parallel single molecule
fluorescence correlation spectroscopy (FCS). In the following, two short
examples are provided, giving a first impression how this could be
implemented.
Lifetime-resolved wide-field SMLM
As indicated in the conclusion, it is promising to combine the TCSPC
camerawith SMLM andMIET to perform 3D super-resolutionmicroscopy.
Compared to the scanning confocal SMLM presented in chapter 3, the
TCSPC camera is limited in count rate. Therefore, it is best suited for
low localisation densities and fluorophores which can be switched at
low excitation power. However, due to the wide-field detection, the
field of view can be larger and it is straightforward to implement TIR-
illumination, as demonstrated in this chapter. Figure 4.17 shows an
example of a dSTORMmeasurement using the TCSPC camera. The lifetime
distribution is broader than for the confocal measurement (e. g. compare
figure 3.5(d)) due to the lower number of photons per localisation. This
could likely be improved by switching to green or blue fluorophores.
Nevertheless, this example showcases that the TCSPC camera is fast
and sensitive enough to perform localisation-based super-resolution
microscopy.
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Atto 655, GLOX (n = 273)
Atto 655, no GLOX (n = 352)
Atto 647N, GLOX (n = 328)
(b) Correlation curves
Figure 4.18: Single molecule FCS with the TCSPC camera. (a) Detected single molecules and (b) summed
single molecule correlation curve for Atto 655 with and without GLOX and Atto 647N. For easier comparison,
the curves are normalised by their values at maximum lag time.
Parallel single molecule FCS
FCS of immobilised single molecules by scanning the surface is routinely
used to observe transitions which are too slow to be observed in solution
and too fast for a sensitive camera.[126] Since the TCSPC camera does not
acquire the image in frames but records a continuous photon stream, the
photon arrival times can be correlated on a molecule-by-molecule basis.
Due to the parallel detection, this extends the continuously observable
time range to multiple seconds, which would require extremely slow
scanning on a confocal system and hence impractically long measure-
ment durations.
Figure 4.18 shows an example of parallel single molecule FCS on im-
mobilised Atto 655 and Atto 647Nmolecules. For this, the photons were
correlated for each molecule separately and the correlations summed
and normalised. As demonstrated in section 4.3.2, Atto 655 exhibits
blinking on a timescale of several seconds in an oxygen depleted en-
vironment (with GLOX), visible as a strong decay of the correlation.
For comparison, Atto 655 without GLOX results in a very flat correl-
ation curve, indicating that almost no switching or bleaching occurs
on the observed timescales. In contrast, the correlation curve of Atto
647N shows two decays, one weak decay on the millisecond timescale,
probably linked to a triplet state, and one at tens of seconds caused by
photo-bleaching.
This example demonstrates that wide-field single molecule FCS may
be used to study dynamics ranging frommilliseconds to tens of seconds
within a single measurement. In some cases, the additional lifetime
information may be valuable to disentangle different conformational
states.[177]
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5TRACKNTRACE L IFET IME EDIT ION
In single-molecule microscopy, the acquired images cannot be inter-
preted directly but require demanding processing. The first step in
processing usually is the detection of single molecules. For example, sin-
gle-molecule localisation microscopy (SMLM) relies on the localisation
of switching single molecules in a stack of many frames to reconstruct
a super-resolved image. Wide-field single-molecule FRET, by contrast,
employs the intensity time traces of the molecules.
There exists a wide variety of highly optimised software that is spe-
cialised on single molecule localisation.[178] However, none of them
natively supports FLIM or TCSPC data. To facilitate single molecule loc-
alisation and lifetime fitting of TCSPC data, I extended the open-source
framework TrackNTrace.[141] TrackNTrace features a plugin-based mo-
lecule detection, position refinement, and tracking, and has a visualiser
to verify the analysis at each step and to examine the final results. In
this chapter, the extended version, which supports TCSPC-based FLIM
and single molecule lifetime fitting, is presented. With this version, the
analysis, starting from the raw data to super-resolved FLIM images, is
possible within one GUI-based app.
The TrackNTrace Lifetime Edition was published together with con-
focal lifetime-resolved SMLM (chapter 3) and is available on GitHub
(https://github.com/scstein/TrackNTrace). A technical descrip-
tion can be found in the accompanying manual.
5 . 1 what i s n ew?
TrackNTrace was designed to be extensible. Nevertheless, the raw data
was previously limited to camera images and the import was therefore
restricted to TIFF files. To support FLIM, the file import was generalised
to file-type specific plugins, which have to return intensity images but
can return additional data, e. g. lifetime images. In TCSPC-based FLIM, the
arrival time of each photon relative to the excitation pulse is known. This
information can be exploited for time gating, which excludes photons
arriving outside of a defined time window. Time gating is useful to
reduce the background from scattering or dark counts.
A TCSPC camera does not have an intrinsic frame rate, while for
confocal SMLM (chapter 3) it was critical to combine multiple scans to
one frame. For this reason, the option for frame binning was introduced,
which controls the number of scans (confocal), time (TCSPC camera)
or number of frames (camera) that are combined to one frame in the
analysis.
The candidate detection, position refinement, and tracking plugins
provided with the original version of TrackNTrace perform well on
TCSPC-based data. After tracking, a postprocessing step was added,
that can be utilised to extract the TCSPC data for each single molecule
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(a) Settings GUI
(b) Preview of timegating
(c) Import options for TCSPC camera data
(d) Import options for TCSPC-CLSM data
Figure 5.1: In the TrackNTrace settings GUI (a) the plugins and parameters for analysis are set. All settings
come with a tooltip for explanation. For TCSPC-based data, a timegate can be set and previewed (b). Each
import plugin can has its own settings, e. g. setting the field of view, pixel size (c) or enabling correction of
scanning artefacts (d).
and fit the corresponding lifetime. The extended settings GUI, including
new options for frame binning, time gating, and the postprocessing
step, is shown in figure 5.1(a).
The data visualiser was extended substantially: It supports FLIM
images by encoding the lifetime as colour and the intensity as bright-
ness. To avoid cross-talk between lifetime and intensity, dedicated,
perceptionally uniform, isoluminant colourmaps were generated with
colorcet.[179] An adaptive scalebar is available which uses the pixel size
provided by the import plugin. The localisation data may be filtered
based on any parameter. Sample drift can be corrected based on re-
dundant cross-correlation (RCC).[143] And finally, the data may be
reconstructed to create super-resolved (lifetime) images.
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5 . 2 how doe s i s work ?
The image processing starts with the file import by the import plugin.
The generated or imported intensity images are passed to the candidate
detection plugin to generate a list of possible localisations, which are
subsequently enhanced to sub-pixel precision by the refinement plugin.
These localisations can be linked to tracks in the next step. Based on the
tracks, the postprocessing plugin extracts additional information, such
as the lifetime. In the following, the details of file import and lifetime
determination are explained.
5 . 2 . 1 Import plugins
The import plugins serve as interface between TrackNTrace and the
raw data. All file-type specific processing is done by these plugins. In
the plugin definition, the supported formats and whether the plugin
supports FLIM and TCSPC are listed. Each import plugin may provide
additional option as shown in figures 5.1(c) and 5.1(d). The existing
support for tiff files was transferred to a plugin, and plugins for Pi-
coQuant’s ptu format (TCSPC-CLSM) and Photonscore’s photons format
(TCSPC camera) were created. As TCSPC is generally based on a photon
stream, these plugins may, in the future, easily be adapted to other
TCSPC formats.
TCPSC-CLSM
In TCSPC-CLSM, the sample is scanned with the laser beam while the
photon stream is recorded. In PicoQuant’s ptu format, the time after
synchronisation pulse and the number of pulses since the last overflow
marker are recorded for each photon. Additionally, the stream includes
overflowmarkers every 1024 (210) pulses, and markers when a frame or
line starts or ends. Therefore, the photon stream always has to be read
from the beginning, and the position of each photon needs to be calcu-
lated from the preceding number of lines and the time to the previous
line start and next line stop markers.[117, 180] Because the raw photon
stream does not allow random access and the processing can be time
consuming, the converted photon stream (index), including position,
frame, microtime (time to last pulse) and macrotime (number of pulses
since start of measurement) are saved along with the raw data as a
hdf5-based MAT-file which allows random access. The implementation
can handle arbitrarily large raw data files, provided the data of a single
frame fits into memory, by saving the already processed photons to the
disk. This feature is important to enable processing of data from long
dSTORM, and especially DNA-PAINT measurements. During the conver-
sion, a correction of scanning artefact may be applied, as described on
the next page.
To generate images, the photons from the chosen frame range and
time gate are selected from the photon index and are accumulated in
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Figure 5.2: Correction of the shift in bidirectional measurements. (a) Uncorrected and (b) corrected intermediate
image used for the correction. The white lines indicate the region included in the final images. (c) The shift is
determined by a grid search with three iterations, which minimises the total squared difference between each




ues according to a sub-
script. All values with
the same subscript are
e. g. summed or averaged.
a 3D array (x,y,t). This is implemented efficiently employing look-up
tables and the Matlab function accumarry and thus avoiding the much
slower comparison of each element with bin edges found in histogram
algorithms. For intensity images, the photons of each array element are
summed, for lifetime images the standard deviation of the microtime is
used as the estimator. If the photon index is too large to fit into memory
or if the intermediate variables are too large, the photons are processed
a few frames at a time. The resulting stack of intensity and lifetime
images may be saved to a cache file (option cacheMovie) for further use,
e. g. when visualising the results.
To allow for single-molecule lifetime determination, the plugin can
extract the TCSPC histogram from specified regions of single frames. To
parallelise this process, the TCSPC histograms from multiple areas are
extracted simultaneously, using a mask with corresponding indices at
the molecule positions.
Correction of scanning artefacts When acquiring an image with a
CLSM, the area of interest is scanned line by line along the so called
fast axis while advancing one step on the slow axis after each line.
The lines can be scanned all in the same direction (monodirectional)
or by alternating forward and reverse scans (bidirectional). Although
monodirectional scanning is simpler to implement, it becomes inefficient
at high scanning speeds due to the time it takes for the scanner to return
to the starting position, which can be almost half of the measurement
duration. Bidirectional scanning is more time-efficient but needs careful
calibration to ensure that the positions in the forward and reverse scan
match.
The laser scanner employed in this work (FLIMbee, PicoQuant)
supports both modes, however, bidirectional scanning at high speeds
produces a shift between forward and reverse scanswhich can be seen in
figure 5.2(a). The shift depends, among others, on the scanning speed,
and an internal calibration directly before the measurement. Therefore,
the shift has to be corrected for each measurement individually.
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5 . 2 how doe s i s work ?
The import plugin can correct the shift automatically. First, the
shift is determined based on the position of the first 5 million photons
or the photons of the first frame, whichever are more. Contrary to
the previous position calculation, the position along the fast axis is
not discretised and photons between the lines are not excluded but
assigned to the nearest line. Next, an image with a pixel size of 5 nm
along the fast axis is generated and smoothed with a moving average
corresponding to the original pixel size along that direction. For this
image, the shift between odd and even lines, which minimises the total
squared difference between each line and their two adjacent lines, is
determined with an iterative grid search with a final resolution of 5 nm.
The image with minimal difference is depicted in figure 5.2(b) and the
three iteration steps are illustrated in figure 5.2(c). The shift, converted
into a time with the scanning speed, is used to offset the line start
and stop markers accordingly, when generating the photon index. By
performing the correction in the time domain, interpolation artefacts,
and therefore a loss of resolution, are avoided.
Occasionally, some measurements additionally exhibit scanning
artefacts caused by the scanner accelerating and decelerating close to
the edges of the image. Correcting these artefacts would require a
non-linear model and probably additional data.
TCSPC camera
The TCSPC camera (LINCam, Photonscore) records the position and
arrival time (microtime, macrotime) of each photon and stores it in a
photons file. Conveniently, the raw data contains an index of positions
in the photon stream with millisecond resolution. Therefore, the gener-
ation of an index is not necessary and photons from an arbitrary time
interval can be read directly using the photonscore toolbox.[181]
The image generation is performed similar as for TCSPC-CLSM. How-
ever, there are additional options to define field of view and pixel bin-
ning. In the experimental setup presented in chapter 4, the unbinned
pixel size was ∼24 nm and only a small area of the sensor was illumin-
ated due to the limited overall count rate. The field of view may be set
automatically by the plugin based on the position of the first 10 million
photons.
5 . 2 . 2 TCSPC extraction and lifetime fitting
For TCSPC extraction and lifetime fitting, a dedicated plugin was created
for the novel post-processing step. First, the plugin extracts the TCSPC
histogram of each localisation. For this, a mask containing the index
of each molecule within a circle around the corresponding position
is generated. The radius of the circle (option maskRadius) is defined
relative to the PSF size. For each frame, this mask is passed to the import
plugin which returns the TCSPC histograms. The localisation positions
are either preserved, averaged over each track or refitted in a sum image
of all frames of the track using the pixel-integrated Gaussian MLE fit
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Figure 5.3: Lifetime distribution obtained by applying different algorithms to 100 000 simulated TCSPC curves
with a 2 ns monoexponential decay and, on average, 90 signal and 10 background photons. This example
neglects any influence of the IRF and multi-exponential behaviour of some fluorophores.
from the TNT Fitter plugin. The TCSPC histograms of all localisation
within one track may be summed or treated separately.
There are multiple options how to estimate the lifetime from the
TCSPC histogram, differing in speed, accuracy and underlying assump-
tions. Figure 5.3 contains a comparison of the different algorithms for a
simulated scenariowith a lownumber of photons and 10 % uncorrelated
background. To quickly estimate the lifetime, the standard deviation of
the arrival times or an amplitudeweightedmean of a least-square tail-fit
with a distribution of multiple exponential decays may be employed.
The standard deviation (figure 5.3(a)) and the least-square distribution
fit (figure 5.3(b)) are biased due to the background and the low number
of photons, respectively. For all tail-fits, the only the falling tail of TCSPC
histogram, starting a defined time (option cutoff) after the maximum,
is fitted. The position of the maximum is determined from a sum of all
TCSPC histograms which have total photon number within the 25 – 75 %
quantile. This filtering reliably excludes background localisations and
localisation which might be affected by deadtime, e. g. in dSTORM before
off-switching.
The third option is a monoexponential MLE tail-fit (figure 5.3(c))
which was implemented for approximately monoexponential single
molecules, as observed in chapters 3 and 4. Lifetime, amplitude and
background of the decay are fitted by minimising the negative log likeli-
hoodwith aNelder–Mead simplex algorithm. Contrary to a least-square
fit, this ensures a bias-free estimation of the lifetime. The starting values
are determined by the distribution tail-fit mentioned above, which is
vital for a good performance. The plugin returns the final fit parameters
and the reduced χ2 which can, other than the likelihood, be compared
for different localisations. The fit results are slightly improved by per-
forming multiple fits with varying initial lifetime (option attempts) and
reducing the termination tolerance (option tolerance).
A fit-free alternative (figure 5.3(c)) is to compute the correlation
between the TCSPC histogram and a distribution of calculated mono-
exponential decays and select the lifetime corresponding to the decay
with maximum correlation coefficient. This method is, by definition,
70







































Figure 5.4: Illustration of the super-resolved FLIM image reconstruction for a
simplified 1D example. Shown are three localisations with distinct lifetime τ and
localisation precision σ. The reconstructed intensity is the sum of normalised
Gaussians with standard deviation σ at the localisation positions. The lifetime is
calculated as weighted local average of the corresponding localisation lifetimes.
The FLIM image represents the intensity as brightness and the lifetime as colour.
insensitive to background and very fast since the correlation of all TCSPC
histograms is calculated in parallel. The monoexponential MLE fit and
the correlation recover both the correct average lifetime but the MLE fit
yields a narrower distribution.
The plugin optionally saves the extracted TCSPC histograms (option
exportTCSPC). This was employed for the Bayesian pattern matching
described in section 3.2.9.
5 . 2 . 3 Image reconstruction
The reconstruction is performed directly by the visualiser. The default
option draws a normalised, pixel-integrated Gaussian distribution at
each localisation position. The standard deviation can either be fixed
or set to the corresponding localisation precision, which is calculated
from the amplitude and width of the fit to the PSF.[67] Additionally,
an image can be reconstructed for any parameter, e. g. the localisation’s
lifetime for super-resolved FLIM images. For the parameter of choice,
the local weighted average is calculated. As weight, the same Gaussian
distributions is used. This is illustrated in figure 5.4 for the lifetime.
Multichannel images are reconstructed by applying the corresponding
filter for each channel separately.
5 . 3 e xamp l e s
TrackNTrace was used for data processing in chapter 3 and also for
the demonstration of lifetime-resolved wide-field dSTORM in section 4.5.
The following examples illustrate its versatility by revisiting previously
shown data and analysing them with TrackNTrace exclusively.
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Figure 5.5: Analysis of wide-field FLIM data from an immobilised mixture of three different fluorophores (Cy5,
Atto 655, Atto 647N) with TrackNTrace. The lifetime distribution (a) has three distinct maxima, one for
each fluorophore.The 2D histogram (b) shows the lifetime distribution for each frame. It can be seen that
the fluorophores with short lifetime (Cy5) photobleached first. In (c), a reconstruction with a Gaussian PSF
(σ = 180 nm) is shown. For the analysis, the measurement was divided in 2 s frames and 120 nm pixels. The
localisation and lifetime data was not filtered and the plots are generated by TrackNTrace.
5 . 3 . 1 Wide-field single molecule FLIM
In chapter 4, the single-molecule sensitivity of a novel TCSPC camera
was verified and it was demonstrated, that an on-/off-state detection
enhances the precision of the observed single-molecule lifetime (fig-
ure 4.13) by excluding the contribution of the background and neigh-
bouring molecules when the molecule is either bleached or switched
off. A similar result is achieved within TrackNTrace by dividing the
measurement into frames, localising the fluorophores in each frame,
and then merging localisations at the same position, employing the
tracking plugin with gap closing. The lifetime fitting plugin accumu-
lates the TCSPC histograms over all frames in which the molecule was
detected and fits the single-molecule lifetimes. Even tough this analysis
simpler than our approach in chapter 4, it retrieves a lifetime distribu-
tion with three distinct peaks (figure 5.5(a)) from data of a mixture
of three fluorophores. The 2D histogram (figure 5.5(b)) reveals the
change in the lifetime distribution over the course of the measurement.
Fluorophores with a short lifetime (Cy5) are photobleached within the
first frames, while Atto 655 and Atto 647N have a higher photostability.
5 . 3 . 2 Lifetime-resolved confocal dSTORM
The typical workflow for refining analysed measurements starts by
filtering the localisations, e. g. based on the standard deviation σ and
amplitude of the fitted Gaussian PSF. This is illustrated in figure 5.6.
To determine suitable thresholds, the histogram and data-tip function,
a legend containing all available information of a given localisation,
are indispensable tools. If fluorophores are not switched off before
the measurement, the localisations in the first frames need to be ex-
cluded. A typical filter and its effect on the reconstruction are shown
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(a) TNTVisualizer















Histogram of 74152 values
Data: 1.26  0.47
Fit: 1.48  0.17
(b) histogram and Gaussian fit of sigma
(c) filtering GUI with filter used in (d)
1 µm
(d) unfiltered (left) and filtered (right) reconstruction
Figure 5.6: Inspecting an analysed measurement of Alexa 647 labelled microtubules (COS-7) with the
TNTVisualizer. (a) The data-tip shows the parameters of the selected localisation. In this case, the asymmetric
shape and the larger fitted sigma indicate that the localisation seems to fall in between two adjacent molecules.
(c) The histogram reveals that most localisations have a sigma close to 1.5 px. This enables to remove many
multi-emitter and background localisations by filtering (c). The reconstruction of the filtered localisation (d)
has much less artefacts at intersecting microtubules and virtually no background.
in figures 5.6(c) and 5.6(d), respectively. The reconstruction of the
filtered localisations shows strongly reduced artefacts by accidental
multi-emitter localisations at intersecting or neighbouring structures
and less background compared to the unfiltered reconstruction.
Depending on the measurement duration and the mechanical sta-
bility of the microscope, drift correction may be necessary. For this,
redundant cross-correlation (RCC) [143] was integrated into the visual-
iser. The sample drift can be calculated, plotted and corrected, while
all input parameters of the algorithm are accessible in the GUI. Even
though there are newer algorithms,[182] which can achieve a higher
precision in some cases, RCC is widely used due to its simplicity and
robustness.[127, 183, 184] Figure 5.7 shows an example of how the
correction removes artefacts from sample drift. The colour-coded recon-
structions are created by the same function as for super-resolved FLIM,
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(b) after drift correction















(c) drift calculated with RCC
Figure 5.7: Drift correction with RCC. The colour gradient in (a) across the microtubules in the horizontal
direction indicates that there was sample drift during the measurement. This is corrected by calculating the
drift with RCC and shifting each localisation accordingly. In this example the drift was calculated for segments
of 2000 frames and interpolated.
however, by selecting the frame number of the localisation instead of
its lifetime as parameter.
5 . 4 conc lu s i on
The TrackNTrace Lifetime Edition was essential for optimising the con-
focal SMLM measurements in chapter 3. It allowed for fast and system-
atic data evaluation and made inspecting the results straight forward.
Moreover, it enables anyone with a suitable CLSM to analyse lifetime
resolved SMLM measurements and achieve super-resolved FLIM without
the need for any programming experience.
After the development had started, two noteworthy software pack-
ages were introduced: SMAP (Superresolution microscopy analysis
platform),[183] which is also plugin-based and could have served as
more modern basis for development, and FLIMJ,[185] an ImageJ plugin
for analysis of TCSPC-data, which might be combined with Thunder-
STORM.[138] Due to the plugin based architecture of TrackNTrace
with a clear separation of different functions, a transfer of required
functionalities to another software package is simple.
The presented version of the lifetime fitting plugin supports simple,
but reliable options for tail-fitting of the TCSPC histogram. In future, this
might be extended to include the IRF and potential solution contribu-
tions. In section 3.5, proof-of-concept experiments for the combination
of MIET and SMLM for lifetime-based 3D localisation were presented. To
facilitate the analysis of MIET-SMLM measurements, the conversion of




device for flow measure-
ments.
6OTHER CONTRIBUT IONS
In this chapter, several other projects I have worked on are presented.
They are related to fluorescence spectroscopy, but are not based on
single molecule localisation.
Projects
6.1 Dynamics of tethered polymers and polymer brushes . . . . . . . 75
6.2 Efficient convection-diffusion modelling . . . . . . . . . . . . . . 87
6.3 Lifetime-based DNA mapping . . . . . . . . . . . . . . . . . . . 95
6 . 1 dynam i c s o f t e th e r ed po lymer s and
po lymer b ru sh e s
Many brush-like structures are critical for biological processes. They
take a variety of shapes, ranging from the actively-driven ciliated carpets
on the micro scale to the endothelial glycocalyx layer covering the inner
lumen of blood vessels on the nano scale.[186, 187] Also in material
science, polymer brushes are employed for biomimetic and stimuli-
responsive surfaces.[188, 189] In all of these cases, the interaction of
the brush with the fluid environment is critical to the overall surface
properties. To better understand these interactions on the level of single
polymer chains, molecular dynamics simulations of a brush have been
performed by Pastorino and Müller.[190] One remarkable result was a
backflow of a physisorbed species inside the brush under shear flow.
Aim of the presented project was to experimentally characterise the
dynamic behaviour of tethered polymer chains, covering the transition
from non-interacting single chains to a dense polymer brush.
This collaborative work was part of the SFB937 project A05 Polymer
brushes in motion.
6 . 1 . 1 Methods
Tethered DNA-sample
Microfluidics Flow channels with a cross section of 500 × 10µm were
fabricated by soft-lithography of an optical glue (NOA81, Norland).
This method was adapted from Bartolo et al. [191] to allow for a glass
top and coated glass bottom design. The structure was moulded from
an SU-8 master wafer with PDMS (SYLGARD 184, Dow Corning).
The PDMS structure was inverted by moulding it again with PDMS.
This PDMS master was cast with NOA81. The NOA81 was partially
cured by UV illumination and transferred onto a gold coated cover
glass. Holes for in and outlet were punched with a medical biopsy
puncher (1.5 mm, Integra Miltex). NOA81 ports were moulded and
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Table 6.1: DNA sequences and modifications
name 5′ modification sequence 5′ → 3′
fluorophore Atto 647N TGGATTAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAATGGATATTTTCTTCACAAACCAG
TCCAAACTATCACAAACTTA
attachment 1 biotin TTTAAGTTTGTGATAGTTTGGACTGGTTTGTGAAGAA
attachment 2 amine TTTAAGTTTGTGATAGTTTGGACTGGTTTGTGAAGAA
partially cured using tubing and PDMS as template and transferred
to the punched holes. The assembled device was completely cured
using UV illumination. Finally, tubing (ID 0.51 mm, Tygon ND 100-80,
Saint-Gobain) was glued to the ports with two component epoxy (5
Minute Epoxy, Devcon).
The structure and master wafer were originally designed and fabric-
ated by Mira Prior for a different project.
DNA immobilisation The DNA-constructs were designed and pre-
pared by Roman Tsukanov. The construct has a 10 base pair double
stranded part and a 21 bases single stranded part. It was prepared by
hybridising a short end-modified (Biotin or Amine) attachment strand
with a longer fluorophore terminated strand. This was achieved by
mixing equimolar amounts of both strands (1µm final concentration)
in PBS and annealing it at 94 °C for 5 min, followed by a cool-down to
room temperature over 30 min. The sequences are listed in table 6.1.
For the immobilisation of the resulting DNA-construct, two different
approaches were used.
A BSA-NeutrAvidin based immobilisation, similar to the immobil-
isation in chapter 4, was adapted from Isbaner et al. [113] to the use
in a microfluidic channel. First, 40µL of a 1 mg/mL BSA-biotin (biotin
labelled bovine serum albumin, Aldrich, A8549) solution in buffer A
(10 mm Tris adjusted to pH 8.0, 1 mm EDTA, 100 mmNaCl) were flushed
into the channel with a syringe and incubated for 40 min. The chan-
nel was washed with 80µL of buffer A and subsequently filled with
40µL 0.5 mg/mL NeutrAvidin (Thermo Scientific, 31000) solution in
buffer A which was incubated for 20 min. The channel was washed
with 80µL of buffer A and 40µL of the biotin-modified DNA-construct
(2 nm) in imaging buffer (10 mm Tris adjusted to pH 8.0, 1 mm EDTA,
40 mm NaCl, 2 mm Trolox) were flushed in and incubated for 20 min.
Finally, the channel was washed with 80µL imaging buffer. All steps
were performed at room temperature and flow was controlled with a
syringe pump at a maximum flow rate of 2µL/min.
The alternative immobilisation method was based on a silane-func-
tionalisation of the surface. This approach is similar to Chrisey, Lee
and O’Ferrall [192] and Oh et al. [193] but relies on different functional
groups to ensure compatibility with the device fabrication. First, the
gold coated glass cover slides were treated with air plasma (setting
high, PDC-002, Harrick Plasma) for 20 s which was followed by in-
cubation in (3-mercaptopropyl)-trimethoxy-silane (Aldrich, 175617)
vapour at low pressure in a desiccator for 25 min (5 min evacuation
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Figure 6.2: Chemical struc-
ture of PDMAEMA. The
tertiary amine can be pro-
tonated at low pH resulting
in a positive charge.
+ 20 min incubation with closed valve). Microfluidic channels were
fabricated on top of the silane coated cover slides as described above.
The annealed, amino-terminated DNA-construct was incubated with
an equimolar amount of sulfo-GMBS (N-[γ-maleimidobutyryloxy]-
sulfosuccinimide ester, Thermo Scientific, 22324) in a shaker at 30 °C
for 150 min to introduce a maleimide modification. The channel was
flushed with 15µL maleimide-modified DNA-construct (500 nm in ima-
ging buffer), followed by 60µL imaging buffer both with constant a
flow rate of 0.5µL/min.
All DNA-sampleswere freshly prepared directly before themeasure-
ment. The flowduring themeasurementwas generatedwith a computer
controlled syringe pump (neMESYS 290 N, Cetoni) in combinationwith
glass syringes (GASTIGHT 1000 Series, Hamilton).
Grafted polymer samples
The grafted polymer surfaces with varying density were prepared by
Katharina Hendrich (Institute of Physical Chemistry, Georg-August-
University Göttingen) and details on the synthesis can be found in
her thesis.[194] The polymer was synthesised with a surface-initiated
reversible addition-fragmentation chain transfer (SI-RAFT) polymer-
isation which allows for control of grafting density and polymer chain
length. Briefly summarised, gold coated cover glasses were modified
with an amine group and a RAFT-agent was bound to the amino group
via an activated carboxyl group. The RAFT-agent concentration, reaction
time, and temperature controlled the amount of RAFT-agent on the sur-
face and therefore the final grafting density. The actual polymerisation
was started by the addition of the monomer 2-(dimethylamino)ethyl
methacrylate (DMAEMA), unbound RAFT-agent and a radical initiator.
The molecular weight of the resulting polymer PDMAEMA was con-
trolled by the reaction time. Finally, the RAFT agent was removed by
an aminolysis which resulted in thiol groups at the chain ends. These
thiol groups were exploited to attach maleimide modified Atto 655
fluorophores.
Data acquisition
All fluorescence measurements were carried out on a custom-built con-
focal microscopy setup equipped with a laser scanner and hardware
for TCSPC detection which is described in detail in section 3.2.1. Addi-
tionally, the fluorescence emission was split after the pinhole with a
non-polarising 50:50 beamsplitter and collected by two identical SPAD-
detectors.
An overview measurement (80 × 80µm) was acquired with a fast
scan rate (∼1 m/s). Subsequently, several smaller areas (∼30 × 30µm)
were scanned at a slow scan speed (∼5 × 10−4 m/s). For densely la-
belled samples, each area was scanned up to five times. This was re-
peated at different positions on the sample.
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Table 6.2: Material stack
used for the calcula-
tion of the MIET curve.
Fluorescence lifetime The fluorescence lifetime was determined for
each area by fitting the corresponding TCSPC histogram with a multi-
exponential model. To exclude surface inhomogeneities like aggregates
and contaminations, only photons from pixels with an intensity in the
central 60 % were further analysed. The remaining pixels were par-
titioned into 10 groups and for each group the corresponding TCSPC
histogramwas accumulated and fitted. The tail of each TCSPC histogram,
starting 0.5 ns after the maximum, was fitted with three exponential
components. The decay times were fitted using a Nelder–Mead sim-
plex algorithm to minimise the negative log-likelihood function, while
the amplitudes of exponential components and background were de-
termined with a non-negative constrained PIRLS (Poisson iteratively
reweighted least squares) solver.[195] The initial lifetime values were
set to 0.2, 1 and 3 ns. The fast decay componentwas necessary to account
for scattering by the gold surface. The reported lifetimes (figures 6.5
and 6.8) are the amplitude weighted average of the second and third
component.
The resulting lifetimeswere converted into a height above the surface
with the corresponding MIET curve. The MIET curves were calculated
using the specific sample geometry (table 6.2). A measurement from
an area without metal coating was used to determine the free space
lifetime of the fluorophore. For the polymer brush samples, the brush
thickness, instead of the fluorophore height, was estimated from the
lifetime by modelling the distribution of fluorophores as described in
the Results & Discussion section.
Fluorescence correlation spectroscopy The correlation between the
photon arrival times at the two detectors was calculated with an al-
gorithm for single-photon time-correlation.[196] This analysis was per-
formed for each scanned line of the measurement independently.
For the tethered DNA measurements, correlation curves of the lines
were alternatingly dived into 10 groups and each group summed and
normalised by dividing by the value at maximum lag time. The cor-
relation curves were fitted with the sum of one ∝ exp(−(t/τ)2), three
∝ exp(−t/τ) components, and a constant background. Here, t denotes
the correlation lag time and τ the decay time of each component. The
fitting was performed by minimising the χ2 error with a Nelder–Mead
simplex algorithm.
For the polymer brush measurements, the correlation curves of each
area were summed, cropped (t < 2 × 10−5 s), normalised by dividing
by the value at the maximum lag time and fitted with two exponential
components and constant background as described above.
6 . 1 . 2 Results & Discussion
Tethered bio-polymers in flow
With an adsorption based strategy, a homogenous immobilisation of
DNA-constructs inside a microfluidic channel was achieved. The DNA-
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Figure 6.3: FLIM images of tethered DNA on
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Figure 6.4: TCSPC histogram and lifetime fit for
the sample on gold without flow.
constructs exposed a DNA single strand, terminated with a fluorophore,
to the fluid and the microfluidic channel allows to apply a controlled
flow field. The channel was fabricated from a UV curable optical glue.
Opposed to the more common material PDMS, it is very rigid when
cured and therefore does not deform when applying the high pressures
which are required for high shear rates at the surface. Additionally, it
may also be bonded to modified surfaces such as the synthetic polymer
brush.
In figure 6.3, FLIM images of the sample surface can be seen. The
quenching effect of the gold coating and a further lifetime reduction by
the flow is directly apparent. To exclude aggregates or contaminations,
only pixels with a brightness in the centre 60 % quantile were taken
into account. The lifetime was determined from a MLE fit with three
exponential components (figure 6.4). The short component, caused
by scattering and auto-fluorescence, was present at all conditions. The
further analysis is based on the the weighted average lifetime of the two
long components.
The lifetime measurements at different flow rates (figure 6.5(a))
exhibit a systematic decrease in lifetime with increasing flow rates.
Using the measurement on glass as reference for the unquenched dye,
the MIET-curve (figure 6.5(b)) for a freely rotating dye was calculated.
To convert the flow rate into the shear stress acting on the surface, the
flow field was calculated numerically utilising the approach presented
in section 6.2 and the shear rate at the surface was multiplied by the
dynamic viscosity of water at 20 °C. The height of the chain end above
the surface in dependence of the shear stress is shown in figure 6.5(c).
The decrease in height can be interpreted as the chains being dragged
along by the flow, bringing the chain end, on average, closer to the
surface. It is evident that the curve saturates at approximately 17 nm,
which is likely the thickness of the BSA-NeutrAvidin immobilisation
layer. Spaeth, Brecht and Gauglitz [197] reported a thickness per BSA-
NeutrAvidin layer of 18.75 nm for an alternating deposition of BSA
and poly-streptavidin by ellipsometry. In earlier MIET experiments, the
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(a) flow dependant lifetime
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(c) shear dependant height
Figure 6.5: (a) Fitted lifetime for different flow rates. The flow rates were measured in increasing order (first
pass) before starting again at 0 (second pass). For each measurement 10 different TCSPC histograms were
fitted (black markers), the line connects the median values. (b) MIET curve for Atto 647N. (c) Height above
the surface for different shear stresses. The height was calculated from the lifetimes using the MIET curve, the
shear stress from the flow rate with the dynamic viscosity of water and a numerically calculated flow profile.
immobilisation layer thickness was estimated to be 15.8 nm.[109]
The flow rates were measured in increasing order (first pass), before
starting again at zero flow. This second pass revealed that the sample
was changed by the first pass. A possible explanation could be flow-
induced sticking of the DNA or fluorophore.
As explained in section 2.3, MIET does not solely affect the fluores-
cence lifetime but also the brightness. A height fluctuation therefore
leads to a lifetime and brightness fluctuation. To robustly determine a
lifetime, several hundred photons are required, making it impossible to
investigate phenomena on the sub-millisecond timescale. The bright-
ness fluctuations however may be analysed using fluorescence correl-
ation spectroscopy. To avoid artefacts by detector after-pulsing and
to access timescales shorter than the electronic dead time, the cross-
correlation between two detectors, receiving both half of the photons,
was analysed.
Figure 6.6(a) shows the correlation curve of a measurement on gold.
The strong decay on the millisecond timescale is caused by the scanning
of the beam over the surface. As scanning is conceptually similar to a
measurement in a constant flow, this decay can be described in the same
way with a∼ exp(−(t/τscan)2) term. The decay time of this component
τscan is depends on the scanning speed and focus size. Its amplitude is
approximately the reciprocal average fluorophore number in the focus.
Since almost all DNA-constructs were labelled, the grafting density
was estimated to be on the order of 10−4/nm2 which excludes direct
interactions between the chains.
The correlation curves were fitted with the sum of the scanning
component and three exponential components. The decay times and
amplitudes of the fit components are shown figure 6.6(b). The measure-
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(a) FCS curve and fit





















Figure 6.6: (a) Correlation curve (red) and fit (blue) for tethered DNA sample on gold without flow. The fit is
the sum of 3 exponential components (red) and one squared exponential component (blue) shown in (b).




















(a) amplitude fastest component




















(b) decay time fastest component
Figure 6.7: Normalised amplitude (a) and decay time (b) of the fastest component from fits of the correlation
curve at different flow rates. Each measurement was divided into 10 parts which were fitted independently
(black marker), the line connects the median values.
ment buffer contained trolox, a common triplet quencher. Nevertheless,
the decay on the 10−5 s timescale is likely caused by triplet state dynam-
ics. The slower exponential component (∼10−4 s) might be an artefact
from the scanning or some slow interactions of the dye with the envir-
onment like transient sticking. The most interesting component is the
fast component (<10−6 s). At this timescale, the vertical diffusion is
expected as shown by Brownian dynamics simulations by Mühle [198].
As forces exerted by the flow should influence the vertical motion of the
chain end, it is expected to change the timescale and amplitude of this
fastest component. The fit results of this component at different flow
rates are shown in figure 6.7. The fit results vary substantially between
the data from each flow rate. Therefore, no clear trend is apparent in the
decay times. The amplitudes might decrease slightly with increasing
flow rate. This is expected from a reduced range of vertical motion
when the chain is close to the surface. However, it is not possible to dis-
entangle this hydrodynamic effect from an increasing sticking fraction
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Figure 6.8: MIET measurements of three brush samples with low (LD), medium (MD) and high (HD) grafting
densities under three conditions, dry and swollen with dH2O at neutral and low pH. For each sample and
condition at least eight areas were measured. (a) Weighted average lifetimes of a multi-exponential fit for all
areas (black) and median values on gold (red) and glass (blue). (b) Brush thickness calculated from quenching
using a molten (dry) or swollen brush model. See footnote in table 6.3 concerning LD sample.
of molecules.
In multiple attempts, including ones with exactly the same or com-
pletely fresh materials, the shown measurements could not be fully
reproduced. With a silane based immobilisation instead of the BSA-
NeutrAvidin immobilisation, a similar flow dependency of the lifetime,
but again no clear effect on the correlation curve were observed.
Previously, other methods have employed energy transfer to meas-
ure the forces acting on surface tetheredDNAusing fluorescence. Basler
et al. designed a FRET-sensormeasuring small forces on a surface exerted
by local air flow.[199] Quenching by a gold layer is also used by the com-
mercial switchSENSE system (dynamic BIOSENSORS, Martinsried)
which uses the intensity response to an applied voltage to determine
hydrodynamic properties of the attached DNA and potentially bound
proteins.
From single chains to polymer brushes
The tethered DNA samples investigated so far had a low grafting dens-
ity, effectively preventing any interactions between the single chains. In
this section, measurements where the grafting density was increased in
three steps from weakly interacting to strong stretching of the polymer
chains are presented. In the following, these samples are referred to as
low (LD), medium (MD) and high (HD) grafting density. To adjust the
grafting density, the pH-responsive polymer PDMAEMA was polymer-
ised directly on the surface using a controlled radical polymerisation.
The resulting grafting densities and molecular weights are provided in
table 6.3. To avoid fluorophore-fluorophore interactions, only a small
fraction of the chain ends was labelled with Atto 655.
The lifetimes, displayed in figure 6.8(a), were measured in the same
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Table 6.3: Lifetimes and brush thickness for different densities and conditions. Given is the median and
standard deviation of at least eight areas. The swelling ratio (SR) is the ratio between the dry and
swollen brush thickness measured by MIET. The number-average molar masses Mn, grafting densities σ
and thickness values obtained by ellipsometry were provided by Katharina Hendrich.[194]
sample Mn σ condition lifetime (ns) thickness (nm) SR
(kg/mol) (nm−2) gold glass MIET ellips.
LD 13 0.09 dry 0.92 ± 0.04 3.49 ± 0.19 0.9 ± 0.6* 1.4 –
H2O 0.78 ± 0.02 2.83 ± 0.03 0.0 ± 0.5* – 0.0*
pH2 0.78 ± 0.02 2.65 ± 0.02 1.9 ± 1.0 – 2.1*
MD 23 0.19 dry 1.21 ± 0.02 4.01 ± 0.04 3.6 ± 0.4 5.2 –
H2O 0.94 ± 0.01 2.92 ± 0.04 5.0 ± 0.2 – 1.4
pH2 1.03 ± 0.01 2.93 ± 0.01 8.3 ± 0.3 – 2.3
HD 25 0.39 dry 1.58 ± 0.02 4.01 ± 0.03 9.7 ± 0.2 12.0 –
H2O 1.88 ± 0.02 2.86 ± 0.02 44.5 ± 1.4 – 4.6
pH2 2.02 ± 0.01 2.87 ± 0.01 52.8 ± 0.5 – 5.4
* For some of the areas, the resulting brush thickness value was at the lower bound (0 nm) of
the reasonable fit range, therefore these values might not be reliable. This also applies to the













chain end distribution in
a molten/swollen polymer
brush.[200]
fashion as described for the tethered DNA. It is evident that the life-
time on glass drastically changes after swelling the brush. Therefore,
the conversion of lifetimes to heights relies on dedicated models. The
quantum yield of the fluorophore changes after binding to the polymer
and depends on the refractive index. To estimate the changed quantum
yield QY, the empty cavity model was utilised:[108]












Here, τ denotes the free-space lifetime, n the refractive index of the
embedding medium and the 0 subscripts indicate the refractive index
and lifetime for the known quantum yield.[170]
For the dry brush, it was assumed that the fluorophore is at the
top of the polymer layer but still embedded. The refractive index of
the dry brush was measured by ellipsometry and fixed at 1.46 for fur-
ther analysis. The polymer layer thickness was fitted by calculating
the corresponding MIET-curve and comparing the calculated lifetime
at the top of the brush layer to the measured values. Considering sys-
tematic errors, like the deviations in the distribution of chain ends and
the quantum yield, the obtained thicknesses are similar to the values
measured by ellipsometry, given in table 6.3.
A swollen brush in strong stretching conditions has a broad dis-
tribution of chain end heights (figure 6.9). To take this distribution
into account, the brush thickness was varied until the expected lifetime
matched the measured lifetime. The expected lifetimewas calculated by
converting the chain end height distribution into a lifetime distribution
and averaging this lifetime distribution weighted with the correspond-
ing brightness. The MIET-lifetime and brightness curves were calculated
for the refractive index of water and were therefore independent of
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Figure 6.10: Full correla-
tion curve of the polymer
brush measurements.
the brush thickness. Figure 6.8(b) gives an overview of the obtained
heights. It is apparent that swelling of the brush with water increases
the thickness of the brush layer. Decreasing the pH to 2 further increases
the thickness. This trend is expected, since the amino-groups in the
polymer become protonated and thus positively charged, which leads
to repulsive forces. These effects are reflected in the swelling ratios (SR
in table 6.3): The swelling ratio is higher for a higher grafting density
and for a low pH. This behaviour is well inline with literature; Thomas
et al. [201] report swelling ratios between 2 and 4 and a similar pH
dependence for much thicker brushes using atomic force microscopy.
The fitting of the lifetimes does not perform well for the low density
brush. For both, the dry and swollen condition, the fits for some areas
remained at the lower bound of 0 nm brush thickness. Therefore, some
of the assumptions might not be valid: The chain end distribution as-
sumes strong stretching, which is not given forweakly interacting chains
(mushroom regime). Furthermore, for the dry brush, it is assumed
that the fluorophore is not in contract with the cover glass surface or
the air-brush interface. Both effects might occur and cause a change
in quantum yield. An indication for a reduced quantum yield, is the
slightly lower lifetime in dry conditions on glass compared to the denser
brushes.
Dynamics of a swollen brush In a swollen polymer brush, the chains
are dynamic and can diffuse. As for the tethered DNA sample, ver-
tical diffusion of the chain ends above a gold surface is expected to
cause brightness fluctuation due to the MIET effect. To analyse this
diffusion, the signal from the measurements on gold was correlated.
Unfortunately, some of the correlation curves (figure 6.10) contain arte-
facts close to scanning timescale (peak at ∼10−2 s), which might be
caused by periodic laser power fluctuations or problems with the scan-
ner. Therefore, only the short timescales, shown in figure 6.11(a), were
analysed by fitting the correlation with a biexponential decay. As for
the DNA-measurements, all correlation curves exhibit a decay close to
∼10−5 s which is likely caused by a triplet state. Only the correlations
of the swollen brush decay substantially at the faster timescale which is
reflected in the fits of the correlation (figure 6.11(b)): The fits from both
swollen conditions have a clear fast component while it is close to zero
in the dry condition. This indicates that the chain ends in the swollen
brush undergo a vertical diffusion on a timescale of ∼5 × 10−7 s, which
is similar to the results obtained for tethered DNA. The charges on the
chain at low pH are expected to increase the persistence length and
could therefore affect the diffusion timescale. This effect is either to
small too resolve or might also be compensated by the increased brush
thickness.
So far, the correlation of the brush with high grafting density was
discussed. The results from the medium density brush are similar but,
due to a weaker signal, scatter more. The median of the fast decay time
is with ∼2 × 10−7 s slightly shorter. As the molecular weight of both
brushes was similar, this indicates that the increased interactions in a
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(b) amplitude and decay time of fit components
Figure 6.11: Correlation analysis of measurements of the high density brush on gold under three conditions,
dry and swollen with dH2O at neutral and low pH. For each condition at least eight areas were measured. (a)
Summed correlation of all measured areas and biexponential fit. (b) Relative amplitude and decay time of the
two exponential components for independent fits of all areas (dots). The circles mark the median of the fast
and slow component for each condition.
denser brush slow down the diffusion of the chains. Because of the
low density of fluorophores, the measurements from the low density
brush did not contain enough signal for stable fits of the correlation. To
quantify the diffusion and rigorously exclude any other origins of the
fast component, modelling of the whole curve and a comparison with
additional measurements of the same polymer but in bulk, not at the
surface, are required.
6 . 1 . 3 Conclusion
Tethered single stranded DNA was investigated as a potential model
system in the non-interacting regime of grafted polymer surfaces. The
fabricated microfluidic devices proved to be a suitable platform to exert
a controlled shear stress on the surface. Exploiting the high axial resol-
ution of MIET, height changes of a few nanometres could be detected.
The shear stress induced by the flow caused a gradual decrease of the
average height of the chain ends. However, the DNA-sample did not
recover from high flow rates, indicating a flow-induced change of the
sample. This instability and the limited reproducibility make it unsuit-
able to study equilibrium phenomena such as interaction-free diffusion
under shear conditions.
The MIET measurements of polymer brushes clearly show the de-
pendence of the brush thickness on the grafting density which is in
good agreement with ellipsometry measurements. Furthermore, the
thickness change by swelling and the pH response of the brush were
observed. Swollen brushes are a challenging sample for ellipsometry
due to the small and gradually changing refractive index difference
to the solvent. MIET, in combination with FCS, revealed the diffusion
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dynamics of the brush. While no diffusion on the sub-microseconds
timescale was observed in the dry state, the swollen brushes exhibited
a correlation component at ∼5 × 10−7 s which was attributed to vertical
diffusion and which became faster for a less stretched brush.
Since a dense polymer brush is expected to be a more robust sample
than tethered DNA, it would be of interest to study the flow effects on
these synthetic polymer brushes. This project has demonstrated that
MIET is a powerful tool in material science to measure the thickness of
nanoscale structures and characterise their dynamics.
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6 . 2 e f f i c i en t convec t i on -d i f f u s i on mode l l i ng
Transport processes are ubiquitous in nature and their precisemodelling
is essential in many branches of engineering and natural science. A
large variety of transport processes can be described as convection-
diffusion problem. Important examples are the transport of molecular
species in organisms, heat or charge transport in semiconductors, and
material transport in microfluidics. In general, these problems can
be solved numerically using finite-element methods.[202] However,
these methods work in small time steps, often leading to accumulated
numerical errors and infeasible computation times for dynamics on
longer time scales.
For fluorescence correlation spectroscopy (FCS), solving the con-
vection-diffusion equation is of particular importance, as FCS relies on
an appropriate model. While analytic models for cases without flow
(diffusion only) and with a uniform flow exist,[122, 125] the modelling
in a non-uniform flow remains challenging. Diffusion in such a non-
uniformflow is essential for studying shear-induced diffusion presented
in the previous section. Therefore, we developed an efficient numerical
approach to solve the convection-diffusion equation for laminar flow
within a microfluidic channel of arbitrary cross-section.
This chapter briefly summarises the method and results presen-
ted in the following publications. The first article introduces the idea
of spectral decomposition along the flow direction, while the second
publication extends the approach to 3D.
Narain Karedla, Jan Christoph Thiele, Ingo Gregor, and Jörg Enderlein,
‘Efficient solver for a special class of convection-diffusion problems’,
Physics of Fluids 2019, 31, 023606. 10.1063/1.5079965
Jan Christoph Thiele, Ingo Gregor, Narain Karedla, and Jörg Enderlein,
‘Efficient modeling of three-dimensional convection-diffusion problems
in stationary flows’, Physics of Fluids 2020, 32, 112015. 10.1063/5.0024190
6 . 2 . 1 Methods
The convective-diffusive transport in a stationary laminar flow within a




= D∆⊥c(r, t)− u(x, y) ∂zc(r, t) (6.2)
with the local concentration c(r, t) of the transported and diffusing
quantity at position r = {x, y, z} and time t; D is the diffusion coefficient,
u(x, y) is the (x, y)-dependent flow in the z-direction (channel axis)
and ∆⊥ = ∂2x + ∂2y is the transverse part of the Laplace operator. The
convective first order term, which makes this equation difficult to solve,
can be eliminated by imposing periodic boundary conditions along z
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iqkz − q2k Dt
)
, (6.3)
with discrete Fourier frequencies qk = 2πk/L, where 2K + 1 is the
number of summed frequency components and L the channel length.
Here, the new functions w̃k(ρ, t) is introduced that depend only on
the transverse spatial coordinates ρ = {x, y} and time t. The Fourier
decomposition separates the diffusion in a transverse and axial part.
Inserting equation (6.3) into equation (6.2) yields
∂w̃k(ρ, t)
∂t
= D∆⊥w̃k(ρ, t)− iqku(ρ)w̃k(ρ, t). (6.4)
This equation does not contain a first order derivative and instead ex-
presses the convection term as complex potential.
Next, the channel cross-section is discretised into N elements and
the operators are converted to their corresponding discretised version,
D∆⊥ − iqku(ρ) becomes D∆̂⊥ − iqkÛ with the discretised Laplace op-
erator ∆̂⊥ being a sparse and Û being a diagonal N × N matrix. The








The exponent is understood as matrix exponentiation. For small N, e. g.
when u only depends on one coordinate (2D problem), w̃k(t) can be cal-
culated for each k directly. This was shown in the first publication,[203]
examples are presented in the Results section.
The initial values, w̃k,0, are determined by discretising and trans-
forming the initial concentration distribution. For an isotropic Gaussian















where x and y denote the discretised N element coordinate vectors.
In a 3D geometry, N is, depending of the discretisation, on the
order of 104 or higher, which makes the matrix exponentiation in equa-
tion (6.5) extremely time and memory consuming. To reduce the di-
mensions, the smallest M eigenvalues are determined so that
− D∆̂⊥ · ψj = λjψj, (6.7)
with real-valued, non-negative eigenvalues λj and eigenvectors ψj. For
sufficiently large M (M  N), the subspace spanned by ψj covers the
full physics of the convection-diffusion problem well. By projecting Û
into the eigenvalue subspace, equation (6.5) becomes
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where Λ̂ is a diagonal matrix with elements λj, and Ψ̂ is a N × M matrix
with the eigenvectors ψj as columns so that
Ψ̂
T · Ψ̂ = ÎM. (6.9)
Here, ÎM is the M × M identity matrix and the superscript T denotes
matrix transposition. Thus, the exponentiated matrix is reduced from
N × N to M × M, resulting in an enormous computational advantage.
To further accelerate the calculation, the exponent in equation (6.8)
is diagonalised so that
Λ̂ + iqkΨ̂
T · Û · Ψ̂ = ŜT · D̂ · Ŝ, (6.10)
where Ŝ is an orthogonal matrix and D̂ is a diagonal matrix of the
eigenvalues of Λ̂+ iqkΨ̂
T · Û · Ψ̂. In the next step, thematrix exponential
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This approach is much faster than computing the direct matrix expo-
nential, because the exponentiation of a diagonal matrix is the scalar
exponent of its diagonal elements. The conversion in equation (6.11)
comes at the cost of the diagonalisation but is, due to the time inde-
pendence of D̂ and Ŝ, more efficient when multiple time values (& 5)
are calculated.
The flow u(x, y) can be either set to a known flow field or, for pres-
sure driven flow, calculated by solving the stationary Stokes equation
[204]
η∆⊥u(ρ) = ∂z p (6.12)
with η, the viscosity of the solution, and ∂z p, a constant axial pressure
gradient.
When constructing the Laplace operator, different boundary condi-
tions in the form a∇⊥c(ρ, t) + bc(ρ, t) = d with the fixed constants a,
b and d may be implemented.[205] Commonly, a reflecting surface is
assumed (no-flux, Neumann boundary condition) for the channel walls,
so that at the wall ∇⊥c(ρ, t) = 0. Alternatively, a perfectly absorbing
surface may be defined by c(ρ, t) = 0 (Dirichlet boundary condition),
which is also used to implement the no-slip condition for the pressure
driven flow.[206]
6 . 2 . 2 Results
Approaches on how to chose a sufficiently large number K for the Fourier
series and the influence of number of eigenvalues N and mesh size are
discussed in detail in our publications.[203, 207] Here, some of the
computed results are presented to demonstrate the versatility of our
method.
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(a) temporal evolution of concentration (b) local absorption rate over time
Figure 6.12: Numerical results for the solution of the convection-diffusion equation for an initially (t = 0)
Gaussian-distributed concentration. (a) The vertical axis is the y-axis and horizontal axis is the z-axis. Flow
direction is from left to right, with the flow profile u(y) = y. The numerical value of the diffusion coefficient
D set to 1. Upper half planes show the results for a reflecting surface and lower half planes for a perfectly
absorbing surface. (b) Normalised absorption rate ∂yc(y = 0, z, t) as function of coordinate z and time t for the
solution shown in the bottom half planes of (a). Reproduced from Phys. Fluids 31, 023606 (2019) with the permission
of AIP Publishing.
Figure 6.13: Numerical results for the solution of the convection-diffusion equation for a laminar Taylor-Couette
flow between two cylinders with radius values r1 = 20 and r2 = 30. Both cylinders perform a full turn in 8
units of time, the inner cylinder clockwise and the outer cylinder counter-clockwise. The numerical value of the
diffusion coefficient D is 2. Reproduced from Phys. Fluids 31, 023606 (2019) with the permission of AIP Publishing.
Convection-diffusion in 2D
In a 2D shear flow (u(y) = y), the numerical solution of convective-
diffusive transport next to a reflecting or absorbing surface at y = 0 was
demonstrated. Figure 6.12 shows how the distribution from an initially
Gaussian distribution evolved over time. For the absorbing surface, the
absorption rate was calculated from the gradient at the surface.
Our method is not restricted to straight channels. It is applicable
as long as the flow is laminar and can be transformed to a coordinate
system where the flow is parallel to one of the axes and a Laplace
operator can be found. In case of the Taylor-Couette flow between two
counter-rotating cylinders, the flow is parallel to the angular coordinate
φ in polar coordinates (r,φ). Here, the analytic flow field is known and
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(a) temporal evolution in a square channel (b) temporal evolution in an L-shaped channel
Figure 6.14: Numerical convection-diffusion calculation in 3D. (a) Temporal evolution of concentration
distribution in a square channel, transported by the flow shown in figure 6.15(a) and dispersed by diffusion with
the diffusion coefficient D = 100 µm2/s. Time t is given in seconds. The left panels show the concentrations on
the surface of the channel and on the surface of a cut along its centre, the right panels present the concentration
distribution as point clouds: 3× 105 points are randomly distributed using the concentration distribution c(r, t)
as probability distribution, and each point is coloured corresponding to the local concentration at its position.
For each time t, colours are scaled from zero (blue) to maximum concentration (red). (b) Same as (a) but
for an L-shaped channel with the flow shown in figure 6.15(a) and an isotropic Gaussian initial distribution
centred at (x0, y0, z0) = (−25 µm,−25 µm, 100 µm) and with standard deviation σ = 15 µm. Reproduced from
Phys. Fluids 32, 112015 (2020) with the permission of AIP Publishing.



























To solve this equation, it is treated as described in the methods section.
(1 + cos φ)100 was chosen as initial concentration distribution since it
can be conveniently expressed as Fourier series with respect to φ. The
numerical results for different integration times are shown in figure 6.13.
Convection-diffusion in 3D
To numerically solve the convection-diffusion equation in a 3D geometry,
an eigenvalue decompositionwas used to reduce the size of the problem.
This approach is similar to the strange eigenmodes of the Laplace operator
used by Liu and Haller.[208] The reduced problem can be solved in
a few seconds per time point. In figure 6.14, the temporal evolution
of a 1D Gaussian concentration distribution in a square and of a 3D
Gaussian distribution in an L-shaped channel are shown.
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(a) flow velocity profiles
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(c) temporal evolution of the dispersion
Figure 6.15: (a) Flow velocity profiles calculated by solving equation (6.12) for different cross-sections. In
all three calculations, the pressure gradient ∂z p was adjusted to yield a volume flow rate of 106 µm3/s. The
cross-sections are a 100× 100 µm square, an L-shape, constructed by removing one quater of the square, and a
50× 200 µm rectangle. (b) Comparison with the commercial finite-element partial differential equation solver
Comsol. Calculations were performed for a square channel using the diffusion coefficient D = 100 µm2/s
and a volume flow rate of 105 µm3/s. The top panel shows cross-sections through the middle plane of the
channel, where the results above the white mid line are obtained with Comsol, and below with our method.
The bottom panel compares the total concentration integrated over the channel cross-section. The dotted lines
show the Comsol results, and solid lines those of our method. The computation time with Comsol was by
more than three orders of magnitude longer than that for our method. (c) Dispersion of concentration for
the flow as shown in (a). The concentration, averaged over the channel cross-section, is plotted as a function
of position along the channel and time. The channel cross-section and initial concentration distribution are
indicated in the insets and are from top to bottom: square channel with uniform lateral concentration (1D
Gaussian distribution as shown in figure 6.14(a)), rectangular channel with uniform lateral concentration, square
channel with isotropic 3D Gaussian distributed concentration, and L-shaped channel with isotropic 3D Gaussian
distributed concentration (figure 6.14(b)).
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Since the contribution of the omitted eigenvalues decreases over
time and each result is calculated directly from the initial distribution,
the results are increasingly exact for longer times. This is in contrast to
sequential finite-element methods which calculate the solution in time
steps and thus might accumulate numerical errors. We have compared
our method with the commercial finite element modelling software
Comsol (Comsol Multiphysics GmbH, Göttingen, Germany). Besides
a multiple order of magnitudes slower performance, the results for a
square channel at short time scales and a low flow rate are indistin-
guishable from our method (figure 6.15(b)).
In time resolved microfluidc approaches, e. g. chromatographic or
mixing induced experiments,[209] Taylor-Aris dispersion has to be
considered to quantitatively describe the temporal evolution of the
concentration distribution. How the dispersion evolves for different
initial concentrations and channel geometries is shown in figure 6.15(c).
6 . 2 . 3 Conclusion & outlook
We presented an efficient numerical approach to solve the convection-
diffusion equation for stationary, laminar flow within a channel of
arbitrary but constant cross-section. Our method is multiple orders
of magnitude faster than conventional finite-element methods while
allowing for high spatial and arbitrary temporal resolution. To facilitate
adaption to custom geometries, we have provided commented Matlab
routines with the publication.[207]
In the future, the method could be adapted to help analysing fluor-
escence correlation spectroscopy in a non-uniform flow, e. g. a shear
flow close to a surface. Calculating the correlation curve in such con-
ditions is challenging, since the temporal evolution of the distribution
of the detected species needs to be determined with high resolution
over a broad timescale. For non-uniform flow, this cannot be achieved
analytically in general. To give a first example, the correlation curve
for a diffusing molecule in a flow was calculated as follows: As the
molecule detection probability function (MDF) a 3D anisotropic Gaus-
sian was as used as simple approximation of a confocal focus. At time
point t = 0, a molecule was detected, the probability distribution of the
molecule position corresponds to the MDF, which was used as initial
‘concentration’. The probability distribution at a time point t > 0 was
computed and the detection probability calculated as overlap integral
between the probability distribution of the molecule and the MDF. This
was repeated for several time points t on a logarithmic time-axis.
The time-dependent detection probability corresponds to the correl-
ation determined by FCS. In figure 6.16, the simulated correlation for
two different focus positions is compared with a FCS model for uniform
flow.[210] The flow is approximately uniform in the centre of the chan-
nel and the simulation therefore matches well to the analytic FCS model.
At the surface however, the model deviates form the simulation due to
the non-uniform flow.
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(b) focus at surface of channel
Figure 6.16: Simulated correlation curves in a 10× 10 µm channel for different flow rates. In (a), the
σ = {0.8, 0.2, 0.2} µm Gaussian focus was placed in the centre of the channel, and in (b) at a yz-channel wall.
The channel was discretised into 10 nm elements. The fits were performed with a model for uniform flow.[210]
For no flow, the flow component was omitted, for all fits with flow, the diffusion coefficient was fixed to the
value determined for no flow.
With some adaptions, e. g. extension to two-focus FCS,[211] different
boundary conditions and adaptive discretisation for increased perform-
ance, this approach to simulate the correlation curve might be used
to better quantify the interaction of flow with the surface, for example
slip on super-hydrophobic surfaces [212] or drag exerted by polymer
brushes.[213]
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Figure 6.17: DNA intercal-
ating fluorophore TOTO.
PDB ID: 108D.[215, 216]
6 . 3 l i f e t im e - ba s ed dna map p i ng
Themost specificmethod to identifymicroorganisms is to sequence their
DNA and compare it to a database. However, often the sequence itself
is not of interest. Optical DNA mapping instead enzymatically labels
specific short sequences and analyses the thereby obtained barcode-like
patterns in images of immobilised or confined DNA.[214] This method
cannot extract an unknown sequence but the long-range pattern is
often sufficient for matching with a database of candidates and has the
considerable advantage of processing all DNA present in the sample in
parallel.
Affinity based barcoding methods avoid the enzymatic labelling by
exploiting temperature induced partial denaturation [217] or compet-
itive binding.[218] Here, we propose a similar approach which does
not need a precise temperature or concentration control by choosing
a fluorophore with a lifetime that is sensitive to the local GC-content
and the wide-field TCSPC camera introduced in chapter 4. This project
is still work in progress. The sample preparation and measurements
were performed by Arindam Ghosh and Oleksii Nevskyi. I developed
the data analysis, briefly presented in the following.
For demonstration purposes, λ-phage DNA was incubated it with
the fluorophore YOYO-1 and immobilised on a silane coated surface.
YOYO-1 is, like the structurally similar TOTO shown in figure 6.17, a
bis-intercalating dye, which is in close contact to four adjacent base
pairs. The binding strength and lifetime depend on the local fraction of
GC base pairs.[219, 220] Figure 6.18(a) shows the lifetime in presence
of different GC-fractions, measured with a short synthetic reference
DNA. To generate lifetime profiles, a DNA strand was traced in the
FLIM image (figure 6.18(b)), the trace was divided into segments and
the TCSPC histograms were extracted for each segment. Since the TCSPC
histograms were not monoexponential, the decay was fitted with six
fixed exponential components which was more stable at low photon
















































(c) measured and simulated profile
Figure 6.18: (a) GC-dependence of the lifetime of YOYO-1 measured with short synthetic dsDNA. The red
line represents a logistic fit. (b) Wide-field FLIM image of immobilised λ-DNA. (c) Lifetime profile of the
highlighted strand and a simulated lifetime profile.
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profile (blue) and 105
simulated random profiles.
bias, the amplitudes were determined using PIRLS (Poisson iteratively
reweighted least squares).[195] The lifetime was determined as amp-
litude weighted average of the six component lifetimes.
In figure 6.18(c), the measured lifetime profile is shown together
with a profile simulated using the sequence of λ-DNA and the GC-
lifetime dependence from (a). To verify the match, the correlation
between both curves was calculated and compared to the correlation
between the measured profile and 105 simulated random profiles. This
comparison is shown in the histogram in figure 6.19. The correlation to
the λ-DNA sequence was with 0.54 higher than to 99.6 % of the random
profiles. To generate realistic random profiles and avoid an unnatural
homogeneous distribution of the GC content, the λ-DNA sequence
was divided into 15 segments of equal length which were permuted
randomly.
The next steps are to include multiple DNA-sequences and to exten-
ded the analysis to allow for inhomogeneities in the stretching which
probablywill improve thematching. The presented results demonstrate,
that lifetime-based DNA-mapping is a promising approach to identify
a DNA sequence in a large database of known sequences. The direct
labelling with a specific DNA-intercalating dye makes it potentially







FLIM image of clathrin
(Atto 655) and tubulin
(Alexa 647) in a COS-7
cell.
7CONCLUS ION
Super-resolution microscopy has revolutionised fluorescence micro-
scopy, especially in microbiology. It extends the accessible size range
beyond the diffraction limit and makes nanoscale structures such as
protein complexes optically observable. The unique advantage of fluor-
escence based techniques is their outstanding sensitivity and contrast.
This combination, achieved by specific labelling, enables measurements
inside cells and even living organisms. A fluorescence signal can convey
more information than solely the position. Specifically, the fluorescence
lifetime is characteristic for the probe and in some cases even sensitive
to the local environment.
In chapter 3, an approach to combine super-resolution and FLIM was
introduced. It relies on single molecule localisation with confocal mi-
croscopy. By utilising a fast laser scanner, pulsed excitation, and single
photon detection, the lifetime of each individual localisation was de-
termined in dSTORM and DNA-PAINT measurements. We demonstrated
that different fluorophores can be distinguished based on their lifetime.
This allows classification of each localisation and hence multiplexing
free of any chromatic aberration. We show that the classification is ro-
bust and can be applied to broad and overlapping lifetime distributions
by employing Bayesian pattern matching of the full TCSPC-histogram.
Confocal SMLM offers more advantages than solely lifetime informa-
tion: the confocal sectioning suppresses out-of-focus background signal
and enables SMLM measurement in densely labelled 3D samples. The
detection by single-photon sensitive detectors yields extremely low
noise (no excess or read-out noise), and it is straight-forward to include
spectral splitting which does not lead to chromatic aberration.
Single molecule sensitive FLIM with high lifetime resolution has
so far only been achieved with confocal microscopy. In chapter 4, we
demonstrate thatwithwide-field FLIM, employing a novel TCSPC camera,
singlemolecules can be detected. By utilising deep-red fluorophores, we
choose the spectral region with the lowest detection efficiency (<5 %).
Nevertheless, three different deep-red fluorophores were distinguished
based on their lifetime. In combination with MIET, individual fluoro-
phores were localised with ∼10 nm axial precision. Wide-field FLIM
offers a parallel detection over a large field of view, which makes it
potentially faster, and has the advantage that TIR illumination can be
easily implemented. TIR illumination reduces the background signal
from solution in DNA-PAINT and is especially beneficial for MIET, since
it restricts the excitation of the sample to the region influenced by the
lifetime quenching.
The presented techniques can be easily implemented with commer-
cial instruments, it is therefore important to make also the data analysis
accessible. For this reason, I have extended the software TrackNTrace
to cover the complete analysis, starting from the raw data to the life-
time fitting. The data visualiser provides a drift correction, filtering
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of localisations, and reconstruction of super-resolved FLIM images. As
demonstrated in chapter 5, the software supports data from a CLSM as
well as the TCSPC camera.
We employed super-resolved FLIM for multiplexing, however it is
also promising for other typical applications of FLIM. As mentioned
earlier, FLIM canmeasure properties of the local environment of a fluoro-
phore, e. g. order, viscosity, or tension of membranes. It is well known
that bio-membranes can be organised on the nanoscale, therefore it
would be exciting to map their properties with super-resolved FLIM.
The additional lifetime information for each localisation does also pave
the way for lifetime-based super-resolved FRET imaging, which can
disentangle fast dynamics from stationary intermediate states.
By combining lifetime resolved SMLM with MIET, the lifetime inform-
ation can be converted into an axial position, thus achieving 3D local-
isation. A first example, demonstrating its feasibility, was presented in
section 3.5. The high axial precision could enable 3D super-resolved ima-
ging with high and isotropic resolution, which is attractive for potential
applications in structural biology.
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L I ST OF ACRONYMS
CCD charge-coupled device
CLSM confocal laser-scanning microscopy
DNA deoxyribonucleic acid
dSTORM direct stochastic optical reconstruction microscopy
emCCD electron-multiplying CCD
FCS fluorescence correlation spectroscopy
FL-SMLM fluorescence-lifetime SMLM
FLIM fluorescence-lifetime imaging microscopy
FRC Fourier ring correlation
FRET Förster resonance energy transfer
FWHM full width at half maximum
GLOX oxygen scavenger buffer based on glucose oxidase
GUI graphical user interface
IRF instrument response function
ISM image scanning microscopy
MCP micro-channel plates
MEA β-mercaptoethylamine
MIET metal-induced energy transfer
MINFLUX no acronym, but expresses concept to minimise photon flux
MLE maximum likelihood estimator
NSOM near-field scanning optical microscopy
PAINT points accumulation for imaging in nanoscale topography
PALM photoactivated localisation microscopy
PDMAEMA poly 2-(dimethylamino)ethyl methacrylate
PDMS polydimethylsiloxane
PET photoinduced electron transfer
PIRLS Poisson iteratively reweighted least squares
PSF point spread function
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l i s t o f acronyms
QY quantum yield
RCC redundant cross-correlation
SAF supercritical angle fluorescence
SIM structured illumination microscopy
SMLM single-molecule localisation microscopy
SOFI super-resolution optical fluctuation imaging
SPAD single-photon avalanche-diode
SRRF super-resolution radial fluctuations
STED stimulated emission depletion
STORM stochastic optical reconstruction microscopy
TCSPC time-correlated single-photon counting
TIR total internal reflection
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