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Introduction
La méthode des orbites est un moyen de construire des représentations unitaires irré-
ductibles d'un groupe de Lie G à partir d'une orbite coadjointe de G. Cela correspond à
un problème de quantiﬁcation d'une variété symplectique munie d'un groupe de symétrie
qui agit transitivement.
Réciproquement, partant d'une représentation unitaire irréductible pi d'un groupe de
Lie G dans un espace de HilbertH, on peut construire une application moment équivariante
qui associe, à chaque vecteur C∞ ξ non nul de H, une forme ψ(ξ) du dual de l'algèbre de
Lie g de G. L'image de l'application ψ est en général l'enveloppe convexe fermée de l'orbite
coadjointe associée à la représentation pi. Cette opération consiste donc à déquantiﬁer
l'espace H.
Une question naturelle se pose : Deux représentations unitaires irréductibles inéquiva-
lentes donnent-elles lieu à deux ensembles moments diﬀérents ?
Malheureusement, la réponse est négative : plusieurs orbites coadjointes peuvent avoir
la même enveloppe convexe [Wil], la déquantiﬁcation ci-dessus n'aboutit donc pas à une
application réciproque de la méthode des orbites.
Notre but ici consiste à remplacer G par un groupe G+ plus grand et à étendre les
représentations unitaires irréductibles génériques pi de G en des représentations unitaires
irréductibles pi+ de G+, de façon qu'en séparant les orbites coadjointes de G+ par leurs
enveloppes convexes, on puisse séparer les orbites coadjointes de G.
Soient G un groupe de Lie réel d'algèbre de Lie g, (pi,H) une représentation unitaire de
G et H∞ le sous espace des vecteurs de classe C∞ de H. Soit g? l'espace vectoriel dual de
g. Dans [Wi] en 1992, Wildberger a introduit l'application moment ψpi d'une représentation
unitaire pi de dimension ﬁnie de G. Il s'agit de l'application moment naturelle de l'action
fortement hamiltonienne de G sur la variété symplectique (et banachique) PH de l'espace
H de la représentation pi. Il étend alors cette notion au cas où dimH est inﬁnie en posant :
3
4Déﬁnition A :
 L'application moment est déﬁnie de PH∞ dans g?, pour tout ξ ∈ H∞ \ {0}, par :
ψpi([ξ])(X) =
1
i
(dpi(X)ξ|ξ)
(ξ|ξ) , ∀X ∈ g
où (|) désigne le produit scalaire sur H. On notera simplement ψpi(ξ) l'élément ψpi([ξ])
de g∗.
 L'ensemble moment Ipi de la représentation pi est l'adhérence dans g
? de l'image de
l'application moment :
Ipi = ψpi(PH∞).
Dans [Wil] et [Wild], Wildberger a alors donné une description explicite de l'ensemble
moment Ipi dans le cadre des groupes de Lie compacts puis celui des groupes de Lie nilpo-
tents connexes et simplement connexes. Plus précisément, il a démontré qu'alors Ipi est la
fermeture de l'enveloppe convexe de l'orbite coadjointe Opi associée à pi par la théorie de
Kirillov c'est-à-dire
Ipi = Conv(Opi).
Rappelons que le dual unitaire Ĝ d'un groupe de Lie G nilpotent, connexe et simple-
ment connexe est en bijection avec l'ensemble g∗/G des orbites coadjointes de G.
Plus tard, ce résultat a été généralisé par D. Arnal et J. Ludwig [A-L] pour les groupes
de Lie résolubles connexes et ils ont montré que ce résultat est vrai pour la plupart des
représentations pi ∈ Ĝ, quel que soit G.
Notons de même que les mêmes auteurs montrent que si pi est une représentation unitaire
quelconque d'un groupe de Lie résoluble, l'ensemble moment Ipi est toujours une partie
convexe de g?.
Par ailleurs, M. Selmi donne dans [S] un critère de la non convexité de l'ensemble mo-
ment d'une représentation de la série discrète holomorphe.
Dans le but de caractériser les représentations unitaires irréductibles de G nilpotent, les
auteurs, dans [Ba-L-S], déﬁnissent une extension de l'application moment :
Déﬁnition B :
On appelle application moment généralisée l'application ψ˜pi déﬁnie de H
∞ \ {0} dans
A(g)∗ par :
ψ˜pi(ξ)(u) = Re
(1
i
(dpi(u)ξ|ξ)
(ξ|ξ)
)
, ∀u ∈ A(g), ξ ∈ H∞ \ {0}.
5où A(g) est l'algèbre enveloppante de g.
L'ensemble moment généralisé est ψ˜pi(H
∞ \ {0}) qui est une partie faiblement fermée
du dual A(g)∗ de A(g).
Remarquons que cette extension fait perdre à l'application moment ψpi son interpré-
tation géométrique initiale qui vient d'une action fortement hamiltonienne de G sur une
variété symplectique de dimension inﬁnie comme nous le verrons dans le troisième chapitre
de cette thèse.
Supposons G nilpotent, connexe et simplement connexe.
Notons σ : S(g)→ A(g) la bijection :
σ(X1 . . . Xk) =
∑
τ∈Sk
Xτ(1) . . . Xτ(k) ∈ A(g),
elle permet de déﬁnir la ﬁltration usuelle de A(g) : An(g) =
∑
k≤n
σ(Sk(g)).
Enﬁn, si {0} = g0 ⊂ . . . ⊂ gm = g est une suite de Jordan Hölder de g, on sait que cette
suite déﬁnit un ouvert de Zariski Ω ⊂ g∗, invariant, union d'orbites de dimension maximale
(voir [Puk].)
Nous dirons que les orbites de Ω sont les orbites génériques de g∗ et que les représentations
associées sont les représentations génériques de G.
Les auteurs dans [Ba-L-S] démontrent alors le théorème suivant :
Théorème A : Pour chaque groupe de Lie nilpotent, il existe un entier n tel que ψ˜pi |An(g)
caractérise pi.
En se restreignant aux représentations pi génériques, leur méthode donne explicitement
n = Max {degré(Pk)} où Pk est un système de générateurs polynomiaux des fonctions
rationnelles invariantes.
En outre, la méthode des orbites décrit aussi très bien le dual unitaire Ĝ d'un groupe
de Lie G exponentiel : on a, ici aussi, Ĝ ≈ g∗/G. On a une notion semblable d'orbites
génériques dans ce cas là, mais les fonctions invariantes qui les caractérisent peuvent être
transcendantes.
Le théorème A a été généralisé en 2000 au cas exponentiel par [A-Ba-L-S] en :
Théorème B : Si G est un groupe de Lie exponentiel, alors ψ˜pi |A(g) caractérise la repré-
sentation pi ou, ce qui revient au même, l'orbite O.
6Finalement, en utilisant la notion de vecteurs analytiques d'une représentation unitaire
irréductible pi d'un groupe de Lie quelconque, les auteurs de [A-A-L-S] étendent le théorème
2 à tous les groupes :
Théorème C : Si G est un groupe de Lie quelconque alors ψ˜pi |A(g) caractérise pi.
Revenant sur le théorème A, on cherche une extension d'une autre nature, plus géo-
métrique, de ψpi. Par exemple, si G est nilpotent connexe et simplement connexe, si n est
l'entier de l'énoncé du théorème A et Z(g) le centre de A(g), on peut prendre le groupe G+
dont l'algèbre de Lie est g+ = gn (Z(g)∩An(g)). On voit que ψ˜pi |g⊕(Z(g)∩An(g)) est l'applica-
tion moment ψ+pi d'une représentation pi
+ de G+, extension naturelle de pi. Les ensembles
moments Ipi+ de ces extensions séparent les représentations génériques pi de G.
Le but ici est de montrer que l'on peut séparer les représentations unitaires irréductibles
d'un groupe de Lie G en restant dans le cadre de l'application moment géométrique usuelle.
En 2007, dans [A-S], les auteurs supposent G exponentiel et déﬁnissent :
Déﬁnition C :
On appelle surgroupe séparant d'un groupe de Lie exponentiel G la donnée de :
 un G-module V de dimension ﬁnie qui déﬁnit le surgroupe de Lie G+ = Gn V ,
 une application non linéaire ϕ de g∗ dans (g+)∗, telle que G+.ϕ(ξ) = ϕ(G.ξ) et ϕ
sépare les représentations de G au sens suivant.
Notons pi+ la représentation associée à ϕ(O), si O est l'orbite de pi. On impose que :
Ipi+1 = Ipi
+
2
si et seulement si pi1 ' pi2
ou, ce qui revient au même
Conv(O1) = Conv(O2) implique O1 = O2.
On notera (G+, ϕ) ce surgroupe séparant.
Les auteurs montrent qu'un tel surgroupe séparant existe toujours, mais avec une fonc-
tion ϕ très irrégulière.
7Dans le premier chapitre de cette thèse, on va généraliser la déﬁnition C à un groupe
de Lie quelconque.
Même si la méthode des orbites s'applique pour les représentations génériques de G, elle
associe en général plusieurs représentations unitaires irréductibles à une orbite O donnée.
Dans ce chapitre, on cherche d'abord à séparer les orbites génériques de g∗ au moyen d'un
surgroupe (G+, ϕ), mais avec ϕ polynomiale de degré au plus 2. On dira alors que G+ est
un surgroupe quadratique de G. On cherche donc les conditions suﬃsantes pour l'existence
d'un tel surgroupe.
Dans un second temps, on sépare les représentations unitaires irréductibles de G grâce
à une extension G++ de G+ et en déﬁnissant, à partir de ϕ, une application injective
Φ : Ĝ→ Ĝ++.
Par exemple, si G est nilpotent et si l'algèbre des fonctions polynomiales invariantes sur
g∗ est engendrée par les fonctions de degré au plus 2, une telle application quadratique ϕ
peut être déﬁnie à valeurs dans le dual de l'algèbre de Lie g+ = gn (Z(g) ∩ A2(g)).
Donc l'existence d'un tel surgroupe quadratique semble être une limitation très forte sur
la structure du groupe G. Dans le chapitre 1, on montre que les surgroupes quadratiques
existent pour un grand nombre de groupes. Plus précisément, on commence par la preuve
d'un lemme de stricte convexité : une application quadratique permet essentiellement de
retrouver un sous ensemble fermé A de Rn, à partir de l'enveloppe convexe de ϕ(A) où ϕ
est une application quadratique.
Si G est un groupe de Lie exponentiel spécial (l'algèbre de Lie g de G contient un idéal
abélien a de codimension la moitié de la dimension des orbites coadjointes génériques dans
g∗), on utilise ce lemme pour l'ensemble moment d'une représentation irréductible géné-
rique pi de G et pour le dual d'une algèbre de Lie d'un surgroupe G+ construit à partir de
a. Ceci prouve l'existence d'un surgroupe quadratique G+ et une application Φ séparant
les représentations génériques de G pour les groupes spéciaux.
Grâce à ces deux propriétés, on montre alors que tous les groupes de Lie nilpotents G
connexes et simplement connexes de dimension inférieure ou égale à 6 à l'exception d'un
seul groupe dont l'algèbre de Lie est notée g6,20 admettent un surgroupe quadratique G
+ et
une application séparante Φ. Pour g6,20, on construit un surgroupe quadratique faiblement
séparant (G+, ϕ), c'est à dire tel que
Conv(ϕ(O1)) = Conv(ϕ(O2))⇒ O1 = O2.
On étudie ensuite les groupes de Lie résolubles de petite dimension dimG ≤ 4 :
 Si G est exponentiel alors on sépare les orbites et donc les représentations.
8 Parmi les G non exponentiels, il y a deux groupes de Lie tels que leurs stabilisateurs
génériques ne sont pas connexes, on généralise alors la déﬁnition C et on sépare les
représentations par une application Φ.
 Parmi les groupes de dimension 5, on a l'exemple du groupe de Mautner qui n'ad-
met pas de surgroupe quadratique. On sait d'ailleurs que la méthode des orbites ne
s'applique pas directement à ce groupe.
Ainsi, si G est un groupe de Lie résoluble de dimension inférieure ou égale à 4, alors G
admet un surgroupe quadratique et une application séparante Φ.
Ensuite, on étudie le cas de SL(2,R) et de son revêtement universel pour lesquels le
même raisonnement s'applique et on peut séparer ses représentations génériques avec un
surgroupe quadratique (G+, ϕ) et une application Φ. On termine le premier chapitre par
un exemple d'un groupe ni résoluble ni semi simple, le produit semi direct G = SO(4)nR4
qui n'est pas spécial et dont l'un des invariants est de degré 4. On construit cependant
explicitement pour ce groupe un surgroupe quadratique et une application séparante Φ.
Dans le deuxième chapitre, on étudie le cas des groupes de Lie semi simples déployés,
pour lesquels l'algèbre des fonctions polynomiales invariantes est une algèbre R[T1, . . . , Tl]
très bien décrite, en particulier on connaît le degré maximal n des fonctions Tk.
On montre ici que, contrairement au cas nilpotent, on ne peut probablement pas trouver de
surgroupe (G+, ϕ) séparant les orbites génériques avec ϕ polynomiale de degré p < n. Plus
précisément, on considère le cas G = SL(n,R), pour lequel le degré maximal des fonctions
Tk est n et on étudie la séparation de ses orbites :
1. On décrit l'ensemble Ω des ξ génériques de g∗. Les fonctions polynomiales invariantes
x 7→ Tr(xk), k = 2, ..., n séparent presque les orbites O de Ω. D'autre part :
Conv(O) = g∗, ∀O ⊂ Ω.
On en déduit que SL(n,R) admet un surgroupe de degré n séparant presque les
orbites génériques.
2. Si (G+ = G n V, ϕ) est un surgroupe quadratique séparant les orbites de Ω, alors il
existe un surgroupe quadratique de la forme (Gn (g+S2(g)), φ) séparant presque les
orbites génériques. Par l'étude du G-module S2(g), on montre que ceci est impossible
si n > 2.
3. Si n = 4, on montre de même que SL(4,R) n'admet pas de surgroupe cubique (G+, ϕ)
séparant presque les orbites génériques (ϕ de degré 3.)
Dans le dernier chapitre, on revient à une étude géométrique et explicite du problème :
on utilise la notion de variété de Fréchet pour interpréter ψpi comme une vraie application
9moment et au lieu des représentations d'un surgroupe, on utilise des actions hamiltoniennes
naturelles de ce surgroupe. On montre ici :
1. pour toute représentation unitaire (pi,H) d'un groupe de Lie G, PH∞ est une variété
de Fréchet `symplectique' naturelle et pi déﬁnit une action fortement hamiltonienne
sur PH∞, d'application moment C∞ ψpi, donc l'ensemble moment Ipi a une déﬁnition
géométrique claire.
2. pour toute représentation (pi,H),H∞R est une variété de Fréchet symplectique,GnH∞R
est un groupe de Lie Fréchet qui agit naturellement de façon hamiltonienne sur H∞R .
Notons λ cette action. L'ensemble moment Iλ correspondant se projette dans g
∗ en
q(Iλ). On a q(Iλ) = C(Ipi) où C(Ipi) est le cône s'appuyant sur Ipi.
3. En prenant H = ⊕pi∈ĜHpi, on peut étendre chaque représentation pi ∈ Ĝ de G en une
action pi hamiltonienne de G˜ = GnH∞R sur (H∞pi )R.
En posant Φ(pi) = pi, on montre que (G˜,Φ) est un surgroupe séparant universel,
c'est-à-dire :
Ipi1 = Ipi2 si et seulement si pi1 ≈ pi2.
10
Chapitre 0
Préliminaires et généralités
0.1 Représentations d'un groupe de Lie
Déﬁnition 0.1.1
Soient G un groupe de Lie et V un espace vectoriel réel ou complexe de dimension ﬁnie
ou inﬁnie. On appelle représentation de G dans V un homomorphisme de groupes pi, continu
de G dans GL(V ) pour la topologie de la convergence simple. On notera la représentation
par (pi, V ). La dimension de V s'appelle dimension de pi.
On dit qu'un sous espace W de V est stable par pi ou un sous espace invariant si
pi(g)W ⊂ W, ∀g ∈ G.
Dans la suite on ne considère que les deux cas suivants :
1. dimV est ﬁnie, on dira aussi que V est un G-module.
2. V est un espace de Hilbert de dimension ﬁnie ou inﬁnie et pi est unitaire : pi(g) est
un opérateur unitaire pour tout g ∈ G.
Déﬁnition 0.1.2
Soit H un espace de Hilbert complexe. On dit qu'une représentation (pi, H) de G est
unitaire si elle vériﬁe :
pi(g)∗ = pi(g)−1 ∀g ∈ G ⇔ (pi(g)v|pi(g)v) = (v|v), ∀g ∈ G, ∀v ∈ H.
Pour une représentation unitaire, si U est un sous espace fermé invariant alors son ortho-
gonal U⊥ est aussi fermé et invariant.
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Déﬁnition 0.1.3
1. Soit (pi, V ) une représentation réelle ou complexe de dimension ﬁnie ou inﬁnie de G.
Alors (pi, V ) est dite irréductible si les seuls sous espaces fermés invariants sont V
et {0}.
2. Soient (pi1, V1) et (pi2, V2) deux représentations de dimension ﬁnie (resp. unitaires)
de G. Une application linéaire T : V1 −→ V2 est dite un opérateur d'entrelacement
si :
T (pi1(g)v) = pi2(g)T (v), ∀g ∈ G, v ∈ V1.
Si pi1 et pi2 sont unitaires, on ne considère que des entrelacements T préservant les
produits scalaires :
(T (v1)|T (v2)) = (v1|v2), ∀v1, v2 ∈ V1.
3. Si de plus l'opérateur d'entrelacement T : V1 −→ V2 est bijectif (resp. unitaire) alors
les deux représentations (pi1, V1) et (pi2, V2) sont dites équivalentes. C'est là une rela-
tion d'équivalence, d'où la notion de classe d'équivalence de représentations.
Notation :
Les classes d'équivalences des représentations unitaires irréductibles d'un groupe de Lie
G forment un ensemble appelé le dual unitaire de G et noté Ĝ. On se permettra parfois
d'écrire pi ∈ Ĝ pour désigner un représentant d'une classe [pi] de Ĝ.
Déﬁnition 0.1.4
Soit (pi,H) une représentation unitaire d'un groupe de Lie G. Un vecteur v de H est
dit un vecteur C∞ si l'application
G → H
g 7→ pi(g)v
est C∞. L'ensemble des vecteurs C∞ est un sous espace vectoriel invariant, noté H∞, de
H. On notera que si H est de dimension ﬁnie, l'application g 7→ pi(g)v est analytique quel
que soit v.
SiH est de dimension inﬁnie, l'ensembleH∞ est dense dansH, en dérivant l'application
ci-dessus, on déﬁnit, pour tout v ∈ H∞ les vecteurs
pi′(X)v =
d
dt |t=0
pi(exp tX)v, X ∈ g, pi′(X1 . . . Xm)v = d
dt |t=0
pi(exp tX1)(pi
′(X2 . . . Xm)v).
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On peut alors munir H∞ d'une famille de semi-normes. L'espace H∞ est alors un espace
de Fréchet pour sa topologie naturelle déﬁnie par la famille de semi-normes, telle que, si
(X1, . . . , Xk) est une base de g,
v 7→ pn(v) = sup
i1,...,in
‖pi′(Xi1) . . . pi′(Xin)v‖ .
Il est facile de voir que si T est un entrelacement unitaire entre deux représentations
unitaires (pi1,H1) et (pi2,H2) de g, alors T (H
∞
1 ) ⊂ H∞2 et T est continu pour les topologies
d'espaces de Fréchet sur H∞1 et H
∞
2 .
0.2 Variété symplectique
Déﬁnition 0.2.1
Soit M une variété diﬀérentiable de classe C∞. On dit que le couple (M,ω) est une
variété symplectique si ω est une 2-forme diﬀérentielle sur M , qui vériﬁe :
1) ω est non dégénérée, c'est à dire, pour tout X de M , la forme bilinéaire ω(x) (déﬁnie
sur TxM) est non dégénérée
2) dω ≡ 0 c'est à dire ω est fermée.
Exemple :
Soit (pi,H) une représentation unitaire de dimension ﬁnie d'un groupe de Lie G. Alors
si ( | ) est le produit scalaire sur H, la 2 forme ω déﬁnie par :
ωv(w1, w2) = Im(w1|w2)
est une forme symplectique : l'espace sous-jacent HR est un espace symplectique.
Notons (PH)R la variété réelle (de dimension 2 dimH− 2) sous-jacente à l'espace projectif
PH. Si v ∈ H \ {0}, v déﬁnit une carte locale naturelle ϕv de (PH)R, centrée en [v] :
ϕv([w]) = ‖v‖2 w
(v|w) − v ∈ (v)
⊥.
Avec ces cartes, on peut déﬁnir une forme ω sur (PH)R, en posant :
ω[v](W1,W2) =
Im(dϕv(W1)|dϕv(W2))
(v|v) .
On vériﬁe que ω est fermée et non dégénérée : (PH)R est une variété symplectique (cf.
[Wild]).
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Déﬁnition 0.2.2
Soit (M,ω) une variété symplectique. Alors pour tout f ∈ C∞(M), il existe un unique
champ de vecteurs Xf ∈ X(M) appelé champ de vecteurs hamiltonien associé à f vériﬁant :
i(Xf )ω = −df.
On déﬁnit alors le crochet de Poisson sur C∞(M) par :
∀f, g ∈ C∞(M), {f, g} = ω(Xf , Xg) = i(Xf )ω(Xg).
On a noté i le produit intérieur, si α est une p-forme, i(v)α est la (p-1)-forme :
i(v)α(u1, . . . , up−1) = α(v, u1, . . . , up−1),
pour tout champ de vecteurs v sur M . L'ensemble des champs de vecteurs hamiltoniens est
noté H(M).
Exemple :
SoitM = R2n, avec des coordonnées (x1, . . . , xn, y1, . . . , yn). La forme ω0 =
n∑
i=1
dxi∧dyi
est symplectique, alors pour tout f, g ∈ C∞(R2n)
Xf =
∑
i
− ∂f
∂yi
∂
∂xi
+
∑
i
∂f
∂xi
∂
∂yi
et {f, g} =
∑
i
− ∂f
∂yi
∂g
∂xi
+
∑
i
∂f
∂xi
∂g
∂yi
.
Un champ de vecteur hamiltonien préserve la forme ω : LXfω = 0. En eﬀet :
LXfω = (iXf ◦ d+ d ◦ iXf )ω = −d(df) = 0.
Cependant il existe des champs de vecteurs X qui préservent ω mais qui ne sont pas
hamiltoniens. Par exemple, prenons M = (R/2piZ) × R, si on note ([x], y) un point de
M , la forme dx est une 1-forme fermée bien déﬁnie sur M . On munit M de la forme
symplectique ω = dx∧ dy. Le champ de vecteurs X = ∂
∂y
vériﬁe i(X)ω = −dx, il préserve
donc ω mais il n'est pas hamiltonien. Sur le tore, il n'existe pas de fonction f telle que
df = dx.
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0.3 Action hamiltonienne
Déﬁnition 0.3.1
1. Une action (à gauche) d'un groupe de Lie G sur une variété diﬀérentiable M est
la donnée d'une application de classe C∞, λ : G × M −→ M qui à (g, x) associe
λ(g, x) = λg(x) = g.x vériﬁant :
1) λ(g1, λ(g2, x)) = λ(g1g2, x)
2) λ(e, x) = x, avec e est l'élément neutre de G.
2. On appelle orbite de x de l'action de G sur M , le sous ensemble :
Ox = {λ(g, x) , ∀g ∈ G} = G.x.
3. On appelle stabilisateur de G en x, le sous groupe fermé de G déﬁni par :
G(x) = {g ∈ G , λ(g, x) = x} .
Déﬁnition 0.3.2
Soit G un groupe de Lie ayant une action à gauche λ sur une variété M et X ∈ g.
On appelle champ de vecteurs fondamental associé à X le champ de vecteurs
XM(x) =
d
dt
λ(exp− tX, x)|t=0 .
L'application X 7→ XM est un homomorphisme d'algèbre de Lie, pour tout X et Y de g,
([X, Y ])M = [XM , YM ] .
Déﬁnition 0.3.3
Soit G un groupe de Lie ayant une action à gauche sur une variété symplectique (M,ω).
1. On dit que l'action est symplectique si, pour tout g de G :
λ∗gω = ω On dit aussi que λg est un symplectomorphisme de M.
2. On dit que l'action est hamiltonienne si, pour tout X de g,
i) λ est symplectique (ceci implique que XM préserve ω.)
ii) XM ∈ H(M) c'est à dire pour chaque X de g, il existe une fonction C∞ sur M ,
f , telle que XM = Xf .
Proposition 0.3.1 Soit λ une action hamiltonienne d'un groupe de Lie G sur (M,ω),
alors :
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1. Il existe une application linéaire de g dans C∞(M) qui à X associe JX tel que pour
tout X ∈ g, XM est le champ hamiltonien associé à JX c'est à dire XM = XJX .
2. Il existe une application ψ : M −→ g∗ déﬁnie par ψ(x)X = JX(x).
L'application ψ est appelée l'application moment associée à λ.
L'application ψ n'est pas unique, mais si x0 est un point de M , il y a une seule appli-
cation moment ψ telle que ψ(x0) = 0.
Déﬁnition 0.3.4
On dit que l'action λ est fortement hamiltonienne si elle est hamiltonienne et si pour
tout X, Y ∈ g, on a :
{JX , JY } = J[X,Y ].
Exemple :
Soit (pi,H) une représentation unitaire de dimension ﬁnie d'un groupe de Lie G, G agit
naturellement sur les variétés symplectiques (HR, ω) et (PHR, ω) par :
λ(g)v = pi(g)(v), v ∈ H, g ∈ G (resp. λ(g)[v] = [pi(g)(v)], v ∈ H \ {0}, g ∈ G)
Un calcul direct montre que la première action est hamiltonienne, puisque la fonction
JX(v) =
1
2
Im(pi′(X)v|v) est une fonction hamiltonienne pour le champ XHR , cette action
est fortement hamiltonienne, l'application moment ψ s'annule en v = 0.
De même l'action sur PHR est fortement hamiltonienne, d'application moment (voir
[Wild]) :
ψ([v])(X) =
1
2
Im(pi′(X)v|v)
(v|v) .
0.4 Le cas des groupes de Lie résolubles
Déﬁnition 0.4.1
1. Une algèbre de Lie réelle g est dite nilpotente si sa suite centrale descendante, déﬁnie
par :
C1g = g, C2g = [g, g], . . . ,Ci+1g = [g,Cig]
vériﬁe Cpg = {0}, pour un certain entier p.
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2. Une algèbre de Lie réelle g est dite résoluble si sa suite dérivée
D0g = g, D1g = [g, g], . . . ,Di+1g = [Dig,Dig]
vériﬁe Dpg = {0}, pour un certain entier p.
Si g est nilpotente, il existe une suite d'idéaux g0 = 0 ⊂ g1 ⊂ ... ⊂ gn = g tels que
dim gk = k pour tout k, de plus on a [g, gk] ⊂ gk−1. On dit que (gk) est une suite de Jordan
Hölder pour g.
Si g est résoluble, sa complexiﬁée gC = s admet aussi une suite de Jordan Hölder
s0 ⊂ s1 ⊂ ... ⊂ sn = s. Mais cette suite n'est en général pas réelle et pour tout k, il existe
une racine fk ∈ s∗ telle que si Xk appartient à sk \ sk−1, alors pour tout X de s, il existe
Uk−1 dans sk−1 tel que :
[X,Xk] = fk(X)Xk + Uk−1.
Déﬁnition 0.4.2
1. Soit g une algèbre de Lie réelle, G son groupe de Lie connexe et simplement connexe
et soit exp : g → G l'application exponentielle. Le groupe de Lie G est dit groupe de
Lie exponentiel si l'application exp est un diﬀéomorphisme global.Cette condition est
équivalente à la suivante :
g est résoluble et ses racines fk sont presque réelles c'est à dire pour tout k, il existe
αk ∈ R et gk ∈ g∗ tels que fk = (1 + iαk)gk.
2. Un groupe de Lie exponentiel G est dit spécial si son algèbre de Lie g contient un idéal
abélien a de codimension la moitié de la dimension des orbites coadjointes génériques
dans g∗.
Il est bien connu que si G est exponentiel, chaque représentation unitaire irréductible pi
de G est associée à une orbite coadjointe Opi de g
∗ par la construction suivante(voir [Ber]) :
soit ` ∈ g∗. On prend une polarisation en `, c'est à dire une sous algèbre réelle h telle que
〈`, [h, h]〉 est de dimension maximale. Parmi ces polarisations, on peut en trouver une qui
satisfait la condition de Pukanszky : H.` = `+ h⊥, avec H = exp(h).
Pour une telle polarisation de Pukanszky, on déﬁnit pi`,h par :
pi`,h = Ind
G
Hχ`
où χ` est le caractère unitaire de H :
χ`(expX) = e
i`(X), ∀X ∈ h.
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On montre alors que pi`,h est irréductible et sa classe pi ∈ Ĝ dépend uniquement de l'orbite
coadjointe de `. De plus `→ [pi`,h] déﬁnit une bijection K, dite bijection de Kirillov, entre
g∗/G et Ĝ.
Si G est résoluble connexe et simplement connexe non exponentiel alors, si G est de
type I c'est à dire les orbites coadjointes sont entières et ouvertes dans leurs adhérences,
ses représentations unitaires irréductibles sont données par la théorie d'Auslander-Kostant
(cf. [A-K]) qui est une généralisation de ce qui précède. En général, à une orbite, on associe
plusieurs représentations inéquivalentes.
Le premier groupe de Lie résoluble qui n'est pas de type I est le groupe de Mautner de
dimension 5 et pour lequel la méthode des orbites ne s'applique pas directement.
Supposons d'abord G nilpotent. On montre dans le premier chapitre que si G est spé-
cial, alors il existe une application quadratique ϕ qui sépare les orbites génériques de g∗.
De même, si l'algèbre des fonctions polynomiales invariantes sur g∗ est engendrée par des
fonctions de degré au plus 2, une telle application quadratique séparante existe. On donne
ici un exemple d'une algèbre de Lie nilpotente de dimension 5 qui n'est pas spéciale mais
telle que les invariants qui caractérisent ses orbites sont au plus quadratiques, en utilisant
la méthode de M.Vergne ([Ver]) pour déterminer ces invariants.
Exemple :
Soit l'algèbre de Lie g = g5,4 de dimension 5, déﬁnie par les relations de commutations :
[X1, X2] = X3, [X1, X3] = X4, [X2, X3] = X5.
On pose g5−k = Vect(Xk+1, . . . , X5). Cela déﬁnit une suite de Jordan Hölder de g. L'idéal
g3 = Vect(X5, X4, X3) est abélien, mais g4 n'est pas abélien puisque [X2, X3] = X5 6= 0 (on
dit que les indices 3 = 6−3 et 4 = 6−2 sont des indices de saut de g.) On peut paramétrer
l'union des orbites coadjointes génériques de g4, (λ5 6= 0) en posant :
` = (x5, . . . , x2), x5 = λ5, x4 = λ4, x3 = λ5q, x2 = p.
Les fonctions λ5 et λ4 sont invariantes, caractérisées comme les coordonnées du point d'in-
tersection de l'orbite de ` avec le plan x3 = x4 = 0 . Les variables réelles p et q sont
canoniques, elles vériﬁent 〈`, [dp`, dq`]〉 = 1, elles paramètrent l'orbite de `.
Les relations restantes apparaissent pour g = g5. Elles ne font intervenir que X1 et les
X6−j où j est un indice de saut. Ceci implique que la dimension des orbites coadjointes
génériques de g est toujours 2. Il n'y a pas d'autres indices de saut que 3 et 4. En particulier,
si ` = (x5, . . . , x1) est un point de g
∗ avec x5 6= 0, les fonctions p et q paramètrent l'orbite
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de ` et x1 s'écrit avec ce paramétrage :
x1 = λ1 + f(p, q), avec f(0, 0) = 0.
Les relations de commutation deviennent des équations diﬀérentielles sur f , dont l'unique
solution est :
x1 = λ1 +
λ4
λ5
p− λ5 q
2
2
.
Le corps des fonctions rationnelles invariantes sur g∗ est alors le corps des fonctions ration-
nelles en λ1, λ4 et λ5. On a λ5 = x5, λ4 = x4 et λ1 = x1 − x4x2
x5
+
x23
2x5
. On peut remplacer
λ1 par µ = λ1λ5 = x1x5 − x4x2 + 1
2
x23. Ainsi les fonctions polynomiales invariantes sont
engendrées par des fonctions de degré ≤ 2.
On voit alors qu'il reste une seule algèbre nilpotente qui n'est pas spéciale et telle qu'un
de ses invariants génériques est de degré 3. On construit directement une application ϕ
pour cette algèbre telle que pour deux orbites génériques O1 et O2
Conv(O1) = Conv(O2) implique O1 = O2.
Ces méthodes s'appliquent aussi dans le cas d'un groupe G résoluble de type I. Si G est
connexe et simplement connexe, de type I exponentiel ou non exponentiel, de dimension
inférieure ou égale à 4, on sépare les représentations unitaires irréductibles génériques de
G en déﬁnissant une extension Φ : Ĝ→ Ĝ++ injective, à partir de ϕ.
0.5 Algèbre de Lie semi simple déployée
Déﬁnition 0.5.1 [D]
On appelle algèbre de Lie semi simple déployée un couple (g, h) où g est une algèbre de
Lie semi simple et h une sous algèbre de Cartan déployante de g c'est à dire que pour tout X
dans h, adgX est trigonalisable. Ces applications sont alors simultanément diagonalisables.
Les éléments λ non nuls de h∗ tels que le sous-espace propre correspondant gλ n'est pas nul
s'appellent les racines de g relativement à h.
Dans le chapitre 2, on étudie l'algèbre de Lie g = sl(n,R). C'est une algèbre de Lie
réelle semi simple déployée, pour la sous algèbre de Cartan h, donnée par l'ensemble des
matrices diagonales H = D(c1, . . . , cn). Pour tout H ∈ h,on note Li(H) = ci, les Li sont
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des formes de h?, vériﬁant L1 + · · ·+Ln = 0. On choisie le système usuel de racines simples,
c'est à dire les formes αi = Li − Li+1 (1 ≤ i ≤ n − 1). Cela forme une base de h∗. Le
système des racines positives est l'ensemble des formes Li − Lj, avec i < j. Si eij = (xrs)
est la matrice n× n telle que xrs = δriδsj, alors pour tout H dans h,
ad(H)eij =
{
(αi + · · ·+ αj−1)(H) eij, si i < j
− (αj + · · ·+ αi−1)(H) eij, si i > j.
Les modules réels de dimension ﬁnie sont semi simples : ce sont des sommes directes de
modules irréductibles. Chaque module irréductible (pi, V ) est un module à poids, c'est à
dire qu'on peut diagonaliser simultanément tous les pi(H). Les valeurs propres sont alors
des formes sur h qu'on appelle poids. Chaque module irréductible est caractérisé par son
plus haut poids Λ : tous les poids λ de V sont tels que Λ− λ est une somme à coeﬃcients
entiers naturels des racines simples.
Décrire les classes d'équivalence de modules simples réels, revient donc à décrire l'en-
semble des plus haut poids. On appelle poids fondamental ωi, (1 ≤ i ≤ n − 1), la forme
ωi = L1 + · · ·+Li. L'ensemble des plus haut poids Λ est exactement l'ensemble des combi-
naisons a1ω1 + · · ·+ an−1ωn−1, où les ak sont des entiers naturels. On notera donc Γa1...an−1
le module irréductible correspondant (pour tout ceci, voir [F-H].)
Dans le cas de sl(n,R), on sait réaliser explicitement ces modules irréductibles. En
particulier, on peut indexer une base de Γa1,...,an−1 par les tableaux de Young semi standards
de forme (a1, . . . , an−1).
Un tableau de forme (a1, . . . , an−1) est un tableau ayant an−1 colonnes formées de (n− 1)
cases vides (colonnes de hauteur n− 1), an−2 colonnes de hauteur n− 2 etc. . .a1 colonnes
de hauteur 1.
On remplit ensuite le tableau de forme (a1, . . . , an−1) par des nombres entiers tij de façon
semi standard, c'est à dire avec les conditions :
 tij est dans la case à la ligne i et la colonne j et 1 ≤ tij ≤ n.
 tij ≤ ti(j+1) si les cases (i, j) et (i, j + 1) existent.
 tij < t(i+1)j si les cases (i, j) et (i+ 1, j) existent.
Le résultat est appelé un tableau de Young semi standard.
On montre que l'ensemble de ces tableaux de Young de forme (a1, . . . , an−1) indexe une base
naturelle du module Γa1,...,an−1 . On montre aussi, par exemple en dénombrant les tableaux
ci-dessus, la formule de Weyl :
dim(Γa1...an−1) =
∏
1≤i<j≤n
(ai + . . .+ aj−1) + j − i
j − i .
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Dans le chapitre 2, on est amené à étudier le module Sk(sl(n,R)), c'est à dire l'espace
des fonctions polynomiales homogènes de degré k sur sl(n,R)∗ sur lequel sl(n,R) agit par
l'action adjointe ad déﬁnie par :
adX(Xi1 · . . . ·Xik) =
k∑
r=1
Xi1 · . . . · [X,Xir ] · . . . ·Xik .
On a immédiatement S1(sl(n,R) = Γ10...01, c'est un module simple. On déduit de ce qui
précède la décomposition explicite de S2(sl(n,R)). Enﬁn on détermine la décomposition de
S3(sl(4,R)) en utilisant la méthode de Littelwood-Richardson pour déterminer la décom-
position du produit tensoriel :
Γa1a2a3 ⊗ Γ101 = ⊕b1,b2,b3,b4Nai,bjΓb1b2b3b4 = ⊕b1,b2,b3,b4Nai,bjΓb1b2b3 .
Nai,bj est le nombre d'extensions strictes d'un tableau de forme (a1, a2, a3) par un tableau
de forme (1, 0, 1) de façon à obtenir un tableau de forme (b1, b2, b3, b4). Pour déﬁnir une ex-
tension stricte, on ajoute à droite des lignes du tableau de forme (a1, a2, a3) successivement
les cases du tableau :
1 1
2
3
lues de gauche à droite et de haut en bas de façon à obtenir à chaque étape la forme d'un
tableau de Young et avec la condition suivante : pour chaque j, on lit les nombres des j
premières cases du tableau ci-dessus, dans un nouveau tableau, de forme (bj1, b
j
2, b
j
3, b
j
4), de
droite à gauche et de haut en bas. Lorsqu'on arrive sur la case 2 , il faut avoir lu au moins
une case 1 avant, lorsqu'on arrive sur la case 3 , il faut avoir lu avant la case 2 (et donc
au moins une case 1 ) avant. Enﬁn, on pose (b1, b2, b3) = (b
3
1, b
3
2, b
3
3), c'est à dire, si b4 > 0,
on identiﬁe Γb1b2b3b4 avec Γb1b2b3 .
Exemple :
La décomposition de Γ101 ⊗ Γ101 est
Γ101 ⊗ Γ101 = Γ202 ⊕ Γ210 ⊕ Γ012 ⊕ 2Γ101 ⊕ Γ020 ⊕ Γ000.
Ce qui correspond aux extensions suivantes de
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Γ202 :
1 1
2
3
Γ012 :
1
1 2
3
Γ020 :
1
1 2
3
Γ000 :
1
2
1 3
Γ210 :
1 1
2
3
Γ101 :
1
1
2
3
Γ101 :
1
2
3
1
0.6 Calcul diﬀérentiel dans les Fréchet
Déﬁnition 0.6.1 [H]
1. Soient V , W deux espaces de Fréchet. Soit f : U ⊂ V −→ W une application
continue. On dit que f est dérivable dans la direction de h ∈ V s'il existe :
lim
t→0
1
t
[f(u+ th)− f(u)] := Df(u)(h) =
〈
δf
δu
, h
〉
.
2. f est C1 sur U si elle est dérivable en tout point de U et dans toutes les directions,
et si (u, h) 7→ Df(u)(h) est continu sur U × V ,
f est C2 si ∀h1, u 7→ Df(u)(h1) est continu, dérivable dans toute direction h2 et
(u, h1, h2) 7→ D2f(u)(h1, h2) est continu, etc. . .
3. Une variété de Fréchet est un espace topologique M séparé avec des cartes ϕi : Ui −→
E, où ϕi est un homéomorphisme de Ui sur un ouvert du Fréchet E, telles que pour
tout i, j, ϕj ◦ ϕ−1i est un homéomorphisme C∞ entre deux ouverts de E. On peut
déﬁnir les espaces tangents, les fonctions C∞ et les champs de vecteurs sur M , en les
exprimant dans les cartes locales.
4. Un groupe de Lie-Fréchet G est une variété de Fréchet et un groupe tel que (g1, g2) 7→
g1g2 et g 7→ g−1 sont C∞.
5. Si G est un groupe de Lie Fréchet, on peut déﬁnir son algèbre de Lie g, c' est l'espace
tangent à l'origine et le crochet est celui des champs de vecteurs invariants à gauche.
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L'exemple suivant montre que le théorème des fonctions implicites n'est plus vrai dans
le cadre du calcul diﬀérentiel dans les Fréchet.
Exemple
Prenons V = C∞1 (R), l'espace des fonctions u réelles de la variable réelle qui sont C∞
et 1-périodiques. Avec les semi-normes pn(u) = sup
x∈R
|u(n)(x)|, V est un espace de Fréchet.
Considérons l'application F : R× V −→ V déﬁnie par :
F (t, u)(x) =
∫ 1
0
u(x+ ts) ds.
On vériﬁe que cette application est C∞. On a F (0, u) = IdV la dérivée de F en (0, 0)
dans les directions de h ∈ V est h 7→ h, elle est continument inversible. Si le théorème
des fonctions implicites était vrai, il existerait une fonction locale ϕ : R −→ V telle que
F (t, u) = 0 est équivalent à u = ϕ(t).
Mais, si on ﬁxe n et on pose uk(x) = sin(2nkpix), k ∈ Z, on a F ( 1
n
, uk) = 0, pour tout
k, donc il n'existe pas de ϕ locale.
Remarque 0.6.1 Une conséquence de ce qui précède est qu'il n'y a pas de lien naturel
entre sous-algèbre et sous-groupe de Lie pour les groupes de Lie-Fréchet.
Cependant, dans le chapitre 3, on construira des groupes de Lie-Fréchet, produit semi-
direct GnV où G est un groupe de Lie et V l'espace des vecteurs C∞ d'une représentation
unitaire de G. G est un sous-groupe de Lie-Fréchet naturel de Gn V .
Soit M une variété de Fréchet. Une fonction f , un champ de vecteur X une k-forme
α sont C∞ si leur expression dans les cartes locales sont C∞. Ainsi, si (pi,H) est une
représentation unitaire d'un groupe G, l'espace V = H∞R est un espace de Fréchet réel sur
lequel G agit de façon C∞.
C'est aussi un espace symplectique pour la forme bilinéaire, continue, antisymétrique
ω déﬁnie ci-dessus. ω est non dégénérée et il existe donc une application linéaire injective
(bjiective si dimH est ﬁnie), \ : V → V ∗, telle que pour tout v ∈ V , on a : 〈v\, w〉 = ω(v, w),
quel que soit w ∈ V .
On dit qu'une fonction f : V −→ R est hamiltonienne si elle est C∞ et si δf
δu
est C∞
de V dans V \.
Notons # l'application −\−1 : V \ −→ V . Un champ de vecteurs W est hamiltonien s'il
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existe f telle que W =
(
δf
δu
)#
.
Une fonction f peut être C∞ mais pas hamiltonienne, en eﬀet, on considère l'exemple sui-
vant :
Exemple :
Soit (pi,H) la représentation usuelle du groupe de Heisenberg dans H = L2(R), alors
l'espace des vecteurs C∞ est l'espace de Schwartz S(R). On a :
ω(u, v) = Im
∫
R
u(t)v(t)dt, u, v ∈ S(R).
On pose φ(u) =
∫
R
ϕ(t)u(t)dt où ϕ(t) = 0 sur ] −∞, 0[ et 1 sur [0,+∞[. φ est une forme
linéaire continue sur S(R) donc c'est une fonction de classe C∞ et pour tout u,
δφ
δu
(v) = φ(v).
Mais φ n'est pas une fonction hamiltonienne puisqu'il n'existe pas de w ∈ S(R) tel que,
pour tout v de S(R),∫
R
ϕ(t)v(t)dt =
δφ
δu
(v) = 〈w\, v〉 = ω(w, v) = Im
∫
R
w(t)v(t)dt.
Enﬁn, dans le chapitre 3, on vériﬁera que M = (PH∞)R est une variété de Fréchet, que
G agit de façon C∞ sur M , on construira une 2-forme ω sur M , en la déﬁnissant dans les
cartes, comme plus haut. On vériﬁera que cette 2-forme est C∞, fermée et partout non
dégénérée.
On pourra alors dire que M est une variété symplectique. Là encore, une fonction C∞
n'est pas nécessairement hamiltonienne. Cependant on vériﬁera que le moment :
JX([v]) =
Im(pi′(X)v|v)
2(v|v) ,
est une fonction hamiltonienne.
Chapitre 1
Séparation des représentations par des
surgroupes quadratiques
Résumé
Toute représentation unitaire irréductible pi d'un groupe de Lie G déﬁnit un ensemble moment Ipi, partie
du dual g∗ de l'algèbre de Lie g de G. Malheureusement, cet ensemble Ipi ne caractérise pas la représentation
pi. Si G est exponentiel, il existe un surgroupe G+ de G, construit en utilisant les fonctions analytiques
réelles sur g∗, et des extensions pi+ de toute représentation générique pi à G+ tel que Ipi+ caractérise pi.
Dans ce chapitre, on prouve que, pour des classes variées de groupe G, G admet un surgroupe quadratique
séparant ses représentations : un tel surgroupe est construit par l'utilisation des fonctions linéaires ou
quadratiques uniquement.
1.1 Une propriété de stricte convexité
Le but de ce paragraphe est la preuve de :
Lemme 1.1.1 Soit ϕ la fonction déﬁnie par :
ϕ : Rn → R2n, ϕ(x1, x2, ..., xn) = (x1, x2, ..., xn, x21, x22, ..., x2n)
et p la projection canonique p : R2n → Rn,
p(x1, x2, ..., xn, y1, y2, ..., yn) = (x1, x2, ..., xn).
Soit A ⊂ Rn, alors si Conv(B) désigne l'enveloppe convexe fermée de la partie B de R2n,
p(Conv(ϕ(A)) ∩ ϕ(Rn)) = A¯.
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Preuve : Notons ϕ(X) = (X,X2). Soit ϕ(X) ∈ Conv(ϕ(A)) ∩ ϕ(Rn).
Pour tout ε > 0, il existe q, X1, ..., Xq ∈ A et t1, ..., tq > 0 tels que
q∑
j=1
tj = 1 et
‖(X,X2)−
q∑
j=1
tj(X
j, (Xj)2)‖22n < ε2.
où ‖‖2n est la norme euclidienne usuelle sur R2n.
On a alors :
n∑
k=1
|xk −
q∑
j=1
tjx
j
k|2 +
n∑
k=1
|x2k −
q∑
j=1
tj(x
j
k)
2|2 < ε2. (∗)
Pour chaque k = 1, 2, ..., n, on considère les vecteurs suivants de Rq :
vk =

√
t1x
1
k
...√
tqx
q
k
 et wk =

√
t1
...√
tq

La borne inférieure de ‖vk + swk‖2q, (s ∈ R) est atteinte au point
sk = −〈vk, wk〉 = −
q∑
j=1
tjx
j
k,
elle vaut
ak = inf
s∈R
‖vk + swk‖2q =
q∑
j=1
tj(x
j
k)
2 − (
q∑
j=1
tjx
j
k)
2. (∗∗)
On pose Y =
 s1...
sn
 ∈ Rn. La relation (∗) s'écrit :
‖X + Y ‖2n + ‖X2 −
q∑
j=1
tj(X
j)2‖2n < ε2.
Donc
n∑
k=1
|x2k − (
q∑
j=1
tjx
j
k)
2| =
n∑
k=1
|(x2k)− (sk)2| =
n∑
k=1
|xk − sk||xk + sk|
≤
n∑
k=1
ε(2|xk|+ ε) ≤ ε2 + 2
√
n‖X‖nε.
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Par suite
0 ≤
n∑
k=1
ak =
n∑
k=1
( q∑
j=1
tj(x
j
k)
2 − (
q∑
j=1
tjx
j
k)
2
)
≤ (ε2 + 2√n‖X‖nε) +
n∑
k=1
q∑
j=1
(tj(x
j
k)
2 − x2k) ≤ ε2 +
√
nε(2‖X‖n + 1).
Mais
ak = ‖vk + skwk‖2q =
q∑
j=1
tj(x
j
k + sk)
2,
on a donc :
0 ≤
q∑
j=1
tj
n∑
k=1
(xjk + sk)
2 =
q∑
j=1
tj‖Xj + Y ‖2n ≤ ε2 +
√
nε(2‖X‖n + 1).
Choisissons j0 tel que ‖Xj0 + Y ‖n = min
j
‖Xj + Y ‖n, on a :
‖Xj0 + Y ‖2n ≤
q∑
j=1
tj‖Xj + Y ‖2n < ε(ε+
√
n(2‖X‖n + 1)) = εε′.
Donc
‖X −Xj0‖n ≤ 2ε′ et Xj0 ∈ A.
D'où X appartient à A¯. Ce qui prouve le lemme, puisque la réciproque est évidente (chaque
X de A¯ est la limite d'une suite (Xk) de points de A, Xk = p(Xk, (Xk)2), et (Xk, (Xk)2)
appartient à Conv(ϕ(A))).

1.2 Les groupes de Lie exponentiels spéciaux
Déﬁnition 1.2.1 (Algèbre spéciale)
Une algèbre de Lie résoluble g est dite spéciale si elle admet un idéal abélien a dont la
codimension est la moitié de la dimension des orbites coadjointes génériques.
Un groupe de Lie connexe G est dit spécial si son algèbre de Lie est spéciale.
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Soit G un groupe de Lie résoluble spécial, alors l'idéal a est unique et c'est une polarisation
pour tous les points ` de g∗ tels que :
1
2
dim G.` = codim a.
En eﬀet, ` déﬁnit un caractère de a, et a/a ∩ g(`) est un sous espace maximal totalement
isotrope de g/g(`). En fait, a est une des polarisations construites par M.Vergne dans [Ber],
à partir d'une base bien choisi.
Soit alors
g∗gen = {`, 1/2 dim G.` = codim a} ,
c'est un ouvert de Zariski, G-invariant, non vide de g∗.
On note par Ĝgen l'ensemble des représentations irréductibles de G associées aux orbites
de g∗gen.
Supposons maintenant que G est exponentiel et spécial. Donc, dans ce cas, G possède un
surgroupe quadratique (cf. [A-S]).
Théorème 1.2.1 Soit G un groupe de Lie exponentiel et spécial, a l'idéal abélien de g de
codimension
1
2
max
`∈g∗
(dim G.`) et m l'espace vectoriel S2(a), vu comme un groupe additif.
On déﬁnit :
 G+ = Gnm, avec l'action Adg(XY ) = AdgXAdgY , pour tout X et Y dans a,
 l'application quadratique
ϕ : g∗ → (g+)∗ = g∗ ×m∗, ` 7→ (`, (`|a)2),
où (`|a)
2(XY ) = `(X)`(Y ).
 Φ : Ĝgen → Ĝ+, où Φ(pi) est l'unique extension irréductible de pi à G+.
Donc, G+ est un surgroupe quadratique de G et Φ sépare les représentations génériques de
G.
On dira simplement que G admet un surgroupe quadratique séparant (G+, ϕ). On rap-
pelle ici rapidement la preuve de [A-S] pour être complet :
Preuve : D'abord le dual unitaire Ĝ d'un groupe exponentiel est homéomorphe avec l'en-
semble g∗/G de ses orbites coadjointes (voir [L-L]). L'ensemble Ĝgen est donc dense dans
Ĝ pour sa topologie naturelle. De plus on sait (cf. [A-L]) que l'ensemble moment de la
représentation pi associée à l'orbite Opi est
Ipi = Conv(Opi).
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On montre alors que (cf. [A-S]), pour tout ` de g∗gen,
G+(ϕ(`)) = ϕ(G.`).
Si p est la restriction canonique p : (g+)∗ → g∗, on déduit de p ◦ ϕ = idg∗ , que p est un
diﬀéomorphisme de l'orbite coadjointe de ϕ(`) sur celle de `, pour tout ` de g∗gen.
Soit pi ∈ Ĝgen, il existe donc ` ∈ g∗gen tel que si f = `|a , pi = IndGexp(a)eif .
Posons
Φ(pi) = IndG
+
exp(a)nme
i(f,f2).
(ici on a noté (f, f 2) la restriction de ϕ(`) à a⊕m).
La représentation Φ(pi) se réalise sur le même espace de Hilbert que pi et Φ(pi) est une
extension de pi. On en déduit que Φ(pi) est irréductible, de plus Φ(pi) est une représentation
induite, son ensemble moment est d'après [A-L] :
IΦ(pi) = Conv(G
+.((f, f 2) + (a⊕m)⊥)).
Mais a⊕m est un idéal de g+, et puisque G+ est connexe :
g+.((a⊕m)⊥) = (a⊕m)⊥, ∀g+ ∈ G+.
(Remarquons que G+ est un groupe de Lie résoluble mais il peut ne pas être exponentiel),
alors :
IΦ(pi) = Conv
(
G+.((f, f 2)) + (a⊕m)⊥) .
Maintenant, dans g∗, ` + a⊥ = f + a⊥ ⊂ G.` donc, dans (g+)∗, (a ⊕ m)⊥ est inclus dans
G+.(`, f 2). On a donc :
IΦ(pi) = Conv(G
+(`, f 2)) = Conv(G+ϕ(`)) = Conv(ϕ(G.`)).
Si pi et pi′ sont deux représentations de Ĝ+gen telles que
IΦ(pi) = IΦ(pi′)
alors, si pi′ est associée à l'orbite G.`′ :
IΦ(pi) ∩ ϕ(g∗) = IΦ(pi′) ∩ ϕ(g∗)
c'est-à-dire
(Conv(ϕ(G.`))) ∩ ϕ(g∗) = (Conv(ϕ(G.`′))) ∩ ϕ(g∗)
et le lemme de stricte convexité donne G.` = G.`′.
Comme G est exponentiel, ses orbites sont ouvertes dans leurs adhérences donc G.` = G.`′
et pi = pi′.

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1.3 Les groupes de Lie nilpotents de petite dimension
1.3.1 Algèbres de Lie spéciales
Dans cette partie, G est nilpotent, connexe et simplement connexe. Si son algèbre de
Lie g est spéciale, on vient de voir que G admet un surgroupe quadratique. Une algèbre de
Lie est dite indécomposable si elle n'est pas la somme directe de deux idéaux. Les algèbres
nilpotentes indécomposables réelles g telles que dimg ≤ 6 sont connues (cf. [Mag, Gon]).
Nous prenons ici la notation de [Mag].
La majorité de ces algèbres sont spéciales. A un isomorphisme complexe près, avec les no-
tations de [Mag], les algèbres indécomposables spéciales de dimension inférieure ou égale à
6 sont :
Algèbre Relations de commutations Idéal a
g1 g1 est abélienne g1
g3 [X1, X2] = X3 vect(X2, X3)
g4 [X1, X2] = X3, [X1, X3] = X4 vect(X2, X3, X4)
g5,1 [X1, X3] = X5, [X2, X4] = X5 vect(X3, X4, X5)
g5,2 [X1, X2] = X4, [X1, X3] = X5 vect(X2, X3, X4, X5)
g5,3 [X1, X2] = X4, [X1, X4] = X5, vect(X3, X4, X5)
[X2, X3] = X5
g5,5 [X1, X2] = X3, [X1, X3] = X4, vect(X2, X3, X4, X5)
[X1, X4] = X5
g5,6 [X1, X2] = X3, [X1, X3] = X4, vect(X3, X4, X5)
[X1, X4] = X5, [X2, X3] = X5
g6,1 [X1, X2] = X5, [X1, X4] = X6, vect(X3, X4, X5, X6)
[X2, X3] = X6
g6,2 [X1, X2] = X5, [X1, X5] = X6, vect(X2, X4, X5, X6)
[X3, X4] = X6
g6,4 [X1, X2] = X4, [X1, X3] = X6, vect(X3, X4, X5, X6)
[X2, X4] = X5
g6,5 [X1, X2] = X4, [X1, X4] = X5, vect(X3, X4, X5, X6)
[X2, X3] = X6, [X2, X4] = X6
g6,6 [X1, X2] = X4, [X2, X3] = X6, vect(X1, X3, X4, X5, X6)
[X2, X4] = X5
g6,7 [X1, X2] = X4, [X1, X3] = X5, vect(X3, X4, X5, X6)
[X1, X4] = X6, [X2, X3] = −X6
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Algèbre Relations de commutations Idéal a
g6,8 [X1, X2] = X4, [X1, X4] = X5, vect(X3, X4, X5, X6)
[X2, X3] = X5, [X2, X4] = X6
g6,9 [X1, X2] = X4, [X1, X3] = X5, vect(X1, X4, X5, X6)
[X2, X5] = X6, [X3, X4] = X6
g6,10 [X1, X2] = X4, [X1, X3] = X5, vect(X2, X4, X5, X6)
[X1, X4] = X6, [X3, X5] = X6
g6,11 [X1, X2] = X4, [X1, X4] = X5, vect(X3, X4, X5, X6)
[X1, X5] = X6, [X2, X3] = X6
g6,12 [X1, X2] = X4, [X1, X4] = X5, vect(X3, X4, X5, X6)
[X1, X5] = X6, [X2, X3] = X6,
[X2, X4] = X6
g6,13 [X1, X2] = X4, [X1, X4] = X5, vect(X2, X4, X5, X6)
[X1, X5] = X6, [X2, X3] = X5,
[X3, X4] = −X6
g6,14 [X1, X2] = X3, [X1, X3] = X4, vect(X3, X4, X5, X6)
[X1, X4] = X5, [X2, X3] = X6
g6,15 [X1, X2] = X3, [X1, X3] = X4, vect(X3, X4, X5, X6)
[X1, X5] = X6, [X2, X3] = X5,
[X2, X4] = X6
g6,16 [X1, X2] = X3, [X1, X3] = X4, vect(X2, X3, X4, X5, X6)
[X1, X4] = X5, [X1, X5] = X6
g6,17 [X1, X2] = X3, [X1, X3] = X4, vect(X3, X4, X5, X6)
[X1, X4] = X5, [X1, X5] = X6,
[X2, X3] = X6
g6,19 [X1, X2] = X3, [X1, X3] = X4, vect(X3, X4, X5, X6)
[X1, X4] = X5, [X1, X5] = X6,
[X2, X3] = X5, [X2, X4] = X6
Il existe de plus quatre algèbres nilpotentes réelles de dimension inférieure ou égale à 6
qui sont isomorphes sur C à une de ces algèbres, mais pas sur R. Ces quatre algèbres sont
toutes spéciales :
32 CHAPITRE 1. SURGROUPES QUADRATIQUES
Algèbre Relations de commutations Idéal a
g6,5a [X1, X2] = X3, [X1, X3] = X5, vect(X3, X4, X5, X6)
[X1, X4] = X6, [X2, X3] = −X6,
[X2, X4] = X5
g6,6a [X1, X3] = X5, [X2, X4] = X5, vect(X3, X4, X5, X6)
[X1, X4] = X6, [X2, X3] = −X6
g6,9a [X1, X2] = X4, [X1, X3] = X5, vect(X1, X4, X5, X6)
[X2, X4] = X6, [X3, X5] = X6
g6,15a [X1, X2] = X3, [X1, X3] = X4, vect(X3, X4, X5, X6)
[X1, X4] = −X6, [X2, X3] = X5
[X2, X5] = −X6
Remarque 1.3.1 Parmi ces algèbres, quelques unes ont des fonctions polynomiales in-
variantes naturelles de degré supérieure à 2. Par exemple, pour g5,5, si on note par ` =
(x1, . . . , x5) un élément générique dans g
∗ de coordonnés xj = 〈`,Xj〉 (x5 6= 0), alors les
fonctions invariantes génératrices sont
x5, x5x3 − x
2
4
2
, et x2x
2
5 +
1
3
x34 − x3x4x5.
Donc, si on utilise la méthode de [Ba-L-S] pour g5,5, pour séparer les orbites coadjointes
génériques, on doit au moins étendre l'application moment aux éléments centraux dans
A(g5,5), de degré au plus 3.
De même, citons l'exemple donné dans [Wil], noté g6,13, où l'application moment usuelle
ne sépare pas les orbites coadjointes et pour lequel une telle fonction invariante est :
x2x
2
6 +
1
3
x35 − x4x5x6,
de degré 3.
Puisque ces algèbres sont spéciales, on est capable maintenant de séparer leurs orbites
génériques (ou leurs représentations), en utilisant uniquement des fonctions quadratiques.
1.3.2 Invariants quadratiques
On sait que l'algèbre J(g) des fonctions rationnelles sur g invariantes sous l'action de G
est de la forme J(g) = R(µ1, µ2, ..., µr), où les µj sont des fonctions polynomiales invariantes
sur g∗ (cf. [Ver]).
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Lemme 1.3.1 Si g est telle qu'on peut choisir les µj tous de degré au plus 2, alors G
admet un surgroupe quadratique séparant.
Preuve : On pose G+ = G× Rr et
ϕ : g∗ → (g+)∗
` 7→ (`, µ1(`), µ2(`), ..., µr(`))
Les représentations génériques de G sont en bijection avec les orbites génériques O de
g∗, qui sont caractérisées par la valeur des µj sur O (cf. [Ver]). Le groupe de Lie G+ est
nilpotent, connexe et simplement connexe. Si pi est la représentation de G associée à une
orbite générique G.` de g∗, on pose :
Φ(pi) = pi × ei(µ1(`),µ2(`),...,µr(`)).
Par construction, IΦ(pi) est :
IΦ(pi) = Ipi × {
(
µ1(`), µ2(`), . . . , µr(`)
)}.
Cet ensemble caractérise donc bien G.` et donc pi. Par suite G+ est un surgroupe quadra-
tique pour G.

Parmi les algèbres non spéciales celles dont les invariants sont engendrés par des po-
lynômes au plus quadratiques sont les suivantes, on note ici ` = (x1, x2, ...., x6) un point
quelconque de g∗.
Algèbre Relations de commutation Invariants
g5,4 [X1, X2] = X3, [X1, X3] = X4, x5, x4,
[X2, X3] = X5 µ1 = x1x5 − x4x2 + 1
2
x23
g6,3 [X1, X2] = X4, [X1, X3] = X5, x6, x5, x4,
[X2, X3] = X6 µ1 = x6x1 − x5x2 + x4x3
g6,18 [X1, X2] = X3, [X1, X3] = X4, x6,
[X1, X4] = X5, [X2, X5] = X6, µ1 = x6x1 + x3x5 − x
2
4
2
[X3, X4] = −X6
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1.3.3 L'Algèbre de Lie g6,20
Il reste une seule algèbre de Lie nilpotente indécomposable qui n'est pas spéciale et dont
un des invariants est cubique.
Cette algèbre est g6,20, déﬁnie par les relations de commutations :
[X1, X2] = X3, [X1, X3] = X4, [X1, X4] = X5,
[X2, X3] = X5, [X2, X5] = X6, [X3, X4] = −X6.
Pour ` = (x1, x2, ...., x6) appartenant à g
∗
6,20 et générique (x6 6= 0), l'orbite G.` est de
dimension 4, elle contient un seul point `0 = (λ1, 0, . . . , 0, λ6). On paramètre cette orbite
par :
G.`0 =
{
(λ1 − p1q2 − λ6
6
q32 +
λ6
2
q21, p2, p1 +
λ6
2
q22,−λ6q1, λ6q2, λ6)
}
avec (p1, p2, q1, q2) ∈ R4. Le polynôme invariant µ1 associé à λ1 est donc cubique :
µ1 = λ1λ
2
6 = x1x
2
6 + x3x5x6 −
1
3
x35 −
1
2
x24x6.
Un calcul direct semblable à celui de [A-S] montre que les deux orbites génériques
O = G.(0, 0, 0, 0, 0, 1) et O′ = G.(
2
3
, 0, 0, 0, 0, 1)
ont même enveloppe convexe. En eﬀet :
`1 = (0, 0, 1, 0, 0, 1) et `2 = (0, 0, 1, 0,
√
3, 1) sont des points de O et
`′ =
1√
3
`1 + (1− 1√
3
)`2 = (0, 0, 1, 0, 1, 1)
est dans O′. De même, `′2 = (0, 0, 1, 0,−2, 1) est dans O′ et `1 =
2
3
`′1 +
1
3
`′2 est dans O.
Un surgroupe (G+, ϕ), quadratique (ϕ : g? → (g+)∗ est polynomiale de degré inférieure
ou égale à deux) est faiblement séparant si :
1. Pour toute orbite générique O dans g∗, ϕ(O) est une G+-orbite dans (g+)∗.
2. Si O et O′ sont deux orbites génériques Conv(ϕ(O)) = Conv(ϕ(O′)) implique O = O′.
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Lemme 1.3.2 Le groupe de Lie G = exp (g6,20) admet un surgroupe quadratique faiblement
séparant.
Preuve : Puisque l'idéal a = Vect(X4, X5, X6) est abélien, on peut donc construire le
groupe nilpotent :
G+ = Gn S2(a) = Gnm
comme ci-dessus. L'application ϕ : g∗ −→ (g+)∗ déﬁnie, comme ci-dessus, par :
ϕ(`) = (`, f 2), si f = `|a
est quadratique, vériﬁe p ◦ ϕ = id|g∗ et ϕ(G.`) = G+(ϕ(`)) pour tout ` dans g∗gen (` tel que
x6 6= 0).
Posons donc Φ(pi) = pi+, où pi+ est la représentation de Ĝ+ associée à l'orbite ϕ(G.`), pi+
est irréductible, c'est en fait une extension de pi, réalisée dans le même espace.
Soient maintenant `0 = (λ1, 0, 0, 0, 0, λ6)dans g
∗
gen. On note :
ϕ(`) =
(
(x1, x2, x3), (f, f
2)
)
=
(
(x1, x2, x3), ϕ˜(f)
)
et q : (g+)∗ −→ a∗ ⊕m∗ la projection obtenue par restriction.
On a :
G+(ϕ(`0)) ⊂ Conv G+(ϕ(`0)) ∩ q−1(ϕ˜(a∗)).
Réciproquement, soit `+ un élément de Conv G+(ϕ(`0)) ∩ q−1(ϕ˜(a∗)). Il existe des tj > 0
tels que
∑
j
tj = 1 et gj dans G tel que :
`+ =
(
(x1, x2, x3), (f, f
2)
)
=
∑
j
tj
(
gj`0, (gjf0)
2
)
=
∑
j
tj
(
x1j, x2j, x3j, (fj, f
2
j )
)
,
avec fj = (x4j, x5j, x6j). Par stricte convexité de u 7→ u2, on en déduit que si
gjp(`
+
0 ) = (x1j, x2j, x3j, x4j, x5j, x6j)
alors x6j = x6 et
(
∑
j
tjx5j)
2 =
∑
j
tjx
2
5j = x
2
5.
Donc, pour tout j, x5j = x5. Le même argument donne x4j = x4, pour tout j.
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On peut maintenant calculer µ1 ◦ p(`+) :
µ1(p(`
+)) = x26(
∑
j
tjx1j) + x5x6(
∑
j
tjx3j)− (1
3
x35 +
1
2
x24x6)
=
∑
j
tjµ1(gj`0) =
∑
j
tjµ1(`0) = µ1(`0).
Ceci prouve que `+ = ϕ(p(`+0 )) appartient à G
+.ϕ(`0).

Cependant, ce groupe n'admet pas de surgroupe quadratique séparant "naturel".
Rappelons que g6,20 est une variété de Poisson pour le crochet de Kostant-Souriau :
{f, g}(`) = 〈`, [df, dg]〉 .
Si V est un sous espace vectoriel de S2(g) (un espace de fonctions polynômes de degré 2
sur g∗) tel que :
 V est un sous module de S2(g), ce qui s'écrit {g, V } ⊂ V ,
 {V, V}=0,
alors on peut faire le produit semi direct
G+ = G6,20 n V.
L'algèbre de Lie g+ de G+ apparaît comme une sous algèbre de l'algèbre de Poisson S(g).
Si on pose :
ϕ : g∗6,20 → (g+)∗ = g∗6,20 × V ∗
` 7→ (`, ψ(`))
où ψ(`) est la forme de V dans R déﬁnie par 〈ψ(`), v〉 = v(`) pour tout v de V . Par
construction, ϕ est G6,20-covariante :
〈ϕ(g.`), X + v〉 = 〈g.`,X〉+ v(g.`) = 〈g.ϕ(`), X + v〉 .
En particulier,
ϕ(G6,20.`) ⊂ G+.ϕ(`).
De plus, si u =
∑
aijXiXj est un élément de V , alors un calcul direct donne :
〈expu.ϕ(`), X + v〉 = 〈ϕ(`), X + v〉+
∑
aij 〈(〈`,Xj〉Xi + 〈`,Xi〉Xj).`,X〉 .
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En diﬀérenciant, on obtient :
u.ϕ(`) =
(∑
aij(〈`,Xj〉Xi + 〈`,Xi〉Xj).`, 0
)
=
(∑
aij(〈`,Xj〉Xi + 〈`,Xi〉Xj)
)
.ϕ(`)
On en déduit, puisque G+ est nilpotent, connexe et simplement connexe que :
G+.ϕ(`) ⊂ G6,20.ϕ(`) = ϕ(G6,20.`)
et donc on a l'égalité :
G+.ϕ(`) = ϕ(G6,20.`).
On pose donc :
Déﬁnition 1.3.1
Les surgroupes G+ de la forme G+ = G6,20 n V où V est un sous module de S2(g6,20)
tel que {V, V } = 0 s'appellent des surgroupes quadratiques naturels de G6,20.
Proposition 1.3.1 G6,20 n'admet pas de surgroupe quadratique naturel G
+ séparant c'est-
à-dire tel que
Conv (ϕ(O)) = Conv (ϕ(O′)) implique O = O′.
Preuve :
 Etape 1 : Montrons d'abord qu'un sous module V de S2(g6,20) tel que {V, V } = 0 est
un sous espace de :
W = Vect (X24 , X4X5, X4X6, X
2
5 , X5X6, X
2
6 , X1X6 +X3X5).
Comme V est un g6,20-module nilpotent, si V 6= {0}, par le théorème d'Engel, il
contient un vecteur annulé par g6,20, le seul vecteur de S
2(g6,20) qui a cette propriété
est X26 .
Si V 6= Vect (X26 ), le module V/Vect (X26 ) contient un vecteur annulé par g6,20, c'est-à-
dire V contient Vect (X26 , X5X6) et V est inclus dans le commutant de Vect (X
2
6 , X5X6),
c'est-à-dire :
Vect (X26 , X5X6) ⊂ V
⊂ Vect (X21 , X1X3, X1X4, X1X5, X1X6, X23 , X3X4, X3X5, X3X6,
X24 , X4X5, X4X6, X
2
5 , X5X6, X
2
6 ) = C(X5X6, X
2
6 )
En fait {X2Xa, X5X6} = (a+ 1)X26 ou 2(a+ 1)X26 .
Si V 6= Vect (X26 , X5X6), alors V/Vect (X26 , X5X6) contient un vecteur annulé par
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g6,20 c'est-à-dire au moins un vecteur de Vect (X
2
5 , X4X6).
On vériﬁe que
{
X25 ,C(X5X6, X
2
6 )
}
= 0 et que :
{X21 , X4X6} = 2X1X5X6 {X1X3, X4X6} = −X1X26 +X3X5X6
{X1X4, X4X6} = X4X5X6 {X1X5, X4X6} = X25X6
{X1X6, X4X6} = X5X26 {X23 , X4X6} = −2X3X26
{X3X4, X4X6} = −X4X26 {X3X5, X4X6} = −X5X26
{X3X6, X4X6} = −X36
On a donc deux cas :
 Cas 1 : Il existe a tel que aX25 +X4X6 ∈ V , dans ce cas :
V ⊂ C(aX25 +X4X6, X5X6, X26 ) = W.
 Cas 2 : Il n'existe pas de tel a, mais X25 ∈ V . Dans ce cas, X4X6 /∈ V . On voit que ce
vecteur n'apparaît pas dans la décomposition des {Xj, XrXs} si j = 5 ou 6. On calcule
tous les {Xj, XrXs} pour j = 1, 2, 3, 4 et XrXs ∈ C(X5X6, X26 ) = C(X25 , X5X6, X26 ).
Explicitement, on trouve des compositions linéaires de vecteurs ne contenant pas le
vecteur X4X6 et :
{X1, X4X5} = X25 {X2, X4X5} = X4X6 {X3, X4X5} = −X5X6
{X1, X24} = 2X4X5 {X2, X24} = 0 {X3, X24} = −2X4X6
{X1, X3X6} = X4X6 {X2, X3X6} = X5X6 {X3, X3X6} = 0
{X1, X3X4} = X3X5 +X24 {X2, X3X4} = X4X5 {X3, X3X4} = −X3X6
{X1, X1X6} = 0 {X2, X1X6} = −X3X6 {X3, X1X6} = −X4X6
{X4, X4X5} = 0 {X4, X24} = 0 {X4, X3X6} = X26
{X4, X1X6} = −X5X6 {X4, X3X4} = X4X6
On en déduit que X4X5, X3X4 et X3X6 n'appartiennent pas à V et que V peut
contenir 2X1X6 −X24 . Donc :
V ⊂ Vect (X21 , X1X3, X1X4, X1X5, 2X1X6 −X24 , X23 , X3X5, X25 , X5X6, X26 )
On calcule les crochets {Xj, XrXs} et on cherche ceux dans lequel X4X5 apparaît.
On trouve :
{X1, X1X4} = X1X5 {X2, X1X4} = −X3X4 {X3, X1X4} = −X1X6 −X24
{X1, X1X5} = 0 {X2, X1X5} = X1X6 −X3X5 {X3, X1X5} = −X4X5
{X1, X3X5} = X4X5 {X2, X3X5} = X3X6 +X25 {X3, X3X5} = 0
{X4, X1X4} = −X4X5 {X4, X1X5} = −X25 {X4, X3X5} = X5X6,
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et
{X1, 2X1X6 −X24} = −2X4X5 {X2, 2X1X6 −X24} = −2X3X6
{X3, 2X1X6 −X24} = 0 {X4, 2X1X6 −X24} = −2X5X6.
On en déduit :
V ⊂ Vect (X21 , X1X3, 2X1X6 + 2X3X5 −X24 , X23 , X25 , X5X6, X26 ).
On répète le raisonnement pour les vecteurs X1X4 et X3X4 qui ne sont pas dans V ,
on trouve :
{X1, X21} = 0 {X2, X21} = −2X1X3 {X3, X21} = −2X1X4
{X1, X1X3} = X1X4 {X2, X1X3} = X1X5 −X23 {X3, X1X3} = −X3X4
{X1, X23} = 2X3X4 {X2, X23} = X3X5 {X3, X23} = 0
{X4, X21} = −2X1X5 {X4, X1X3} = X1X6 −X3X5 {X4, X23} = 2X3X6,
Finalement, V ⊂ Vect (2(X1X6 +X3X5)−X24 , X25 , X5X6, X26 ) ⊂ W .
 Etape 2 : Si le groupe G+ = G6,20 n V , équipé de ϕ : g∗6,20 → (g+)∗, ϕ(`) = (`, ψ(`))
est séparant, alors il en est de même du groupe G′+ = G6,20 nW équipé de la même
application. Montrons que ce dernier groupe n'est pas séparant.
Rappelons que la paramétrisation des orbites génériques de g∗6,20 est donnée par :
` = (x6, . . . , x1) = (λ1, λ1q2,−λ1q1, p1 + λ1 q
2
2
2
, p2, λ6 − λ1
6
q32 +
λ1
2
q21 − q2p1)
L'orbite G.` contient un seul point `0 ∈ Vect (X∗1 , X∗6 ) :
`0 = (λ1, 0, 0, 0, 0, λ6).
Les nombres λ1 et λ6 caractérisent G.`
0 : on notera G.`0 = Oλ1,λ6 . On a :
ψ(`) = (x26, x5x6, x
2
5, x6x4, x5x4, x
2
4, x1x6 + x3x5)
= (λ21, λ
2
1q2, λ
2
1q
2
2,−λ21q1,−λ21q1q2, λ21q21, λ1λ6 +
λ21
3
q32 +
λ21
2
q21)
En particulier,
(`0)+ = ϕ(`0) = (`0, (λ21, 0, 0, 0, 0, 0, λ1λ6))
Soit a un nombre réel, pour tout entier n, on déﬁnit le point `+n = ϕ(`n) de l'orbite
ϕ(G.`0) comme le point des coordonnées p2 = q1 = 0, q2 = an et p1 = −λ1
2
a2n2.
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Ensuite , on pose :
`′n = (1−
1
n3
)(`0)+ +
1
n3
`+n
= (λ1,
λ1a
n2
, 0,
λ1a
2
n
, λ6 +
λ1a
3
3
, λ21,
λ21a
n2
, 0,
λ21a
2
n
, 0, 0, λ1λ6 +
λ21a
3
3
)
En faisant tendre n vers l'inﬁni, `′n tend vers le point :
(`′0)+ = ϕ(`′0) = (λ1, 0, 0, 0, λ′6, λ
2
1, 0, 0, 0, 0, λ1λ
′
6)
avec λ′6 = λ6 +
λ1a
3
3
.
Donc Conv ϕ(Oλ1,λ6) ⊃ ϕ(Oλ1,λ′6) pour tout λ′6, autrement dit, pour tout λ6 :
Conv ϕ(Oλ1,λ6) = Conv ϕ(Oλ1,0).
Ceci veut dire que G6,20 nW n'est pas séparant pour G6,20.

1.3.4 Les algèbres de Lie nilpotentes de dimension inférieure ou
égale à 6
Soit maintenant une algèbre nilpotente réelle g décomposable, de dimension inférieure
ou égale à 6, c'est-à-dire g est le produit direct g = g1 × g2 × .... × gk d'algèbres de Lie
indécomposables. Alors :
Lemme 1.3.3 Si g est décomposable réelle de dimension inférieure ou égale à 6, alors
G = exp g admet un surgroupe quadratique et une application séparante Φ.
Preuve : On fait cette preuve pour k = 2, le cas général est similaire.
En identiﬁant g∗ à g∗1 × g∗2, on pose g∗gen = g∗1gen × g∗2gen et
G = exp(g) = G1 ×G2 = exp(g1)× exp(g2).
Notons G+1 (resp G
+
2 ) un surgroupe quadratique pour G1 (resp G2).
Pour tout ` = (`1, `2) de g
∗
gen, on a :
G.` = G1.`1 ×G2.`2 et Ĝ = Ĝ1 × Ĝ2.
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En gardant les notations ci-dessus, on pose :
G+ = G+1 ×G+2 , ϕ = (ϕ1, ϕ2) et Φ = (Φ1,Φ2).
On vériﬁe immédiatement que G+ est un surgroupe quadratique pour G d'application
séparante Φ.

On a ﬁnalement prouvé :
Théorème 1.3.1 Soit G un groupe de Lie nilpotent, connexe et simplement connexe de
dimension inférieure ou égale à 6, alors si G 6= G6,20, G admet un surgroupe quadratique
séparant et si G = G6,20, G admet un surgroupe quadratique faiblement séparant.
1.4 Les groupes de Lie résolubles de petite dimension
1.4.1 Les groupes de Lie exponentiels
Les algèbres de Lie résolubles réelles de dimension au plus 4 ont été classées par J.
Dozias (cf. [Doz] et [Ber], chapitre 8). Une telle algèbre g est exponentielle si ses racines
sont de la forme ρ(1+iα), avec ρ ∈ g∗, α réel. Les algèbres exponentielles, indécomposables,
non nilpotentes de dimension au plus 4 sont toutes spéciales, sauf une g4,9(0). On donne
ci-dessous leurs liste et l'idéal a correspondant :
Algèbre Relations de commutations Idéal a
g2 [X1, X2] = X2 vect(X2)
g3,2(α), [X1, X2] = X2, [X1, X3] = αX3 vect(X2, X3)
|α| ≥ 1
g3,3 [X1, X2] = X2 +X3, vect(X2, X3)
[X1, X3] = X3
g3,4(α), [X1, X2] = αX2 −X3, vect(X2, X3)
α > 0 [X1, X3] = X2 + αX3
g4,1 [X1, X3] = X3, [X1, X4] = X4, vect(X3, X4)
[X2, X3] = X4
g4,4 [X1, X2] = X3, [X1, X4] = X4 vect(X2, X3, X4)
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Algèbre Relations de commutations Idéal a
g4,5(α, β), [X1, X2] = X2, [X1, X3] = αX3, vect(X2, X3, X4)
−1 < α ≤ β < 0 [X1, X4] = βX4
ou
0 < α ≤ β ≤ 1
ou
(0 < β ≤ 1 et
−1 ≤ α < 0)
g4,6(α), [X1, X2] = αX2, [X1, X3] = X3 +X4, vect(X2, X3, X4)
α 6= 0 [X1, X4] = X4
g4,7 [X1, X2] = X2 +X3, vect(X2, X3, X4)
[X1, X3] = X3 +X4, [X1, X4] = X4
g4,8(α, β), [X1, X2] = αX2, [X1, X3] = βX3 −X4, vect(X2, X3, X4)
α > 0, β 6= 0 [X1, X4] = X3 + βX4
g4,9(α), [X2, X3] = X4, [X1, X2] = (α− 1)X2, vect(X3, X4)
α 6= 1, 0 < α ≤ 2 [X1, X3] = X3, [X1, X4] = αX4
g4,10 [X2, X3] = X4, [X1, X2] = X2 +X3, vect(X3, X4)
[X1, X3] = X3, [X1, X4] = 2X4
g4,11(α), [X2, X3] = X4, [X1, X2] = αX2 −X3, vect(X3, X4)
α > 0 [X1, X3] = X2 + αX3, [X1, X4] = 2αX4
L'algèbre de Lie g4,9(0) n'est pas spéciale mais ses orbites génériques (x4 6= 0) contiennent
un unique point (λ1, 0, 0, λ4). Elles peuvent être paramétrées comme suit :
` = (λ1 + pq, p, λ4q, λ4) = (λ1 +
x2x3
x4
, x2, x3, λ4).
Donc ces orbites sont caractérisées par les valeurs de fonctions invariantes :
λ4 = x4, µ1 = x4λ1 = x4x1 − x2x3.
Le degré de ces fonctions polynomiales est inférieure ou égale à 2. Il existe donc un surgroupe
quadratique et une application séparante Φ pour le groupe de Lie exp(g4,9(0)).
Si g est une algèbre de Lie exponentielle décomposable, de dimension inférieure ou égale
à 4, le même argument que dans le cas nilpotent nous fournit un surgroupe quadratique
séparant. Par conséquent :
Proposition 1.4.1 Tout groupe de Lie G exponentiel de dimension inférieure ou égale à
4 admet un surgroupe quadratique séparant.
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1.4.2 Les groupes de Lie résolubles non exponentiels
Si G est résoluble, connexe et simplement connexe, de dimension au plus 4, non expo-
nentiel alors G est de type I (les orbites coadjointes sont ouvertes dans leurs adhérence), ses
représentations unitaires irréductibles pi sont données par la théorie d'Auslander-Kostant
(cf. [A-K]). Elles sont associées à une orbite coadjointe G.` et d'après [A-L] : Ipi = Conv G.`.
Cependant, en général, plusieurs représentations inéquivalentes sont associées à la même
orbite. L'objet géométrique naturellement associé à la représentation est un ﬁbré au dessus
de l'orbite. Si de plus la dimension de G est inférieure ou égale à 4, l'ensemble de ces ﬁbrés
pour les orbites génériques peut être représenté comme une partie M de g∗gen × R.
Dans ce qui suit, nous construirons donc un surgroupe de Lie résoluble G++ de G, une
application polynomiale ϕ++ : M → (g++)∗ de degré 2 et une application Φ : Ĝ → Ĝ++
telles que si p(`++) est la restriction de `++ ∈ (g++)∗ à g :
p ◦ ϕ++ = idg∗ et G++ϕ++(`, ε) = ϕ++(G.(`, ε)), ∀(`, ) ∈M.
Si m = (`, ε) de M caractérise l'élément pi de Ĝ alors Φ(pi) est un prolongement canonique
de pi à G++. Si pi et pi′ dans Ĝgen sont tels que IΦ(pi) = IΦ(pi′) alors pi = pi′.
En généralisant nos déﬁnitions, on dira alors que G admet un surgroupe quadratique
et une application séparante Φ.
En fait, il y a 4 algèbres résolubles non exponentielles, de dimension inférieure ou égale
à 4 dont 3 sont spéciales.
Algèbre Relations de commutations Idéal a
g3,4(0) [X1, X2] = −X3, [X1, X3] = X2 vect(X2, X3)
g4,2 [X1, X2] = X3, [X1, X4] = X4, vect(X3, X4)
[X2, X3] = −X4, [X2, X4] = X3,
g4,8(α, 0), [X1, X2] = αX2, [X1, X3] = −X4, vect(X2, X3, X4)
α > 0 [X1, X4] = X3
La dernière, g4,11(0) admet un invariant quadratique :
Algèbre Relations de commutations Invariants
g4,11(0) [X2, X3] = X4, [X1, X2] = −X3, x4,
[X1, X3] = X2 µ1 = 2x1x4 − x23 − x22
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Avec les mêmes raisonnements que ci-dessus pour chacune de ces algèbres, on construit une
suralgèbre g+ et une application de degré 2, ϕ+ : g∗ → (g+)∗, telle que p ◦ ϕ+ = idg∗ et
ϕ+(G.`) = G+ϕ(`).
Par exemple, pour l'algèbre de Lie g = g4,8(α, 0), on considère g
+ = gnS2(a) et ϕ(`) =
(`, (`|a)2). Maintenant, comme ci-dessus, Conv(G+.ϕ(`)) = Conv(G+.ϕ(`′)) implique G.` =
G.`′, (` et `′ dans g∗gen). On a alors séparation des orbites. Mais nous n'avons toujours pas
séparation des représentations associées à l'orbite G.`.
Pour cela, on détermine d'abord le stabilisateur d'un point `0 de chaque orbite coadjointe
générique.
Par exemple, les orbites coadjointes génériques pour l'algèbre de Lie g4,8(α, 0) sont les
orbites des points :
`0 = (0,±1, r cos θ, r sin θ), r > 0 et θ ∈ R/2piZ
Le stabilisateur G4,8(`0) au point `0 est connexe :
G4,8(`0) = exp
{
± 1
α
Im(reiθ(x3 + ix4))X2 + x3X3 + x4X4
}
∼ R2.
Avec les mêmes calculs, on obtient le tableau suivant :
Algèbre Point de base `0 pour l'orbite générique G(`0)
g3,4(0) `0 = (0, r, 0), r > 0 expRX2 × exp 2piZX1
g4,2 `0 = (0, 0, 1, 0) exp 2piZX2
g4,11(0) `0 = (λ1, 0, 0, λ4) expRX4 × expRX1
Pour les groupes connexes et simplement connexes d'algèbres de Lie g4,8(α, 0) et g4,11(0),
les orbites génériques sont simplement connexes. On associe à chaque orbite une seule re-
présentation unitaire irréductible. Donc, il n'est pas nécessaire de considérer de ﬁbré M et
les constructions précédentes s'appliquent directement : chacun de ces groupes admet un
surgroupe quadratique séparant.
D'autre part, pour les groupes de Lie connexes et simplement connexes d'algèbres de Lie
g3,4(0) et g4,2, les orbites coadjointes génériques ne sont pas simplement connexes. Il y a
plusieurs représentations associées à une de ces orbites.
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Plus exactement, pour g = g3,4(0), la sous algèbre h = RX2 + RX3 est une polarisa-
tion en `0 = (0, r, 0), le caractère e
i`0 déﬁni sur exp h admet les prolongements suivants à
G(`0). exp h :
χ`0,ε(e
2pikX1ex2X2+x3X3) = e2ipikε+x2r, ε ∈ [0, 1[.
Pour chaque ε, la représentation irréductible piε = Ind
G
G(`0). exp h
χ`0,ε est associée à l'orbite
G.`0. D'après [A-L], son ensemble moment est :
Ipiε = ConvG.`0
qui ne dépend pas de ε.
On construit alors l'ensemble
M = g∗gen × R =
{
(`, ε), ` ∈ g∗gen, ε ∈ R
}
et on considère cet ensemble comme une partie de (g×R)∗. Maintenant, puisque les orbites
génériques sont caractérisées par l'invariant quadratique ` 7→ r2, on pose :
g+ = g× R, g++ = g+ × R.
On déﬁnit les fonctions :
ϕ+ : g∗ −→ (g+)∗
` 7−→ (`, r2)
(r2 = x22 + x
2
3) et
ϕ++ : M −→ (g++)∗
(`, ε) 7−→ (`, r2, ε)
alors
ϕ++(G.(`0, ε)) = G
++.ϕ++(`0, ε), ∀(`0, ε) ∈ (g∗)gen × R.
Et on déﬁnit
Φ++(piε) = piε × eir2 × eiε
donc, on obtient
IΦ++(piε) = Ipiε × {(r2, ε)}.
Cet ensemble moment caractérise clairement la représentation piε.
Si maintenant, G est le groupe de Lie simplement connexe d'algèbre de Lie g4,2, il admet
une seule orbite ouverte (et dense) G.`0 = g
∗
gen. A cette orbite est associée comme ci-dessus
une famille de représentations piε de la forme Ind
G
G(`0). exp h
χε, où
h = Vect(X3, X4) et χε(e
2pikX2) = ei2piεk.
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On pose alors
M = g∗gen × R = (g× R)∗gen, g++ = g× R
et
ϕ++(g.(`0, ε)) = (g.`0, ε), Φ
++(piε) = pi × eiε.
Ainsi Ipiε = g
∗ × {ε} caratérise clairement piε.
Si G est résoluble, de dimension inférieure ou égale à 4 et décomposable, le même
argument que dans le cas nilpotent permet de construire le surgroupe G++, l'application
quadratique ϕ++ et l'application Φ++. Finalement :
Proposition 1.4.2 Soit G un groupe de Lie résoluble, connexe et simplement connexe,
de dimension inférieure ou égale à 4. Alors G admet un surgroupe quadratique et une
application séparante Φ.
1.4.3 Le groupe de Mautner
Si G est un groupe de Lie résoluble de dimension 5, G peut ne pas être de type I.
L'exemple le plus simple est donné par le groupe de Mautner G, connexe et simplement
connexe, d'algèbre de Lie g = vect(X1, X2, X3, X4, X5) vériﬁant les relations de commuta-
tion suivantes :
[X1, X2] = −X3, [X1, X4] = −αX4, [X1, X3] = X2, [X1, X5] = αX5,
avec α irrationnel.
L'algèbre de Lie g est spéciale, avec l'idéal abélien a = Vect(X2, X3, X4). Une orbite
générique est un cylindre de base une ﬁcelle sur un tore T2 :
G.`0 = G.(0, r, 0, R cos θ, R sin θ)
= {(p, r cos q, r sin q, R cos(αq + θ), R sin(αq + θ))}
A cette orbite, on peut associer les représentations pi`0 = Ind
G
exp ae
i`0 . L'ensemble moment
de pi`0 est :
Ipi`0 = ConvG.`0
=
{
` = (x1, x2, x3, x4, x5), x
2
2 + x
2
3 ≤ r2, x24 + x25 ≤ R2
}
= R× Conv(T2).
qui ne dépend pas de θ : Ipi`0 = Ipi`′0
si `0 et `
′
0 sont deux points sur le même tore, déﬁni par
r et R.
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Supposons maintenant qu'il existe une suralgèbre g+, une application de degré au plus
2, ϕ : g∗gen −→ (g+)∗ telle que p◦ϕ = idg∗gen , et ϕ(G.`0) = G+.ϕ(`0). Alors cette application
ϕ ne peut pas séparer deux orbites G.`0 et G.`
′
0, si `0 et `
′
0 sont sur le même tore T2.
En eﬀet, soit ϕx1 l'application
ϕx1(x2, x3, x4, x5) = ϕ(x1, x2, x3, x4, x5).
L'application ϕx1 est polynomiale de degré inférieure ou égale à 2. On considère le compact
Kx1 = ϕx1(T2). Pour tout `0 dans T2, et tout réel x1, G.`0 ∩ ({x1} × R4) est dense dans
{x1} × T2. De plus, l'orbite est un cylindre, alors ϕ(G.`0) =
⋃
x1∈R
Kx1 .
Si `0 et `
′
0 sont deux points du tore, les adhérences de l'image par ϕ de leurs orbites
coadjointes coïncident :
ϕ(G.`0) = ϕ(G.`′0).
Donc on ne peut pas séparer ces orbites par les enveloppes convexes fermées de leurs images
par ϕ.
Le groupe de Mautner n'admet alors pas de surgroupe quadratique séparant.
1.5 Le groupe de Lie G = SL(2,R)
Le premier exemple de groupe non résoluble et non compact est le groupe SL(2,R) ou
son revêtement universel S˜L(2,R). L'algèbre de Lie sl(2,R) a pour base :
X1 =
1
2
(
1 0
0 −1
)
, X2 =
1
2
(
0 1
1 0
)
, X3 =
1
2
(
0 1
−1 0
)
avec les relations de commutations :
[X1, X2] = X3, [X2, X3] = −X1, [X1, X3] = X2.
1.5.1 Orbites coadjointes et représentations associées
On ne s'intéresse ici qu'aux représentations génériques appelées depuis [Barg], repré-
sentations de la série principale et de la série discrète.
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Série principale
On note piµ,ε, µ > 0, ε = 0, 1, les représentations de la série principale associées à
l'orbite :
Oµ = {` = (x1, x2, x3), x21 + x22 − x23 = µ2}
L'orbite Oµ est l'hyperboloïde à une nappe. Ces représentations sont réalisées dans l'espace
L2([0, 4pi[) dont la base orthogonale est
ϕn(θ) = e
inθ/2, n pair (si ε = 0), n impair (si ε = 1).
L'action de sl(2,R) est :
pi′µ,ε(X3)ϕn =
in
2
ϕn
pi′µ,ε(X2)ϕn =
1
4i
((1 + iµ+ n)ϕn+2 − (1 + iµ− n)ϕn−2)
pi′µ,ε(X1)ϕn =
1
4
((1 + iµ+ n)ϕn+2 + (1 + iµ− n)ϕn−2)
L'ensemble moment est, pour tout µ et tout ε :
Ipiµ,ε = g
∗ = Conv(Oµ).
Série discrète holomorphe
On note pim, m ∈ 1
2
N, m >
1
2
, la représentation de la série discrète associée à l'orbite
Om = {` = (x1, x2, x3), x21 + x22 − x23 = −m2 et x3 < 0}.
Pour tout m > 0, Om est une nappe de l'hyperboloïde à deux nappes et Om est associée
à une représentation seulement si elle est entière, c'est à dire si 2m est entier et m >
1
2
.
Cette représentation est réalisée dans l'espace L2hol(D, µm) des fonctions holomorphes sur
le disque unité
D =
{
w = u+ iv, |w|2 < 1}
de carré intégrable pour la mesure µm du disque unitaire D donnée par
µm =
4
4m
(1− |w|2)2m−2dudv.
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Une base orthogonale de cet espace est donnée par :
ϕn(w) = w
n, n ∈ N, w ∈ D et ‖ϕn‖2 = pi
4m−1
(2m− 2)!n!
(2m+ n− 1)! .
L'action de sl(2,R) est la suivante :
pi′m(X3)w
n = −i(n+m)wn
pi′m(X2)w
n =
(−1)m
2
i((n+ 2m)wn+1 + nwn−1)
pi′m(X1)w
n =
(−1)m
2
((n+ 2m)wn+1 − nwn−1)
L'ensemble moment permet de retrouver m, en eﬀet, cet ensemble moment est :
Ipim = Conv(Om) = {` = (x1, x2, x3), x21 + x22 − x23 ≤ −m2 et x3 < 0}.
Donc
m2 = sup{x21 + x22 − x23, ` = (x1, x2, x3) ∈ Ipim} et sign(m) = −sign(x3).
On remarque que l'ensemble moment de la représentation pim est l'enveloppe convexe d'une
unique orbite coadjointe : l'orbite Om. Pour être compatible avec les formules de caractères,
plusieurs auteurs préfèrent déﬁnir ici l'orbite correspondante autrement.
Série discrète antiholomorphe
Il suﬃt de remplacer dans la série discrète holomorphem par−m et w par w¯. L'ensemble
moment de pi−m est :
Ipi−m = Conv(O−m) = {` = (x2, x2, x3), x21 + x22 − x23 ≤ −m2 et x3 > 0}.
Ici aussi, on retrouve m :
m2 = sup{x21 + x22 − x23, ` = (x1, x2, x3) ∈ Ipim} et sign(m) = −sign(x3).
En plus de ces représentations, il y a la représentation triviale, les représentations limites
de la série discrète, limite de la série principale et celles de la série complémentaire. Ici nous
ne considérerons pas ces représentations "non génériques".
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1.5.2 Déﬁnition de G+ et séparation des orbites
Soient
g+ = sl(2,R)⊕ R et G+ = SL(2,R)× R.
Le sous groupe R est central dans G+ donc toute représentation unitaire irréductible pi+
de G+ est scalaire sur ce sous groupe. Par conséquent, sa restriction à SL(2,R) : pi+|SL(2,R)
est irréductible.
Réciproquement, toute représentation irréductible pi de SL(2,R) se prolonge en des
représentations pi+α = pi × eiα de G+. Dans ce cas, on a Ipi+α = Ipi × {α}.
On se donne aussi l'application non linéaire de degré 2 :
ϕ : g∗ → (g+)∗
(x1, x2, x3) 7→ ((x1, x2, x3), x21 + x22 − x23) = (`, µ2(`))
Soit p : (g+)∗ → g∗ la projection canonique, transposée de l'injection canonique de g dans
g+, alors p ◦ ϕ = idg∗ et puisque la fonction µ2 est invariante , alors :
ϕ(G.`) = G+ϕ(`) et Φ(piµ,ε) = piµ,ε × eiµ2 , Φ(pi±m) = pi±m × eim2 .
On notera :
Ĝgen = {piµ,ε} ∪ {pi±m}.
Proposition 1.5.1 Soient pi et pi′ dans Ĝgen telles que :
IΦ(pi) = IΦ(pi′)
alors :
1) Les orbites coadjointes associées à pi et pi′ coïncident.
2) Ou bien pi et pi′ sont toutes deux dans la série principale et
pi = piµ,ε, pi
′ = piµ,ε′ , (ε = ε′ ou ε 6= ε′).
3) Ou bien pi et pi′ sont toutes les deux dans la série discrète et pi ∼= pi′.
Remarque 1.5.1 Comme dans le cas résoluble non exponentiel, on sait associer à une
représentation une orbite, mais à certaines orbites on associe deux représentations et à
d'autres on n'associe aucune représentation. On a maintenant séparé les orbites mais pas
les représentations. On les sépare dans la section suivante, en appliquant une méthode
similaire à celle des sections précédentes.
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1.5.3 Déﬁnition de G++ et séparation des représentations
On va généraliser la notion de l'ensemble moment pour les représentations génériques
de G. Puisque il y a deux représentations dans la série principale, associées à l'orbite Oµ,
on pose g∗gen = {` ∈ g, µ2(`) 6= 0}, alors on déﬁnit le nouvel ensemble
M =
{
(`, ε), ` ∈ g∗gen, ε =
{
1 si µ2 < 0
0 ou 1 si µ2 > 0
}
Le groupe G agit naturellement sur M par g.(`, ε) = (g.`, ε) et les représentations géné-
riques de G sont caractérisées par une orbite intégrale dans M . Pour une généralisation de
l'ensemble moment, on déﬁnit :
Jpiµ,ε = {(`, ε), ` ∈ Ipiµ,ε} = Ipiµ,ε × {ε},
et
Jpim = {(`, 1), ` ∈ Ipim} = Ipim × {1}.
Maintenant, on déﬁnit
G++ = SL(2,R)× R× Z/2Z.
Un élément de G++ a la forme (g, t, s), avec g dans SL(2,R), t réel et s = ±1.
L'algèbre de Lie de G++ est :
g++ = g+ = sl(2,R)× R.
Comme ci-dessus, on pose
ϕ : g∗ −→ (g+)∗
` 7−→ (`, µ2).
Mais, on peut aussi déﬁnir l'ensemble
M++ =
{
(`, t, ε), ` ∈ (g+)∗gen, ε = 0, 1
}
.
Comme pour G, une représentation générique de G++ est caractérisée par une G++-orbite
dans M++, l'action de G++ étant déﬁnie par
(g, u, v).(`, t, ε) = (g.`, t, ε).
On étend l'application ϕ á ϕ++ : M −→M++ par
ϕ++(`, ε) = (`, µ2(`), ε).
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Donc si p++ : M++ −→M est l'application restriction, p++(`, t, ε) = (`, ε), on a toujours
p++ ◦ ϕ++ = IdM , et ϕ++(G.(`, ε)) = G++.ϕ++(`, ε).
Finalement, on déﬁnit les représentations de G++ par :
Φ++(piµ,ε) = pi
++
µ,ε , où pi
++
µ,ε (g, t, s) = s
εeitµ
2
piµ,ε,
et
Φ++(pim) = pi
++
m , où pi
++
m (g, t, s) = e
itm2pim(g).
Avec ces notations, on obtient immédiatement :
Proposition 1.5.2 On a :
1) ϕ++ est une application quadratique et
p++ ◦ ϕ++ = IdM , ϕ++(G.(`, ε)) = G++.ϕ++(`, ε),
2) L'ensemble moment est
IΦ++(piµ,ε) = IΦ+(piµ,ε) = Ipiµ,ε × {µ2}
et
IΦ++(pim) = IΦ+(pim) = Ipim × {m2}.
3) L'ensemble moment généralisée est
JΦ++(piµ,ε) = Jpiµ,ε × {µ2} = IΦ+(piµ,ε) × {(µ2, ε)}
et
JΦ++(pim) = Jpim × {m2} = IΦ+(pim) × {(m2, 1)}.
4) Si pi et pi′ deux éléments de Ĝgen alors
JΦ++(pi) = JΦ++(pi′) si et seulement si pi ∼= pi′.
Avec nos généralisations, on peut dire que SL(2,R) admet un surgroupe quadratique (non
connexe) G++ et une application séparante Φ++.
Cependant, dans cette construction, l'algèbre de Lie g++ coincide avec l'algèbre de
Lie g+. Notre déﬁnition du surgroupe quadratique G++ et de l'application Φ++ utilise la
nouvelle variable ε. Mais la valeur de cette variable n'est pas déterminée à partir d'une ap-
plication moment usuelle. Par conséquent, notre construction n'a pas exactement la même
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nature que la construction dans les sections précédentes, appliquée pour les groupes de Lie
résolubles. De plus, cette construction ne s'applique pas au cas du revêtement universel
S˜L(2,R) de SL(2,R).
Pour toutes ces raisons, on considère maintenant un autre surgroupe quadratique (connexe)
de SL(2,R). On déﬁnit :
G++ = SL(2,R)× R2, et ϕ++(`, ε) = (`, µ2(`), ε).
Et
Φ++(piµ,ε) = piµ,ε × eiµ2 × eiε, Φ++(pim) = pim × eim2 .
Donc
IΦ++(piµ,ε) = ϕ
++(Ipiµ,ε × {ε}) = Ipiµ,ε × {(µ2, ε)}
et
IΦ++(pim) = Ipim × {(m2, 0)}.
Alors,G++ est un surgroupe quadratique de SL(2,R), et Φ++ est une application séparante.
Proposition 1.5.3 On a :
IΦ++(piµ,ε) = IΦ++(piµ′,ε′ ) si et seulement si piµ,ε = piµ′,ε′
1.5.4 Le revêtement universel de SL(2,R)
Notons S˜L(2,R) le revêtement universel de SL(2,R). Les représentations p˜iµ,ε, avec
ε ∈ [0, 2[ de la série principale de S˜L(2,R) se réalisent dans L2([0, 4pi[), mais au lieu de
considérer une base (ϕn) telle que :
ϕn(2pi) = ±ϕn(0) = eipiεϕn(0), ε = 0, 1,
on considérera une base (ϕn) de fonctions telles que :
ϕn(2pi) = e
ipiεϕn(0), ε ∈ [0, 2[.
Par exemple :
ϕn(θ) = e
iθ(n+ ε
2
), n ∈ N.
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L'action de sl(2,R) s'écrira alors :
p˜i′µ,ε(X3)ϕn = i(n+
ε
2
)ϕn
p˜i′µ,ε(X2)ϕn =
1
4i
(
(1 + iµ+ n+
ε
2
)ϕn+2 − (1 + iµ− n− ε
2
)ϕn−2
)
p˜i′µ,ε(X1)ϕn =
1
4
(
(1 + iµ+ n+
ε
2
)ϕn+2 + (1 + iµ− n− ε
2
)ϕn−2
)
.
Son ensemble moment est toujours :
Ip˜iµ,ε = Conv(Oµ) = g
∗.
Pour la série discrète holomorphe p˜im et antiholomorphe p˜i−m, elles se réalisent dans l'espace
L2(D, µm) des fonctions holomorphes sur le disque unité D, pour la mesure
µm =
4
4m
(1− |w|2)2m−2, mais pour tous les m > 1
2
.
Les formules sont les mêmes que pour la série discrète de SL(2,R), l'ensemble moment est :
Ip˜i±m = Conv(O±m) =
{
` = (x1, x2, x3), x
2
1 + x
2
2 − x23 ≤ −m2, ±x3 < 0
}
(Il n'y a plus de condition d'intégralité sur m).
Posons donc :
G˜++ = S˜L(2,R)× R2
et déﬁnissons :
ϕ˜++ = ϕ++, Φ˜++(p˜iµ,ε) = p˜iµ,ε × eiµ2 × eiε, (ε ∈ [0, 2[)
et
Φ˜++(p˜im) = p˜im × eim2 , (m /∈ [−1
2
,
1
2
]).
On obtient alors :
Proposition 1.5.4 G˜++ déﬁnit un surgroupe quadratique, connexe et simplement connexe
du revêtement universel S˜L(2,R) de SL(2,R) et Φ˜++ est une application séparante.
Remarque 1.5.2 Les orbites coadjointes du groupe SU(2) sont des sphères, leurs enve-
loppes convexes sont les boules correspondantes. On montre que l'ensemble moment d'une
représentation unitaire irréductible de SU(2), même s'il n'est pas convexe, caractérise cette
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représentation (cf. [Kir, Wil, A-L]).
En outre, on sait que toute algèbre de Lie g de dimension inférieure ou égale à 4 est, soit
résoluble, soit le produit direct d'une algèbre de Lie semi simple par un idéal résoluble. Dans
ce dernier cas, les seules possibilités sont :
sl(2,R), su(2), sl(2,R)× R ou su(2)× R.
On a ﬁnalement prouvé :
Corollaire 1.5.1 Si G est un groupe de Lie connexe et simplement connexe de dimension
inférieure ou égale à 4, alors G admet un surgroupe quadratique et une application sépa-
rante Φ.
1.6 Le groupe de Lie G = SO(4)nR4
Dans cette section, on étudie le cas d'un groupe produit semi direct d'un compact par
un sous groupe normal abélien, tel que les invariants repérant les orbites génériques ne sont
pas quadratiques mais pour lequel nos méthodes donnent un surgroupe quadratique.
Soit
G = SO(4)nR4,
l'action de SO(4) sur R4 étant donnée par l'action usuelle. Son algèbre de Lie g est de
dimension 10 et est déﬁnie par :
g = Vect
(
Ti, 1 ≤ i ≤ 4, Rij, 1 ≤ i < j ≤ 4
)
,
où (Ti) est la base canonique de R4, et Rij la matrice Eij − Eji de so(4).
Les éléments de g vériﬁent :
[Rij, Rkl] = δjkRil + δilRjk − δjlRik − δikRjl
et
[Rij, Tk] = δjkTi − δikTj, [Ti, Tj] = 0, avec la convention Rji = −Rij.
L'idéal abélien de g est a = Vect(Ti). Pour tout ` ∈ g∗, on note ` = (t, r) = (ti, rjk).
L'action coadjointe est donnée par les champs de vecteurs :
R−ij =
1
2
∑
k 6=l
(δjkril + δilrjk − δjlrik − δikrjl) ∂
∂rkl
+ ti
∂
∂tj
− tj ∂
∂ti
, rji = −rij
56 CHAPITRE 1. SURGROUPES QUADRATIQUES
et
T−i =
∑
k<l
(δiktl − δiltk) ∂
∂rkl
.
On note | | la norme euclidienne de R4 et u.v le produit scalaire des vecteurs u et v. Si
` = (t, r) est tel que |t|2 =
∑
t2i 6= 0, on peut, par l'action de SO(4), trouver dans l'orbite
de ` un vecteur de la forme ((0, 0, 0, |t|), r′).
L'action du sous groupe exp(Vect(T1, T2, T3)) permet de se ramener à un point
((0, 0, 0, |t|), (r′′12, r′′13, r′′23, 0, 0, 0))
de l'orbite de `. De plus, l'action du sous groupe SO(3) de SO(4) qui laisse stable (0, 0, 0, |t|)
permet de se ramener au point :
`0 = (t0, r0) = ((0, 0, 0, |t|), (R, 0, 0, 0, 0, 0)), R2 = r′′122 + r′′132 + r′′232.
Donc, les orbites génériques sont celles des points `0 tels que |t| > 0 et R > 0. Elles sont
repérées par les nombres a = |t| et b = aR, et sont de dimension 8 (cf. [Raw]). L'algèbre
de Lie du stabilisateur de `0 est :
g(`0) = Vect(R12, T4).
La fonction (polynomiale quadratique) (t, r) 7→ |t|2 est clairement invariante et donne la
valeur de a. Posons alors :
(r ∧ t)i = 1
2
∑
j,k,l
εijklrjktl,
(εijkl est nul sauf si {i, j, k, l} = {1, 2, 3, 4}, et dans ce cas, c'est la signature de la permu-
tation
(
1 2 3 4
i j k l
)
). On déﬁnit ainsi un vecteur de R4, orthogonal à t et tel que, par
exemple :
R−12(r ∧ t)1 = −(r ∧ t)2, T−1 (r ∧ t)1 = 0
R−12(r ∧ t)2 = (r ∧ t)1, T−1 (r ∧ t)2 = 0
R−12(r ∧ t)3 = 0, T−1 (r ∧ t)3 = 0
R−12(r ∧ t)4 = 0, T−1 (r ∧ t)4 = 0.
Par conséquent, la fonction polynomiale de degré 4, (t, r) 7→ |r ∧ t|2 est invariante et sa
valeur sur l'orbite de (t0, r0) est a
2R2 = b2. On a prouvé que l'orbite de `0 est (si a > 0 et
b > 0) :
Oa,b = G`0 = {(t, r), tels que |t|2 = a2, |r ∧ t|2 = b2}.
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Cette orbite est associée à une représentation si elle est entière, c'est-à-dire si
b
a
est un
entier naturel.
En `0, une polarisation (complexe) positive est donnée par :
p = aC + V ectC(R12, R13 − iR23).
On associe donc à G.`0 l'induite holomorphe du caractère e
i`0|p :
pia,b = Ind
G
exp pe
i`0|p .
Il est plus simple d'eﬀectuer une induction par étage et de réaliser pia,b comme l'induite
unitaire de la représentation ρb/a× ei`0|p du groupe SO(3)n a, où ρb/a est la représentation
unitaire de dimension 2
b
a
+ 1 de SO(3).
De plus, puisque pia,b est une représentation induite unitaire, on a (cf. [A-L]) :
Ipia,b = Conv(G.`0) ⊂ {(t, r), tels que |t| ≤ a},
car la fonction (t, r) 7→ |t|2 est convexe.
Réciproquement, soient R1 et R2 deux nombres positifs. Pour tout s de ]0, 1[, les points
` = ((0, 0, 0, a), (0, R1, 0, 0, 0, 0))
et
`′ = ((0, 0, a, 0), (R1,
R2 −R1
1− s , 0, 0, 0, 0))
sont sur la même orbite, Oa,R1a, caractérisée par a et R1. Le point
`(s) = s`+ (1− s)`′
= ((0, 0, (1− s)a, sa), ((1− s)R1, R2 − (1− s)R1, 0, 0, 0, 0))
appartient à l'enveloppe convexe de Oa,R1a. En faisant tendre s vers 1, on en déduit que le
point
`(1) = ((0, 0, 0, a), (0, R2, 0, 0, 0, 0))
qui est dans l'orbite Oa,R2a caractérisée par a et R2, appartient à Conv(Oa,R1a).
En particulier, Ipia,b contient l'adhérence de l'union de toutes les orbites Oa,b′ . Cette réunion
est l'ensemble {(t, r), tels que |t| = a}. Par convexité, pour tout b :
Ipia,b = Conv(Oa,b) = {(t, r), tels que |t| ≤ a}.
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Les représentations génériques du groupe G ne sont pas séparées par leurs ensembles mo-
ments.
Posons alors
g+ = gnR4 = gn b et G+ = GnR4
L'action de G sur l'idéal abélien R4 est l'action usuelle de SO(4) sur R4. On note (Wi) la
base de l'idéal b et (t, r, w) un point de (g+)?. On a alors par exemple :
R−12 = r13
∂
∂r23
− r23 ∂
∂r13
+ r14
∂
∂r24
− r24 ∂
∂r14
+
+ t1
∂
∂t2
− t2 ∂
∂t1
+ w1
∂
∂w2
− w2 ∂
∂w1
,
T−1 = t2
∂
∂r12
+ t3
∂
∂r13
+ t4
∂
∂r14
W−1 = w2
∂
∂r12
+ w3
∂
∂r13
+ w4
∂
∂r14
.
On en déduit immédiatement que les fonctions polynomiales suivantes sont invariantes sous
l'action de G+ :
(t, r, w) 7→ |t|2, |w|2, t.w, (r ∧ t).w.
Maintenant, par action de SO(4), une orbite coadjointe générique de G+ contient un
point de la forme (t0, r, w0) avec t0 = (0, 0, 0, a) (a > 0) et w0 = (0, 0, w3,
c
a
) (w3 > 0). On
a donc, sur cette orbite, |t| = a, w.t = c et
|w| =
√
w23 +
c2
a2
= b ou w3 =
√
a2b2 − c2
a
> 0.
En agissant avec l'idéal a + b, on peut enﬁn se ramener à `0 = (t0, r0, w0) tel que r0 =
(R, 0, 0, 0, 0, 0) (R quelconque). On pose donc
d = (r ∧ t).w = Raw3 ou R = d√
a2b2 − c2 .
Les orbites coadjointes génériques de G+ sont donc les orbites
O+a,b,c,d = {(t, r, w), tel que |t| = a, |w| = b, t.w = c, (r ∧ t).w = d},
pour a > 0, b > 0, ab > c. Elles sont de dimension 10, le stabilisateur de (t0, r0, w0) ayant
pour algèbre de Lie :
g+((t0, r0, w0)) = V ect
(
R12, T4,
√
a2b2 − c2
a
T3 + aW4,
c
a
T3 − aW3
)
.
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Déﬁnissons maintenant la fonction ϕ : g∗ −→ g+∗, polynomiale de degré 2, par ϕ(t, r) =
(t, r, r ∧ t). Si Oa,b est une orbite coadjointe générique de G, alors Oa,b = G.(t0, r0) et
G+.ϕ((t0, r0)) = O
+
a,b,0,b2 . Donc, on n'a pas G
+.ϕ(`0) = ϕ(G.`0). Cependant :
O+a,b,0,b2 ∩ ϕ(g∗) = G+.ϕ((t0, r0)) ∩ ϕ(g∗)
= {(t, r, w), |t| = a, |w| = b, w = (r ∧ t)}
= ϕ(Oa,b).
L'orbite O+a,b,0,b2 est entière si et seulement si
b
a
est un entier naturel, à cette orbite on
associe la représentation :
pi+a,b,0,b2 = Ind
G+
SO(2)nanb e
i b
a × eit0|a × ei(r0∧t0)|b .
Cette représentation est l'induite du caractère exp(i
b
a
× it0|a × i(r0 ∧ t0)|b) du groupe
SO(2)n an b, d'algèbre de Lie la polarisation so(2)n an b en (t0, r0, w0).
On note cette représentation par Φ(pia,b), son ensemble moment est :
IΦ(pia,b) = Conv(O
+
a,b,0,b2).
Par convexité des fonctions t 7→ |t|2 et w 7→ |w|2, on a immédiatement :
IΦ(pia,b) ⊂ {(t, r, w), |t| ≤ a, |w| ≤ b}.
Comme l'égalité est atteinte sur ϕ(Oa,b), alors :
a = sup{|t|, (t, r, w) ∈ IΦ(pia,b)}, et b = sup{|w|, (t, r, w) ∈ IΦ(pia,b)}.
Les ensembles moments IΦ(pia,b) caractérisent donc les représentations pia,b.
Proposition 1.6.1 Le groupe G = SO(4) n R4 admet un surgroupe quadratique et une
application séparante Φ.
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Chapitre 2
Séparation des orbites et surgroupes de
SL(n,R)
Résumé
Nous revenons à la question d'existence de produit semi-direct g+ = gn V pour une algèbre de Lie g,
avec une application non linéaire Φ du dual de g dans le dual de g+ telle que, pour un élément générique
ξ, les orbites coadjointes de Φ(ξ) admettent des enveloppes convexes distinctes. Dans le cas de groupes de
Lie résolubles, il existe plusieurs exemples d'une telle construction, où Φ est polynomiale, de degré 2.
Pour le cas de l'algèbre de Lie sl(n,R), on donne au début une telle construction avec Φ polynomiale,
de degré n, puis, si n > 2, on prouve qu'une telle construction n'existe pas avec Φ polynomiale, de degré
2, et, pour sl(4,R), cette construction n'existe pas non plus avec Φ polynomiale, de degré 3.
2.1 Orbites coadjointes génériques de sl(n,R)
2.1.1 Fonctions invariantes et éléments génériques de sl(n,R)?
Ceci est bien connu, on présente ces notions ici juste pour être complet et pour ﬁxer
nos notations.
Puisque l'algèbre de Lie sl(n,R) est simple, on peut identiﬁer l'action adjointe et l'action
coadjointe du groupe de Lie G = SL(n,R), en utilisant la forme bilinéaire, invariante non
dégénérée sur sl(n,R) déﬁnie par :
〈X, Y 〉 = Tr(XY ).
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Cependant, on utilisera les lettres grecques comme ξ pour les éléments de sl(n,R)? et les
lettres majuscules, comme X pour les éléments de sl(n,R). Ces objets sont tous des ma-
trices réelles n× n de trace nulle.
Maintenant, sl(n,R) est déployée, donc la théorie des sl(n,R)-modules de dimension
ﬁnie coïncide avec la théorie usuelle sur les corps algébriquement clos (voir [D]). Par consé-
quent, les fonctions polynomiales invariantes sur sl(n,R)?, sont les usuelles, c'est à dire les
fonctions trace :
Tk(ξ) = Tr(ξ
k), 2 ≤ k ≤ n.
Plus précisément, l'anneau des fonctions polynomiales invariantes sur R est exactement
R[T2, . . . , Tn] (cf. [W]).
Pour toute matrice n× n, ξ, de trace nulle, on note Cξ son polynôme caractéristique,
Cξ(t) = det(ξ − tI).
On met ξ sous forme de Jordan, en utilisant une base complexe de Cn, et on note z1, . . . , zn
les termes diagonaux de cette forme de Jordan. Alors :
Cξ(t) = det(ξ − tI) = (−1)n(t− z1) . . . (t− zn)
= tn − (
∑
i
zi)t
n−1 + (
∑
i<j
zizj)t
n−2 + · · ·+ (−1)nz1 . . . zn
= tn − αn−1tn−1 + αn−2tn−2 + · · ·+ (−1)nα0.
Puisque Cξ est une fonction polynomiale invariante, les αk sont polynomiales en Tj(ξ), en
fait, une formule de Newton (cf. [W]), donne explicitement, pour tout k,
(−1)k+1αn−k = Tr(ξk)− αn−1Tr(ξ) + αn−2Tr(ξk−1) + · · ·+ (−1)k−1αk−1Tr(ξ).
Cette formule permet d'exprimer tous les αk comme fonctions des nombres Tj(ξ), et réci-
proquement, d'exprimer tous les Tj(ξ) comme fonctions des nombres αk.
Autrement dit, deux matrices ξ et ξ′ vériﬁent Cξ = Cξ′ si et seulement si Tj(ξ) = Tj(ξ′)
pour tout j = 1, . . . , n.
Posons maintenant ξ une matrice réelle n× n de trace nulle et notons Sp(ξ) le spectre
de ξ, vue comme une matrice complexe. On dira que ξ est générique si le cardinal de Sp(ξ)
est n.
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Notons Ω l'ensemble des ξ génériques dans sl(n,R)?. Cet ensemble est clairement inva-
riant sous l'action (co)-adjointe de SL(n,R). Si ξ est dans Ω,
Sp(ξ) = {c1, . . . , cr, a1 ± ib1, . . . , as ± ibs, avec cj, ak, bk ∈ R, bk > 0, r + 2s = n}.
Pour de telles données, on pose :
D(cj, ak + ibk) =

c1
. . .
cr
a1 b1
−b1 a1
. . .
as bs
−bs as

.
Fixons r et s telle que r + 2s = n. Si r > 0, posons :
Σr,s = {D(cj, ak + ibk), c1 < c2 < · · · < cr, bk > 0, (a1, b1) < (a2, b2) < · · · < (as, bs)}
où (a, b) < (a′, b′) est l'ordre lexicographique :
(a, b) < (a′, b′) ⇐⇒

a < a′
ou
a = a′ et b < b′.
Si r = 0, on note :
Σ+0,s = {D(ak + ibk), bk > 0, (a1, b1) < (a2, b2) < · · · < (as, bs)}
et
Σ−0,s = {D−(ak + ibk), bk > 0, (a1, b1) < (a2, b2) < · · · < (as, bs)},
où
D−(ak + ibk) =

a1 −b1
b1 a1
a2 b2
−b2 a2
. . .
as bs
−bs as

.
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On pose ﬁnalement
Σ =

⋃
r>0, r+2s=n
Σr,s
⋃(
Σ+0,n
2
∪ Σ−0,n
2
)
si n est pair⋃
r>0, r+2s=n
Σr,s si n est impair.
2.1.2 Orbites adjointes dans Ω
Lemme 2.1.1 Σ est une section pour l'action de SL(n,R) dans Ω, c'est à dire chaque
orbite de Ω contient exactement un point dans Σ.
Preuve : Soit ξ une matrice de Ω, on diagonalise ξ sur C. Avec nos notations, il existe des
vecteurs Ej ∈ Cn et Fk ∈ Cn tels que ξEj = cjEj et ξFk = (ak + ibk)Fk. On choisit Ej réel
et on pose Fk = Er+2k−1 + iEr+2k ( les Er+t sont réels), alors on obtient une base réelle
(Es) de Rn. Notons P la matrice de changement de bases, donc :
PξP−1 = D(cj, ak + ibk).
a. Si detP > 0, alors il existe g =
1
n
√
detP
P , tel que ξ′ = gξg−1 et g appartient à
SL(n,R). L'orbite adjointe SL(n,R) · ξ contient le point D(cj, ak + ibk) de Σ.
b. Si detP < 0 et r > 0, on remplace E1 par E
′
1 = −E1. Ainsi PξP−1 = P ′ξP ′−1 où
P ′ est la nouvelle matrice de changement de bases et det(P ′) > 0. Comme ci-dessus,
l'orbite adjointe SL(n,R) · ξ contient le point D(cj, ak + ibk) de Σ.
c. Si detP < 0 et r = 0, on remplace E1 par E
′
1 = E2 et E2 par E
′
2 = E1. Dans cette
nouvelle base, P ′ξP ′−1 = D−(ak + ibk) et det(P ′) > 0. L'orbite adjointe SL(n,R) · ξ
contient le point D−(ak + ibk) de Σ.
Soit maintenant ξ0 un élément de Σ et O son orbite. Les seules possibilités sont
O ∩ Σ = {ξ0}, ou O ∩ Σ = {D(ak + ibk), D−(ak + ibk)} (uniquement si r = 0).
Mais si on est dans ce dernier cas, il existe g dans SL(n,R) tel que
D−(ak + ibk) = gD+(ak + ibk)g−1.
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En considérant les espaces propres complexes, on obtient les nombres complexes zk tels
que :
g(E1 + iE2) = z1(E1 − iE2), et g(E2k−1 + iE2k) = zk(E2k−1 + iE2k), k > 1.
Par conséquent det(g) = −
∏
k
|zk|2 < 0, ce qui est impossible. Ceci prouve que Σ est
une section pour l'action de SL(n,R) sur Ω.

Corollaire 2.1.1
Notons Ωr,s = SL(n,R) · Σr,s. Soit ξ0 ∈ Ωr,s.
1. Si r > 0, {ξ, tel que Cξ = Cξ0} est exactement l'orbite SL(n,R) · ξ0.
2. Si r = 0, {ξ, tel que Cξ = Cξ0} est l'union de deux orbites SL(n,R)·ξ0unionsqSL(n,R)·ξ1,
avec
{ξ0, ξ1} =
{
D(ak + ibk), D
−(ak + ibk)
}
.
Ce qui suit justiﬁera notre notion d'élément générique.
Lemme 2.1.2 Ω est un ensemble dense et ouvert de sl(n,R)?.
Preuve : Soit ξ une matrice arbitraire n× n, de trace nulle. On peut réduire ξ sous forme
de Jordan, en utilisant une base complexe de Cn. Revenant comme ci-dessus à une base
réelle, on pose, pour tout k, Dk =
(
ak bk
−bk ak
)
et I2 =
(
1 0
0 1
)
, on peut donc écrire :
ξ′ = PξP−1 =

c1 u1
. . . . . .
cr−1 ur−1
cr
D1 v1I2
. . . . . .
Ds−1 vs−1I2
Ds

,
ici la valeur des nombres réels uj et vk est 0 ou 1, et P est une matrice réelle.
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Considérons maintenant des nombres réels tels que
x1 < · · · < xr < y1 < · · · < ys, et x1 + · · ·+ xr + 2y1 + · · ·+ 2ys = 0.
Pour tout ε > 0, on pose :
ξε = ξ + εP
−1D(x1, . . . , xr, y1, y1, . . . , ys, ys)P ∈ sl(n,R).
Si ε est suﬃsamment petit, ξε admet n valeurs propres distinctes, donc ξε appartient à Ω
et, pour toute norme, ‖ξ − ξε‖ = ε‖P−1D(xj, yk)P‖. Ceci prouve que Ω est dense.
Pour prouver que Ω est ouvert, on utilise le théorème des fonctions implicites. Soit
ξ0 une matrice de Ω. Le polynôme caractéristique Cξ0 de ξ0 admet n racines simples. Si
Cξ0(α) = 0, alors C
′
ξ0
(α) 6= 0.
Si α = cj est une valeur propre réelle de ξ0, on déﬁnit l'application Fj : sl(n,R)×R −→
R, par
Fj(ξ, x) = Cξ(x).
Si α = ak + ibk est une valeur propre non réelle de ξ0, on note
Cξ(x+ iy) = Aξ(x, y) + iBξ(x, y), avec Aξ, Bξ réels,
et on déﬁnit
Fk : sl(n,R)× R2 −→ R2 par Fk(ξ, x, y) = (Aξ(x, y), Bξ(x, y)).
Un calcul direct montre que le Jacobien
DFk
D(x, y)
(ξ0, ak, bk) ne s'annule pas.
Donc, il existe des sous ensembles ouverts Uj (resp. Uk) dans sl(n,R), contenant ξ0,
des sous-ensembles ouverts Vj de R contenant cj (resp. Vk de R2 contenant (ak, bk)), et des
applications fj (resp. fk) déﬁnie sur Uj (resp. Uk), tels que :{
Fj(ξ, x) = 0
(ξ, x) ∈ Uj × Vj
⇐⇒
{
x = fj(ξ)
ξ ∈ Uj
respectivement {
Fk(ξ, x, y) = (0, 0)
(ξ, x, y) ∈ Uk × Vk
⇐⇒
{
(x, y) = fk(ξ)
ξ ∈ Uk
.
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Choisissons Vr suﬃsamment petit, aﬁn d'obtenir
Vj ∩
(⋃
j′ 6=j
Vj′
)
= ∅, Vk ∩
(
(R× {0}) ∪
⋃
k′ 6=k
Vk′
)
= ∅,
puis posons U =
⋂
r
Ur. U est un sous ensemble ouvert contenant ξ0 et, pour tout ξ de
U , Cξ admet n racines distinctes (réelle ou complexe), par suite U ⊂ Ω et Ω est un sous
ensemble ouvert de sl(n,R)?.

En résumé, nous obtenons :
Proposition 2.1.1 Sur le sous ensemble (ouvert et dense) Ω des éléments ξ génériques de
sl(n,R), les fonctions invariantes Tk séparent presque les SL(n,R)-orbites.
Plus précisément, on écrit comme ci-dessus Ω = ∪r+2s=nΩr,s, et on pose ξ0 ∈ Ωr,s.
1. Si r > 0, {ξ, tel que Tk(ξ) = Tk(ξ0) pour tout k = 2, . . . , n } est exactement l'orbite
adjointe SL(n,R) · ξ0 de ξ0,
2. Si r = 0, {ξ, tel que Tk(ξ) = Tk(ξ0) pour tout k = 2, . . . , n } est l'union de deux
orbites adjointes SL(n,R) · ξ0 unionsq SL(n,R) · ξ1.
2.2 Suralgèbres presque séparantes de degré n
2.2.1 Enveloppe convexe des orbites dans Ω
Revenons à notre problème, on considère d'abord l'enveloppe convexe d'une orbite gé-
nérique dans sl(n,R)?. On garde les notations précédentes.
Proposition 2.2.1 Pour tout n > 2, l'enveloppe convexe des orbites (co)adjointes géné-
riques (orbites dans Ω) est dense, plus précisément, pour tout n > 2 et ξ de Ω,
Ω ⊂ Conv(SL(n,R) · ξ).
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Preuve :
Le cas général est une conséquence des cas de petite dimension (2 ≤ n ≤ 4).
Le cas n = 2
Pour n = 2, les enveloppes convexes des orbites dans Ω sont bien connues (voir [A-S-Z]
ou le chapitre 1). On a :
sl(2,R)? = Conv(SL(2,R) ·D(−c, c)) (c > 0),
= Conv(SL(2,R) ·D(ib) ∪ SL(2,R) ·D−(ib)) (b > 0).
Le cas n = 3
Pour n = 3, on suppose ξ = D(c1, c2, c3), avec c1 < c2 < c3, et on prouve Ω ⊂
Conv(SL(3,R) ·D(c1, c2, c3)).
En eﬀet, si c′1 < c
′
2 < c
′
3 sont tels que c
′
1 + c
′
2 + c
′
3 = 0, alors ou bien c
′
1 6= −2c3, ou
c′2 6= −2c3. Supposons par exemple c′1 6= −2c3, prenons c′′1 = c′1 −
c1 + c2
2
et c′′2 = −c′1 − c3.
On écrit : (
c1
c2
)
=
12(c1 − c2) 1
2
(c2 − c1)
+ c1 + c2
2
(
1
1
)
,
ainsi, il existe t dans [0, 1] et g ∈ SL(2,R) tels que :(
c′1
c′′2
)
=
(
c′′1
−c′′1
)
+
c1 + c2
2
(
1
1
)
= t
c1 − c22
c2 − c1
2
+ (1− t)g
c1 − c22
c2 − c1
2
 g−1 + c1 + c2
2
(
1
1
)
= t
(
c1
c2
)
+ (1− t)g
(
c1
c2
)
g−1
Par conséquent, l'enveloppe convexe de SL(3,R) ·D(c1, c2, c3) contient
c′1 c′′2
c3
 avec
c′′2 = −c′1 − c3 6= c3.
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Le même argument sur les indices 2 et 3 montre que cette enveloppe convexe contient
D(c′1, c
′
2, c
′
3).
Considérons maintenant D(c′, a′ + ib′), avec a′ = −1
2
c′, et b′ > 0, choisissons c′2, c
′
3 tels
que D(c′, c′2, c
′
3) ∈ Ω, donc :(
c′2
c′3
)
=
12(c′2 − c′3) 1
2
(c′3 − c′2)
+ a′(1
1
)
,
comme ci-dessus, l'enveloppe convexe de SL(3,R) ·D(c1, c2, c3) contient aussi
D(c′, a′ + ib′) =
c′ 0 b′
−b′ 0
+ a′
0 1
1
 .
On a ainsi montré
Ω ⊂ ConvSL(3,R) ·D(c1, c2, c3).
Considérons maintenant le cas
ξ = D(c, a+ ib) =
c a b
−b a
 ,
on a vu que
c a −b
b a
 appartient à SL(3,R) ·D(c, a+ ib).
Supposons d'abord a 6= 0, alors Conv(SL(3,R) · D(c, a + ib)) contient la matricec a
a
, avec c = −2a 6= a. Comme ci-dessus, cette enveloppe convexe contient une
matrice D(c′1, c
′
2, a), telle que c
′
1 < c
′
2, c
′
1 6= a, c′2 6= a. Donc D(c′1, c′2, a) appartient à Ω, et
par le raisonnement précédent,
Ω ⊂ Conv(SL(3,R) ·D(c, a+ ib)).
Supposons, maintenant a = 0, Conv(SL(3,R)·D(0, ib)) contient les matrices
(
0
D+(ib)
)
et
(
0
D−(ib)
)
. Comme, dans sl(2,R),
D(1,−1) ∈ Conv (SL(2,R) ·D(ib) ∪ SL(2,R)D−(ib)) ,
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ainsi, Conv(SL(3,R) ·D(0, ib)) contient la matrice D(0, 1,−1), par conséquent contient Ω,
Ω ⊂ Conv(SL(3,R) ·D(0, ib)).
Le cas n = 4
Si n = 4, si ξ = D(c1, . . . , c4) ∈ Ω, on obtient comme plus haut
Ω ⊂ Conv(SL(4,R) ·D(c1, . . . , c4)).
Par ailleurs, si ξ = D(c1, c2, a + ib), à l'aide du cas de sl(3,R) , nous avons, pour tout
c′2, . . . , c
′
4,
D(c1, c
′
2, c
′
3, c
′
4) ∈ Conv(SL(4,R) ·D(c1, c2, a+ ib))
ainsi
Ω ⊂ Conv(SL(4,R) ·D(c1, c2, a+ ib)).
Finalement, si ξ = D(a1 + ib1, a2 + ib2), a1 6= 0, on a vu que
a1 −b1
b1 a1
a2 −b2
b2 a2
 ∈ SL(4,R) ·D(a1 + ib1, a2 + ib2),
d'où
D(a1, a1, a2, a2) ∈ Conv(SL(4,R) ·D(a1 + ib1, a2 + ib2)) et a1 6= a2.
En appliquant le cas n = 2, on montre que D(a1, x, y, a4) appartient à Conv(SL(4,R) ·
D(a1 + ib1, a2 + ib2)), pour tout x et y tels que a1 + x+ y + a4 = 0. Par conséquent,
Ω ⊂ Conv(SL(4,R) ·D(a1 + ib1, a2 + ib2)).
Pour le dernier cas, ξ = D(ib1, ib2), on a vu que, dans sl(2,R)?, l'orbite de D(ib) est
l'ensemble des matrices
(
x y + z
y − z −x
)
avec z2 − x2 − y2 = b2 et z > 0. Ainsi, SL(4,R) ·
D(ib1, ib2) contient une matrice comme suit :
x z
−z −x
0 b2
−b2 0
 , avec 0 < b1 < z.
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En utilisant l'action adjointe de

0 1
1 0
0 1
1 0
, on obtient :
ζ =

−x −z
z x
0 −b2
b2 0
 ∈ SL(4,R) ·D(ib1, ib2).
Si t =
b1
z + b1
, la matrice
D(−tx, tx, i(1− 2t)b2) = tζ + (1− t)D(ib1, ib2)
appartient à Conv(SL(4,R) ·D(ib1, ib2)), par suite
Ω ⊂ Conv(SL(4,R) ·D(ib1, ib2)).
Le cas n > 4
Par récurrence sur n > 4, on suppose que, pour tout 2 < p < n, la proposition est vraie.
On considère D(cj, ak + ibk) ∈ Σr,s, avec r + 2s = n.
Si r ≥ 2, on écrit :
D(cj, ak + ibk) =
(
D(c′1, c
′
2)
D(c′3, . . . , c
′
r, a
′
k + ib
′
k)
)
+
c1 + c22 I2
−c1 + c2
n− 2 In−2
 ,
En utilisant le fait que sl(2,R)? = Conv(SL(2,R) ·D(c′1, c′2)) et l'hypothèse de récurrence
pour p = n− 2, on obtient
Ω ⊂ Conv(SL(n,R) ·D(cj, ak + ibk)).
Si r = 1, on décompose D(c1, ak + ibk) comme :
D(c1, ak + ibk) = D(c
′
1, a
′
k + ib
′
k) +
c1 + 2a13 I3
−c1 + 2a1
n− 3 In−3
 .
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Ainsi, en utilisant le cas n = 3, une matrice D(c′′1, c
′′
2, c
′′
3, a2 + ib2, . . . , an + ibn) appartient à
Conv(SL(n,R) ·D(c1, ak + ibk)), et le cas r > 1 donne le résultat :
Ω ⊂ Conv(SL(n,R) ·D(c1, ak + ibk)).
Si r = 0, alors s > 2, on décompose D(ak + ibk) comme :
D(ak + ibk) = D(a
′
k + ib
′
k) +
2a1 + 2a24 I4
−2a1 + 2a2
n− 4 In−4
 .
Donc une matrice D(c′′1, . . . , c
′′
4, a3 + ib3, . . . , an + ibn) appartient à
Conv(SL(n,R) ·D(ak + ibk)).
D'où, le premier cas s'applique, et ceci achève la preuve de notre proposition.

Corollaire 2.2.1
Considérons l'application ψ de l'ensemble Ω/SL(n,R) des orbites génériques vers l'en-
semble C des sous ensembles fermés de sl(n,R)?, déﬁnie par
ψ(O) = Conv(O).
L'application ψ est constante (loin d'être injective) : ψ(O) = sl(n,R)? pour tout O.
Cependant, on a :
Proposition 2.2.2 L'algèbre de Lie sl(n,R) admet une suralgèbre presque séparante de
degré n.
C'est à dire, il existe une suralgèbre de Lie g+, contenant sl(n,R) et une application Φ,
polynomiale de degré n, du dual de sl(n,R) dans celui de g+, telle que pour tout ξ de Ω,
l'ensemble des orbites O dans Ω telles que Conv(O) = Conv(G · ξ) est ﬁni.
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Preuve : L'algèbre de Lie g = sl(n,R) admet une suralgèbre de degré n, donnée par le
produit direct :
g+ = sl(n,R)× Rn−1
Φ : g? −→ g+?, Φ(X) = (X,φ(X)) = (X,T2(X), T3(X), . . . , Tn(X)).
En eﬀet, φ est polynomiale, de degré n, et φ(g · ξ) = φ(ξ) pour tout g de SL(n,R).
Donc, pour chaque orbite O = SL(n,R) · ξ dans Ω,
Conv (Φ(O)) = Conv(O)× {(T2(ξ), . . . , Tn(ξ))}
= sl(n,R)? × {(T2(ξ), . . . , Tn(ξ))} .
Posons ψ+(O) = Conv (Φ(O)).
Donc O′ = SL(n,R) · ξ′ est une orbite dans Ω telle que ψ+(O′) = ψ+(O) si et seulement
si Tk(ξ
′) = Tk(ξ) pour tout k.
On a vu que si n est impair, ou n est pair et ξ dans Ωr,s, avec r > 0, ceci implique
O = O′, et si n est pair, et ξ dans Ω0,s, alors il existe des nombres non réels ak + ibk tel
que :
{O,O′} ⊂ {SL(n,R) ·D(ak + ibk), SL(n,R) ·D−(ak + ibk)} .
Ceci prouve que (g+,Φ) est une suralgèbre presque séparante de degré n pour sl(n,R).

2.3 Suralgèbre presque séparante de degré p d'une al-
gèbre de Lie
Déﬁnition 2.3.1
Soit G un groupe de Lie réel, et (pi, V ) une représentation de dimension ﬁnie de G. On
note par G+ = GnV la structure de groupe de Lie déﬁnie sur G×V par la multiplication :
(g, v).(g′, v′) = (gg′, v + pi(g)v′).
Si X 7→ pi′(X) est la représentation de g, dérivée de pi, alors l'algèbre de Lie g+ = gnV
de G+ est l'espace g⊕ V muni du crochet :
[(X, u), (X ′, u′)] = ([X,X ′], pi′(X)u′ − pi′(X ′)u).
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Pour chaque u de V , on note ψu l'application linéaire ψu : g −→ V , déﬁnie par
ψu(X) = pi
′(X)u. Donc, en identiﬁant (g+)∗ avec g∗ × V ∗, l'action coadjointe de G+ est :
(g, v) · (ξ, f) = (g · ξ +t ψv(tpi(g−1)f),t pi(g−1)f).
On notera pi?(g) =t pi(g−1).
Soit Φ : g? −→ g+? une application telle que p ◦Φ = id, alors Φ(ξ) = (ξ, φ(ξ)). On ne
suppose pas φ linéaire.
Supposons que Φ(G · ξ) = G+ · Φ(ξ), alors, pour tout g dans G, et tout v dans V , il
existe g′ dans G tel que{
pi?(g)φ(ξ) = φ(g′ · ξ),
g · ξ + (tψv ◦ pi?(g))φ(ξ) = g′ · ξ = g · ξ +t ψv ◦ φ(g′ · ξ).
Si v = 0, la dernière relation est exactement g · ξ = g′ · ξ, par suite pi?(g)φ(ξ) = φ(g · ξ).
Ainsi :
Lemme 2.3.1 φ est un opérateur d'entrelacement non linéaire entre la représentation co-
adjointe et la représentation pi?.
A partir de maintenant, on suppose que φ est une application polynomiale de degré p,
d'où φ s'écrit :
φ(ξ) = b1(ξ) + b2(ξ · ξ) + · · ·+ bp(ξ · . . . · ξ),
où bk est une application linéaire de S
k(g?) dans V ?. Maintenant, le lemme précédent
implique que chaque application bk est un opérateur d'entrelacement entre les actions na-
turelles de G :
bk (g · (ξ1 · . . . · ξk)) = bk(g · ξ1 . . . g · ξk) = pi?(g)(bk(ξ1 . . . ξk)).
Posons alors :
Sp(g
?) = g? ⊕ S2(g?)⊕ · · · ⊕ Sp(g?),
et
b : Sp(g
?) −→ V ?, b(v1 + v2 + · · ·+ vp) = b1(v1) + · · ·+ bp(vp).
Notons U le sous module U = b(Sp(g
?)) de V ?. Posons W = V/U⊥, W est un module
quotient de V et W ? ' U .
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Lemme 2.3.2 Si (gnV, φ) est une suralgèbre presque séparante de g, alors (gnW, φ˜), où
φ˜(ξ) = b(ξ + ξ · ξ + · · ·+ ξ · . . . · ξ)
est aussi une suralgèbre presque séparante de g.
Preuve : On identiﬁe W ? avec U , on note ι l'injection canonique de U dans V ?, et on pose
j(ξ, v) = (ξ, ι(v)). Alors φ(ξ) = ι ◦ φ˜(ξ) et on remplace l'application Φ par Φ˜ = j ◦ Φ. Par
conséquent
Conv
(
Φ˜(G · ξ)
)
= j
(
Conv (Φ(G · ξ))) ,
et Conv
(
Φ˜(G · ξ)
)
= Conv
(
Φ˜(G · ξ′)
)
si et seulement si Conv (Φ(G · ξ)) = Conv (Φ(G · ξ′)).
Cela signiﬁe que (gnW, φ˜) est une suralgèbre presque séparante de g.

Supposons maintenant g semi-simple déployée, tous ses modules de dimension ﬁnie sont
semi simples. Par conséquentW ?, isomorphe à Sp(g
?)/ ker b est isomorphe à un sous module
de Sp(g
?). On considère donc W comme un sous module de Sp(g) ' (Sp(g?))?, b est vu
comme un opérateur d'entrelacement linéaire de Sp(g
?) dans lui même. Finalement, si τ
est l'application canonique τ(ξ) = ξ + ξ · ξ + . . .+ ξ · . . . · ξ, φ˜ devient
φ˜(ξ) = b1(ξ) + · · ·+ bp(ξ · . . . · ξ) = b(τ(ξ)).
Corollaire 2.3.1
Si g est une algèbre de Lie semi-simple déployée, admettant une suralgèbre presque
séparante de degré p, alors il existe un opérateur d'entrelacement b pour Sp(g
?) tel que
(gn Sp(g), b ◦ τ) est une suralgèbre presque séparante de g.
2.4 Le cas g = sl(n,R) et p = 2
2.4.1 Le cas g = sl(n,R)
On suppose maintenant g = sl(n,R). Rappelons les notations usuelles (cf. [F-H]).
L'algèbre de Lie sl(n,R) est une algèbre réelle simple, déployée pour la sous algèbre
de Cartan h, donnée par l'ensemble des matrices diagonales H = D(c1, . . . , cn). Pour ces
H ∈ h, on note Li(H) = ci, les Li sont dans h?, ils satisfont L1 + · · ·+ Ln = 0. On choisit
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le système usuel des racines simples, i.e. les formes αi = Li − Li+1 (1 ≤ i ≤ n − 1). Le
système des racines positives est l'ensemble des formes Li − Lj, avec i < j. Si eij = (xrs)
est la matrice n× n telle que xrs = δriδsj, alors pour tout H dans h,
ad(H)eij =
{
(αi + · · ·+ αj−1)(H)eij = (Lj − Li)(H)eij, si i < j
− (αj + · · ·+ αi−1)(H)eij = −(Li − Lj)(H)eij, si i > j.
Les poids fondamentaux sont ωk = L1 + · · · + Lk (1 ≤ k ≤ n − 1) et les modules simples
sont exactement les modules notés Γa1...an−1 de plus haut poids a1ω1 + · · · + an−1ωn−1, ak
entier naturel. De plus, le module dual de Γa1...an−1 est le module Γan−1...a1 . (cf. [F-H]).
On considère maintenant le module Sk(sl(n,R)) i.e. l'espace engendré par lesXi1 ·. . .·Xik
sur lequel sl(n,R) agit par l'action adjointe ad déﬁnie par :
adX(Xi1 · . . . ·Xik) =
k∑
r=1
Xi1 · . . . · [X,Xir ] · . . . ·Xik .
Lemme 2.4.1 L'espace Sk(sl(n,R)) est auto-dual i.e.
(
Sk(sl(n,R))
)? ' Sk(sl(n,R)).
Preuve : Soit X 7→ Xs l'opération de symétrie par rapport à la deuxième diagonale donnée
par Xs = (xsij) avec x
s
ij = x(n+1−j)(n+1−i) si X est la matrice X = (xij). Cette opération s
laisse h invariante. Pour tout poids ω, on pose ωs(H) = ω(Hs). En particulier, Lsi = Ln+1−i
et ωsj = −ωn−j.
Par ailleurs, s permute les espaces radiciels, puisque esij = e(n+1−j)(n+1−i), ou, si H
appartient à h et i < j,
[H, esij] = −(Lsi − Lsj)(H)esij.
On étend s à Sk(sl(n,R)), en posant (Xi1 · . . . ·Xik)s = Xsi1 · . . . ·Xsik . Maintenant, l'appli-
cation v 7→ vs est une involution.
Supposons maintenant que le module Γa1...an−1 apparaisse dans la décomposition de
Sk(sl(n,R)). Donc, il existe un vecteur non nul va1,...,an−1 tel que, pour tout H dans h, et
pour tout i < j,
adH(va1...an−1) = (a1ω1 + · · ·+ an−1ωn−1)(H)va1...an−1 , adeij(va1...an−1) = 0.
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Le vecteur non nul vsa1...an−1 vériﬁe, pour tout H dans h, et tout i < j,
adH(v
s
a1...an−1) = −(a1ω1 + · · ·+ an−1ωn−1)s(H) vsa1...an−1
= (an−1ω1 + · · ·+ a1ωn−1)(H) vsa1...an−1 ,
adeij(v
s
a1...an−1) = 0.
Autrement dit, (
Γa1...an−1
)s ' Γan−1...a1 = (Γa1...an−1)? .
apparaît aussi dans Sk(sl(n,R)). Ceci prouve le lemme.

2.4.2 Le cas p = 2
Regardons, pour k = 1 et k = 2, les opérateurs d'entrelacement de Sk(sl(n,R)?) et(
Sk(sl(n,R))
)?
.
Pour k = 1, S1(sl(n,R)) est simple, isomorphe à Γ10...01, l'espace de ces opérateurs
d'entrelacement est unidimensionnel et engendré par l'application P0 déﬁnie par :
〈P0(ξ), X〉 = Tr(ξX).
Par conséquent, un opérateur d'entrelacement b1 est b1 = a0P0, avec a0 réel.
Pour k = 2, le module S2(g) est la somme de trois ou quatre modules irréductibles,
tous de types diﬀérents. Avec nos notations :
 Le vecteur de plus haut poids dans S2(sl(n,R)) est
v20...02 = e1n · e1n.
Le poids de ce vecteur est 2ω1 +2ωn−1 = 2L1−2Ln. Il existe un module simple Γ20...02
de dimension (cf. [F-H]) :
dim Γ20...02 =
4 + n− 1
n− 1
n−1∏
j=2
2 + n− j
n− j
2 + j − 1
j − 1 =
n2(n− 1)(n+ 3)
4
.
 Parmi les vecteurs poids de poids ω2 +ωn−2 = L1−Ln +L2−Ln−1, et si n > 3, il en
existe un qui est annulé par l'action de ei(i+1), 1 ≤ i ≤ (n− 1). Ce vecteur poids est :
v010...010 = e2n · e1(n−1) − e2(n−1) · e1n.
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Il existe un module simple Γ010...010 de dimension :
dim Γ010...010 =
n2(n+ 1)
4(n− 2)2(n− 3) .
n−2∏
j=3
1 + (j − 1)
j − 1
1 + (j − 2)
j − 2
1 + (n− 1)− j
n− 1− j
1 + n− j
n− j .
=
n2(n+ 1)(n− 3)
4
.
Si n = 3, e22 n'est pas dans sl(3), et cette dimension est 0. Le sous module corres-
pondant n'apparaît pas.
 Parmi les vecteurs poids de poids ω1 +ωn−1 = L1−Ln, il en existe un qui est annulé
par l'action de ei(i+1), 1 ≤ i ≤ (n− 1). Ce vecteur poids est :
v10...01 =
n∑
i=1
e1i · ein − 2
n
n∑
j=1
ejj · e1n.
Donc, il existe un module simple Γ10...01 de dimension :
dim Γ10...01 =
2 + n− 1
n− 1
n−1∏
j=2
1 + n− j
n− j
1 + j − 1
j − 1 = n
2 − 1.
 Parmi les vecteurs poids de poids 0, il en existe un qui est annulé par l'action de
ei(i+1), 1 ≤ i ≤ (n− 1). Ce vecteur poids est :
v00...00 = 2n
∑
1≤i<j≤n
eij · eji +
∑
1≤i<j≤n
(eii − ejj) · (eii − ejj)
Il existe un module simple trivial Γ00...00, de dimension 1.
Par conséquent, puisque la somme de ces dimensions est
n2(n2 − 1)
2
= dim(S2(sl(n,R))),
alors
S2(sl(n,R)) '

Γ20...02 ⊕ Γ10...01 ⊕ Γ010...010 ⊕ Γ0...0, si n > 3
Γ22 ⊕ Γ11 ⊕ Γ00, si n = 3.
Maintenant, on déﬁnit explicitement les opérateurs d'entrelacement P1, P2, P3 et P4,
de S2(sl(n,R)?) dans (S2(sl(n,R)))? par : pour tout ξ, η ∈ sl(n,R)? et X, Y ∈ sl(n,R) :
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 〈P1(ξ · η), X · Y 〉 = Tr(ξXηY ) + Tr(ξY ηX),
 〈P2(ξ · η), X · Y 〉 = Tr(ξX)Tr(ηY ) + Tr(ξY )Tr(ηX),
 〈P3(ξ · η), X · Y 〉 = Tr(ξηXY ) + Tr(ξηY X) + Tr(ηξXY ) + Tr(ηξY X),
 〈P4(ξ · η), X · Y 〉 = Tr(ξη)Tr(XY ).
Un calcul direct donne :
 P2(v20...02) = P3(v20...02) = P4(v20...02) = 0, et 〈P1(v20...02), en1 · en1〉 = 1 6= 0,
 P3(v010...010) = P4(v010...010) = 0, et
〈
P2(v010...010), en2 · e(n−1)1
〉
= 4 6= 0 (n > 3),
 P4(v10...01) = 0, et 〈P3(v10...01), en2 · e21〉 6= 0,
 P4(v00...00) 6= 0.
Ainsi, si n > 3, tout opérateur d'entrelacement b2 est de la forme :
b2 = a1P1 + a2P2 + a3P3 + a4P4, où ai sont des constantes réelles.
Si n = 3, on peut écrire :
b2 = a1P1 + a3P3 + a4P4, où ai sont des constantes réelles.
Remarque 2.4.1 D'abord, nous rappelons que pour gl(n,R), les formes
(A1, . . . , Am) 7→ Tr(Ai1 . . . Aik)
sont des fonctions invariantes qui engendrent K[End(V )m]GL(V ) (voir [H-C]).
Remarquons qu'il y a 24 produits possibles de 4 matrices, qui dépendent de la position
des matrices dans le produit. Si on prend la trace de ces produits, alors il y a uniquement
6 formes distinctes, puisque, pour tout A1, A2, A3, A4 ∈ sl(n,R) :
Tr(A1A2A3A4) = Tr(A2A3A4A1) = Tr(A3A4A1A2) = Tr(A4A1A2A3).
Puisqu'on cherche ici à construire des formes symétriques en ξ, η et X, Y , il y a unique-
ment 4 formes symétriques obtenues comme produit de traces de produit de matrices. Ces
formes sont les 4 formes décrites ci-dessus.
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2.4.3 Non existence de suralgèbre presque séparante de degré 2
pour sl(n,R)
Supposons que sl(n,R) admette une suralgèbre presque séparante de degré 2, alors
d'après le corollaire 2.3.1, on peut supposer que cette suralgèbre est
g+ = (sl(n,R)n S2(sl(n,R)), b ◦ τ),
avec b = a0P0 + a1P1 + · · ·+ a4P4.
Pour tout ξ dans sl(n,R)? et tout v ∈ S2(sl(n,R)), posons ζ = ξ +t ψv(b ◦ τ(ξ)).
Lemme 2.4.2 Si g+ est une suralgèbre presque séparante pour sl(n,R), alors pour tout ξ
de sl(n,R) et tout v de S2(sl(n,R)), les polynômes caractéristiques de ξ et ζ coïncident :
Cξ = Cζ, en particulier, ξ et ζ ont les mêmes valeurs propres.
Preuve : Pour toute matrice ξ de sl(n,R)?, et tout ε > 0, il existe ξε dans Ω tel que
‖ξ − ξε‖ < ε.
Puisque (g+, b ◦ τ) est presque séparante, ξε est dans Ω, et ζε = ξε +t ψv(b ◦ τ(ξε))
appartient à la projection de la G+-orbit de Φ(ξε), il appartient donc à la SL(n,R)-orbite
de ξε et
det(ζε − tI) = det(ξε − tI), ∀t.
Si ε tend vers 0, alors, pour tout t, Cξ(t) = Cζ(t).

Théorème 2.4.1 Pour n > 2, sl(n,R) n'admet aucune suralgèbre presque séparante de
degré 2.
Preuve :
Supposons qu'il existe une suralgèbre presque séparante comme ci-dessus pour sl(n,R),
et on garde nos notations, en particulier :
b ◦ τ(ξ) = a0P0(ξ) + (a1P1 + · · ·+ a4P4)(ξ · ξ).
Par conséquent, pour tout ξ de sl(n,R), et tout v de S2(sl(n,R)), ξ et ζ = ξ +t ψv(φ(ξ))
ont les mêmes valeurs propres. On montrera que ceci implique a0 = a1 = · · · = a3 = 0,
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donc b◦ τ(ξ) = a4P4(ξ · ξ), mais cette fonction ne sépare pas les orbites coadjointes dans Ω.
Choisissons d'abord v = U ∈ sl(n,R). Ainsi ζ = ξ + a0[U, ξ]. Mais, en choisissant
U = en1 + e(n−1)2 et ξ = e1n + e2(n−1), on obtient alors
Cζ(t) = det(ζ − tI) = (−t)n−4(t2 − a20)2 = Cξ(t) = (−t)n,
Ceci implique a0 = 0.
Maintenant on pose v = X ·X, donc un calcul direct donne :
tψX·X(b ◦ τ(ξ)) =
{
4a1[X, ξXξ] + 4a2Tr(ξX)[X, ξ] + 4a3[X
2, ξ2], si n > 3,
4a1[X, ξXξ] + 4a3[X
2, ξ2], si n = 3.
Choisissons ξ = e1n et X = en1. Donc X
2 = ξ2 = 0 et :
tψX·X(b ◦ τ(ξ)) =
{
(4a1 + 4a2)(−e11 − e22 + e(n−1)(n−1) + enn), si n > 3,
4a1(e33 − e22), si n = 3.
Par conséquent
(−t)n = Cξ(t) = Cζ(t) =
{
(−t)n−2(t2 − (4a1 + 4a2)2), si n > 3,
− t(t2 − (4a1)2), si n = 3.
On obtient a1 + a2 = 0 si n > 3 et a1 = 0 si n = 3.
Supposons maintenant n > 3, et choisissons ξ = e1n + e2(n−1) et
X =t ξ = en1 + e(n−1)2.
Ces matrices sont nilpotentes, et on obtient
tψX·X(φ(ξ)) = (4a1 + 8a2)(−e11 − e22 + e(n−1)(n−1) + enn)
et
(−t)n = Cξ(t) = Cζ(t) = (−t)(n−4)(t2 − (4a1 + 8a2)2)2,
donc a1 + 2a2 = 0. Finalement, a1 = a2 = 0.
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Maintenant on choisit ξ = e1(n−1) + e(n−1)n et X =t ξ = e(n−1)1 + en(n−1), donc
X2 = en1, ξ
2 = e1n, [X
2, ξ2] = −e11 + enn.
D'où
tψX·X(b ◦ τ(ξ)) = 4a3(−e11 + enn)
et
(−t)n = Cξ(t) = Cζ(t) = (−t)(n−2)(t2 − (4a3)2), a3 = 0.
Maintenant, la suralgèbre g+ est (sl(n,R)n S2(sl(n,R)), a4P4 ◦ τ).
Mais cette suralgèbre n'est pas séparante, en eﬀet, pour tout t dans [0, 1/
√
3], et toute
matrice M = D(c4, . . . , cn) ∈ sl(n− 3,R), avec |ck| > 2, on pose
ξt =

1
2
(t+
√
4− 3t2)
1
2
(t−
√
4− 3t2)
−t
M
 .
Pour tout t, ξt est dans Ω, et 〈P4(ξt · ξt), X · Y 〉 = (2 +
∑
k
c2k)Tr(XY ). Cela signiﬁe que,
si Ot = SL(n,R) · ξt,
ψ+(Ot) = Conv (Φ(Ot)) = sl(n,R)? × {U +X · Y 7→ a4(2 +
∑
k
c2k)Tr(XY )} = ψ+(O0).
D'autre part, det(ξt) = t(1−t2)
∏
k
ck, et la fonction t 7→ t(1−t2) est bijective sur [0, 1/
√
3],
donc pour tout t 6= t′, Ot 6= Ot′ .

Si n = 2, on a vu dans le chapitre 1 (voir aussi [A-S-Z]) que la suralgèbre (sl(2,R) n
R, [ξ 7→ Tr(ξ2)]) est une suralgèbre presque séparante de degré 2 pour sl(2,R).
De même, sl(3,R) n'admet aucune suralgèbre presque séparante de degré 2 mais sl(3,R)
admet une suralgèbre presque séparante de degré 3.
Dans la section suivante, on montrera que sl(4,R) n'admet aucune suralgèbre presque
séparante de degré 2 ou 3, mais elle admet une suralgèbre presque séparante de degré 4.
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2.5 Le cas n = 4 et p = 3
Dans cette section, on utilise le même genre d'arguments que dans la section précédente.
Cependant, on présente ici uniquement le résultat de ces calculs fastidieux.
2.5.1 Décomposition de S3(sl(4,R))
Le module S3(sl(4,R)) est un sous module auto-dual de S2(sl(4,R)) ⊗ sl(4,R). La
décomposition de S2(sl(4,R))⊗ sl(4,R) est donnée par la règle de Littlewood-Richardson
(cf. [F-H]), comme suit :
S2(sl(4,R))⊗ sl(4,R) = (Γ303 + Γ121 + Γ202 + Γ101) + (Γ121 + Γ202 + Γ101 + Γ311 + Γ113)
+ 3(Γ210 + Γ012) + 2Γ020 + 3Γ101 + Γ000
= U + V +W,
en posant :
U = Γ303 + Γ121 + Γ202 + Γ101,
V = Γ121 + Γ202 + Γ101 + Γ311 + Γ113,
W = 3(Γ210 + Γ012) + 2Γ020 + 3Γ101 + Γ000.
Il y a 4 vecteurs de plus haut poids naturels dans S3(sl(4,R)) qui sont, avec nos nota-
tions, w303 = v202 · e14, w121 = v020 · e14, w202 = v101 · e14 et w101 = v000 · e14. Ces vecteurs
sont les vecteurs de plus haut poids pour les modules simples Γ303, Γ121, Γ202 et Γ101. On
déduit l'inclusion :
U ⊂ S3(sl(4,R)).
Dans S2(sl(4,R)) ⊗ sl(4,R), les vecteurs de plus haut poids v020 ⊗ e14 − v020 · e14,
v101 ⊗ e14 − v101 · e14 et v000 ⊗ e14 − v000 · e14 apparaissent aussi. Les modules simples cor-
respondants de ces vecteurs sont, respectivement, Γ121, Γ202 et Γ101. Puisque ces vecteurs
sont non symétriques, alors leurs modules correspondants ne sont pas des sous modules de
S3(sl(4,R)).
De même, le vecteur de plus haut poids de Γ311 est e14 ⊗ e13 ⊗ e14 − e14 · e13 · e14 qui
n'est pas symétrique, alors Γ311 n'apparaît pas dans S
3(sl(4,R)), et Γ113 n'apparaît pas non
plus.
84 CHAPITRE 2. SURGROUPES DE SL(N,R)
On a alors :
U ⊂ S3(sl(4,R)) ⊂ S2(sl(4,R))⊗ sl(4,R)/V.
De plus,
 A l'aide de l'argument de dimension, on obtient :
dim(S3(sl(4)))− dimU = 680− 574 = 106
 L'espace invariant supplémentaire W ′ dans S3(sl(4)) à U est un sous-module de W .
Il a une décomposition (par symétrie) :
W ′ = a(Γ210 + Γ012) + bΓ020 + cΓ101 + dΓ000 ⊂ W,
avec a ≤ 3, b ≤ 2, c ≤ 3, d ≤ 1.
 En calculant les dimensions, on a l'équation :
2a× 45 + b× 20 + c× 15 + d× 1 = 106,
avec les contraintes sur a, b, c, et d, la seule solution est : a = 1, b = 0, c = 1, et
d = 1.
On obtient ﬁnalement :
S3(sl(4)) = U +W ′ = Γ303 + Γ121 + Γ202 + Γ101 + Γ101 + Γ210 + Γ012 + Γ000.
Les vecteurs de plus haut poids correspondants w303, w121, w202 et w101 sont connus.
Recherchons maintenant les vecteurs de plus haut poids des quatre autres modules simples,
nous trouvons d'abord
w210 = e12 · e24 · e13 − e12 · e23 · e14 − e14 · e43 · e14 + e13 · e34 · e13 + (e44 − e33) · e13 · e14,
et w012 = w
s
210.
Pour les deux derniers modules, posons
e′ij = 2 (ei1 · e1j + ei2 · e2j + ei3 · e3j + ei4 · e4j)− (e11 + e22 + e33 + e44) · eij.
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Alors on obtient les vecteurs de plus haut poids w′101 et w000 (w000 n'est pas développé) :
w′101 = 2 (e11 · e′14 + e12 · e′24 + e13 · e′34 + e14 · e′44)− (e11 + e22 + e33 + e44) · e′14
= 2e12 · (2e23 · e34 + 2e21 · e14 + (e22 − e11) · e24 − (e33 − e44) · e24)+
+ 2e13 · (2e32 · e24 + 2e31 · e14 + (e33 − e11) · e34 + (e44 − e22) · e34)+
+ (e11 − e22) · (2e12 · e24 + 2e13 · e34 + (e11 − e22) · e14−
− (e33 − e44) · e14)− (e33 − e44) · (2e12 · e24 + 2e13 · e34 + (e11 − e22) · e14 − (e33 − e44) · e14),
w000 = 4(e12 · e′21 + e′12 · e21 + e13 · e′31 + e′13 · e31 + e14 · e′41 + e′14 · e41+
+ e23 · e′32 + e′23 · e32 + e24 · e′42 + e′24 · e42 + e34 · e′43 + e′34 · e43)+
+ (e11 − e22) · (e′11 − e′22) + (e11 − e33) · (e′11 − e′33) + (e11 − e44) · (e′11 − e′44)+
+ (e22 − e33) · (e′22 − e′33) + (e22 − e44) · (e′22 − e′44) + (e33 − e44) · (e′33 − e′44).
2.5.2 Les formes trace et opérateurs d'entrelacement pour S3(sl(4,R))
Comme ci-dessus, on a 12 formes trace. Notons par ξ, η et ζ les éléments de (sl(4,R))?,
et X, Y , Z les éléments de sl(4,R). Les formes trace sont les suivantes :
T1 = Tr(ξηζXY Z), T2 = Tr(ξηXζY Z), T3 = Tr(ξηXY ζZ),
T4 = Tr(ξXηY ζZ), T5 = Tr(ξηζX)Tr(Y Z), T6 = Tr(ξηXY )Tr(ζZ),
T7 = Tr(ξXY Z)Tr(ηζ), T8 = Tr(ξXηY )Tr(ζZ), T9 = Tr(ξηζ)Tr(XY Z),
T10 = Tr(ξηX)Tr(ζY Z), T11 = Tr(ξη)Tr(ζX)Tr(Y Z), T12 = Tr(ξX)Tr(ηY )Tr(ζZ).
Pour chaque i, on pose
Si(ξ1.ξ2.ξ3, X1.X2.X3) =
∑
σ∈S3,τ∈S3
Ti(ξσ(1), ξσ(2), ξσ(3), Xτ(1), Xτ(2), Xτ(3)).
Rappelons que, dans la section précédente, on a trouvé 8 vecteurs de plus haut poids de la
décomposition de S3(sl(4,R)), i.e. le système libre
(w1, . . . , w8) = (w303, w121, w202, w210, w012, w101, w
′
101, w000).
Notons (ei1j1 · ei2j2 · ei3j3)t le vecteur ej1i1 · ej2i2 · ej3i3 , soit M la matrice avec 8 lignes et 12
colonnes dont les entrées sont les nombres
〈Si(wk), (wk)t〉 (i = 1, . . . , 12, k = 1, . . . , 8).
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A l'aide d'un programme informatique, on obtient :
M =

0 0 0 36 0 0 0 36 0 0 0 36
0 0 0 0 0 0 0 4 0 0 0 12
0 1 1 3 0 1 0 4 0 1 0 6
0 0 4 0 0 4 0 4 0 0 0 6
0 1 0 0 0 1 0 2 0 0 0 6
1 1 2 0 2 3 2 2 0 0 4 6
1 0 0 0 0 2 0 0 0 0 0 6
3 0 0 0 0 3 0 0 9 0 0 6

Le rang de cette matrice est 8, et on obtient la base suivante des opérateurs d'entrelacement :
〈P1(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξηζXY Z)),
〈P2(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξηXζY Z)),
〈P3(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξηXY ζZ)),
〈P4(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξXηY ζZ)),
〈P5(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξηζX)Tr(Y Z)),
〈P6(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξXηY )Tr(ζZ)),
〈P7(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξηX)Tr(ζY Z)),
〈P8(ξ · η · ζ), X · Y · Z〉 = Sym(Tr(ξηζ)Tr(XY Z)).
La notation 'Sym' signiﬁe que l'expression est symétrisée d'une part en ξ, η, ζ et d'autre
part en X, Y , Z.
Lemme 2.5.1 Les applications Pi : S
3(sl(4,R)?) −→ (S3(sl(4,R)))? déﬁnies ci-dessus,
forment une base de l'espace des opérateurs d'entrelacement pour le module S3(sl(4,R)).
2.5.3 sl(4,R) n'admet aucune suralgèbre presque séparante de de-
gré 3
Théorème 2.5.1 L'algèbre sl(4,R) n'admet aucune suralgèbre presque séparante de degré
3.
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Preuve : Si sl(4,R) admet une suralgèbre presque séparante de degré 3, alors sl(4,R) en
admet une de la forme
(sl(4,R)n S3(sl(4,R)), (b1 + b2 + b3) ◦ τ).
Les calculs des sections précédentes donnent b1 = 0, 〈b2(ξ.η), X.Y 〉 = a4Tr(ξη)Tr(XY ) et
b3 est :
b3(ξ · η · ζ) =
8∑
j=1
cjPj(ξ · η · ζ).
Ainsi, on choisit v = X ·X ·X dans S3(sl(4,R)) et on calcule tψv(Pj(ξ · ξ · ξ)). Explici-
tement :
tψv(P1(ξ · ξ · ξ)) = [X3, ξ3],
tψv(P2(ξ · ξ · ξ)) = [X2ξ2X, ξ] + [XξX2, ξ2],
tψv(P3(ξ · ξ · ξ)) = [X2ξX, ξ2] + [Xξ2X2, ξ],
tψv(P4(ξ · ξ · ξ)) = 3[XξXξX, ξ],
tψv(P5(ξ · ξ · ξ)) = Tr(X2)[X, ξ3],
tψv(P6(ξ · ξ · ξ)) = 2Tr(ξX)[XξX, ξ] + Tr(ξXξX)[X, ξ],
tψv(P7(ξ · ξ · ξ)) = Tr(ξX2)[X, ξ2] + Tr(ξ2X)[X2, ξ],
tψv(P8(ξ · ξ · ξ)) = 0.
Soit ξ = e14, alors ξ
2 = 0 et tψv(Pj(ξ · ξ · ξ)) = 0, pour j = 1, 2, 3, 5, 7.
Soit maintenant X = e14 + e41, alors
tψv(P4(ξ · ξ · ξ)) = −3(e11 − e44) et tψv(P6(ξ · ξ · ξ)) = 3(e11 − e44).
Donc, avec les notations ci-dessus,
ζ = ξ +t ψv(b ◦ τ(ξ)) = 3(c6 − c4)(e11 − e44) + e14,
et
Cζ(t) = det(ζ − tI) = t2(t2 − 9(c6 − c4)2) = Cξ(t) = t4.
On obtient la relation c6 − c4 = 0.
Soit maintenant X = e14 − e41, on obtient
tψv(P6(ξ · ξ · ξ)) = 3(e11 − e44) et tψv(P4(ξ · ξ · ξ)) = 3(e11 − e44).
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Par conséquent
Cζ(t) = t
2(t2 − 9(c6 + c4)2) = t4 = Cξ(t),
donc c6 + c4 = 0. Ceci montre que c6 = c4 = 0.
Choisissons maintenant ξ = e13 + e34, et X =
t ξ. Donc
tψv(P2(ξ · ξ · ξ)) = e11 + e33 − 2e44 et tψv(P3(ξ · ξ · ξ)) = 2e11 − e33 − e44.
Par conséquent,
Cζ(t) = −t(c2 + 2c3 − t)(c2 − c3 − t)(−2c2 − c3 − t) = Cξ(t) = t4.
Ceci implique c2 = c3 = 0.
Maintenant, soit ξ = e13 + e14 + e34 et X =
t ξ, alors
Cζ(t) = −t(−t3 + t(5c27 + c7) + 2c37 + c27 + 2c7) = Cξ(t) = t4.
Par conséquent c7 = 0.
Choisissons maintenant ξ = e12 + e23 + e34 et X =
t ξ, alors,
Cζ(t) = t
2(t2 − c21) = Cξ(t) = t4.
Ainsi c1 = 0.
Finalement, on choisit ξ = e12 + e23 + e34 et X = e14 + e41, d'où
Cζ(t) = t
2(t2 − 4c25) = Cξ(t) = t4.
Par suite c5 = 0.
On obtient ﬁnalement :
〈b ◦ τ(ξ), U +X · Y +X ′ · Y ′ · Z ′〉 = a4Tr(ξ2)Tr(XY ) + c8Tr(ξ3)Tr(X ′Y ′Z ′).
Mais alors on considère, pour 0 < t < 1/2, les matrices
ξt =

√
1 + t
−√1 + t √
1− t
−√1− t
 .
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Pour tout t, ξt est un élément de Ω, et Tr(ξ
2
t ) = 4 et Tr(ξ
3
t ) = 0. Posons
Ot = SL(4,R) · ξt,
avec nos notations, on obtient comme ci-dessus ψ+(Ot) = ψ
+(O0), pour tout t.
Par ailleurs, det(ξt) = (1− t2)2 et t 7→ (1− t2)2 est bijective sur [0, 1/2], donc Ot 6= Ot′
si t 6= t′.
Ainsi, sl(4,R) n'admet aucune suralgèbre presque séparante de degré 3.

Bien sûr, on peut formuler la conjecture suivante :
Conjecture 2.5.2 Pour tout n, sl(n,R) n'admet aucune suralgèbre presque séparante de
degré n− 1, mais elle admet une suralgèbre presque séparante de degré n.
Plus généralement, si g est une algèbre de Lie réelle semi simple et déployée, si k est le plus
haut degré des générateurs de l'algèbre des fonctions polynomiales invariantes sur g, alors
g admet une suralgèbre presque séparante de degré k, mais elle n'admet aucune suralgèbre
presque séparante de degré k − 1.
L'hypothèse `g déployée' est nécessaire. En eﬀet, on remarque que sl(2,R) n'admet
aucune suralgèbre presque séparante de degré 1, mais l'algèbre de Lie su(2) admet une
suralgèbre presque séparante de degré 1, puisque ses orbites adjointes sont des sphères qui
sont caractérisées par la fermeture de leurs enveloppes convexes.
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Chapitre 3
Surgroupe universel
Résumé
Dans les chapitres précédents, pour séparer les représentations unitaires irréductibles pi d'un groupe
de Lie G par les ensembles moments on construit un surgroupe de Lie G+ et des extensions de chaque
représentation pi en une représentation pi+ de G+, de telle sorte que l'ensemble moment de pi+ caractérise
pi.
Dans ce chapitre, nous construisons un surgroupe universel G˜, qui est un groupe de Lie Fréchet de
dimension inﬁnie. On étend chaque pi en une action hamiltonienne pi de G˜. L'ensemble moment de pi
caractérise la représentation pi.
3.1 Le cas d'un espace vectoriel de dimension ﬁnie
3.1.1 Généralités
Dans cette section, soient G un groupe de Lie et (pi,H) une représentation unitaire de
G sur un espace de Hilbert complexe de dimension ﬁnie H.
Ainsi l'action de G sur la variété réelle HR (l'espace vectoriel H vu comme un espace
réel), (g, v) 7→ pi(g)(v) est de classe C∞. Si (v|w) est le produit scalaire sur H (le produit
scalaire (u|v) est C-linéaire par rapport à la variable v et antilinéaire par rapport à la
variable u), HR est un espace de Hilbert réel complet pour le produit scalaire réel :
(u|v)R = Re(u|v).
Donc, on peut identiﬁer l'espace H∗R des formes linéaires réelles continues de HR avec HR
lui même : l'application [ : HR −→ H∗R déﬁnie par
〈u[, v〉 = (u|v)R
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est un isomorphisme d'espaces de Hilbert réels.
Déﬁnition 3.1.1
On déﬁnit sur HR une forme bilinéaire antisymétrique, en posant :
ωH(w1, w2) = Im(w1|w2).
Cette forme est non dégénérée puisque ωH(w1, iw1) = ‖w1‖2 > 0 si w1 6= 0. Alors
(HR, ω
H) est une variété C∞ symplectique.
Sur (HR, ω
H), les notions de champ de vecteurs hamiltonien, et de crochet de Poisson
sont bien déﬁnies.
Le champ de vecteurs hamiltonien wf déﬁni par f est l'unique champ de vecteur tel
que :
−df(u)(w) = ωH(wf , w),
et le crochet de Poisson de deux fonctions C∞ f et g est :
{f, g}(u) = dg(u)(wf ) = ωH(wf , wg).
Puisque, pour tout w1 de H, l'application w2 7→ ωH(w1, w2) est une forme linéaire réelle,
alors il existe un unique vecteur w\1 dans H
∗
R tel que
ωH(w1, w2) = 〈w\1, w2〉.
Puisque ωH(iw1, w2) = −(w1|w2)R, l'application \ est, comme l'application [, un isomor-
phisme d'espaces réels. Dans la suite, on note par ] l'application −\−1. Ainsi :
Déﬁnition 3.1.2
L'isomorphisme ] de H∗R dans HR est l'unique application linéaire réelle déﬁnie par :
ωH(a], w) = −〈a, w〉 (a ∈ H∗R, w ∈ HR).
Si f est une fonction réelle C∞ sur HR, on note sa diﬀérentielle par :
df(u)(h) = 〈δf
δu
, h〉.
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Lemme 3.1.1 Sur la variété symplectique (HR, ω
H), le champ de vecteur hamiltonien as-
socié à la fonction f est,
wf =
(
δf
δu
)]
.
Le crochet de Poisson de deux fonctions C∞ f et g est
{f, g} =
〈
δg
δu
,
(
δf
δu
)]〉
.
Preuve :
Avec nos notations, le champ de vecteur hamiltonien wf déﬁnie par f est
(
δf
δu
)]
, en
eﬀet :
−df(u)(w) = −〈δf
δu
, w〉 = ωH
((
δf
δu
)]
, w
)
= ωH(wf , w).
Le crochet de Poisson sur HR est donc
{f, g}(u) = dg(u)(wf ) = −ωH(wg, wf ) = 〈δg
δu
,
(
δf
δu
)]
〉.

3.1.2 Application moment pour une action linéaire
En dérivant l'application t 7→ pi(exp(tξ)), pour tout ξ dans g, on déﬁnit la représentation
pi′ de l'algèbre de Lie :
pi′(ξ)(v) =
d
dt
|t=0pi(exp(tξ))(v).
Rappelons que pi(exp(tξ)) = etpi
′(ξ) et pi′([ξ, η]) = [pi′(ξ), pi′(η)].
Remarquons qu'on obtient, avec ces notations :
exp t(ξ, u) =
(
exp tξ,
etpi
′(ξ) − Id
pi′(ξ)
u
)
.
Maintenant GnHR est un groupe de Lie de dimension ﬁnie, d' algèbre de Lie gnHR :
l'espace vectoriel g×HR muni du crochet
[(ξ1, w1), (ξ2, w2)] = ([ξ1, ξ2], pi
′(ξ1)w2 − pi′(ξ2)w1) .
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Rappelons que l'action d'un groupe de Lie G sur une variété symplectique M est ha-
miltonienne si pour tout ξ dans l'algèbre de Lie g de G, il existe une application C∞, Jξ
telle que ξ 7→ Jξ est linéaire et le champ de vecteurs hamiltonien de Jξ est le champ de
vecteurs inﬁnitésimal de l'action : (g, x) 7→ g.x tel que :
dfx(wJξ) = wJξf |x =
d
dt
|t=0f(exp−tξ.x).
Si c'est le cas, on appelle application moment, l'application ψ : M −→ g∗, déﬁnie par
〈ψ(x), ξ〉 = Jξ(x).
Remarque 3.1.1
SupposonsM connexe. Etant donné l'action de G surM , chaque fonction hamiltonienne
est unique à une constante près, donc l'application moment est unique à une forme ﬁxée ϕ
près dans le dual g∗ de g. Autrement dit, si x0 est un point ﬁxé dans M , on peut choisir
une unique application moment ψ, en imposant ψ(x0) = 0.
On considère maintenant le cas M = HR. Le groupe GnHR agit sur HR par :
λ(g, u)(v) = pi(g)v + u.
On vériﬁe que c'est une action et que ωH est préservée :

λ(g, u)(λ(g′, u′)(v)) = pi(g)(pi(g′)v + u′) + u
= pi(gg′)v + (pi(g)u′ + u) = λ(gg′, pi(g)u′ + u)(v),
 d(λ(g, u))v(w) =
d
dt
|t=0λ(g, u)(v + tw) = pi(g)w,
 ωH(d(λ(g, u))v(w1), d(λ(g, u))v(w2)) = Im(pi(g)w1, pi(g)w2) = ω
H(w1, w2).
Lemme 3.1.2 L'action de GnHR sur HR est hamiltonienne, son application moment qui
s'annule à l' origine est :
〈ψ(v), (ξ, u)〉 = 1
2
Im(pi′(ξ)v|v) + Im(u|v)
Preuve : Posons
J(ξ,u)(v) =
1
2
Im(pi′(ξ)v|v) + Im(u|v).
J(ξ,u)(0) = 0 et le champ de vecteur hamiltonien associé est déﬁni par
ωH(wJ(ξ,u) , w) = −
〈
δJ(ξ,u)
δv
, w
〉
= − d
dt
|t=0J(ξ,u)(v + tw) = −Im(pi′(ξ)v + u|w)
3.1. DIMENSION FINIE 95
donc wJ(ξ,u) |v = −pi′(ξ)v − u.
D'autre part, pour toute fonction f de classe C∞ :
d
dt
|t=0f(λ(exp−t(ξ, u))(v)) = d
dt
|t=0f
(
pi(exp−tξ)(v)− e
−tpi′(ξ) − Id
−pi′(ξ) u
)
=
d
dt
|t=0f
(
v − tpi′(ξ)v − tu+ o(t2)) = −〈δf
δv
, pi′(ξ)v + u
〉
= df(v)(wJ(ξ,u)).
Ceci prouve que wJ(ξ,u) est le champ de vecteur inﬁnitésimal associé à (ξ, u) via la GnHR-
action sur HR. 
Remarque 3.1.2
Une action hamiltonienne d'application moment Jξ est fortement hamiltonienne si l'ap-
plication moment vériﬁe la relation
{Jξ, Jη} = J[ξ,η]
pour tout ξ, η dans l'algèbre de Lie g. Etant donnée une application moment J , l'action est
fortement hamiltonienne s'il existe b ∈ g∗, tel que {Jξ + b(ξ), Jη + b(η)} = J[ξ,η] + b([ξ, η]),
ou
db(ξ, η) = b([ξ, η]) = {Jξ, Jη} − J[ξ,η] = c(ξ, η).
L'action de GnHR n'est pas fortement hamiltonienne, puisqu'un calcul direct donne :{
J(ξ1,u1), J(ξ2,u2)
}
(v)− J[(ξ1,u1),(ξ2,u2)](v) = Im(u1|u2).
En outre le cocycle c((ξ1, u1), (ξ2, u2)) = Im(u1|u2) n'est pas un cobord puisque, s'il existait
b : gn VR −→ R tel que
c((ξ1, u1), (ξ2, u2)) = b([(ξ1, u1), (ξ2, u2)]),
nous aurions, pour tout u1, u2,
0 = b([(0, u1), (0, u2)]) = c((0, u1), (0, u2)) = Im(u1|u2).
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3.1.3 Application moment associée à l'action projective
Par déﬁnition, l'espace projectif complexe PH est le quotient de H× = H \ {0} par la
relation v ' w si et seulement si il existe un nombre complexe z (z 6= 0) tel que w = zv.
On note par [v] la classe d'équivalence de v ∈ H×.
On considère PH comme une variété C∞ réelle. Pour tout v dans H×, l'application
ϕv : PH −→ (v⊥)R, donnée par
ϕv([w]) = ‖v‖2 w
(v|w) − v
est une carte locale pour PH déﬁnie sur le voisinage ouvert Uv de [v], composé des [w] dans
PH tel que (v|w) 6= 0, on a
ϕv([v]) = 0, ϕzv = zϕv et ϕ
−1
v (u) = [v + u].
Cette famille de cartes déﬁnit la structure d'une variété réelle sur PH.
On déﬁnit une 2-forme ωPH[v] sur PH par :
ωPH[v] (W1,W2) =
Im(dϕv(W1)|dϕv(W2))
‖v‖2 .
Puisque dϕzv ◦ dϕ−1v (w) = zw, cette quantité dépend seulement de la classe [v] de v, donc
ceci déﬁnit une forme sur PH, non-dégénérée en tout point. Un calcul fastidieux prouve
que la forme ωPH est fermée. Il est plus simple de considérer la sphère unité S dans H
comme une sous variété de HR ( on note par i l'injection canonique) et si p : S −→ PH
est l'application v 7→ [v], alors i∗ωH = p∗ωPH . En eﬀet, pour tout v dans S et wi dans
TvS = (v
⊥)R (i = 1, 2), on a :
ωHi(v)(di(v)(w1), di(v)(w2)) = ω
H
v (w1, w2) = Im(w1|w2)
ωPHp(v)(dp(v)(w1), dp(v)(w2)) = ω
PH
[v] (dϕ
−1
v (0)(w1), dϕ
−1
v (0)(w2)) = Im(w1|w2).
Puisque p est surjective, p∗ est une application injective, d'où dωH = 0 implique dωPH = 0.
L'action de G sur H est linéaire, elle induit une action sur PH par
ρg([v]) = ρ(g)([v]) = [pi(g)(v)].
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Soient Wi (i = 1, 2) deux vecteurs dans T[v]PH, posons wi = dϕv([v])(Wi) (wi ∈ (v⊥)R), un
calcul direct donne la relation :
dρg([v])(Wi) = dϕ
−1
pi(g)(v)(pi(g)(wi)),
donc :
ωPHdρg([v])(dρg([v])(W1), dλg([v])(W2)) =
Im(pi(g)(w1)|pi(g)(w2))
‖pi(g)(v)‖2 = ω
PH
[v] (W1,W2).
L'action de G sur PH préserve la 2-forme ωPH .
On cherche une application moment associée à cette action, on pose alors :
Jξ([v]) =
1
2
Im(pi′(ξ)v|v)
‖v‖2 =
1
2i
(pi′(ξ)v|v)
‖v‖2 ,
puisque pi′(ξ) est anti-adjoint. Comme ci-dessus, on ﬁxe W = dϕ−1v (0)(w) dans T[v]PH
(w ∈ (v⊥)R), on obtient :
dJξ([v])(W ) =
d
dt
|t=0Jξ([v + tw])
=
d
dt
|t=0 1
2
Im(pi′(ξ)(v + tw)|(v + tw))
‖v + tw‖2
=
Im(pi′(ξ)(v)|w)
‖v‖2
= ωPH[v]
(
dϕ−1v (0)
(
pi′(ξ)(v)
)
,W
)
.
On a donc wJξ = −dϕ−1v (0)(pi′(ξ)(v)). D'autre part,
−dϕ−1v (0)(pi′(ξ)(v)) =
d
dt
|t=0[v − tpi′(ξ)(v)] = d
dt
|t=0[e−tpi′(ξ)v] = d
dt
|t=0ρexp(−tξ)[v].
Ceci prouve que l'action de G sur PH est hamiltonienne, d'application moment Jξ.
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Finalement, l'action est fortement hamiltonienne, puisque, avec nos notations,
{Jξ, Jη}([v]) = (wJξJη(ϕ−1v (0)))
=
d
dt
|t=0Jη(
[
e−tpi
′(ξ)(v)
]
)
=
d
dt
|t=0 1
2i
(pi′(η)(e−tpi
′(ξ)(v))|e−tpi′(ξ)(v))
‖e−tpi′(ξ)v‖2
= − 1
2i
(pi′(η)(pi′(ξ)(v))|v) + (pi′(η)(v)|pi′(ξ)(v))
‖v‖2
=
1
2i
((pi′(ξ) ◦ pi′(η)− pi′(η) ◦ pi′(ξ))(v)|v)
‖v‖2
= J[ξ,η]([v]).
On a donc prouvé : {Jξ, Jη} = J[ξ,η], l'action est fortement hamiltonienne.
La fonction Jξ est appelée l'application moment de la représentation pi.
Proposition 3.1.1 Si (pi,H) est une représentation unitaire de dimension ﬁnie du groupe
de Lie G, alors
 PH muni de la 2-forme ωPH est une variété symplectique réelle,
 G agit naturellement sur PH, et cette action préserve ωPH ,
 l'action est fortement hamiltonienne, d'application moment :
Jξ([v]) =
1
2i
(pi′(ξ)v|v)
‖v‖2 .
3.2 Calcul diﬀérentiel dans les Fréchets
Dans cette section, on rappelle le calcul diﬀérentiel déﬁni par R. S. Hamilton (voir [H]
pour une présentation détaillée).
Soient V , W deux espaces vectoriels de Fréchet, U un sous ensemble ouvert de V et
f : U −→ W une application continue.
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On déﬁnit la dérivée de f en un point u dans U et dans la direction de h dans V comme
la limite, si elle existe :
Df(u)(h) = lim
t→0
1
t
[f(u+ th)− f(u)] =
〈
δf
δu
, h
〉
.
Déﬁnition 3.2.1
On dit que f est de classe C1 sur U si Df(u)(h) existe pour tout (u, h) dans U × V et
si l'application
(u, h) 7→ Df(u)(h)
est continue de U × V dans W .
Si f est C1 sur U , u 7→ Df(u)(h) est continue pour tout h dans V . Si sa dérivée dans
la direction k existe, on l'écrit :
D2f(u)(h, k) = lim
t=0
1
t
[Df(u+ tk)(h)−Df(u)(h)] .
Et on dit que f est de classe C2 sur U si l'application (u, h, k) 7→ D2f(u)(h, k) est continue
de U × V × V dans W .
R. S. Hamilton a prouvé dans [H] que si f est C2 sur U , alors D2f est symétrique et
bilinéaire. Continuant dans cette voie, on déﬁnit récursivement Dpf(u)(h1, . . . , hp) et on
dit que f est Cp si l'application
(u, h1, . . . , hp) 7→ Dpf(u)(h1, . . . , hp)
est continue de U × V p dans W . Si c'est le cas, Dpf est complètement symétrique et p-
linéaire. On dit que f est de classe C∞ si f est Cp pour tout p.
Evidemment, si V et W sont de dimension ﬁnie, f est Cp ou C∞ sur U si et seulement
si f est Cp ou C∞ dans le sens usuel.
Rappelons le résultat utile (Corollaire 3.4.4 dans [H])
Lemme 3.2.1 Si V1, V2, W sont des espaces de Fréchet, et f(u, v) est une application
continue de U1 × V2 dans W (U1 est un sous ensemble ouvert dans V1), séparément C1 en
u et linéaire en v, alors f est C1 globalement en u et v et
Df(u, v)(h, k) = Dfv(u)(h) + f(u, k),
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si fv est l'application u 7→ f(u, v).
Maintenant on peut déﬁnir une variété de Fréchet (voir[H]).
Déﬁnition 3.2.2
Une variété de Fréchet M est un espace topologique de Hausdorﬀ muni d'une famille
de cartes locales ϕi : Ui −→ E, chaque carte est un homéomorphisme d'un sous ensemble
ouvert Ui de M à valeurs dans un sous ensemble ouvert d'un espace de Fréchet E, tel que
ϕj ◦ ϕ−1i est un homéomorphisme C∞ entre deux sous ensembles ouverts de E.
Ainsi, une variété C∞ usuelle de dimension ﬁnie, un groupe de Lie G et un espace
vectoriel de Fréchet sont des variétés de Fréchet. Si M , N sont deux variétés de Fréchet,
avec les cartes locales ϕi : Ui −→ U ′i ⊂ E et ψi : Vi −→ V ′i ⊂ F , le produit M ×N avec les
cartes locales
Φi = (ϕi, ψi) : Ui × Vi −→ U ′i × V ′i ⊂ E × F,
est aussi une variété de Fréchet, puisque les applications
Φj ◦ Φ−1i : U ′i ∩ ϕi(Ui ∩ Uj)× V ′i ∩ ψi(Vi ∩ Vj) −→ U ′j ∩ ϕj(Ui ∩ Uj)× V ′j ∩ ψj(Vi ∩ Vj)
(x, y) 7→ (ϕj ◦ ϕ−1i (x), ψj ◦ ψ−1i (y))
sont C∞.
Les champs de vecteurs, les formes sur une variété de Fréchet M sont déﬁnis par leur
expression locale dans les cartes de M (voir le chapitre 0).
Un groupe de Lie Fréchet est une variété de Fréchet et un groupe pour lequel les deux
applications
(g1, g2) 7→ g1g2 et g 7→ g−1
sont C∞.
L'algèbre de Lie g d'un groupe de Lie Fréchet G est l'espace tangent à l'origine. Tout
vecteur ξ de g engendre un unique champ de vecteur invariant à gauche ξ˜ sur G. Si ξ et η
sont dans g, le commutateur de deux champs de vecteurs ξ˜ et η˜ est un champ de vecteur
invariant à gauche, sa valeur à l'origine déﬁnit le crochet [ξ, η] sur g.
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Malheureusement, il n'existe pas une relation directe entre les sous algèbres fermées de g
et les sous groupes de Lie de G, comme un exemple donné par H. Omori dans [O] le montre.
Dans cet exemple, Omori étudie le groupe de Lie Fréchet Diﬀ(T) des diﬀéomorphismes du
tore à une dimension.
Il montre que l'on peut construire des éléments ψ de Diﬀ(T) dans n'importe quel voisi-
nage de l'identité tels qu'il n'existe pas d'élément X dans l'algèbre de Lie X(T) de Diﬀ(T)
tel que ψ = expX.(X(T) peut être identiﬁée à l'algèbre des champs de vecteurs sur T et si
X ∈ X(T), expX est l'instant 1 du ﬂot de X). Contrairement au cas d'un groupe de Lie,
on n'obtient donc pas un voisinage de l'identité dans Diﬀ(T) en considérant l'ensemble des
expX, X ∈ X(T).
3.3 Application moment associée à une action linéaire
de dimension inﬁnie
3.3.1 Préliminaires
Dans cette section, on a : un groupe de Lie G, d'algèbre de Lie g, et une représentation
unitaire pi de G dans un espace de Hilbert complexe H. Notons par V = H∞ le sous espace
des vecteurs C∞ de pi. Si ξ est un vecteur de g, on déﬁnit pi′(ξ) sur V par :
pi′(ξ)v =
d
dt
|t=0pi(exp(tξ))(v).
La topologie de H est donnée par la norme ‖u‖ =
√
(u|u), l'espace V est un espace de
Fréchet, pour sa topologie déﬁnie par la famille de seminormes suivantes : si (ξ1, . . . , ξd) est
une base de g,
v 7→ pn(v) = sup
i1,...,in
‖pi′(ξi1) . . . pi′(ξin)v‖.
On considère ces espaces comme des variétés réelles. Pour H, comme ci-dessus, l'espace
vectoriel sous-jacent HR est un espace de Hilbert réel complet pour le produit scalaire réel
(u|v)R = Re(u|v).
D'où, on identiﬁe l'espace H∗R des formes linéaires réelles continues sur HR avec HR lui
même grâce à l'application [ : HR −→ H∗R déﬁnie par
〈u[, v〉 = (u|v)R.
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Les mêmes formules déﬁnissent un produit scalaire réel sur l'espace vectoriel réel VR,
mais cet espace n'est plus complet pour la norme associée.
D'après le théorème de Hahn-Banach, l'espace V ′R de formes linéaires réelles sur VR,
continues par rapport à la norme de H est isomorphe à HR, donc l'application [ de VR dans
V ′R est maintenant une application non-surjective.
Si on munit VR de sa topologie naturelle d'espace de Fréchet, le dual continu V
∗
R contient
(en général strictement) HR et [ reste continue et non-surjective, de VR dans V
∗
R . On note
par V [ l'image de cette application [.
3.3.2 Formes symplectiques
Déﬁnition 3.3.1
Sur HR (resp. VR), on déﬁnit une forme bilinéaire antisymétrique, par
ωH(w1, w2) = Im(w1|w2), ωV (w1, w2) = Im(w1|w2).
Ces formes sont non-dégénérées puisque ω•(w1, iw1) = ‖w1‖2 > 0 si w1 6= 0.
Alors, (HR, ω
H) est une variété de Hilbert C∞ symplectique. De même, comme toute
forme bilinéaire continue sur un espace de Fréchet est C∞ ([H]), on dira que (VR, ωV ) est
une variété de Fréchet symplectique.
Sur (HR, ω
H), les notions des champs de vecteurs hamiltoniens, et de crochet de Poisson
sont bien déﬁnies.
Puisque, pour tout w1 ∈ H, l'application w2 7→ ωH(w1, w2) est une forme linéaire
continue réelle, il existe un unique vecteur w\1 de H
∗
R tel que
ωH(w1, w2) = 〈w\1, w2〉.
Puisque ωH(iw1, w2) = −(w1|w2)R, l'application \ est, comme l'application [, un isomor-
phisme d'espaces de Hilbert réels. Dans la suite, on notera par ] l'application −\−1. Donc
Déﬁnition 3.3.2
L'isomorphisme ] de H∗R dans HR est l'unique application linéaire réelle déﬁnie par :
ωH(a], w) = −〈a, w〉 (a ∈ H∗R, w ∈ HR).
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Si f est une fonction réelle C∞ sur HR, on note sa diﬀérentielle par :
df(u)(h) = 〈δf
δu
, h〉.
Lemme 3.3.1 Sur la variété symplectique (HR, ω
H), le champ de vecteur hamiltonien as-
socié à la fonction f est
wf =
(
δf
δu
)]
.
Le crochet de Poisson de deux fonctions C∞ f et g est
{f, g} =
〈
δg
δu
,
(
δf
δu
)]〉
.
Preuve : Il s'agit d'une répétition du calcul correspondant aux espaces de dimension ﬁnie.

Le groupe G agit sur HR, et préserve la forme symplectique ω
H . En eﬀet pi(g) est une
application linéaire continue, donc C∞ de HR dans HR, sa diﬀérentielle est elle même et on
a immédiatement pour tout w1, w2 :
ωH((dpi(g))(u)(w1), (dpi(g))(u)(w2)) = Im(pi(g)(w1)|pi(g)(w2)) = ωH(w1, w2).
Malheureusement, cette action n'est pas C∞, on ne peut pas diﬀérentier l'application
g 7→ pi(g)(u) pour tout u dans H, donc on ne peut pas considérer cette action comme une
action fortement hamiltonienne. Par conséquent, on se restreint maintenant à l'espace VR.
Sur la variété de Fréchet symplectique VR, on peut déﬁnir des fonctions hamiltoniennes
et des champs de vecteurs. On a vu que [ est une application continue bijective de V dans
V [, on a toujours :
ωV (iw1, w2) = −(w1|w2)R = 〈(iw1)\, w2〉.
Par conséquent, \ est maintenant, comme l'application [, un isomorphisme de V dans V [.
On note par ] l'application −\−1.
Déﬁnition 3.3.3
Une fonction C∞ réelle f sur VR est une fonction hamiltonienne si sa diﬀérentielle
δf
δu
est une application de classe C∞ de VR dans V [.
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Un champ de vecteur W est un champ de vecteurs hamiltonien s'il existe une fonction
hamiltonienne f telle que W =
(
δf
δu
)]
.
Le crochet de Poisson de deux fonctions hamiltoniennes f et g est déﬁni par :
{f, g} =
〈
δg
δu
,
(
δf
δu
)]〉
.
3.3.3 Application moment associée à l'action projective
Comme dans le cas de dimension ﬁnie, l'espace complexe projectif PH est le quotient
de H× = H \ {0} par la relation : v ' w si et seulement s'il existe un nombre complexe z
tel que w = zv.
On note par [v] la classe d'équivalence de v. Maintenant, PH est une variété C∞ réelle
de dimension inﬁnie avec les cartes locales (Uv, ϕv) :
Uv = {[w], (v|w) 6= 0}, et ϕv([w]) = ‖v‖2 w
(v|w) − v ∈ (v)
⊥.
En eﬀet, puisque ϕv est une application continue bijective du sous ensemble ouvert Uv
de PH dans l'espace vectoriel v⊥, d'application inverse (ϕv)−1 : w 7→ [w + v], ϕv est un
homéomorphisme et
ϕv2 ◦ (ϕv1)−1(w) = ‖v2‖2
w + v1
(v2|w + v1) − v2
est C∞ de ϕv1(Uv1∩Uv2) dans ϕv2(Uv1∩Uv2). Ces cartes déﬁnissent une structure de variété
de Hilbert sur PH.
De plus, exactement comme dans le cas d'un espace de dimension ﬁnie, on déﬁnit une
2-forme sur PH par :
ωPH[v] (W1,W2) =
Im(dϕv(W1)|dϕv(W2))
‖v‖2 .
Avec cette forme, PH est une variété de Hilbert symplectique.
Le groupe G agit sur PH par ρ(g)([v]) = [pi(g)v]. Mais maintenant cette fonction n'est
pas C∞ et on ne peut plus avoir d'application moment.
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On considère alors PV comme le quotient de V × par la relation : v ' w si et seulement
s'il existe un nombre complexe z tel que w = zv. L'ensemble PV est un espace topologique
de Hausdorﬀ en eﬀet, si [v1] et [v2] sont deux points distincts de PV , alors la relation de
Cauchy Schwartz donne : |(v1|v2)| < ‖v1‖‖v2‖ et les deux sous ensembles disjoints :
U1 =
{
[w] ∈ PV, |(v2|w)|‖v2‖ <
|(v1|w)|
‖v1‖
}
, U2 =
{
[w] ∈ PV, |(v1|w)|‖v1‖ <
|(v2|w)|
‖v2‖
}
sont ouverts et contiennent respectivement [v1] et [v2].
Comme ci-dessus, on déﬁnit les cartes locales (Uv, ϕv) :
Uv = {[w] ∈ PV, (v|w) 6= 0}, et ϕv([w]) = ‖v‖2 w
(v|w) − v ∈ (v)
⊥ ∩ VR.
ϕv est une application continue, bijective du sous ensemble ouvert Uv de PV dans l'espace
de Fréchet réel v⊥ ∩ VR(le noyau dans VR de la forme continue w 7→ (v|w)R) d'application
inverse (ϕv)
−1 : w 7→ [w + v], alors ϕv est un homéomorphisme et
ϕv2 ◦ (ϕv1)−1(w) = ‖v2‖2
w + v1
(v2|w + v1) − v2
est C∞ de ϕv1(Uv1∩Uv2) dans ϕv2(Uv1∩Uv2). Ces cartes déﬁnissent une structure de variété
de Fréchet sur PV .
En outre, comme ci-dessus, on déﬁnit une 2-forme sur PV par :
ωPV[v] (W1,W2) =
Im(dϕv(W1)|dϕv(W2))
‖v‖2 .
Avec cette forme, PV est une variété de Fréchet symplectique..
Le groupe G agit sur PV par ρ(g)([v]) = [pi(g)v]. Maintenant, on va montrer que cette
fonction est C∞ et on pourra chercher une application moment.
Lemme 3.3.2 L'application (g, v) 7→ pi(g)(v) de G× VR dans VR est C∞.
Preuve :
On ﬁxe un produit scalaire réel sur g tel que la base (ξi) est une base orthonormale, on
écrit
Adg−1(ξi) =
∑
j
aijξj,
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alors, si d = dim(G),
‖pi′(ξi1) . . . pi′(ξin)pi(g)v‖ = ‖pi′(Adg−1ξi1) . . . pi′(Adg−1ξin)(v)‖
=
∑
j1,...,jn
|ai1j1 . . . ainjn|‖pi′(ξj1) . . . pi′(ξjn)(v)‖
≤ dn‖Adg−1‖nop‖pi′(ξj1) . . . pi′(ξjn)(v)‖,
puisque : ∑
j
|aij| ≤ d‖Adg−1‖op.
Ceci prouve directement la continuité de notre application au point (e, 0), si e est l'élément
neutre dans G. En utilisant la continuité de g 7→ pi(g)v0 (voir [War]) et
pi(g)(v)− pi(g0)(v0) = pi(g0)
[
pi(g−10 g)(v − v0) + (pi(g−10 g)v0 − v0)
]
,
on obtient alors la continuité de notre application.
Maintenant, l'application g 7→ pi(g)(v) est C∞ et l'application v 7→ pi(g)(v) est linéaire
et continue. Alors, d'après le Corollaire 3.4.4 de Hamilton ([H]) appliqué p fois, l'application
(g, v) 7→ pi(g)(v) est Cp, pour tout p.

Si [w] est dans le domaine Uv de la carte locale ϕv et g est au voisinage de l'origine
dans G alors pi(g)(w) reste dans Uv et l'application (g, w) 7→ pi(g)(w) devient C∞. Ainsi,
l'application (g, w) 7→ ϕv([pi(g)(w)]) est C∞ et le groupe G agit d'une manière C∞ sur la
variété de Fréchet PV par ρ(g)([w]) = [pi(g)(w)]. Comme dans le cas de PH, cette action
préserve la forme symplectique ωPV .
Vue dans la carte locale (Uv, ϕv), la diﬀérentielle de cette action est un vecteur dans le
sous espace v⊥ ∩ VR donné par
D(ϕv ◦ ρ)(ξ)([v]) = d
dt
|t=0ϕv (ρ(exp tξ)([v])) = (v|v) d
dt
|t=0 pi(exp tξ)v
(v|pi(exp tξ)v)
= pi′(ξ(v))− (v|pi
′(ξ)(v))
(v|v) v.
Proposition 3.3.1 L'action de G est hamiltonienne, son application moment est la fonc-
tion hamiltonienne :
Jξ([v]) =
1
2i
(pi′(ξ)v|v)
‖v‖2 .
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Preuve :
La fonction Jξ est bien déﬁnie sur PV . Dans une carte locale ϕv, Jξ s'écrit :
v⊥ ∩ VR 3 u 7→ 1
2i
(pi′(ξ)(v + u)|v + u)
‖v‖2 + ‖u‖2 .
Donc Jξ est une fonction C
∞ réelle et, pour tout w dans v⊥ ∩ VR, sa dérivée au point v,
dans la direction Dϕ−1v (0)(w), est :
D(Jξ ◦ ϕ−1v )(0)(w) =
d
dt
|t=0 1
2i
(pi′(ξ)(v + tw)|v + tw)
‖v‖2 + t2‖w‖2
=
1
2i
(pi′(ξ)(w)|v) + (pi′(ξ)(v)|w)
‖v‖2
=
1
(v|v)Im
(
pi′(ξ)(v)− (v|pi
′(ξ)(v))
(v|v) v|w
)
= ωPV[v] (D(ρ)(ξ)([v]), Dϕ
−1
v (0)(w)).
Ceci prouve que le champ de vecteur D(ρ)(ξ)([v]) est un champ de vecteurs hamiltonien,
de fonction hamiltonienne Jξ.

Cette fonction Jξ apparaît pour la première fois dans [Wil]. Puisqu'elle est appelée
l'application moment de la représentation pi. On appellera, dans la section suivante, l'image
de cette application l'ensemble moment Ipi de la représentation pi :
Ipi = {ξ 7→ Jξ([v]), v ∈ VR} .
3.3.4 Le groupe de Lie Fréchet Gn VR
On a vu que G et VR sont des variétés de Fréchet, donc G × VR est une variété de
Fréchet. Maintenant, l'espace G × VR peut être équipé d'une structure de groupe produit
semi-direct par
(g1, v1)(g2, v2) = (g1g2, pi(g1)(v2) + v1),
On note ce groupe Gn VR.
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Proposition 3.3.2 Le groupe G n VR est un groupe de Lie Fréchet. Son algèbre de Lie,
notée gn VR est l'espace vectoriel de Fréchet g× VR muni du crochet :
[(ξ, u), (η, v)] = ([ξ, η], pi′(ξ)(v)− pi′(η)(u)).
Preuve :
On doit prouver que l'application produit et l'application (g, v) 7→ (g, v)−1 sont C∞.
Pour la première, c'est une simple conséquence du lemme 3.3.2. Pour la deuxième applica-
tion, elle est de la forme :
(g, v) 7→ (g−1,−pi(g−1)(v)).
Donc elle est aussi C∞.
L'algèbre de Lie de G n VR est vue comme l'espace vectoriel g × VR. Chaque élément
(ξ, u) dans l'algèbre de Lie donne un champ de vecteur invariant à gauche (ξ˜, u˜). En eﬀet,
on pose, avec des notations évidentes :
(ξ˜, u˜)(g,v) = (ξ˜g, pi(g)(u)) =
d
dt
|t=0(g exp tξ, v + tpi(g)(u)),
On obtient :
(ξ˜, u˜)(g′g,v′+pi(g′)(v)) = (ξ˜g′g, pi(g
′g)(u))
=
d
dt
|t=0(g′g exp tξ, v′ + pi(g′)(v) + tpi(g)(u))
=
d
dt
|t=0(g′, v′)(g exp tξ, v + tpi(g)(u)).
Maintenant, le crochet de deux tels champs de vecteurs, qui agissent sur une fonction C∞
réelle f est :(
[(ξ˜, u˜), (ξ˜′, u˜′)]f
)
(g, v) =
=
d
dt
|t=0
(
(ξ˜′, u˜′)f(g exp tξ, v + tpi(g)(u))− (ξ˜, u˜)f(g exp tξ′, v + tpi(g)(u′))
)
=
d
dt
|t=0 d
ds
|s=0
(
f(g exp tξ exp sξ′, v + tpi(g)(u) + spi(g exp tξ)(u′)))−
−f(g exp sξ′ exp tξ, v + tpi(g)(u′) + spi(g exp tξ′)(u))
)
=
(
([˜ξ, ξ′],
(
pi′(ξ)(u′)− pi′(ξ′)(u)) ˜ )f) (g, v)
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
Dans le cas de la dimension ﬁnie, VR = HR et l'application exponentielle de gnVR dans
Gn VR est :
exp(ξ, u) = (exp ξ,
epi
′(ξ) − id
pi′(ξ)
u) = (exp ξ,
∫ 1
0
pi(exp τξ)(u) dτ).
Dans notre cas VR est un espace de Fréchet, l'application s 7→ pi(exp sξ)(u) est une
fonction C∞ de R dans VR. Donc, d'après [H], section 1.2, pour tout u dans VR, on peut
déﬁnir le vecteur
ψ(ξ)(u) =
∫ 1
0
pi(exp τξ)(u) dτ
dans VR. L'application u 7→ ψ(ξ)(u) est linéaire et continue, on peut écrire, pour tout t,
ψ(tξ)(tu) =
∫ 1
0
pi(exp tτξ)(tu) dτ =
∫ t
0
pi(exp τξ)(u) dτ.
Par conséquent, ψ(ξ)(u) est la valeur à t = 1 de l'unique solution C1 g de l'équation
diﬀérentielle g′(t) = pi(exp tξ)(u) avec la valeur initiale g(0) = 0.
On obtient immédiatement
pi(exp sξ)ψ(tξ)(tu) + ψ(sξ)(su) =
∫ t
0
pi(exp(s+ τ)ξ)(u) dτ +
∫ s
0
pi(exp τξ)(u) dτ
=
∫ t+s
0
pi(exp τξ)(u) dτ = ψ((s+ t)ξ)((s+ t)u).
Ceci prouve que la courbe déﬁnie dans notre groupe Gn VR par γ(t) = (exp tξ, ψ(tξ)(tu))
est un groupe à un paramètre : γ(0) = (e, 0), et
γ(s)γ(t) = (exp sξ, ψ(sξ)(su))(exp tξ, ψ(tξ)(tu)) = (exp(t+s)ξ, ψ((s+t)ξ)((s+t)u) = γ(s+t).
Finalement γ est C1 et sa dérivée est
γ′(t) =
(
d
ds
|s=t exp sξ, pi(exp tξ)(u)
)
= (ξ˜, u˜)γ(t).
Supposons maintenant que t 7→ γ1(t) est une autre courbe C∞ dans notre groupe de Lie
Fréchet telle que γ1 est un sous groupe à un paramètre et γ
′
1(t) = (ξ˜, u˜)γ1(t) à l'origine. Donc
γ1(t) = (exp tξ, v(t)), avec v(0) = 0 et v
′(t) = pi(exp tξ)(u) pour tout t. Par conséquent,
γ1(t) = γ(t) d'où l'unicité du sous groupe à un paramètre et de l'application exponentielle
du groupe de Lie Fréchet Gn VR.
On pose donc
exp(ξ, u) = (exp ξ, ψ(ξ)(u)).
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Déﬁnition 3.3.4
L'application exponentielle de gn VR dans Gn VR est déﬁnie par :
exp (ξ, u) = (exp ξ, ψ(ξ)(u)).
C'est l'unique application telle que t 7→ exp t(ξ, u) est un sous groupe à un paramètre tan-
gent à l'origine à (ξ, u).
Remarque 3.3.1
Pour toute représentation unitaire pi de G, l'opérateur linéaire pi′(ξ) déﬁnie sur V est
essentiellement anti autoadjoint. Si
pi′(ξ) =
∫
R
iλdEλ
est sa décomposition spectrale, on peut déﬁnir un opérateur borné sur H par
ψ(ξ)(a) =
∫
R
eiλ − 1
iλ
dEλ(a).
Puisque la fonction λ 7→ e
iλ − 1
iλ
est C∞ et bornée sur R, alors ψ(ξ)(a) est bien déﬁnie
pour tout a dans H et a 7→ ψ(ξ)(a) est un opérateur linéaire continu sur H.
Il est possible de prouver que cet opérateur ψ(ξ) est l'unique extension à H de notre
opérateur linéaire ψ(ξ) déﬁni ci-dessus sur VR.
Finalement, par déﬁnition, on a, pour tout g dans G
ψ(Adg(ξ))(u) =
∫ 1
0
pi(g)pi(exp τξ)pi(g−1)(u) dτ =
(
pi(g) ◦ ψ(ξ) ◦ pi(g)−1) (u).
3.3.5 Action hamiltonienne sur VR et ensemble moment
On dit que VR, muni de ω
V est une variété de Fréchet symplectique. De plus :
Lemme 3.3.3 L'action λ de Gn VR sur la variété VR, déﬁnie par
λ(g, u)(v) = (g, u) · v = pi(g)(v) + u
est C∞, elle préserve la forme symplectique ωV .
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Preuve :
La formule
λ(g, u)(v) = pi(g)(v) + u
déﬁnit une action λ de GnVR dans VR, cette action est aussi C∞. Si w est un vecteur dans
VR, on a D[λ(g, u)](v)(w) = pi(g)(w), d'où
ωVv (w1, w2) = Im(w1|w2) = Im(pi(g)(w1)|pi(g)(w2))
= ωVλ(g,u)(v)(D[λ(g, u)](v)(w1), D[λ(g, u)](v)(w2)).

Considérons maintenant la diﬀérentielle de λ, pour tout (ξ, u) dans l'algèbre de Lie
gn VR, c'est le champ de vecteur sur VR déﬁni par
(Dλ)(ξ, u)v =
d
dt
|t=0λ(exp t(ξ, u))(v) = d
dt
|t=0(pi(exp tξ)(v) + ψ(tξ)(tu)) = pi′(ξ)(v) + u.
En fait, ce champ de vecteur est un champ de vecteur hamiltonien, plus précisément,
Proposition 3.3.3 L'action λ de G n VR sur la variété symplectique (VR, ωV ) est hamil-
tonienne, d'application moment :
J(ξ,u)(v) =
1
2
Im(pi′(ξ)(v)|v) + Im(u|v).
Preuve :
Comme dans le cas de la dimension ﬁnie, on pose :
J(ξ,u)(v) =
1
2
Im(pi′(ξ)v|v) + Im(u|v).
J(ξ,u)(0) = 0. En outre, puisque v 7→ pi′(ξ)v et (w, v) 7→ Im(w|v) sont C∞ alors, puisque la
composée de fonctions C∞ est C∞ (voir [H]), J(ξ,u) est C∞ en v. De plus, sa dérivée est le
vecteur
(DJ(ξ,u))(v)(w) =
d
dt
|t=0J(ξ,u)(v + tw) = Im(pi′(ξ)v + u|w) = ωV (Dλ(ξ, u)v, w).
D'où
δJ(ξ,u)
δv
est dans V [ et la fonction J(ξ,u) est une fonction hamiltonienne. Son champ de
vecteur hamiltonien est
wJ(ξ,u) |v = −Dλ(ξ, u)v.
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Ceci prouve notre proposition.

Puisque l'action de GnVR est hamiltonienne, on déﬁnit l'application moment v 7→ Ψ(v)
de VR dans le dual de l'algèbre de Lie (gn VR)∗ = g∗ × V ∗R de Gn VR. On écrit
Ψ(v) = (θ(v), µ(v)) ∈ g∗ × V ∗R
avec
θ(v) : ξ 7→ 1
2
Im(pi′(ξ)v|v) et µ(v) : u 7→ Im(u|v) = −〈v\, u〉.
Déﬁnition 3.3.5
Soit Ψ l'application moment associée à l'action hamiltonienne d'un groupe de Lie ou
d'un groupe de Lie Fréchet G sur une variété ou une variété de Fréchet M . L'ensemble
moment I de cette action est l'image de l'application moment Ψ dans l'espace dual g∗ de
l'algèbre de Lie g de G.
On note par p la projection canonique de g∗ × V ∗R dans V ∗R , déﬁnie par p(α, f) = f .
Puisque p (Ψ(v)) = µ(v) = −v\ réalise une identiﬁcation entre VR et le sous espace V [ dans
V ∗R , l'application
Ψ(v) = (θ(v), µ(v)) 7−→ (v, θ(v))
est clairement bijective.
Par cette identiﬁcation, l'ensemble I est le graphe de l'application θ : v 7→ θ(v).
D'autre part, si q est l'application projection de g∗×V ∗R dans g∗ déﬁnie par q(α, f) = α,
alors
q(I) = {θ(v), v ∈ VR} =
{
1
2
Im(pi′(ξ)v|v), v ∈ VR
}
.
Rappelons que l'ensemble moment usuel de la représentation pi est le sous ensemble :
Ipi =
{
ξ 7→ Im(pi
′(ξ)v|v)
2(v|v) , v ∈ VR \ {0}
}
.
Posons ψpi(v)(ξ) =
Im(pi′(ξ)v|v)
2(v|v) . On note par C(Ipi) le cône positif de support Ipi :
C(Ipi) = {tψpi(v), t ≥ 0, v ∈ VR}.
Alors θ(v) ∈ q(I). Si v = 0, ψ(v) = 0 et si v 6= 0, θ(v) = (v|v)ψpi(v), avec (v|v) > 0.
Dans tous les cas, θ(v) ∈ C(Ipi).
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Réciproquement, pour tout tψpi(v) dans C(Ipi), on a
tψpi(v)(ξ) = t
Im(pi′(ξ)v|v)
2(v|v) = Im
(
pi′(ξ)
(√
t
v
‖v‖
)
|√t v‖v‖
)
= θ
(√
t
v
‖v‖
)
.
Proposition 3.3.4 L'ensemble moment I est le graphe de l'application
θ : VR −→ g∗, v 7→ (ξ 7→ Im(pi′(ξ)v|v)).
La projection de l'ensemble moment I sur le dual g∗ est le cône positif de support l'en-
semble moment usuel associé à la représentation pi :
q(I) = C(Ipi).
3.3.6 Surgroupe universel de Fréchet
Revenons à la séparation des représentations unitaires de G par des surgroupes et ex-
tensions de représentations. On cherche une construction générale de ce surgroupe qui est
bien déﬁnie et s'applique pour tout groupe de Lie G.
On note par Ĝ le dual unitaire de G. On considère tout élément pi de Ĝ comme une
action hamiltonienne (linéaire) sur l'espace VR,pi de vecteurs C
∞ de pi (à une équivalence
unitaire près).
Déﬁnition 3.3.6
Un surgroupe universel de Fréchet est un foncteur G 7→ G˜ de la catégorie des groupes
de Lie à la catégorie des groupes de Lie Fréchet, avec extensions canoniques pi 7→ pi de
chaque action pi dans Ĝ en une action hamiltonienne pi de G˜ sur VR,pi, tel que les ensembles
moment de ces actions séparent les représentations pi.
On dit simplement que G˜ est un surgroupe universel.
Dans cette section, on propose la déﬁnition d'un tel surgroupe universel G˜ pour tout groupe
de Lie G avec extensions pi 7→ pi, tel que l'ensemble moment de pi caractérise la représenta-
tion elle même :
Ipi1 = Ipi2 ⇐⇒ pi1 ∼ pi2.
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On note H = ⊕pi∈ĜHpi la somme directe orthogonale des espaces Hpi pour toutes les
classes de représentations unitaires irréductibles pi. C'est l'espace portant de la représenta-
tion ρ = ⊕pi∈Ĝpi. Soient V l'espace des vecteurs C∞ de ρ et pi0 dans Ĝ.
Puisque la projection orthogonale ppi0 : H −→ Hpi0 est un entrelacement continu entre ρ
et pi0, alors ppi0 est une application continue surjective de V dans Vpi0 . On écrit ppi0(V ) = Vpi0 .
On déﬁnit maintenant l'extension pi0 comme l'action de G˜ sur l'espace vectoriel réel
VR,pi0 déﬁni par :
pi0(g, v)(w0) = (g, v) · w0 = pi0(g)w0 + ppi0(v).
Théorème 3.3.1 La correspondance G 7→ G˜ avec les extensions pi 7→ pi est un surgroupe
universel de Fréchet de G.
Plus précisément,
1. L'action pi0 est hamiltonienne, son ensemble moment est le graphe de l'application
θpi0 : VR,pi0 −→ g∗, déﬁnie par θpi0(v)(ξ) =
1
2
Im(pi′0(ξ)v|v).
2. L'ensemble moment de cette action est relié à l'ensemble moment de pi0 par la relation
q(Ipi0) = C(Ipi0).
3. Deux représentations non-équivalentes pi1 et pi2 donnent lieu à deux ensembles mo-
ment distincts Ipi1 et Ipi2.
Preuve :
Le même argument que dans les sections précédentes prouve que l'ensemble moment
Ipi0 associé à pi0 est
Ipi0 = {ψ(v) = (θpi0(v), µpi0(v)), v ∈ Vpi0} ⊂ g∗ × V ∗.
où µpi0(v)(w) = Im(ppi0(v)|w) (w ∈ VR).
Donc, comme dans la section précédente, on peut identiﬁer l'ensemble moment de l'ac-
tion pi0 avec le graphe de l'application θpi0 .
En outre, si p et q sont les projections déﬁnies dans la section précédente, alors q(Ipi0) =
C(Ipi0) est le cône positif de support l'ensemble moment usuel de la représentation pi0.
Finalement, puisque p(Ipi0) = ppi0(VR) = VR,pi0 , le point 3. est vrai.

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Résumé
Si (pi,H) est une représentation unitaire irréductible d'un groupe de Lie G, on sait lui associer
son application moment Ψpi. La fermeture de l'image de Ψpi s'appelle l'ensemble moment de pi.
Généralement, cet ensemble est Conv(Opi), si Opi est l'orbite coadjointe associée à pi. Mais il ne
caractérise pas pi : deux orbites distinctes peuvent avoir la même enveloppe convexe fermée.
On peut contourner cette non séparation en considérant un surgroupe G+ de G et une appli-
cation non linéaire φ de g? dans (g+)? telle que, pour les orbites générique, φ(O) est une orbite et
Conv(φ(O)) caractérise O.
Dans cette thèse, on montre que l'on peut choisir le couple (G+, φ), avec φ de degré ≤ 2 pour
tous les groupes nilpotents de dimension ≤ 6, à une exception près, tous les groupes résolubles de
dimension ≤ 4, et pour un exemple de groupe de déplacements.
Ensuite, on étudie le cas des groupes G = SL(n,R). Pour ces groupes, il existe un tel couple
avec φ de degré n, mais il n'en existe pas avec φ de degré 2 si n > 2, il n'en existe pas avec φ de
degré 3 si n = 4.
Enﬁn, on montre que l'application moment Ψpi est celle d'une action fortement hamiltonienne
de G sur la variété de Fréchet symplectique PH∞. On construit un foncteur qui associe à tout G
un surgroupe de Lie Fréchet G˜, de dimension inﬁnie et, à tout pi de G, une action pi fortement
hamiltonienne, dont l'ensemble moment caractérise pi.
Abstract
To a unitary irreducible representation (pi,H) of a Lie group G, is associated a moment map
Ψpi. The closure of the range of Ψpi is the moment set of pi. Generally, this set is Conv(Opi), if Opi
is the corresponding coadjoint orbit. Unfortunately, it does not characterize pi : 2 distincts orbits
can have the same closed convex hull.
We can overpass this diﬃculty, by considering an overgroup G+ for G and a non linear map φ
from g? into (g+)? such that, for generic orbits, φ(O) is an orbit and Conv(φ(O)) charcterizes O.
In the present thesis, we show that we can choose the pair (G+, φ), with deg φ ≤ 2 for all the
nilpotent groups with dimension ≤ 6, except one, for all solvable groups with diemnsion ≤ 4, and
for an example of motion group.
Then we study the G = SL(n,R) case. For these groups, there exists φ with deg φ = n, if
n > 2, there is no such φ with deg φ = 2, if n = 4, there is no such φ with deg φ = 3.
Finally, we show that the moment map Ψpi is coming from a stronly Hamiltonian G-action on
the Frécht symplectic manifold PH∞. We build a functor, which associates to each G an inﬁnite
diemnsional Fréchet-Lie overgroup G˜,and, to each pi a strongly Hamiltonian action, whose moment
set characterizes pi.
Keywords : Nilpotent, solvable and split semisimple Lie groups. Fréchet-Lie groups. Unitary
representations. Hamiltonian action. Moment map. Overgroup. Coadjoint orbits.
