One barrier to interpreting the observational evidence concerning the adverse health effects of air pollution for public policy purposes is the measurement error inherent in estimates of exposure based on ambient pollutant monitors. Exposure assessment studies have shown that data from monitors at central sites may not adequately represent personal exposure. Thus, the exposure error resulting from using centrally measured data as a surrogate for personal exposure can potentially lead to a bias in estimates of the health effects of air pollution.
INTRODUCTION
Pollution of outdoor air is a public-health concern throughout the world. In the last decade, many epidemiological studies have shown an association between measurements of ambient concentrations of particulate matter less than 10 µ in aerodynamic diameter (PM 10 ) and non-accidental daily mortality counts (Dockery and Pope, 1994; Schwartz, 1995; American Thoracic Society, 1996a,b; Dominici et al., 2000) . These studies suggest that daily rates of morbidity and mortality from respiratory and cardiovascular diseases increase with levels of particulate air pollution even at levels well below the current National Ambient Air Quality Standard (NAAQS) for particulate matter in the USA.
One scientific objective of particulate air-pollution risk assessment is estimation of the increase in risk of mortality per unit increase in personal exposure to particulates. However, epidemiologic studies rarely obtain personal exposures and instead use measurements of ambient concentrations obtained typically from one or a few monitors stationed in the region where aggregate rates of morbidity or mortality are assessed. When exposures are measured with error, the power of such epidemiological analyses is reduced (Carroll et al., 1995) .
In a recent nationwide study of time budgets based on interviews with 9386 respondents in 1993-1994 (Robinson and Nelson, 1995) , US residents were found to spend 87.2% of time indoors, 7.2% in or near vehicles, and only 5.6% outdoors. Consequently, exposure to air pollution takes place in multiple environments over time and in multiple locations, and accurately estimating the actual personal exposures responsible for disease or death can be daunting. Exposure-assessment studies (Lioy et al., 1990; Mage and Buckley, 1995; Ozkaynak et al., 1996; Wallace, 1996; Janssen et al., 1997 Janssen et al., , 1998 show that data from monitors at central sites may be only weakly correlated with personal exposures indicating that using centrally measured data as a surrogate can lead to bias in estimates of the health effects of air pollution .
We have developed a model for investigating differences in relative risk estimates that arise from using ambient concentration measurements rather than personal exposures. Let X t represent average personal exposure to particulate pollution, Z t be the measured ambient concentration of particulates and Y t be the numbers of deaths in a region of interest, for example Baltimore, MD, USA. In this paper, we suppose that the regression of interest has the log-linear form E[Y t ] = exp(X t β x + confounders) so that β x is the log relative risk of death associated with a unit change in average personal exposure. However, suppose that only time-series data from monitors Z t rather than X t are available for Baltimore. Suppose further that for several other locations and/or time periods, we have limited measurements of both X t and Z t so that a model can be constructed for the relationship of average personal exposures and ambient concentrations, taking account of variations within and across locations.
This paper combines the log-linear model for Y t given X t , with a measurement error model for X t given Z t to make inference about β x . The parameter β x is important from a scientific and etiologic perspective since it quantifies the human risk of actual particulate pollution. As discussed below, the direct regression of Y t on Z t giving β z is also of interest from a regulatory perspective as only ambient concentrations are currently regulated.
Our modeling approach incorporates relevant data from five separate epidemiologic studies and properly accounts for heterogeneity in the X t -Z t relationship across studies. This hierarchical extension also allows us to apply the measurement model to a new site such as Baltimore and include uncertainty about the X t -Z t relationship in the estimation of β x for that new site.
More specifically, at the first stage we use a Poisson regression model to describe the association be-tween daily mortality and the population average personal exposure in Baltimore, which is a missing predictor. At the second stage, we use the supplemental information about personal exposure from the available exposure studies to model the association between average personal exposure and ambient concentrations. We use a combination of Bayesian hierarchical modeling (Lindley and Smith, 1972; Morris and Normand, 1992) and data augmentation (Tanner, 1991) to estimate β x , the log relative rate of mortality associated with average personal exposures to PM 10 for Baltimore. A hierarchical model is a flexible tool for modeling variability across studies in the relationship of personal with ambient-exposure concentrations. Hierarchical multivariate regression models with missing predictors for both continuous and categorical data have been developed by Dominici et al. (1997 Dominici et al. ( , 1999 and Dominici (2000) . Data augmentation can be used to appropriately account for uncertainty in estimates of the log relative rate of mortality resulting from the missing personal exposure data. Computationally, data augmentation can be handled conveniently using Markov chain Monte Carlo techniques (Tanner and Wong, 1987; Gelfand and Smith, 1990; Tanner, 1991; Spiegelhalter et al., 1994) which we adopt here.
Regression calibration models have previously been used to account for measurement error in nonlinear models (Carroll et al., 1995) . Armstrong (1985) suggested regression calibration for linear models, and Rosner et al. (1989) developed regression calibration methods for logistic regression. Carroll and Stefanski (1990) applied regression calibration to generalized additive models with measurement error, using quasi-likelihood methods to handle predictors measured with error. Prentice (1982) and Clayton (1991) discuss the covariate measurement error problem for the proportional hazards model. See Fuller (1987) and Stefanski (1985) for a detailed discussion of measurement error in linear and non-linear models, respectively. Bayesian measurement error approaches have been developed by Dellaportas and Stephens (1997) , Richardson and Gilks (1993) and Mallick and Gelfand (1994) .
Section 2 describes the data base for Baltimore, MD and for the five studies reporting personal concentrations and ambient measurements of PM 10 . These represent the best data on personal exposures published in the epidemiological literature available to us. In Section 3 we describe a generalized additive model with log link and Poisson error which we use to directly estimate β z , the log relative rate of mortality associated with a unit change in measured ambient concentrations of PM 10 . The semiparametric components are smoothing splines used to describe long-term fluctuations in mortality due to seasonality, changing population health, and confounding effects of weather. We first use the model to estimate β z for Baltimore for the period 1987-1994. In Section 3.2 we introduce a general framework for handling the problem of measurement error and we identify the main components of error. In Section 3.3 we describe our simple hierarchical model for X t given Z t and incorporate it with the log-linear model to obtain a procedure for estimating β x , taking into account the uncertainty arising because the personal exposures were not observed directly, and ambient levels were used as a surrogate. In Section 4 we present the results of our analysis, including a comparison with a non-Bayesian alternative based on a two-stage regression calibration approach, and an assessment of sensitivity to the prior distribution and modeling assumptions.
DESCRIPTION OF THE DATA SOURCES
The Baltimore data include daily mortality, temperature, dew-point temperature and particulate pollution concentrations for the seven-year period 1987-1994 (Figure 1 ). In addition to the data for Baltimore, we have assembled data from five studies of personal exposure and ambient concentrations of PM 10 (Table 1 ). The five studies had heterogeneous goals, population characteristics, sampling schemes, observation periods and locations as follows.
(1) In the Particle Total Exposure Assessment Methodology Study (PTEAM) (Ozkaynak et al., 1996) , personal-exposure measurements were recorded for 48 consecutive days (September 22 to November 9, 1990) on some of 178 selected residents of Riverside, CA. At most, two participants were monitored on any given day. (2) In the Harvard study of patients with chronic obstructive pulmonary disease (COPD) (Rojas-Bracho et al., 1998) , personal-exposure measurements were made during the winter of 1996 and the winter and summer of 1997 for a total of 114 non-consecutive days on 18 COPD patients living in Boston. At most four participants were monitored on any given day. (3) In the Netherlands study of adults (NETH-A) (Janssen et al., 1998) , personal-exposure measurements were made during the fall and winter of 1994, for a total of 43 non-consecutive days on 37 non-smoking adults living in Amsterdam, the Netherlands. At most, 12 participants were monitored on the same day. (4) In the Netherlands study of children (NETH-C) (Janssen et al., 1997) , personal-exposure measurements were made in the spring of 1994, and the subsequent fall of 1995, for a total of 45 nonconsecutive days on 45 children from four schools in Amsterdam, the Netherlands. Four to eight repeated measurements of personal PM 10 concentrations were obtained for each child. (5) Finally, in the Total Human Environmental Exposure Study (THEES) (Lioy et al., 1990; Mage and Buckley, 1995) , PM 10 personal samples were taken in the winter of 1988 for a total of 14 consecutive days on 14 non-smoking individuals in Phillipsburg, NJ. Between 11 and 14 repeated measurements of personal PM 10 concentrations were taken for each subject.
In the first four studies, there was an outdoor site recording ambient PM 10 concentrations for the entire period, while there were four monitors in the THEES. However, because the variation in the outdoor PM 10 concentrations among outdoor sites on a single day was small, the daily data have been aggregated by taking their daily mean. Table 1 summarizes the five studies showing the sampling schemes, the averages of personal and outdoor PM 10 concentrations, and the results of a linear regression model for daily personal PM 10 exposures versus ambient (or outdoor) concentrations. In all of the studies, mean personal exposures to PM 10 were usually greater than ambient concentrations, probably because of the influence of indoor sources such as smoking, cooking and dust on exposures to particles.
METHODS

Log-linear regression of mortality on measured ambient pollution concentrations
In this section, we describe time-series models for investigating the effects of measured ambient concentrations of PM 10 on mortality risk. As noted above, Y t , X t and Z t are the observed mortality, average • personal exposure to PM 10 , and measured ambient PM 10 concentration on day t, respectively. β z is the log relative rate of mortality associated with a unit increase in Z t . In this section, β z is the target of estimation. In Section 3.2, the same model is used with X t replacing Z t giving inferences about β x for comparison with those on β z . To estimate β z , we use a generalized additive model (Hastie and Tibshirani, 1990 ) with log link and Poisson error. We account for seasonal and longer-term fluctuations in mortality and temperature that can confound the pollution effects (Samet et al., 1995; Kelsall et al., 1997) using spline functions of calendar time and temperature, respectively. We consider three age groups: younger than 65 years old, 65-75 years, and older than 75 years. More specifically:
+separate smooth functions of time (2 df for year) for each age group contrast,
where β 0 , β 1 , β 2 are the age-specific intercepts and DOW is a set of indicator variables for the day of the week.
Here, smooth functions of calendar time S(time, λ) are included for each city to protect the estimated pollution log relative rateβ z from confounding by longer-term trends due to changes in overall health conditions, sizes and characteristics of populations, seasonality and influenza epidemics, and to account for any additional temporal correlation in the count time series. That is, we estimate the pollution effect using only shorter-term variations in mortality and air pollution. Here, λ is the number of degrees of freedom for the spline which can be pre-specified based upon epidemiologic knowledge of the time scale of the possible confounder. For example, Dominici et al. (2000) set λ = 7 degrees of freedom per year so that little information from time scales longer than approximately 2 months is considered in estimating β z . We also control for age-specific longer-term temporal variations in mortality, adding a separate smooth function of time with 2 degrees of freedom per year, for each age-group contrast, to allow for different long-term trends across the three age groups. Finally, to control for weather, we also fit smooth functions of the same-day temperature (temp 0 ), average temperature for the three previous days (temp [1] [2] [3] ), each with 6 degrees of freedom, and the analogous functions for dew point (dew 0 , dew 1-3 ), each also with 3 degrees of freedom. We impose a finite-dimensional parameter space on S(x, λ) by restricting the choice of the smooth functions to the space spanned by a finite set of natural cubic splines on a fixed grid of knots. Each function S(x, λ) can therefore be rewritten in the linear fashion q j=1 B j (x)γ j for some values γ 1 , . . . , γ q (Green and Silverman, 1994) . Model (1) can be re-written as follows:
where
Here, B t is the tth row of the design matrix for the cubic splines, and γ z is the corresponding vector of coefficients. Kelsall et al. (1997) and more recently Dominici et al. (2000) have used this model to estimate β z in Philadelphia and in the 20 largest US locations, respectively.
A general framework for measurement error
We begin our discussion of measurement error by reviewing the conceptual framework in the log-linear regression used for time-series studies of particulate air pollution and mortality . The discussion below is based upon the premise that the ideal investigation of the health effects of air pollution would be conducted at the individual level with measurement of personal exposures to the pollutants. However, exposure and mortality are only available after aggregation to a municipal level; pollution data from indoor monitoring are not available in the analysis.
To estimate the log relative rate of mortality for increases of personal exposure to particulate matter, we would ideally consider a model
where µ it is the individual's risk of dying on day t; µ 0it is the baseline risk for person i when all predictors are zero; X it is personal exposure that day; β x is the log relative rate of scientific interest and confounders represents all terms in the log-linear regression model (2) except β z Z t .
By (3), the expected total numbers of deaths µ t in a community of size n t is
In analysing population-level data on mortality and air pollution, we have previously used model (2) which estimates β z , the log relative rate of mortality for increases of ambient concentrations. If the regression coefficient β x in model (3) is the target of inference, how closely do estimates of β z from model (2) approximate β x ? Because we observe Z t , and not X it we can usefully write: X it = (X it − X t ) + (X t − Z t ) + Z t where X it − X t is the difference between an individual's exposure X it and the population-average personal exposure X t and X t − Z t is the difference between average personal exposure X t and the measured ambient level Z t . If we substitute this decomposition into equation (4), and limit attention to first-order terms in a Taylor series expansion, the expected number of deaths on day t can be approximated as
Here, n t µ 0t denotes the total baseline risk in the population of size n t , X (w) t is a risk-weighted personal exposure given by X (w) t = i µ 0it X it / i µ 0it , and X t denotes the unweighted average exposure. The first term n t µ 0t will vary slowly over time because the population and its health behaviors cannot change suddenly. The second term β x (X (w) t − X t ) represents the effect of having aggregated, rather than individual, data in an ecological analysis like ours. It will likely be small and also vary slowly over time unless high-risk individuals change their exposures to pollutants over the shorter-term in response to pollution levels: this is unlikely.
The third error term β x (X t − Z t ) has the greatest potential to introduce bias in the estimateβ z and hence it is the focus of our analysis below. See Zeger et al. (2000) for a more detailed analysis of sources of measurement error in estimates of air-pollution exposure.
Because day-to-day variation in mortality attributable to air pollution is of the order of 1 or 2% (Kelsall et al., 1997) , the linear approximation above is reasonable. More detailed analysis of higher-order terms in the Taylor series expansion is unlikely to alter the inferences below but may offer some additional insights for studies of morbidity where attributable risks could be an order of magnitude higher.
Modeling mortality as a function of average personal exposure
In this section we extend the regression methodology used to estimate the mortality-pollution association by accounting for measurement error in PM 10 . We assume that the ambient measure of PM 10 , denoted by Z t in model (2), is a surrogate measure of the average personal concentration X t (Carroll et al., 1995) , that is, Y t is conditionally independent of Z t given X t . Our strategy can be described in two steps. First, we model the mortality/personal exposure association in a particular location (for example, Baltimore below) by the generalized additive model (2), with X t , the unknown average personal exposure to PM 10 , as the key predictor rather than Z t . We denote the observed and missing predictors for Baltimore by Z B t and X B t . We then use five additional data sources on average personal exposure and ambient concentrations to estimate X B t and β x . Let S = {1, 2, 3, 4, 5, B} be the label-set of data sources. The available data are: the mortality counts in Baltimore Y B t ; the ambient PM 10 measures for all the locations Z s t , s ∈ S; and the average personal PM 10 exposures for all the locations X s t except for Baltimore. We model these data in two parts. The model for Y B t given X B t is specified by:
The hierarchical model for X s t given Z s t is then specified by:
The slope α s 1 measures the change in personal exposure per unit change in a measured ambient concentration at location s. If there is relatively little measured error in the ambient levels, it can also be interpreted as the fraction of exposure from ambient sources which occurs either outdoors or through penetration of ambient pollution indoors.
Under this simple linear model, the intercept α s 0 represents personal exposure to particles that does not derive from external sources, but arises from particle clouds generated by personal activities or unmeasured micro-environments. Because few of the available data sets report personal and ambient data on several people, we assume that α s 0 and α s 1 are constant across subjects within a region. However, as more data on personal exposures and ambient concentrations become available, this model can be readily extended to a longitudinal regression model with subject-specific slopes. Doing so in this application has little effect on the results because the number of subjects per region is much larger than the number of regions. The variances σ 2 x , τ 2 0 and τ 2 1 represent the error in the estimated regression of X s t on Z s t , and the variability of the regression coefficients α s 0 and α s 1 across studies, respectively.
Prior distributions and computation
For a Bayesian analysis with this model, we must specify prior distributions for all unknown parameters. An attractive and practical approach in a hierarchical model is to specify dispersed but proper prior distributions, and then supplement the baseline analysis with additional sensitivity analyses. A priori, the unknown parameters were assumed to be independent so that the joint prior is the product of the marginal of each parameter. For the overall regression parameters α 0 , α 1 , and for the vector of the log relative rates θ x we use normal distributions, and for the variance parameters τ 2 0 , τ 2 1 , and σ 2 x we use inverse gamma distributions. Prior means and 95% intervals of all the unknown parameters are summarized in Table 2 .
Since the data on the association between X t and Z t are available from only five studies, the prior distribution for τ 2 0 and τ 2 1 , i.e. the variance across cities in the study-specific intercepts and slopes, has a substantial impact on our posterior inference. The prior specification for these parameters has been selected to allow the personal exposure to particles that does not derive from external sources, α s 0 , and the fraction of personal exposure that derives from measured ambient concentrations, α s 1 , to range across a large set of reasonable values. In Section 4.2 we supplement this baseline analysis with additional sensitivity analysis. Under this model, samples from the posterior distribution of the unknown parameters can be drawn by implementing a block Gibbs Sampler (Gelfand and Smith, 1990) with Metropolis steps to draw from the full conditional distributions of θ z , γ z under model (2) and θ x , γ x and X B t under model (3). For θ x and γ x , we use a random walk proposal where we generate each component vector from a normal distribution centered at the current value of the parameter and with variance obtained from the output of a generalized additive model with log link and Poisson error. The same strategy is used to sample θ z and γ z . For X B t , we use an independent proposal equal to the normal prior distribution specified by model (7). Because we will gain little information about X B t from Y B t , this proposal choice leads to an efficient strategy.
When γ z and γ x are high-dimensional, the computations needed for implementing a full Bayesian approach (i.e. to draw from the joint posterior distributions of θ z and γ z and then to integrate over the −10,10) 0.9 (0.67, 1.12) γ z to obtain the marginal posterior distributions of the θ z ) are feasible but extremely laborious. The computation becomes even more intensive if we want to make inferences on β x , taking into account the uncertainty due to the lack of knowledge of X B t . To ease the computational burden, we have approximated the posterior distributions of θ z and θ x by assuming γ z =γ z under model (2) and γ x =γ x under model (3), whereγ z andγ x are the maximum likelihood estimates obtained under the generalized additive model with log link and Poisson error. The difference between the marginal posterior distributions of θ z and θ x obtained under the two approaches is small and leads to no meaningful differences in the inferences on all other unknown parameters (see Dominici et al. (2000) ).
ANALYSIS OF THE BALTIMORE DATA
In this section we analyse air-pollution data from Baltimore, MD using additional information obtained from the five epidemiological studies on personal and outdoor exposures to PM 10 . We start by presenting a non-Bayesian non-hierarchical method based on a regression calibration approach. We then use the Bayesian hierarchical model introduced in Section 3.3 and compare the results obtained under the two approaches.
Regression calibration approach
An alternative non-Bayesian method uses the following two-stage regression calibration. At the first stage, we fit linear regression models to the five validation data sets. We then estimate the overall intercept and slopeα 0 ,α 1 by using a weighted average approach for a random effect model, i.e. we average the study-specific intercepts and slopes reported in Table 1 with modified weights to take account of the between-study variability of the coefficients (DerSimonian and Laird, 1986) .
We obtainα 0 = 53.18 andα 1 = 0.53. At the second stage, we estimate the average personal exposure time series for the location of interest asX B t =α 0 +α 1 Z B t , and we useX B t instead of Z B t in the generalized additive model (6). For Baltimore, we obtainβ x = 1.67 with the 95% CI equal to (0.26, 3.21) .
Hierarchical Bayesian analysis
In this section we analyse the Baltimore data by using the hierarchical Bayesian models (6) and (7) presented in Section 3.3. Model fitting is performed using Markov chain Monte Carlo (MCMC) methods. Because of the lack of measurements on personal exposure in Baltimore, the sampled values of our parameter of interest β x are likely to be autocorrelated, resulting in a chain that slowly converges to the posterior distribution. To assess convergence, we use the Gelman and Rubin (1992) diagnostic in CODA (Best et al., 1995) . We run five parallel chains started from five overdispersed sets of initial values. We run the chains for 100 000 iterations and save every tenth value. The shrinkage factor for β x has median 1.01 and 97.5% upper CI equal to 1.03, suggesting that the five chains mix well and may be assumed to arise from the desired marginal posterior distribution.
The acceptance probabilities for the Metropolis steps for θ x (and θ z in model (2)), and for X B t were roughly equal to 0.4 and 0.9, respectively. The high acceptance rate for X B t indicates that the mortality data Y B t is only slightly informative in the estimation of X B t . Figure 2 gives a summary of the posterior inferences on the study-specific regressions for the personal concentrations versus ambient measures of PM 10 . Each line is the regression defined by the posterior means of the study-specific parameters, α s 0 and α s 1 . The thicker line is the regression line defined by the posterior means of the overall parameters α 0 and α 1 . Each regression line is plotted on the range of the study-specific outdoor exposures. The regression lines for the Netherlands studies (children and adults) are above the diagonal, showing an average personal exposure that is always higher than the outdoor concentrations. Figure 3 shows the posterior distributions of the study-specific intercepts and slopes, respectively. At the far right, the posterior distributions of the corresponding overall parameter values, α 0 and α 1 , are pictured. The boxplots for Baltimore are wider because they incorporate the uncertainty due to the lack of knowledge about personal concentrations for that location.
Overall, we find that a unit change in ambient concentration is associated with a 0.53 increase in average personal exposure, and that the intercept has a posterior mean of 51.6 µg m −3 . These results are very close to the estimatedα 0 ,α 1 of the regression calibration model. The posterior mean and 95% interval of the regression standard error σ x in the estimated regression is 18.71. Posterior means of the αs are all close to the estimated regression coefficients summarized in Table 1 . In addition to the posterior distributions of the regression coefficients for the five validation studies, the Bayesian hierarchical model provides estimates of the regression coefficients α B 0 and α B 1 for Baltimore. The estimated marginal posterior means are 49 and 0.65, respectively. Because the hierarchical model allows for heterogeneity across studies of the αs, these estimates differ slightly from the overall regression coefficientsα 0 ,α 1 estimated under the regression calibration. The variability of the regression coefficients (intercept and slopes) between data sources is captured by τ 0 and τ 1 . The estimated marginal posterior means are 20.64 and 0.35, respectively. Means and 95% regions a priori and a posteriori of all the unknown parameters are summarized in Table 2 . Figure 4 displays the estimate of the non-linear adjustment for the current-day temperature. The vertical scale can be interpreted as the relative risk of mortality as a function of temperature. The thinner lines are the 95% confidence interval bands at each given temperature. As expected, the highest daily mortality mean occurs at the most extreme temperatures; the minimum level of daily mortality is reached at 69 • F.
Finally, Figure 5 shows the posterior distributions of log relative rates (percentage increase in mortality for 10 µg m −3 increase of PM 10 exposure) of mortality from ambient exposures β z , and from total personal exposure β x . The posterior means and 95% limits of β z and β x are: 0.9 (0.67, 1.12) and 1.4 (0.24, 2.88), respectively.
Note that measurement error tends to bias the results towards zero and that the IQR of β x is larger than the IQR of β z . The posterior standard deviation of β x , which is equal to 0.74, is larger than the posterior standard deviation of β z , 0.34, for two reasons: (1) even if we know with certainty the correction factor α B 1 , the intercept α B 0 and the average personal exposure time series in Baltimore, X B t , then the posterior standard deviation of β x would be roughly equal to the posterior standard deviation of β z times 1/α B 1 ; (2) the IQR of β x also incorporates the uncertainty due to estimating the correction factor and not having the average personal exposure time series in Baltimore, MD.
The estimate of β x is slightly larger under the regression calibration model than under the Bayesian hierarchical model with a substantial overlap of the two IQRs. The hierarchical model on the studyspecific regression coefficients, α s 0 and α s 1 , and the estimation approach for the missing personal exposure to PM 10 for Baltimore, X B t , contribute to this difference. First, in the regression calibration we assume that α B 0 and α B 1 are equal to the overall coefficientsα 0 andα 1 . The hierarchical model incorporates variability in the αs across the regressions from different studies and thus allows α B 0 and α B 1 to be different from the population parameters. Secondly, in the regression calibration, we estimate X B t with a 'plug-in' procedure without taking into account the information from Y B Fig. 3 . Boxplots of samples from the posterior distributions of the study-specific intercepts and slopes. At the far right are the posterior distributions of the corresponding overall effects. The boxplots for Baltimore are wider because they incorporate the uncertainty due to the missingness of the personal concentrations for that location.
sources of uncertainty in the log relative rateβ x which results from having to estimate the regression coefficientsα 0 ,α 1 , as well as the average personal exposure X B t . A strength of the Bayesian model is that it easily provides a quantitative assessment of the variability across studies in the personal-ambient relationships by estimating the posterior distribution of the variance parameters τ 2 0 and τ 2 1 . In addition, the two-stage regression calibration approach does not easily lend itself to generating ranking probabilities as, for example, P(β x ≥ β z | data). These advantages come at the cost of increased computational complexity and the introduction of prior information which necessitates further sensitivity analysis. As expected, the highest daily mortality mean occurs at the most extreme temperatures; the minimum level of daily mortality is reached at 69 • F.
Model checking and sensitivity analysis
Our strategy for investigating the impact of the model assumptions and the prior distribution on our results is based on inspecting posterior summaries of β x under the following scenarios for departure from the hierarchical model (7), and from the baseline prior distribution.
In the measurement error model (7), one of most influential assumptions is likely to be the additive Gaussian error. Hence, we consider the following alternative scenario:
(1) In model (7), we assume a log-normal distribution with multiplicative error, i.e. log(X The two most influential prior parameters in the sensitivity analysis are the variances across cities in the intercept and slope of the regression of X t on Z t , since data are available for only five studies. The alternative scenarios for the sensitivity analyses to the prior distribution are as follows: (2) in the baseline, except that the variability across studies in the personal exposure to ambient is believed to be two times higher: (B 1 = 0.5 × 2); (3) in the baseline, except that the variability across studies in the personal exposure to ambient is believed to be two times smaller: (B 1 = 0.5/2); (4) in the baseline, except that the variability across studies in the indoor exposures is believed to be two times higher: (B 0 = 1000 × 2); (5) in the baseline, except that the variability across studies in the indoor exposures is believed to be two times smaller: (B 0 = 1000/2); (6) in the baseline, except that the prior mean of β x is believed to be equal to the regression calibration estimate: E[β x ] = 1.67. Figure 6 shows the marginal posterior distributions of β x and the posterior probabilities that β x > β z under our baseline model, and under the six alternative scenarios. The posterior probabilities of β x ≥ β z , posterior means and IQR of β x are quite stable under all scenarios, revealing that the hierarchical model is not very sensitive to model assumptions and the prior distributions.
DISCUSSION
Findings of air-pollution-mortality studies figure prominently in the development of environmental public policy. Hence, a better understanding of the consequences of the measurement error in air-pollution studies is needed (Thomas et al., 1993; Zidek et al., 1998; Zeger et al., 2000) . In our work, we have developed a hierarchical measurement error model to combine information about: the relationship of mortality with ambient air-quality measures; and the association of ambient concentrations and personal exposures to particulate pollution exposure. Our model combines two sources of information to estimate the coefficient β x , which measures the relative increase in mortality per unit increase in personal exposure to PM 10 . Like every statistical model, this one is an approximation to reality, designed to make effective use of the available information about β x . We have estimated both β z and β x in Baltimore. The parameter β x describes the effect of personal exposure to particulates on the risk of mortality as discussed in Section 3.2. It is of direct biologic/etiologic interest. If ambient concentrations Z t are measured precisely, β z represents the expected proportional change in mortality in a population given a unit reduction in ambient air-pollution levels. Since in most countries, governments attempt to regulate ambient concentrations rather than personal exposures, β z is of direct interest to regulators. Here, β z can be estimated directly from the available data Y t and Z t for a city like Baltimore. We depend upon auxiliary information and modeling assumptions to estimate β x . Nevertheless, it is useful to have an estimate, albeit one which is dependent on assumptions, of the bias arising from using ambient levels rather than personal exposures. Heterogeneity in this bias across locations is likely, and is relevant to assessing the external validity of regression findings in a particular location.
It is also useful to have an estimate of the effect of personal exposure to ambient measurements on the risk of mortality. Although a complete answer to this question must take into account the different sources of emission, we can give a partial answer for Baltimore by inspecting the posterior distribution of β x × α B 1 . The posterior mean and IQR of this parameter are: 0.79, (0.56, 1.02) which, as expected, are in close agreement with our direct estimate of the posterior distribution of β z .
The strengths of our analysis are: (1) it extends regression calibration, giving a more conservative result because it takes into account mortality data Y B t and all the key sources of uncertainty in the log relative rateβ x ; (2) it easily provides a quantitative assessment of the variability across studies in the personalambient relationships; (3) it lends itself to generating ranking probabilities as, for example, P(β x ≥ β z | data); (4) the results do not appear sensitive to alternative measurement error model assumptions and specifications of the prior distribution within a reasonable range.
One important limitation of the current formulation is the modeling of the association between ambient and average personal exposure. Given extensive daily ambient exposure data, a time-series model of X it on Z t would be more appropriate than the simple linear models used by us. In the PTEAM data, we do have 48 consecutive days of both ambient and average personal-exposure levels and have examined whether their association is identical at all time scales, as assumed by our linear model. In fact, we see some evidence that the association is stronger at longer time scales, suggesting that a time-series model might improve upon the analysis presented here. However, the PTEAM is the only one with timeseries data and even these data are limited in duration, making additional exploratory analysis difficult. Extensions of our model to allow for time-series structure in the exposure component can be easily implemented, given time-series data at several sites. A desirable extension of our model would be to allow heterogeneity across studies of the regression variances. However, in Baltimore, because X B t is unknown, such variance is not identifiable.
Second, our measurement error analysis is for a single pollutant, PM 10 . An important and needed extension would be the case of multiple pollutants-for example, PM 10 , NO 2 , SO 2 , and CO, all combustion products-which are correlated and simultaneously measured with correlated errors. Zidek et al. (1996) and Zeger et al. (2000) have investigated the effects of measurement error in regression analyses when explanatory variables are correlated and measured with errors. Currently, we are unaware of empirical studies which have measured multiple pollutants for individuals and at central sites simultaneously . Our model extends naturally to the multi-pollutant case when such data become available in the near future.
