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linear Volterra equation are studied in a Hilbert space. An application of physical 
interest is also given. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
The purpose of this paper is to discuss the asymptotic behavior as f -P co 
of solutions of the nonlinear Volterra equation 
u(t)+(‘h(t-s)A(s)u(s)dssf(t), PER+ = ix, =J), (1.1) 
0 
in a real Hilbert space H. Here b: R+ + R is a given kernel, A(t) denotes 
for each t > 0 a maximal monotone, possibly multivalued operator on H, f  
maps R + into H, and the integral is taken in the sense of Bochner. 
There has been a great deal of recent research on questions of existence, 
uniqueness, continuous dependence on data, and asymptotics of solutions 
of (1.1) in Hilbert or Banach spaces, primarily when A(t) does not depend 
on t. See the survey article by Nohel [23] for a rather complete list of 
references to the existing literature, up to 1981. More recent studies of the 
asymptotic behavior of solutions of (1.1) in the case where A(t) is indepen- 
dent of t include [Z, 5, 17, 18, 20, 221. Time-dependent Volterra equations 
of the type (1.1) were considered by Aizicovici [ 11, Attouch and 
Damlamian [4], Crandall and Nohel [9], Gripenberg [13-161, Staffans 
[25], with the mention that asymptotic results appear only in [l] and 
WI. 
The current work is concerned with the asymptotic properties of 
solutions of (l.l), under the key assumption that A(t) = +I’, tc R+ 
(3 = subdifferential), where cp’: H -+ ( - 00, 001 is convex, lower semicon- 
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tinuous, and proper. In contrast to [ 11, where restrictions are imposed on 
the domains D(qo:) of the conjugate functions of cp’, here both D(cp’) and 
D(cp:) are allowed to vary with r. From the abstract viewpoint our study is 
a direct attempt to extend to (1.1) the asymptotic results of [ 121, 
corresponding to the nonautonomous evolution equation 
u’(t) + a#( u( 2)) 3 0, o<t<x, u( 0) = ug E H. (1.2) 
(It should be observed that if b z 1,f E uO, and A(t) = @‘, then (1.1) is for- 
mally equivalent to (1.2).) In particular, we also partly generalize some 
earlier results obtained for (1.1) by Baillon and Clement [S], Clement, 
MacCamy, and Nohel [8], and Kato, Kobayasi, and Miyadera [20] in 
the case in which A(t) does not depend on t. 
The plan of the paper is as follows. In Section 2 we comment briefly on 
the existence and uniqueness of solutions of equations (1.1) and (1.2), 
respectively. Section 3 and 4 develop the asymptotic theory for (1.1). A 
model problem to which all of our results can be applied is presented in 
Section 5. 
2. PRELIMINARIES 
For further background and details of this section we refer the reader to 
c9, 191. 
Throughout this paper H will denote a real Hilbert space with scalar 
product ( , ) and norm 1. (. Let (q’; 0 < t < co } be a family of proper, 
lower semicontinuous (I.s.c.), and convex functions from H into 
( - co, + cc 1. Consider the Cauchy problem (in H) 
u’(t) + G’(4t)) 3 g(t)3 o<t<oo, 40) = uo, (CP) 
where ’ = d/dt, acp’ is the subdifferential of (PI, no E H, and gE Lf,,(R+; H). 
DEFINITION 2.1. A function U: R+ + H is called a solution of (CP) 
if u E W;;z(R+; H), u(0) = u,, u(t) E ,!?(a$), a.e. on R+, and 
g(r) - u’(t) E &p’(u(t)), for a.a. t E R+. 
In the sequel we shall use the assumption (cf. [19, p. 221) 
(H,) For each TE R+ there are functions c, E W#R+; R), and 
d, E W:,$(R+; R) such that for all s, t E R+, s < t, and z E D(cp”) with IzJ < r 
there exists z, ~D(cp’) satisfying 
121 ---I 6 Ic,(t)-4s)l (I+ Icp”(z)l”2) 
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and 
cp’(Zl) - cp”(z) G Id,(t) - d,(s)1 Cl+ kP”(z)l)* 
Remark 2.1. Condition (H,) implies that for every TE (0, co) there is a 
constant c(~ 3 0 such that 
cp’(z)+a~lzl+ l)>O Vt E [0, T], Vz E H. (2.1) 
See [19, Lemma 1.511. 
The next result is a direct consequence of [ 19, Theorems 1.1.2 and 1.511. 
PROPOSITION 2.1. Let (H,) be satisfied. Zf u,, ED((PO) and 
g E Lf,&R+; H), then (CP) has a unique solution u such that 
t + cp’(u(t)) is locally integrable and 
locally bounded on R+. 
(2.2) 
Moreover, for each T E (0, co) there is a number rT (depending only on 
supi lu(t)l; 0 G t G T>, ET, 1~01, OPTIC llc;uot /lL~(~,T)y IId;,, II Ll~O,Tj)l with the 
property that r B rT, and s, t E [0, T], s < t, imply 
cp’t4t)) - ~~“(4s)) + j+ (u’(7), u’(7) - g(7)) d7 
s 
G s ’ (6 b’(7) - &)I2 + h:,,(z) Iq’(u(z))l + h;,,(z)} dz, 
(2.3) 
s 
where 6 > 0 is arbitrary, and 
h;,,(7)=& lc:(7)1*+ Id:(t)l 
(2.4) 
h~,2t~)=h~,lt~Nl +2aAr+ l)), 7 E (0, T). 
Remark 2.2. Note that if u E L”(R+; H), aT E a independent of T, and 
CL, d:E L’(R+; R) Vr, then there exists r. > 0 such that (2.3) holds for all 
r>roandal10<s6t<oo,witha,replacedbyain(2.4). 
We now consider the Volterra integral equation 
u(t)+j;b(t-s)W(u(s))dsaf(t) (O<t<m), 09 
where 9’ satisfies (H,), and b: R + + R, f: R + + H are given continuous 
functions. 
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DEFINITION 2.2. u: R + + H is a solution of (V) if u E W,J;f( R +; H), 
u(t)~D(&p’), a.e. on R+, and there exists GE L&(R’; H) such that 
u(t)~@‘(u(t)) for a.a. t>O, and 
u(t)+b * v(t)=f(t), YtER+, (2.5 1 
where * denotes the convolution: b * u(t) = l; b(t - s) u(s) ds. 
The following conditions on b and f will be assumed throughout: 
(H,,) bE W,‘$(R+; R), b(O)= 1, b’EBV,,,(R+; R); 
(H,) f~ W,‘;:(R+; H),~(WWP~). 
Remark 2.3. The assumption b(0) = 1 in (Hb) is not restrictive, 
provided b(0) >O, since b may be replaced by b(O)-’ b, and cp’ by b(0) rp’. 
PROPOSITION 2.2. Let (H,), (Hb), and (H,) hold. Then equation (V) has 
u unique solution satisfying (2.2). In addition, for each TE (0, 00) there is rT 
(depend& on boI, b"(uo)l, aT, Sup{bdt)l; 06 tG T}, ll&,( Ilrlc~,Tj, 
It&, II Lq0.r) only), such that for all r > rT, S>O, unds, tE[O, T] withs<t 
cp’(u(t)) - @(u(s)) - 1’ (u’(r), 4~)) dz s 
’ G s (6 lo(~ + h;,,(d I~‘(u(z))l + h;,2(?)} dr, (2.6) s 
where v is the function (uniquely determined, u.e. on R+ ) introduced in 
Definition 2.2, and hf.,, hf,* ure given by (2.4). 
Sketch of Proof: Using the procedure of [9] we deduce that solving 
(V) is equivalent to finding a solution u (in the sense of Definition 2.1) of a 
problem of the type (CP), with the identifications: 
(0 uo = f(O), 
(ii) g(t)=G(u)(t)=f’(t)+k* f’(t)-k(O)u(t) 
+k(t)u,- ‘u(t-s)dk(s), I 
(2.7) 
0 
(iii) kEBV,,,(R+;R)isdefinedbyk+b’*k= -6’. 
It is easily verified that G is a mapping of C(R + ; H) into L&JR + ; H), 
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such that G: C([O, T]; H) + L2(0, T; H), and G(u~) = (G(u))‘VT> 0, 
where uT denotes the restriction of u to [0, T]. Moreover, by (2.7)(ii) 
< ks) Ilu--VII s LmcO,s;HJds, ‘i’t~R+,tlu,u~C(R+;H), 0 
where a(s) = I&0)1+ var(k: [0, s]), s > 0. 
Consequently, applying Proposition 2.1 combined with the contraction 
mapping theorem (cf. [3, Lemma 3.3; or 4, Theorem 11) we conclude that 
there exists a unique solution u of (V) satisfying (2.2). The inequality (2.6) 
follows from (2.3), since u(t) = G(u)(t) - u’(t), a.e. t > 0. 
Remark 2.4. According to Remark 2.2, in the case when a= E a 
(constant) in (2.1), c: and d: lie in L’(R+; R) for each r > 0, and u is boun- 
ded on R+, it follows that (2.6) is satisfied for all S, t E Rf , s < t, and r > ro, 
with r. independent of T, provided a, = a in the expression of hf,,. 
Remark 2.5. We incidentally note that the equality in (2.7) (iii) can be 
written as 
b(t) + k * b(t) = 1 (tE R+) (2.8) 
Recall that in our setting (under (Hb)), the kernel b is completely positive 
iff (2.8) holds with k nonnegative and nonincreasing on R+. See [7] for a 
discussion of complete positivity. 
3. MAIN RESULTS 
Let (H,), (Hb), (Hf) hold, and let u be the (unique) solution of (V), 
which is known to exist by Proposition 2.2. Denote by u the (uniquely 
determined) function in I&(R+; H) satisfying (2.5) and v(t) E a&~(t)), 
a.e. on R +. We shall use “s)” to indicate the weak o-limit set of u, i.e., 
52 = {ZE H: u(t,) - z for some sequence t, + co }, 
where “ - ” stands for weak convergence in H. 
To study the asymptotics of U, some additional hypotheses are needed. 
We first assume (compare (2.1)): There is a > 0 such that 
rp’(z)+a(lzl + 1)20 ‘itER+,tlzEH. (3.1) 
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Note that (3.1) holds if cp’ is Mosco convergent, as t -+ w  to a convex, 
proper, and 1.s.c. function cpcu on H, i.e., 
WY: R+ -+ K y(t) r z) 
- (cp” (z) d l$nI,nf cp’(y(r))), 
Vz~D(cp”) 3~: R+ -+ H: 
Y(t) + z and cp’(y(t)) -+ cp”(zh as t-m. 
See, e.g., [ 12, Lemma 11. 
We further require that the functions c,, d, in (H,) satisfy 
c;EL’(R+;R)~L*(R+;R), d;EL’(R+; R), vr>o. 
Regarding the kernel b, we suppose 
b(t) = b, + B(t), b, >O, B, I?’ E L’(R+; R). 
There exists E > 0 such that 
6, + Inf [-qIm&iq)]>&, 
VCR 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
where 
B( iv) = JOm exp( - iqt) B(t) dr. 
Our first result is 
THEOREM 3.1. Let the conditions (H,), (Hb), (Hf), (3.1), (3.4)-(3.6) be 
satisfied. In addition assume that 
sup lu(t)l < a 
reR+ 
(3.7) 
and 
Then 
f’e L’(R+; H). (3.8) 
U’E L’(R+; H), (3.9) 
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vEL*(R+; H), (3.10) 
lim cp’(u( t)) exists and is finite. (3.11) 
t-m 
Remark 3.1. In [ 1 ] the same conclusions were derived under different 
hypotheses on cp’, that implied in particular D(q’,) s D, independent of t, 
where ‘pi is the conjugate of cp’. Concerning b we have essentially assumed 
in [l] that (Hb) and (3.5) are satisfied, with B positive, nonincreasing, and 
convex. According to [8, p. 1901 these conditions imply (3.6). 
We next suppose that (3.2), (3.3) hold, and define: 
The following result complements Theorem 3.1. 
THEOREM 3.2. Let assumptions (Hb), (H,), (HJ), (3.2)-(3.8) be satisfied. 
Then the conclusions of Theorem 3.1 hold; moreover, 
Qf%, QcF(cp”), (3.12) 
lim #(u(t)) = min cpm. (3.13) 
1-a 
To establish the weak convergence of u(t), as t + co, we have to replace 
(3.3) by the stronger condition: 
For each z E D(cpm) there exist functions y: R+ -+ H, and 
p, o: R+ + R, with PE L*(R+; R), OE L’(R+; R), such that 
p(t)-+09 o(t) --, 0 as t-00, 
and 
l.df)-4 <p(t), cp’(y(~))-cp”(z)~~(t), tER+. (3.14) 
In addition, assume 
For every rE R+ there is 8, E L’(R+; R), 8, nonnegative, such 
that 
cp’(z) + e,(t)(l + lv’(z)l) 
> inf q”(x) > -00, a.e. tE R+, 
xefi 
for all z E H with lzl <r. (3.15) 
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THEOREM 3.3. Suppose that (Hh), (H,), (H,), (3.2), (3.4)-(3.7) (3.14), 
and (3.15) hold. If also 
b is completely positive 
~‘EL’(R+; H)nL’(R+; H), 
then the weak lim, _ m u(t) exists. 
(3.16) 
(3.17) 
As an example of a kernel verifying all of (Hb), (3.5), (3.6), and (3.16) 
one could take any b of the form b(t) = C(b, + B(t)), where 6, > 0, C= 
(b, + B(O))-‘, B is positive, nonincreasing, convex, such that log b is con- 
vex, and the smoothness and integrability conditions in (Hb), (3.16) are 
satisfied. See [7, p. 516; 8, p. 1901. 
It is known (see, e.g., [S, p. 793; or 18, Lemma 2.71) that (Hb) and (3.16) 
imply 
( ; (k * w)(t)> -0)) 
Id 
“?;i;(k* [w]*)(t), a.e.t>O,VwE W:$R+;H), (3.18) 
where k is given by (2.7)(iii). In the sequel we shall only assume that 
$ (k * w)(t), W) dl 
20 VTE R+, QWE W;;;(R+; H). (3.19) 
This holds if, besides (H6), (3.5), and (3.6) we require that B is a kernel of 
positive type on [0, co) with B” E L’(R+; R). See [S, Lemma 2.21. 
In the last theorem we shift (3.7) from assumptions to the conclusion, at 
the price of stronger conditions on (p’. 
THEOREM 3.4. Let (Hb), (H,), (3.2), (3.5), (3.6), (3.14), (3.17), and 
(3.19) hold. In addition assume that F(cp”)#@, and that (H,), (3.4), and 
(3.15) are satisfied with c, z c, d, = d, and 8, E 8, independent of r. If also 
there is a > 0 such that 
p’(z)+a>O forall teR+,z~H, (3.20) 
then UE L”(R+; H). 
Remark 3.2. (i) Our results can be regarded as a natural generalization 
to (V) of the asymptotic theory developed in [12] for Eq. (1.2). 
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(ii) In the special case where cp’ does not depend on t, Theorems l-4 
overlap [S, Theorem 3; 8, Theorem 3.1; 20, Theorem 5.21. 
4. h3OFS 
Proof of Theorem 3.1. Differentiating both sides of (2.5), we get 
u’(s) + u(s) + B’ * u(s) = f’(s), a.e. s > 0. (4.1) 
Take the scalar product of (4.1) with u(s) and integrate over (0, t), 
0 < t -C cc. One obtains 
= ; (f’(s), u(s)) ds, I (4.2) 
where QW[u; t] = j&(u(s), B’ * u(s)) ds. Set 
u,(s) = u(s) X(Csd,,p iT,(s)=fm e-‘“‘u,(r)dz,sER. 
-m 
Applying the frequency domain method of [S, p. 1991 to err*, we con- 
clude that 
Qdu;tl=&[” l~,(?)l’C-~Im~(irl)-B(O)ld~. a, 
Substituting this result into (4.2), and using (3.5), (3.6), and Parseval’s 
theorem, we arrive at 
< I ; (f’(s), u(s)) ds 
(tE R+). (4.3) 
On the other hand, by (3.1), (3.4), (3.7), the inequality (2.6) is valid on 
O<s<t<co, for some r>r, (see Remark 2.4). Take s =0 in (2.6) to 
obtain 
cp’(u(t)) - cpO(f(0)) - j; (u’(z), u(t)) dr 
G ; (6 IWI’ + h:,,(7) b’M7))l+ h;,2(7)} d7, t E R+, f (4.4) 
430 SERGIU AIZICOVICI 
where 6 > 0 is arbitrary, and (cf. (2.4)) 
kw =$ lm)l* -t IdXr)l, 
h;,2ff)=h;,,(t)(I +2ff(r+ I)). 
Note that by (3.4) 
hf,;EL’(Rf; R) (i= 1, 2). 
Combining (4.3) and (4.4), we have 
(4.5) 
(PER+). (4.6) 
Choose 6 > 0 so that s/2 - 6 > 0. Then (H,), (3.8), (4.5), and (4.6) lead to 
#(u(t)) + 
( 
;- 4 j; WI2 ds 
<C+ ‘4,,(s) b”(4s))l 4 I PER+. (4.7) 0 
Here and in the sequel, C denotes various finite positive constants. 
Since UEL~(R+;H), it follows from (3.1) that cp’(u(t)) is bounded 
below. Consequently, one can apply Gronwall’s lemma in conjunction with 
(4.5) to (4.7), thereby concluding 
IP’(4f))l d CT tER+. (4.8) 
Using (4.8) in (4.7), we now get (3.10). Inasmuch as B’E L’(R+; R), 
assertion (3.9) follows from (3.8), (3.10), and (4.1). To prove (3.11) define 
J;(t) = cp’(u(t)) -1; (u’(s), u(s)) ds - j; { 6 Iu(s)12 
+ h;,,(s) b”Ms)fl + q2w & tE R+. 
Taking into account Remark 2.4 we infer that for any r 2 ro, 6 > 0, 
J;(t) < J:(s) VO<S<Z<W. 
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In other words, Jf is monotone nonincreasing. By (3.9), (3.10), (4.5), and 
(4.8), Jf is also bounded on R+; hence lim,, co J:(t) exists and is finite. 
This implies (3.11), and completes the proof. 
Proof of Theorem 3.2. Since (3.2) and (3.3) entail (3.1), all of the 
assumptions of Theorem (3.1) are satisfied. It follows that (3.9)(3.11) hold. 
Let m0 = lim,, m cp’(u(t)), and let z0 E Q. (Obviously Q is nonempty on 
account of (3.7).) Hence u(t,) - z. for some sequence 1, -+ co. Then, by 
(3.2) 
cp”(zo) <MO < a, (4.9) 
i.e., z. E D(rp” ). In view of (3.10) we can next choose a sequence s, + cc, 
such that u(s,) -0, and v(s,JE&@~(u(sJ), Vn. Also, by (3.3) for any 
ZE D(cp”) there is {zn} c H such that z, + z and cp”(z,) -+ q”(z). Using 
the definition of a subdifferential, we have 
(en), zn -4&l)) G @“(Z,) - cp”“(eJ). (4.10) 
Letting n + co in (4.10) yields 
m. G cp”(z) VZED(cpQ’). (4.11) 
In particular, if z = z. in (4.11), we deduce by (4.9) that 
m. = cp”(zo). (4.12) 
The conclusions (3.12) and (3.13) now follow from (4.11), (4.12). The proof 
is complete. 
Proof of Theorem 3.3. Since the hypotheses of Theorem 3.3 are 
stronger than those of Theorem 3.2, all of (3.9~(3.13) hold. We are going 
to prove the weak convergence of u(r), as r 4 co. 
Let u, ~52; hence, by (3.12) u, ~F(cp”). Applying (3.14) we can 
therefore find y: R+ + H, p E L*(R+; R), and w  E L’(R+; R) with p(t) + 0, 
w(t) -+O as t + co, such that 
Iv(t) - UC0 I G P(f)> cp’( y( t)) - min cpw < w(t). 
Next remark (see the proof of Proposition 2.2) that u satisfies 
(4.13) 
(i) u’(t)+0(t)+$(k*u)(l)=@(f), t > 0, 
(4.14) 
(ii) u(O) = f (0). 
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where k is given by (2.7)(iii), and 
Q(t) =f’(t) + k * f’(t) + k(t) f(0). 
According to [S, Lemma 2.21, the conditions (3.5), (3.6) imply 
kE L’(R+; R). 
Therefore, by (3.17) 
@E L’(R+; H) 
Multiply now (4.14)(i) by u(t) - u, to obtain 
(4.15) 
(4.16) 
f$lu(r)-u,l’+(v(t),u(r)-u,) 
d 
;;;;(k*(u(t)-u,),u(t)-u, 
-$ (k * u,)(t), u(t) - u, . (4.17) 
Employing (3.18) (which is a consequence of (3.16)) in (4.17) yields 
Since 
d (u(t), y(t) - u(t)) + 14th IYX - y(t)1 
+ I@(t) - k(t)u, I b(t) - urn I. 
(u(t), y(t) - u(t)) < @(y(t)) - min (pm + min cpm - rp’(u(f)), 
we deduce by (3.7), (3.15), and (4.13) that 
;$(lu(f)--u,l*+k* [u(t)-u,12) 
d w(t) + e,(t)(l + W(u(t))l) + P(l) lo( 
+ I@(t) - 4~hc I l4t) - u, I, (4.18) 
where r~sup{lu(t)]; teR+}. 
Denote the right-hand side of (4.18) by H(t). Using t3, E L’(R+; R), 
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p E L2(R+; R), w  EL’(R+; R), together with (3.7), (3.10) (4.8) (4.15), 
(4.16), we conclude that 
HE L’(R+; R). (4.19) 
Recall now (see Remark 2.5) that k is nonnegative and nonincreasing on 
R +. Consequently, we can apply a lemma of [S, Appendix] to infer from 
(4.18), (4.19) that 
lim lu(t) - U, I2 exists for every U, EL! 
1-00 
By [24, Corollary 2.51, this implies that 
weak lim u(t) = AC(u( t)), 
r-02 
where AC(u(t)) is the asymptotic center of u(r), and completes the proof. 
Proof of Theorem 3.4. By examining the proof of Theorem 1.5.1 in 
[19], we see that our conditions on cp’ lead to 
for all 6 > 0, 3, E (0, 11, and z E H, where 
h;(s) =A l~‘(s)12 + Id’(s)l, 
hi(s) = hf(s)( 1 + 2a), 
According to [ 19, Theorem 1.1.21 (see also our Propositions 2.1, 2.2) this 
enables us to conclude that 
cp’(u(t)) - cp”(ub)) - j-’ (u’(r), u(t)) dz 5 
’ < I (6 lo( + h:(z) Iq’(u(z))l + h:(T)} dT, (4.20) s 
for all 6>0 and O<s<t< cc. 
Arguing as in the proof of Theorem 3.1, we deduce (by (3.5), (3,6), and 
(4.20)) that (4.6) holds with h; and hi in place of ha, and hf.,, respectively. 
Since, by our assumptions on c, d, andf, hi lie in Li(R+; R) (i= 1, 2), and 
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cp’(f(O)) < co, ~‘EL*(R+; H), it follows (also use (3.20)) that (4.8) is 
satisfied. As a consequence, we then get (3.10). 
Let now u, E F(cp”). Multiplying (4.14)(i) by u(t) - u,, and integrating 
over (0, t) we have, in view of (3.19), 
x /u(s) - u, ) ds + 
.i 
f (v(s), y(s) - u(s)) ds 
0 
+ (tE R’), (4.21) 
where y satisfies (4.13). Using the definition of subdifferential, (4.13) and 
(3.15) (with 8 instead of 0,) in (4.21) yields 
x lu(s) - ucc I ds + ; {P(S) I@)l + 4s) + Ns) s 
x (1 + W(4s))l) ds VteR+. (4.22) 
Taking into account (3.10), (4.8), (4.15), (4.16), ~EL~(R+; R), 
o E L’(R+; R), 8 E L’(R+; R), we infer from (4.22) that 
(4.23) 
where Ic/ E L’(R+; R) (I&) = I@(s) -k(s)u, I). Applying a quadratic form 
of Gronwall’s lemma (see, e.g., [6, Lemma AS]) to (4.23) we conclude that 
u is bounded on R+. This completes the proof of Theorem 3.4. 
5. AN EXAMPLE 
In this section we suggest a model for one-dimensional heat flow in 
materials with memory, involving temperature control through the boun- 
dary, regulated by the temperature at the boundary. This can be regarded 
as a generalization of the theory developed in [IO, Chap. 1; 12, Section 41 
for materials that do not exhibit memory effects. Our discussion is in the 
spirit of [S, Section 4; 12, Section 43; see also [7, Section 43. 
Consider a homogeneous bar of unit length of a material with memory. 
Let u( t, x), e(t, x), q(t, x), and o(t, x) denote respectively the temperature, 
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internal energy, heat flux, and external heat supply at time t and position x. 
For simplicity and without loss of, generality let the history of u be 
prescribed as zero when t > 0 and 0 6 x 6 1. We assume that e and q are 
respectively the following functionals (rather than functions) of u and u,: 
e(t,x)=b,u(t,x)+ 'B(t-S)U(S,X)ds 
s 
(t>O,O<x~l), 
0 
(5.1) 
q(t,x)=-a,u,(t,x)+~~y(t-s)u,(s,x)ds (t>o,O<xxl); 
0 
here a, > 0, b, > 0 are positive constants and p, y: Rf --f R are given 
sufficiently smooth functions (called the internal energy and heat flux 
relaxation functions, respectively). In the physical literature the relaxation 
functions p, y are usually taken as finite linear combinations of decaying 
exponentials with positive coefficients. 
The balance of heat requires that the equation e, = -9, + (T should hold. 
Then (5.1) leads to 
=a,u,,-y*uu,,+a (O<t<aI,O<x<l). (5.2) 
Let 
40, xl = uo(x) (O<x< 1) (5.3) 
be the initial temperature distribution. To (5.2), (5.3) we add the boundary 
conditions (expressing the presence of “thermostatic controls” at the ends 
of the rod) 
and 
m,(t) d u(t, 0) <n,(t) 
Kc(4 o+ 1 G go(mo(t)) 
U,(C o+) = go(44 0)) 
Kr(4 o)+ 2 go(no(t)) 
(tER+), 
if ~(2, 0) = m,(t), 
if m,(t)<u(t,O)<n,(t), 
if u(t, 0) = no(t), 
ml(t) 6 u(t, 1) <n,(t) (tER+), 
-%(4 1-J s g1h(t)) if u(t, l)=m,(t), 
-%(4 l-l= g,(u(t, 1)) if m,(t)<u(t, l)<n,(t), 
-44 1 - 12 gl(nl(t)) if u(t, 1) = n,(t). 
(5.4) 
(5.5) 
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Here mj, ni (i = 0, 1) are given real absolutely continuous functions on R + , 
satisfying 
mleL’(R+;R)nL2(R+;R),mj-m,,EL’(R+;R) 
n L’(R+; R)(m,, = lim m,(t)), 
,-CC 
n,! E L’(R+; R) n L2(Rt; R), ni -n+ E L’(R+; R) 
n L2(R+; R)(n,, = lim n,(t)) 
r-02 
mi < ni, and mi,oo ~n,,~ on R+, 
Cl E Cmi(O), dO)l 
while g,, g, : R -+ R are subject to: 
gj is continuous and nondecreasing on R (i = 0, 1). 
Similarly as in [8, Section 41 we next rewrite (5.2), (5.3) as 
u-b* u,, =f (t~R+,O<x<l), 
where 
b(t) = CK(t)/bol + (P * K)(t); K(f) = a, - I ’ Y(S) 4 0 
At, .) = Cr(f, .Ybol + (P * O(t); r(t, x1 
= bouo(x) + j; o(s, x) ds, (5.13) 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
and p: R+ + R is the solution of b,p(t) + (/? * p)(t) = - j?(t)/b,. 
We will show that (5.11), together with the boundary conditions (5.4), 
(5.5) can be visualized as a Volterra equation of the type (V) in the Hilbert 
space H = L2(0, 1). Set X= W’*2(0, 1) and define (t E R + ) 
t Izx Ii, + GoW)) + G,(z(l)) if z~A(t), (5.14) 
> otherwise, 
with 
G;(r) = j,’ g,(s) ds (tER;i=O, l), 
and 
d(t)= {z~X:mo(~)~z(0)~no(t), m,(t)<z(l)<n,(t)}. 
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It is easily seen that for each t E R+, q’ is a proper, I.s.c., convex function 
on H satisfying (3.20) with some a > 0. In addition, by [ 12, Lemma S] 
W(z) = -z,,, in the sense of distributions on (0, l), 
where D(&#) consists of all ZE W*,*(O, 1) satisfying (5.4) and (5.5), with 
z(O), z,(O+) and z(l), .z,(lI) in place of u(t,O), uJt,O+), and u(t, l), 
u,(t, 1 -), respectively. It can also be shown (see [ 12, Lemmas 6 and 81) 
that the functions q’ defined by (5.14) verify (H,) and (3.4) with c, = c, 
d, = d (independent of r), given by 
c(t) = d(t) = (I+ C) j-i (I+ds)l 
+ IW)l + Im;b)l + I4b)ll 4 
where C denotes a positive constant. 
Next set 
t lz,IZH+Go(z(O))+G,(z(1)) if ZEA, 
otherwise, 
where 
A, = {zEX: mo,, Gz(O)<n,,,, ml,, <zz(l)dn,,,}. 
Clearly cp m : H + (- co, co] is proper, convex, and 1.s.c. Moreover cpoo is 
bounded below on H, and the level subsets {x E H: q”(x) < A} are boun- 
ded in H for each A E R. Therefore, inf,., q”(z) > -co, and F(cp”) # (21. 
Observe that u, l F(cp~) iff 
u m,xx =o 
m0.m G %0(O) 6 no,, 
%xm g go(m0.m) 
ko,x(0) = go(&l(o)) 
%0,x(0) 2 go(n0.m) 
ml,, ~ko(l)~%o? 
-%,x(1)~ g,(m,,m) 
-u,,,(1)= gl(%(l)) 
-hJ1)~ glh? 00) 
on (0, l), 
if u,(O) = m,,, 
if mo,ao < %0(O) < no.02 
if u,(O) = no,, 
if u,(l)=w,,, 
if ml,, <%3(l) <n1,co, 
if u,,~ = n,,,. 
(5.15) 
The above consideration shows that the initial boundary value problem 
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(5.2)-(U) (equivalent to the integral equation (5.1 l), where u satisfies the 
boundary conditions (5.4), (5.5)) can be written in the standard form (V), 
provided that h, J; and (p’ be given respectively by (5.12), (5.13), and (5.14). 
In this setting, all the conditions imposed on cp’ in Theorem 3.4 are fulfilled. 
To apply the theory of Section 3, we must make some additional 
technical assumptions on u,,, r~, p, and y in order that (Hh), (H/), (3.5), 
(3.6), (3.16), (3.17) be satisfied. Specifically, we assume 
u. E Pvy$‘(O, l), (5.16) 
oEL’(R+;L2(0, l))nJY(R+;L2(0, l)), (5.17) 
/MV;;;(R+;R); ,bL1(R+;R)nL2(R+;R); @EL’(R+;R), (5.18) 
y, tyd(R+;R); a, - a: s Y(S) ds > 0, 0 (5.19) 
p and y are bounded, positive, nonincreasing, and convex on 
R+; in addition, log y is convex on R+, (5.20) 
b, = 1 and a, > 0 is sufficiently large, (5.21) 
/T(t)+~/l(t)CO, a.e. tcR+. (5.22) 
Remark 5.1. According to [7, Remark, p. 5321 and [8, Corollary 4.61, 
the conditions (5.18)-(5.22) are satisfied for the following physically impor- 
tant class of relaxation functions B, y: 
P(t)= f bkem8k’, 
k=l 
y(t)= f ake-Ykt (tE R+), 
k=l 
where bk >O, pk > 0, 0 < p1 < ‘.. < Pn, ak 2 0, yk >O (with strict 
inequality for at least one a,), and 
(a0 - 2 takhk))’ (5/4) ( i 
k=l k=l 
(hk/bk))( f tak/?k$ 
k=l 
By [7, Lemma 4.21 and [8, Lemmas 4.1-4.3 and Corollary 4.41 (cf. also 
(5.9)), the assumptions (5.16b(5.22) imply all of (Hb), (3.5), (3.6), (3.16) 
and (Hf), (3.17). Note that although b(0) = aO(cf. (5.12), (5.21)), and a, > 0 
is generally not equal to 1, we can handle this case as well; see Remark 2.3. 
We can now apply our abstract theory to the heat flow problem 
(5.2)-(5.5). Combining Theorems 3.1-3.4 with Proposition 2.2 yields 
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THEOREM 5.1. Let the conditions (5.6)-(5.10), (5.16~(5.22) be satisfied. 
Then the problem (5.2k(5.5) has a unique solution u on R+ x (0, 1) such that 
UE L”(R+; L2(0, l)), u, E L2(R+; L2(0, l)), u, E L2(Rf; L’(O, l)), and 
u(t, .) E W’,2(0, 1) Vt E R+. In addition, 
u(t, .) --+ u,( .), strongly in W2(0, 1) (t + co), (5.23) 
where u, satisfies (5.15). 
Proof We need only verify (5.23). By Theorems 3.2 and 3.3, we have 
(t-too) 
u(t, *) -+ %A.), weakly in L’(O, l), 
cp’(u(t, .) + cp”(u,) = min cp”. 
(5.24) 
Clearly, u, is a solution of (5.15). From (5.14), (5.24) the assertion (5.23) 
then follows easily. 
Remark 5.2. In view of [ 11,213 the problem (5.2)-(5.5) can also serve 
as a model for heat flow in a bounded, one-dimensional solid body of 
material with memory, surrounded by a gas. The boundary conditions 
(5.4), (5.5) then describe the heat transfer across the gas-solid interface. 
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