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L’étude de la gestion d’énergie dans les systèmes résidentiels raccordés aux réseaux
autonomes dans le Nord québécois
Mohamed-Hamza LARAKI
RÉSUMÉ
Jusqu’aujourd’hui, la majorité des communautés isolées au Canada utilisent le générateur die-
sel, qui est une solution assez coûteuse et polluante, pour subvenir à leurs besoins en électricité.
Malgré les inconvénients indéniables de cette solution, elle a été la plus utilisée pour plusieurs
années compte tenu de sa ﬁabilité et de sa disponibilité. De nouvelles solutions ont été étudiées
et proposées qui consistent à intégrer des sources d’énergies renouvelables (Éolien, solaire...)
avec des générateurs diesel ce qui aurait un impact positif sur le coût de production de l’électri-
cité ainsi que le taux d’émission des gaz à effet de serre. En revanche, ces solutions présentent
plusieurs déﬁs de point de vue, conception, contrôle et gestion efﬁcace de l’énergie.
Dans cette optique, le système étudié dans ce travail se compose d’un générateur diesel, une
éolienne, une batterie et un système de stockage d’énergie sous forme d’hydrogène se compo-
sant d’une pile à combustible, d’un électrolyseur et d’un réservoir d’hydrogène. Un contrôle
centralisé a été utilisé dans ce travail pour optimiser au maximum la gestion de l’énergie tout
en assurant une régulation de la tension et de la fréquence. Une nouvelle stratégie de contrôle
centralisé de l’énergie basée sur la programmation dynamique a été proposée pour cette topo-
logie. La stratégie proposée a pour but principal de prolonger la durée de vie de la batterie tout
en réduisant l’utilisation du générateur diesel. Les consignes de références des puissances sont
ensuite envoyées aux contrôleurs locaux du générateur diesel, du convertisseur élévateur de la
pile à combustible et du convertisseur abaisseur de l’électrolyseur pour extraire la puissance
optimale. L’extraction de la puissance maximale de l’éolienne à vitesse variable est assurée par
la méthode MPPT. Le convertisseur hacheur-élévateur associé à la batterie assure quant à lui
la régulation du bus CC. Un nouveau contrôle a été proposé pour l’onduleur du système en se
basant sur le contrôle par mode de glissement avec estimation par temps de retard. Ce contrôle
se distingue par sa capacité à contrôler le système même avec la présence des incertitudes ou
des imprécisions dans les paramètres du système permettant ainsi le fonctionnement du sys-
tème sous plusieurs points de fonctionnement. La performance du système proposé a été testée
et validée en utilisant MATLAB/SIMULINK.
Mots-clés: Énergies renouvelables,réseau autonome, Contrôle centralisé,contrôle par mode de
glissement

Study of energy management in residential systems connected to autonomous networks
in the north of Quebec
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ABSTRACT
Until today, the majority of isolated communities in Canada use diesel generators, which is a
fairly expensive and polluting solution, to meet their electricity needs. Despite its undeniable
disadvantages, this solution has been the most used for several years given its reliability and
availability. New solution have been studied and proposed that consist of integrating renewable
energy sources (wind, solar, ...) with diesel generators which would have a positive impact on
the cost of electricity production and the rate of emission of greenhouse gases. However, this
solution presents several challenges in terms of design as well as the control and efﬁcient mana-
gement of energy. In this context, the system studied in this work consists of a diesel generator,
a wind turbine, a battery and a hydrogen energy storage system consisting of a fuel cell, an
electrolyser and a hydrogen tank. Centralized control has been used in this work to achieve
optimal energy management while controlling the voltage and frequency of the system. A new
centralized energy control strategy based on dynamic programming has been proposed for the
system. The main purpose of this strategy is to extend the battery life of the system while redu-
cing the use of diesel in the system. The power references are then sent to the local controllers
of the diesel generator, the fuel cell Boost converter and the electrolyser Buck converter for the
extraction of the power. Extraction of the maximum power of the variable speed wind turbine
is ensured through a MPPT method allowing maximum penetration of the wind turbine into
the system. The Buck-Boost converter associated with the battery ensures regulation of the
DC bus. A new control has been proposed for the inverter of the system based on the control
by sliding mode with time delay estimation, control is distinguished by its capacity to control
the system even with the presence of the uncertainties in the parameters of the system thus
allowing the operation of the system under several operating points. The performance of the
proposed system has been tested and validated using MATLAB / SIMULINK.
Keywords: renewable energies, remote grids, Centralized control, Silding mode control
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INTRODUCTION
Au Canada, il existe un grand nombre de communautés qui n’ont pas accès au réseau élec-
trique. Appelés souvent les communautés isolées, ils sont estimés à 302 communautés selon
les derniers chiffres. La majorité utilise les générateurs diesel comme source d’électricité, une
technologie qui est considérée coûteuse et polluante, vu le coût du diesel ainsi que le taux de
dégagement des gaz à effet de serre.
Avec la popularité croissante des systèmes d’énergie renouvelable résidentiels ainsi que la
grande variété d’unités de stockage d’énergie offert pour ces systèmes, des solutions de ges-
tion intelligente de l’énergie sont devenues nécessaires pour maximiser la valeur de ces grands
investissements. Les consommateurs peuvent désormais acheter des systèmes renouvelables
économiquement viables qui gèrent le ﬂux de l’énergie dans le système, le stockage et les
charges aﬁn de minimiser les coûts énergétiques et de maximiser l’efﬁcacité des équipements.
Le système analysé dans cette étude utilise la génération éolienne comme ressource renou-
velable distribuée, les batteries acide-plomb comme élément de stockage d’énergie à court
terme,les piles à combustible à base d’hydrogène comme élément de stockage à long terme, et
le générateur diesel comme source secondaire. Les prévisions journalières de la vitesse du vent
et de la charge électrique sont utilisées dans un algorithme d’optimisation aﬁn de déterminer le
calendrier de charge / décharge de la batterie durant la journée.
La technique d’optimisation de l’état de santé de la batterie utilisée dans cette étude est une
méthode de programmation dynamique qui utilise l’algorithme de Bellman-Ford pour déter-
miner le chemin le plus court à travers un réseau. Des recherches importantes ont été menées
sur des stratégies visant à optimiser les performances des systèmes d’alimentation comportant
à la fois des composants à génération variable et des composants de stockage d’énergie. Cette
étude met l’accent sur l’application d’une technique de programmation dynamique qui effectue
une analyse approfondie des performances du système et intègre un examen de l’état de santé
de la batterie dans le process de prise de décision. En effet, la durée de vie des batteries dimi-
2nue en raison de la dégradation de la capacité qui se produit après chaque cycle de décharge /
charge (Maran´da, 2015). Les systèmes électriques utilisant principalement la production pho-
tovoltaïque ou éolienne entraînent une réduction signiﬁcative du cycle de vie des batteries en
raison des cycles variables de la profondeur de décharge (DoD). L’un des objectifs de cette
étude est de proposer une stratégie de gestion intelligente qui vise à prolonger la durée de vie
de la batterie, représenté par l’état de santé de cette dernière.
CHAPITRE 1
REVUE DE LA LITTÉRATURE
1.1 Introduction
Dans ce chapitre une revue de littérature a été élaborée aﬁn de bien comprendre le contexte
du travail et souligner les facteurs qui nous ont motivés aﬁn d’aborder ce sujet de recherche.
Une vue d’ensemble sur la situation énergétique du Canada, et plus particulièrement au nord,
nous permettra de bien nous situer par rapport aux objectifs du travail dans la première étape.
Ensuite, une revue de littérature des systèmes hybrides à sources d’énergies renouvelables
(SHSER) nous permettra de recenser les topologies existantes ainsi que les avantages et in-
convénients de chacune pour un choix justiﬁé du système. Finalement, les différents types de
stratégies de gestion d’énergie ont été présentés avant de passer aux différentes techniques
utilisées dans la stratégie de gestion qui a été choisie.
1.2 Situation énergétique au nord du Canada
Au Canada, il y a une grande consommation de l’énergie causée par plusieurs facteurs (les
conditions climatiques extrêmes, forte croissance industrielle basée sur l’industrie lourde et une
faible densité de population). Pour subvenir à ses besoins en énergie, le pays exploite plusieurs
sources d’énergie. La ﬁgure 1.1 illustre la production de l’électricité au Canada pour chaque
type de production en pourcentage par rapport à la production totale. On peut voir clairement
que la grande partie de la production est renouvelable.
Le coût de production de l’électricité dépend, entre autres, de la source utilisée. L’électricité
produite par les barrages, par exemple, revient à un faible coût. Cependant, elle nécessite des
investissements de départ très élevés. Les combustibles fossiles représentent une solution à
faibles coûts par rapport à d’autres sources. Par contre, il faut ajouter des frais de stockage,
de transport et de distribution. Plus une région est éloignée, plus est la probabilité que le coût
augmente.
4Figure 1.1 Production d’électricité au Canada
(Statistics-Canada, 2019)
Les communautés isolées des réseaux électriques dépendent des combustibles fossiles en termes
de consommation d’énergies (Électricité, chauffage...). Ce qui cause une augmentation an-
nuelle de la facture des institutions et l’énergie est subventionnée par l’état. Prenant en consi-
dération cette situation, les projets à base d’énergies renouvelables possèdent un fort potentiel
comme solution face à tous ces problèmes. L’intégration des sources d’énergies renouvelables
dans les systèmes à bases des combustibles fossiles (réseau hybride) a augmenté dans les der-
nières années spécialement après l’augmentation considérable des prix des combustibles (Rez-
kallah, 2010). En particulier, la combinaison des sources d’énergie renouvelable avec les géné-
ratrices diesel et des systèmes de stockage est l’approche la plus appropriée pour la production
de l’électricité pour les communautés isolées. Son principal avantage est la réduction de la
consommation du carburant tout en ayant un approvisionnement en énergie ﬁable. Ce type de
structure est appelé système hybride à sources d’énergie renouvelable (SHSER)
51.3 Systèmes hybride à sources d’énergie renouvelable (SHSER)
Généralement, un SHSER est un système qui transforme l’énergie provenant des sources re-
nouvelables (éolienne, photovoltaïque...) ou des combustibles, en énergie électrique alimentant
la charge électrique. Il existe trois architectures pour les SHSER :
- Architecture avec sources connectées sur le bus CC (Courant continu) : Dans cette architec-
ture, comme montré dans la ﬁgure 1.2 toutes les sources sont connectées sur le bus CC en
utilisant les convertisseurs de puissance CC/CC appropriés (hâcheur, élévateur, hâcheur/élé-
vateur,...). Dans ce cas, le système peut alimenter des charges à courant continu directement
liées sur le bus CC, ou des charges à courant alternatif en utilisant un convertisseur CC/AC
approprié. Le grand avantage de cette structure est qu’on n’a pas besoin d’un régulateur de
fréquence, alors que son inconvénient demeure dans le fait que la régulation de la tension
du bus est difﬁcile dans le cas des systèmes à grande puissance.
Figure 1.2 Architecture d’un SHSER connecté sur le bus CC
- Architecture avec sources connectées sur le bus CA (Courant alternatif) : Comme représenté
dans la ﬁgure 1.3, les sources sont connectées sur le bus CA à travers les convertisseurs de
6puissances appropriés (CA/CA, CC/CA...) tout en assurant un contrôle pour la régulation
de tension et de fréquence.
Figure 1.3 Architecture d’un SHSER connecté sur le bus CA
- Architecture d’un SHSER à bus hybride : l’architecture d’un SHSER est une combinaison
des deux architectures précédentes (CC et CA). Dans cette architecture (ﬁgure 1.4), les
sources d’énergie ainsi que les charges peuvent être branchées sur les deux bus. Ainsi, elle
permet une meilleure efﬁcacité en gestion des sources à un coût moins élevé. Par contre,
la complexité de contrôle et de gestion de l’énergie dans cette architecture est encore plus
complexe que dans les deux autres.
7Figure 1.4 Architecture d’un SHSER à bus hybride
1.4 Système de gestion de l’énergie dans les SHSERs
1.4.1 Système de Gestion d’énergie
Un système de gestion de l’énergie dans un SHSER à bus CA sert à gérer les ﬂux des puis-
sances actives et réactives dans le système en imposant à chaque source les valeurs de référence
aﬁn de garantir la stabilité du système en régulant la tension et la fréquence de ce dernier. Gé-
néralement, il existe trois conﬁgurations possibles pour les systèmes de gestion de l’énergie
comme suit :
- Contrôle décentralisé : Dans ce type de contrôles, la décision se prend au niveau de chaque
contrôleur local en prenant en considération les informations provenant des autres contrô-
leurs locaux ainsi que de la charge dans le système pour assurer la gestion globale de l’éner-
gie dans le système. La ﬁgure 1.5 montre la conﬁguration pour un contrôle décentralisé.
L’avantage de cette conﬁguration réside dans sa facilité d’installation alors que son inconvé-
8nient est la nécessité d’avoir un système de communication entre les différents contrôleurs.
Figure 1.5 Architecture du contrôle décentralisé
- Contrôle centralisé : Dans ce type de conﬁgurations, il y a un contrôleur central qui a pour
rôle de déﬁnir les valeurs de références à suivre pour les contrôleurs locaux en se basant sur
les informations collectées dans tout le système (Tensions, Puissances, État de charge des
batteries...) en prenant en considération les contraintes de fonctionnement et les objectifs
globaux du système (réduction des coûts, prolongation de durée de vie...). La ﬁgure 1.6
montre la conﬁguration d’un contrôle centralisé. Cette architecture nous permet un contrôle
optimal et personnalisé de certains paramètres qu’on ne peut pas maîtriser avec un contrôle
décentralisé. Néanmoins, elle présente des inconvénients tels que l’augmentation des coûts
d’installation ainsi que la complexité d’installation et d’opération.
- Contrôle hybride : Cette architecture est une composition entre les deux architectures men-
tionnées précédemment. Elle est composée des communications horizontales (Contrôle dé-
centralisé) et verticales (Contrôle centralisé). C’est une conﬁguration où les sources sont
regroupées dans des petits microréseaux avec des contrôles centralisés et des contrôles dé-
centralisés qui sont appliqués sur ces SHSERs comme montré dans la ﬁgure 1.7. Dans cette
architecture, le contrôle centralisé dans chaque SHSERs assure localement son fonctionne-
9ment optimal alors que le contrôle décentralisé entre les microréseaux assure la coordination
du système.
Figure 1.6 Architecture du contrôle centralisé
Figure 1.7 Architecture du contrôle hybride
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1.4.2 Revue de littérature : Contrôleur central du SHSER
Le contrôle secondaire, appelé aussi contrôle central, est déﬁni comme le contrôle qui utilise les
données système pour atteindre un objectif global, tel que la gestion de l’énergie, le maintient
de la tension du réseau, la réduction du coût d’opération, etc. Le contrôle secondaire envoie les
consignes et les valeurs de références aux contrôleurs locaux pour atteindre l’objectif global.
Une stratégie de gestion de l’énergie est présentée sur la ﬁgure 1.8. Dans cette ﬁgure, les va-
leurs prédites de la charge, de la puissance fournie par les sources d’énergies renouvelables
ainsi que les prix de l’électricité sont considérés comme les entrées de la stratégie. En outre,
les objectifs d’opération économique, technique et environnementale sont fournis aﬁn d’opti-
miser la gestion de l’énergie.
Une stratégie de gestion de l’énergie basée sur les règles d’état a été proposée dans (Wang & Neh-
rir, 2008; Jain & Agarwal, 2008). L’opération du système dépend des règles développées, ainsi,
les contraintes sont toujours satisfaites, mais l’optimisation n’est pas toujours garantie. Dans
(Urbina & Li, 2006; Wang & Yang, 2006), la stratégie décrite précédemment a été améliorée
en y ajoutant un système à logique ﬂoue qui estime les règles à imposer dans la stratégie.
La programmation linéaire et la programmation linéaire en nombres entiers ont été utilisées
dans (Borghetti et al., 2008; Pham et al., 2009) pour trouver la répartition des puissances la plus
optimale dans le système. Cette méthode donne de bons résultats, cependant son inconvénient
majeur c’est la nécessité d’utiliser un solveur mathématique. Dans (Lu & Shahidehpour, 2005;
Koot et al., 2005), la gestion optimale de l’énergie pour un SHSER composée de PV/Batte-
rie/Véhicule électrique et connecté au réseau est atteinte en utilisant la programmation qua-
dratique. Cette méthode donne de bons résultats, malgré que son utilisation se limite à des
fonctions objectives convexes. Dans (Mohamed et al., 2008), la gestion optimale, de l’énergie
d’un SHSER est assurée en appliquant la théorie des jeux et l’optimisation multiobjectives. Le
coût d’opération et le niveau des émissions sont des fonctions objectives.
Une stratégie de gestion basée sur les algorithmes génétiques est proposée dans (Chen et al.,
2011). Cette stratégie a pour but la recherche de la génération optimale du système. L’optimisa-
tion par essaims particulaires est utilisée dans (Sortomme & El-Sharkawi, 2009; Ramachandran
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et al., 2011). Finalement, la programmation dynamique et la programmation dynamique avan-
cée sont proposées dans (Riffonneau, 2009; Zhao, 2012) pour l’optimisation de la gestion de
l’énergie. Les résultats trouvés prouvent l’efﬁcacité de cette méthode.
Figure 1.8 Stratégie de gestion de l’énergie (SGE)
1.5 Contrôle de l’onduleur du SHSER
1.5.1 Modes de fonctionnement de l’onduleur
Le contrôle local ou primaire est le contrôle mis en oeuvre localement dans chaque unité de
génération d’énergie pour réguler la tension ou la puissance à une valeur de référence désirée.
L’onduleur (convertisseur CC/CA) est la plus importante composante dans un système hybride
d’énergie à multisources. Le choix de la stratégie de contrôle de l’onduleur affecte le mode de
12
fonctionnement du système.
Généralement deux modes de fonctionnement de l’onduleur se présentent :
- source de tension controlée : dans ce mode de fonctionnement, la tension et la fréquence
de sortie sont régulées et l’onduleur se comporte comme source de tension contrôlée. L’on-
duleur est responsable de maintenir la tension et la fréquence du système.
Quand l’onduleur est le seul responsable de la régulation, on parle d’un système à un seul
maître. Dans un tel cas, la fréquence et la tension de référence sont choisies comme étant
les valeurs nominales du système.
- Source de puissance controlée : L’objectif principal du contrôle dans ce mode est la ré-
gulation des puissances active et réactive. Ce mode de fonctionnement est utilisé quand la
régulation de tension est assurée par une autre unité du système. Les valeurs de références
sont souvent données par un contrôleur central.
1.5.2 Revue de littérature des contrôleurs
De nombreuses techniques de contrôle ont été appliquées pour la régulation de la tension et de
la fréquence de l’onduleur. Un contrôle répétitif (Repititive control) pour un onduleur triphasé a
été étudié dans (Escobar et al., 2007). Ses principaux problèmes sont la réponse transitoire lente
et l’absence d’une technique précise permettant de stabiliser la dynamique des erreurs. Une
réponse dynamique rapide peut être obtenue en utilisant une technique de contrôle par linéari-
sation de rétroaction (Feedback linearisation control) comme dans (Kim & Lee, 2010).Néan-
moins, cette stratégie exige la connaissance exacte des paramètres du système. Le contrôle basé
sur le domaine temporel a été récemment adopté pour le contrôle de la tension. Des méthodes
telles que la norme H∞ minimale (Willmann et al., 2007), le taux de convergence maximal
(Lim et al., 2014) offrent de meilleures performances au détriment du choix des paramètres.
Le contrôle par mode de glissement (CMG) est l’un des contrôleurs non linéaires les plus ro-
bustes (Young et al., 1996), L’un des plus grands problèmes rencontrés par les ingénieurs est le
problème d’oscillations, ayant une fréquence et amplitude ﬁnie, connue sous le nom de (Chat-
tering). Ce problème empêche l’utilisation du contrôle par mode de glissement conventionnel.
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Le contrôle par mode de glissement du deuxième ordre (CMGDO)est une solution potentielle
pour réduire le problème de (Chattering) sans pour autant affecter la précision et la robustesse
(Levant, 2007). Le CMGDO agit directement sur la dérivée seconde de la surface de glisse-
ment au lieu de la dérivée première. Ceci implique la réduction de l’effet de (Chattering) tout
en gardant la robustesse voulue. Toutefois, l’implémentation du CMGDO reste toujours un
problème à cause de l’information requise sur la dérivée première. Pour pallier ce problème,
le contrôle par mode de glissement avec (Super-Twisting Algorithm) (CMGST) a été proposé
dans (Gonzalez et al., 2012; Evangelista et al., 2013). C’est un CMGDO modiﬁé qui ne requis
aucune information sur les dérivées de la surface de glissement.
1.6 Poblématique
Les systèmes d’énergie renouvelable, appliqués aux secteurs commerciaux, industriels, com-
munautaires et résidentiels, couvrent une fraction croissante de nos besoins en énergie. Le
stockage de l’énergie contribuera à résoudre le problème de l’intermittence de ces systèmes en
fournissant de l’énergie stockée lorsque la source d’énergie renouvelable n’est pas disponible
ou lorsque des événements météorologiques interrompent leurs productions. L’intermittence
est déﬁnie comme la production variable et incertaine de la production d’énergie renouvelable.
La recherche et développement sur le stockage d’énergie visent à résoudre le problème de l’in-
termittence à toutes les échelles d’application. Les schémas de commande pour les systèmes
tentent de réduire les coûts de production de l’électricité et prolonger la durée de vie des com-
posants du système. Pour répondre à cette problématique, les problèmes suivants doivent être
traités convenablement.
1.6.1 Extraction de la puissance de l’éolienne
L’objectif principal de l’intégration des énergies renouvelables dans les systèmes de production
de l’énergie est la réduction de l’utilisation des carburants. Ainsi, on a tendance à maximiser
l’extraction de la puissance de ces sources. Plusieurs méthodes ont été développées dans la
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littérature traitant ce sujet. Cependant, l’attention doit être portée lors de l’intégration de ces
méthodes dans chaque système étudié.
1.6.2 Préservation de la durée de vie des batteries
La durée de vie d’une batterie acide-plomb soumise à un cycle de profondeur de décharge
(DoD) variable est réduite en raison de la dégradation de sa capacité après chaque cycle de
charge / décharge. Les systèmes de production d’énergie renouvelable entraînent une réduction
signiﬁcative du cycle de vie des batteries en raison des cycles variables du DoD.
1.6.3 Minimisation de l’utilisation du générateur diesel
La minimisation de l’utilisation du diesel est l’un des objectifs de l’intégration des énergies re-
nouvelables. Cependant, pour garantir la ﬁabilité d’un système hybride autonome, le générateur
diesel doit être toujours présent comme une source de secours. La minimisation de l’utilisation
du générateur diesel passe par le choix des périodes de fonctionnement de ce dernier ainsi que
la valeur de la puissance qu’il délivre.
1.6.4 Régulation de la tension et de la fréquence
La régulation de la tension et la fréquence au niveau du bus CA ainsi que la tension au niveau
du bus CC est nécessaire pour un bon fonctionnement de la charge. Cette régulation est plus
complexe lorsqu’il y a plusieurs composantes connectées sur le bus du système.
1.7 Objectifs
L’objectif principal de ce projet est de développer un système de gestion et de contrôle optimal
de l’énergie dans le système composé d’une éolienne, un générateur diesel,une batterie, une
pile à combustible, un électrolyseur et une charge CA. Plusieurs objectifs ont été déﬁnis qui
nous permettront d’atteindre notre ultime objectif :
- Déﬁnir un modèle du système étudié basé sur l’état de charge de la batterie.
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- Maximiser la puissance extraite de l’éolienne en utilisant les commandes appropriées.
- Développer un contrôle capable de gérer le ﬂux des puissances du système tout en régulant
la tension et la fréquence.
- Minimiser l’utilisation du carburant.
1.8 Méthodologie
Une méthodologie claire a été utilisée pour atteindre les objectifs déﬁnis précédemment. Une
première étape consiste à développer un modèle pour le système étudié, basé sur l’état de
charge des batteries et prenant en considération toutes les contraintes de fonctionnement liée
à l’opération des composantes du système. Ensuite, une fonction objectif est déﬁnie, prenant
en considération l’état de santé des batteries et la quantité de carburant utilisé. Un contrôleur
central à base de la programmation dynamique développé dans la prochaine étape, en se basant
sur le modèle discuté précédemment. Ce contrôle vise à optimiser l’écoulement des puissances
et préserver l’état de santé en générant les puissances de références des convertisseurs de la
pile à combustible, l’électrolyseur et le générateur diesel. Après avoir développé le contrôleur
central, l’élaboration des contrôleurs locaux est effectuée en se basant sur les puissances de
références générées par le contrôleur central. La batterie dans le système assurera la régulation
de la tension du bus CC. Finalement, un nouveau contrôle adoptif a été développé pour le
contrôle de la tension et la fréquence du bus CA.
1.9 Contribution
La grande contribution de ce travail est la gestion et le contrôle d’un système hybride à source
d’énergie renouvelable. D’autres contributions peuvent être résumées dans les points suivants :
- Une nouvelle conﬁguration de SHSER comprenant une éolienne à vitesse variable, un gé-
nérateur diesel, une pile à combustible, un électrolyseur et une batterie.
- Préserver la durée de vie de la batterie en réduisant le nombre de cycles de charge/décharge.
- Réduire la consommation de carburant pour les générateurs diesel.
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- La conception d’un contrôle central capable d’optimiser l’écoulement des puissances dans
le système et préserver la durée de vie de la batterie.
- L’élaboration d’un nouveau contrôle pour l’onduleur basé sur l’estimation des incertitudes
du système.
- L’élaboration des contrôleurs locaux pour les différents convertisseurs en accord avec le
contrôle central pour réguler la tension et la fréquence aux valeurs nominales tout en assu-
rant un écoulement optimal de la puissance dans le système.
CHAPITRE 2
MODÉLISATION DES COMPOSANTES DU SHSER
Le système modélisé nous aidera dans la conception de la stratégie de gestion de l’énergie
proposée ultérieurement dans le chapitre 3. Le modèle de la batterie acide-plomb est basé sur
l’extraction de la tension de la batterie en fonction des changements de l’état de charge de cette
dernière. Le modèle du système de stockage à base de l’hydrogène utilise le niveau d’hydro-
gène dans le réservoir comme variable de modélisation. Les contraintes déﬁnies du système
permettent de ﬁxer les limites du système pour un fonctionnement sécuritaire. Finalement, le
modèle économique permet de déﬁnir les paramètres du système à optimiser.
2.1 Écoulement des puissances
Figure 2.1 Les canaux de communication et de puissance du
système
La ﬁgure 2.1 représente le sens de l’écoulement des puissances dans le système. Par convention
dans ce travail, la puissance de la charge est toujours positive. Les puissances de l’éolienne, la
pile à combustible, le générateur diesel et la batterie en charge sont positives. La puissance de
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l’électrolyseur et la puissance de décharge de la batterie sont négatives :
Pcharge  0 (2.1)
Pe`olienne  0 (2.2)
PPa`C  0 (2.3)
PBatd  0 (2.4)
PBatc  0 (2.5)
PDg  0 (2.6)
Pe´le  0 (2.7)
La stratégie de gestion déﬁnie dans le chapitre 3 utilise les données de prévisions de la charge et
de la puissance générée, les valeurs du niveau d’hydrogène dans le réservoir ainsi que l’état de
charge de la batterie, aﬁn de gérer l’écoulement des puissances dans le système. L’algorithme
utilisé à base de la programmation dynamique détermine le chemin optimal entre deux états
de système déterminé initialement pour un coût minimal requis sur une période déterminée.
Ensuite, le contrôleur envoie les puissances de références aux contrôleurs locaux des unités du
système pour servir comme référence aux contrôleurs à chaque pas d’échantillonnage Δt.
2.2 modèle de prévision
En réalité, les prévisions de la vitesse de vent pour le système seraient obtenues tous les soirs
aﬁn d’être utilisées pour le lendemain et ils vont être corrigés à chaque période de calcul en
se basant sur les données réelles à l’instant t −Δt. Mêmes procédures sera utilisée pour les
prévisions de la charge.Étant donné que la conception d’un système de prévision est loin des
objectifs de ce travail. L’ensemble des données de la vitesse de vent et la puissance de l’éolienne
ont été tirés des archives des années précédentes et pour le proﬁl de la charge on a utilisé les
données extraites de la base de données d’Hydro-Québec. Ces données sont destinées à être
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utilisées dans des simulations informatiques de systèmes de conversion de l’énergie éolienne. Il
convient toutefois de noter que ces valeurs sont typiques et ne sont donc pas représentatives des
scénarios extrêmes ou des pires scénarios de vitesse de vent. Les ﬁgures 2.2 et 2.3 représentent
les proﬁls de la charge et de la puissance éolienne à un pas d’échantillonnage de 10 min.
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Figure 2.2 Le proﬁl de la charge utilisé dans le travail
2 4 6 8 10 12 14 16 18 20 22 24
Temps (h)
0
1
2
3
4
5
6
7
8
Pr
of
il 
de
 la
 p
ui
ss
an
ce
 é
ol
ie
nn
e(k
W
)
Figure 2.3 Le proﬁl de la puissance éolienne utilisé pour le
travail
2.3 modèle de la batterie Acide-Plomb
Pour déterminer la puissance de la batterie PBAT . La tension VBAT et le courant IBAT de la batte-
rie à l’instant t ont été calculés en fonction du changement d’état de la charge ΔSoC entre deux
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périodes d’échantillonnage t-Δt et t.
Figure 2.4 La tension d’une cellule de la batterie en fonction de
DoD pour une batterie Lead acid Deka Solar Gel System (Rolls,
2011a)
La Figure 2.4 montre la tension d’une cellule de 2V de la batterie lors de sa décharge en fonc-
tion de la profondeur de décharge (DoD) pour une batterie Lead-Acid(acide-plomb) Rolls-
Surette S-550 6V. Comme chaque batterie comprend trois cellules de 2V en séries, donc un
facteur de corrélation de 3 est à prendre en considération dans les calculs. Plusieurs batteries
sont mises en séries et en parallèle pour atteindre la tension VDC désirée.
L’état de charge de la batterie est lié à l’état de décharge par la relation suivante :
DoD = 1−SoC (2.8)
Il reste à savoir que pour un taux de décharge de 3 heures, la courbe C-3 de la ﬁgure 2.4 peut
être approximée par la fonction linéaire suivante :
Vbat = 6.3−1.02∗ (1−SoC) (2.9)
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Cependant, il n’existe pas une corrélation directe entre la tension de la batterie et l’état de la
charge quand la batterie est en train de se charger. Généralement, dans la littérature, cette re-
lation est trouvée expérimentalement pour une batterie spéciﬁque en faisant plusieurs tests de
charge/décharge pour trouver une corrélation pour la moyenne des valeurs tourées. Pour remé-
dier à ce problème, une corrélation linéaire de la tension de charge est utilisée pour approximer
le comportement de la batterie en mode de charge. Dans notre cas, la tension (Float Voltage)
pour la batterie de 6V est 6.75V . Cette tension représente la tension minimale pour maintenir
l’état de charge à sa valeur maximale. Cette valeur est donnée par le manufacturier dans le
tableau de la ﬁgure II-1 pour une cellule de 2V et elle a été ajustée pour une batterie de 6V .
Dans le même tableau, on trouve que la valeur maximale possible pour la batterie est de 7.95V
durant la phase de calibrage (Equalization phase).
Une relation linéaire a été utilisée entre l’état de charge de la batterie et les tensions de charge
maximale et minimale pour la cellule 2V , indiqué dans le tableau de la ﬁgure II-1 pour le
groupe de batteries à 25˚C. Dans les travaux futurs, des données expérimentales devraient être
prises pour le système spéciﬁque.
Ainsi, la tension de la batterie est exprimée par :
⎧⎨
⎩VBat(t) = Ns[6.749+1.201×SoC(t)] chargeVBat(t) = Ns[6.293−1.102×SoC(t)] dcharge (2.10)
Avec Ns le nombre de batteries en séries est égal à 17 dans notre étude pour une tension de
batterie de 100V et SoC est l’état de charge de la batterie à l’instant t . La charge et la décharge
sont déﬁnies en fonction du courant de la batterie Ibat . Il est déﬁnit par la formule suivante :
IBat =
⎧⎨
⎩IC > 0 chargeID < 0 decharge (2.11)
La méthode de l’ampère-heure (Riffonneau, 2009) est utilisée pour trouver la valeur du courant
de la batterie à chaque instant. Dans cette méthode, la capacité disponible dans la batterie C(t)
22
est obtenue comme étant la somme de la charge totale de la batterie et la charge due au courant
de charge et de décharge selon l’équation :
C(t) =CT (t)+
∫ t
T0
(IC + ID).dt (2.12)
Une capacité de référence correspondant au taux de décharge C-10 pour une température de
25˚C a été utilisée pour prendre en compte la dégradation de la batterie avec le temps. À savoir
qu’un taux de C-1 décharge la batterie complètement dans une heure alors qu’un taux C-10 la
décharge dans 10 heures. Des coefﬁcients équivalents modiﬁent les courants de charge et de
décharge par rapport à la capacité de référence Cre f (t). L’équation précédente Eq.2.12 devient
alors :
C(t) =Cre f (t)+
∫ t
T0
(αIC +β ID).dt (2.13)
Où α et β sont les coefﬁcients équivalents.
Pour la batterie acide-plomb utilisée dans ce travail, la loi de Peukert permet d’établir la relation
entre le courant de la batterie et la capacité de la batterie comme suivant :
C(t) =
CP
In−1bat
(2.14)
CP = Inbat × t (2.15)
C, étant la capacité instantané de la batterie, Ibat le courant instantané de la batterie, CP la
capacité de Peukert, n le coefﬁcient de Peukert et t le temps de décharge de la batterie. Résoudre
cette équation pour Ibat nous permettra de trouver l’expression du courant en fonction de sa
capacité comme suivant :
Ibat(t) =
C(t)
t
(2.16)
Ainsi, le courant de la batterie Ibat à l’instant t, peut être déﬁni par le changement de charge
ΔQ =C(t)−C(t−Δt) par rapport à la différence Δt par la relation :
Ibat(t) =
ΔQ
Δt
(2.17)
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L’état de santé de la batterie SoH(t) est le paramètre utilisé pour mesurer la durée de vie de la
batterie à l’instant t en se basant sur la dégradation de la capacité de la batterie. L’état de santé
de la batterie est calculé par rapport à la capacité de référence et la capacité nominale de la
batterie en utilisant l’équation suivante :
SoH(t) =
Cre f (t)
Cre f ,nom
(2.18)
La capacité de référence nominale est la référence donnée par la ﬁche technique du manufac-
turier ou la référence de la capacité à l’instant t0 avant toute dégradation de la capacité. Dans
notre modèle, la dégradation se produit à chaque décharge de la batterie. À chaque pas d’échan-
tillonnage, Δt, si le changement d’état de la charge est négative, i.e. la batterie se décharge et
le changement dans la capacité de référence, ΔCre f (t), est calculé par la relation :
ΔCre f (t) =Cre f ,nom ∗ p∗ [SoC(t−Δt)−SoC(t)] (2.19)
Avec, le coefﬁcient p correspond à la technologie plomb-acide de la batterie et égale à 0.00031,
en se basant sur les résultats expérimentaux dans (Lemaire-Potteau et al., 2008). Avec cette
déﬁnition, la capacité de référence peut être écrit sous la forme :
Cre f (t) =Cre f (t−Δt)−ΔCre f (t) (2.20)
Lorsque la batterie se charge, il n’y a pas de dégradation dans la capacité de la batterie et donc,
la valeur de la capacité de référence reste intacte. Maintenant, la tension et le courant de la
batterie étant exprimé, en fonction de l’état de charge et la capacité de la batterie, la puissance
de la batterie est exprimé par la relation :
PBAT (t) =Vbat(t)× Ibat(t) (2.21)
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2.4 modèle du système de stockage d’Hydrogène
Le système de stockage d’hydrogène est constitué d’un électrolyseur, un réservoir de stockage
d’hydrogène et une pile à combustible. La puissance d’entrée à l’électrolyseur est fournie par
les sources d’énergies renouvelables lorsqu’il y a un excédent d’énergie (dans notre cas l’éo-
lienne). Cette puissance est utilisée pour la production d’hydrogène par électrolyse de l’eau qui
est stockée par la suite dans le réservoir aﬁn d’être utilisée par la pile à combustibles pendant
les périodes où l’énergie produite ne sufﬁt pas pour faire face à la demande de la charge. Les
piles à combustible produisent du courant continu à une tension variable avec la charge. Un
convertisseur de puissance à découpage est utilisé pour faire correspondre la tension produite
par la pile aux besoins de l’application et pour protéger la pile de la surintensité ou la sous-
tension. Dans ce travail, une pile à membrane "échangeuse de protons" est connectée au bus
CC à travers un convertisseur élévateur CC/CC. Le réservoir de stockage est opéré dans les
limites maximales et minimales de stockage d’hydrogène. Une quantité minimale d’hydrogène
est exigée dans le réservoir pour maintenir une limite de sécurité du système.
L’équivalent en énergie stockée dans le réservoir est donnée par la relation :(Yan et al., 2016)
QH2(t) = QH2(t0)+
∫
(Pele−Pfc).dt (2.22)
Avec :
QH2(t) : L’équivalent en énergie de l’hydrogène stockée dans le réservoir (Wh) ;
QH2(t0) : L’énergie initiale du réservoir (Wh) ;
Pele : Puissance l’électrolyseur (W) ;
Pfc : Puissance de la pile à combustible (W) ;
Les besoins de notre travail nécessitent la discrétisation de cette formule et son utilisation en
l’adaptant au modèle discret. Cela nous permet d’avoir la relation suivante :
QH2(n) = QH2(0)+
n
∑
k=1
(Pele(k)−Pfc(k)).Δt (2.23)
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La masse d’hydrogène stockée dans le réservoir correspondant à l’équation 2.23 est donnée par
la relation suivante :
MH2(k) =
QH2(k)
λ
(2.24)
Où λ est la valeur caloriﬁque supérieure de l’hydrogène égale à 39,7 kWh/kg. Le réservoir a
des contraintes de stockage correspondant à des valeurs de masse minimale et maximale. Le
niveau de l’hydrogène dans le réservoir (NH) est exprimé en pourcentage comme suivant :
NH(k) = 100× QH2(k)
QH2,MAX
(2.25)
2.5 Les contraintes du système
Le modèle du système proposé est régi par les contraintes de fonctionnement. Ces dernières
limitent le choix des valeurs d’entrée du système en garantissant ainsi le bon fonctionnement
du système. Les contraintes du système sont :
PL+Pwt +Pfc+Pdg+PBatd +Pele+PBatc = 0 (2.26)
SoCmin  SoC(t) SoCmax (2.27)
ΔPminBat  ΔPBat  ΔPmaxBat (2.28)
NHmin  NH(n) NHmax (2.29)
SoHmin  SoH(n) (2.30)
Pmindg  Pdg  Pmaxdg (2.31)
La contrainte 2.26 déﬁnit l’écoulement des puissances dans le système en suivant le principe
physique de la conservation des puissances. La puissance absorbée par la charge, l’électro-
lyseur et la batterie (lorsqu’elle se charge) est égale à la somme des puissances fournies par
l’éolienne, la pile à combustible, le générateur diesel et la batterie (lorsqu’elle se décharge). La
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contrainte 2.27 préserve la batterie et sa durée de vie en la faisant fonctionner dans un intervalle
de valeurs prédéterminées expérimentalement. L’état de charge de labatterie garde une valeur
entre 20% et 90% . En dehors de ces valeurs la batterie pourra subir de sérieux problèmes
(baisse du rendement, sur tension, réduction de sa capacité totale. . . )(Wong et al., 2008).
La contrainte 2.28 est associée à la variation de la puissance PBat . Par conséquent, elle peut être
réexprimé par la variation de l’état de charge entre deux périodes d’échantillonnage comme
suivant :
ΔSoCmin  ΔSoC(t) ΔSoCmax (2.32)
Cette contrainte correspond au taux auquel la batterie se charge ou se décharge. On suppose
que l’état de charge de la batterie ne peut pas varier de plus d’un taux de ±70% pendant une
heure soit en charge ou en décharge. Ce qui est équivaut à un taux de ±11.7% par période
d’échantillonnage Δt.
La contrainte 2.29 représente les limites liées au volume du réservoir d’hydrogène alors que
la contrainte 2.30 est une contrainte de design exigé par le choix de la stratégie de gestion.
Comme il a été expliqué, le but de cette stratégie est d’optimisé l’état de santé de la batterie
étant le composant le plus utilisé dans le système. Cette contrainte est intégré directement dans
la fonction objectif (dite aussi fonction économique).
Finalement, la contrainte 2.31 est une contrainte qui limite la puissance fournie par la géné-
ratrice diesel à des valeurs qui garantissent le bon fonctionnement de la génératrice. D’après
(Mendis et al., 2014), le bon fonctionnement de la génératrice exige une puissance fournie
comprise entre 30% et 100% de sa valeur nominale.
2.5.1 Fonction objectif
La fonction objectif, dite aussi fonction économique, a pour objectif d’optimiser l’utilisation
des batteries et des piles à combustible comme étant les deux composantes les plus sensibles
aux intermittences du système d’énergie renouvelable. La fonction objectif est déﬁnie comme
suivant :
C(t) =CB(t)+CH(t)+CD(t) (2.33)
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Avec :
CB : Le coût de remplacement la batterie dû à l’état de santé de la batterie ($).
CH : Le coût de l’utilisation du système à hydrogène ($).
CD : Le coût de l’utilisation de la génératrice diesel ($).
Le coût de remplacement de la batterie, déﬁnit par le changement dans l’état de santé de la bat-
terie par rapport à son état de santé minimum donné dans eq.2.30, est représenté par l’équation
suivante (An & Quoc-Tuan, 2015) :
CB(t) =CBini× ΔSoH(t)1−SoHmin (2.34)
Où, CBini est le coût initial de la batterie dans le système. ΔSoH est le changement de l’état de
santé de la batterie entre deux périodes d’échantillonnages successifs.
Le coût d’utilisation du système à hydrogène est représenté par les équations suivantes :
CH(t) =CPC × (a f cPf c+b f c) (2.35)
Avec : aPC,bPC : sont les paramètres de coût de l’utilisation de la pile à combustible et CPC le
coût du kWh produit par la pile à combustible.
Une fonction quadratique est utilisé pour représenter le coût d’utilisation de la génératrice
diesel :
CD(t) =CDiesel × (agdP2gd +bgdPgd + cgd) (2.36)
Avec : agd,bgd,cgd : sont les paramètres de coût de l’utilisation de la génératrice diesel etCDiesel
est le prix du .
L’objectif est de minimiser la fonction coût pour la période de calcul comme suivant :
min(C) = min
T
∑
t=t0
(CB(t)+CH(t)+CD(t)) (2.37)
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2.6 Conclusion
Dans ce chapitre une méthode de modélisation du système a été développée. Le modèle proposé
est basé sur l’extraction de la puissance de la batterie selon la variation de l’état de charge. Un
modèle discret de l’équivalent en énergie de l’hydrogène a été utilisé. Finalement, une fonction
objectif a été déﬁnie ayant pour objectif de préserver l’état de santé de la batterie tout en
optimisant le transfert énergétique.
CHAPITRE 3
GESTION DE L’ÉNERGIE DU SHSER EN UTILISANT LA PROGRAMMATION
DYNAMIQUE
3.1 Introduction
L’algorithme de Bellman à base de la programmation dynamique cherche le chemin le plus
court à travers le système. Ce chemin correspond aux performances optimales pour l’utilisa-
teur. La première section de ce chapitre explique la topologie du système basé sur l’état de
charge de la batterie. La deuxième section présente la méthode de fonctionnement de l’algo-
rithme ainsi que la méthode pour l’extraction du chemin le plus court à travers un exemple
concret. Finalement, la troisième section détaillera les étapes pour minimiser le coût C(t) et
ainsi optimiser le transfert de l’énergie dans le système en utilisant l’algorithme de Bellman-
Ford.
3.2 Topologie du système
Le système est déﬁni sous forme d’un processus multi-étage dans lequel les états du système
sont les valeurs discrètes de l’état de charge de la batterie décalé par un pas de δSoC. Toute
trajectoire entre les deux nœuds i et j qui respecte la contrainte de l’équation 2.32 et une trajec-
toire probable pour l’algorithme tant que les valeurs de l’état de charge de la batterie respectent
la contrainte de l’équation 2.27.
La ﬁgure 3.1 illustre la topologie de l’algorithme avec toutes les trajectoires possibles allant
de l’état SoC0 jusqu’à l’état ﬁnal SoCT . On déﬁnit 71 états différents possibles à chaque pas
d’échantillonnage qui sont décalés de δSoC égale à 0.01, c-à-d, qu’il existe 71 valeurs pro-
bables de l’état de charge décalés de 0.01 entre l’état de charge minimal 20% et maximal
90%. Il y a aussi au total 144 valeurs de temps échantillonnées dans ce système basé sur un
pas d’échantillonnage,Δt, de 10 min pour la période de 24 heures. SoC0 correspond au nœud 0,
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alors que SoCT correspond au nœud T. Le nombre total de nœud, T, est calculé comme suivant :
T = 71×142+2 = 10226 (3.1)
Figure 3.1 Topologie de l’algorithme de Bellman-Ford
Les ﬂèches dans la ﬁgure 3.1 qui relient les nœuds du système représentent toutes les trajec-
toires possibles. Chaque ﬂèche correspond au changement de l’état de charge de la batterie
ΔSoC(i, j, t) entre deux neuds i et j. Une ﬂèche doit toujours relier deux nœuds décalés de Δt
où j est à l’instant t alors que i est à l’instant t-Δt.
Les valeurs initial et ﬁnal des nœuds du système sont prédéterminées.
3.3 Méthodologie
Cette partie se concentre sur l’explication du principe du chemin le plus court en se basant sur
les travaux de Bellman et Kalaba (Bellman & Kalaba, 1965) ainsi que l’explication du principe
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de fonctionnement de l’algorithme à travers un exemple concret. Notez bien que l’exemple ne
représente en aucun cas notre système d’étude.
3.3.1 Extraction du chmin le plus court
En considérant un réseau constitué de N nœuds liés par des ﬂèches d’interconnexion. Soit
ti j > 0, le temps nécessaire entre les deux nœuds "i"et "j". Naturellement, on a toujours ten-
dance à transformer un système d’un état initial vers un état ﬁnal en minimisant le temps. Par
analogie, on peut considérer notre problème comme étant la transformation du système d’un
état initial vers un état ﬁnal de la manière la plus efﬁcace.
Soit N, le nœud terminal désiré et soit wi le temps minimal nécessaire pour transormer le sys-
tème de l’état i à son état ﬁnal N à travers le chemin le plus court.
En utilisant le principe de chemin optimal, l’ensemble des solutions algébriques peut être re-
présenté par l’équation suivante :
wi = min j =i(wj + ti j) avec i = 1, ...,N−1; wN = 0 (3.2)
L’unicité de la solution a été démontré dans (Bellman & Kalaba, 1965). Par convention, wki
représente le temps minimal pour passer du nœud i au nœud N, en passant par k nœuds inter-
médiaires. Ainsi w0i représente le temps minimal pour passer du nœud i à N en passant par zéro
noeud intermédiaire. Notez bien que pour un système à N nœuds, on ne peut pas avoir plus que
N-2 nœuds intermédiaires entre deux nœuds du système.
Initialement, pour tout i=1,2,...,N on suppose que :
w0i = tiN et tNN = 0 (3.3)
L’équation 3.2 représente la méthode utilisée pour pouvoir transformer un système d’un état
initial "i" à un état ﬁnal "N". S’il n’y a pas un lien direct entre i et N, alors on a w0i =+∞. Pour
éviter des problèmes de topologies on va supposer que w0i = 10
40 ou toute autre valeur assez
grande.
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L’approximation suivante, w1i , est obtenue par la formule suivante :
w1i = min j =i(w
0
j + ti j) ; 1 i N−1; w1N = 0 (3.4)
Les operations de l’équation 3.4 sont effectués par calcul de toutes les valeurs des trajectoires
possibles. Les valeurs de ti j et w0j sont requis pour le calcul. La minimization est effectuée par
une comparaison directe des sommes. Ainsi, Le temps de calcul va être minimiser ainsi que
l’espace de stockage nécessaire pour effectuer le calcul. La formule de calcule générale est la
suivante :
wk+1i = min j =i(w
k
j + ti j) ; 1 i N−1; wk+1N = 0 ; 1 k  N−2 (3.5)
De même, On peut considérer le terme wki j comme étant le temps minimal pou transformer le
système de l’état i à l’état j en passant au plus par k nœuds intermédiares. Par analogie on a
l’équation :
wk+1ir = min j =i(w
k
jr + ti j) ; 1 i N−1; wk+1N = 0 ; 1 k  N−2 (3.6)
3.3.2 Exemple d’extraction du chemin le plus court
L’exemple suivant fournit plus de clariﬁcation sur la méthode de fonctionnement de l’algo-
rithme de Bellman utilisé dans notre travail.
Soit un système composé de 6 nœuds dont l’objectif est de trouver le chemin le plus court à
partir du nœud initial, noté n0, jusqu’au nœud ﬁnal n5.
La ﬁgure 3.2 représente l’exemple étudié. Les losanges représentent l’ensemble des nœuds :
N = {n0,n1,n2,n3,n4,n5} (3.7)
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Ces nœuds sont interconnectés par des branches :
B = {e01,e02,e13,e14,e23,e24e35,e45} (3.8)
Figure 3.2 Exemple d’explication contenant six nœuds
Notez bien que dans cette exemple comme dans le cas de notre système de travail il n’y a pas
de boucle de retour, c’est à dire que le système évolue dans un seul sens, celui qui transforme
le système initial à son état ﬁnal, et donc les branches ne peuvent avoir qu’un seul sens celui
d’une ﬂèche qui pointe vers le nœud ﬁnal comme représenté dans la ﬁgure 3.2.
Les valeurs sur la ﬁgure correspondent aux poids associés à chaque branches du système. Ces
valeurs P = {1,3,2,−2,4,1,1,2}, comme expliqué ultérieurement, ont une inﬂuence directe
sur le choix du chemin optimal. Chaque branche de l’ensemble B est associée à un poids de
l’ensemble P.
Soit C(nk),le coût optimal pour atteindre le nœud nk à partir du nœud n0. Donc on peut suppo-
ser :
C(nk) = w0k (3.9)
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Vu qu’il n’y a pas de branche allant vers le nœud initial on a alors :
C(n0) = 0 (3.10)
Sur la ﬁgure 3.2, il y a une seule branche qui pointe vers le nœud n1. Ainsi, le coût optimal
selon Bellman (Bellman & Kalaba, 1965), pour atteindre n1, est la somme du coût au nœud n0
et le poids de la branche e01 tel que :
C(n1) = p(e01)+C(n0);
C(n1) = 1+0;
C(n1) = 1;
(3.11)
Le prédécesseur optimal pour le nœud n1, noté pr1 est donc le nœud 0, on note pr1 = n0. Ceci
impliue que le chemin le plus optimal pour arriver au nœud 1 est de passer par le nœud 0 ce
qui est logique. Similairement, il existe une seule branche liant le nœud n2 au nœud n0. Le coût
optimal C(n2) pour atteindre le nœud n2 et caculé comme suivant :
C(n2) = p(e02)+C(n0);
C(n2) = 3+0;
C(n2) = 3;
(3.12)
De même, le prédécesseur optimal du nœud n2 est pr2 = n0.
Le problème du chemin le plus court est réduit à un problème de minimisation de coût, où
le coût est égale à la somme des poids des branches et des coûts des prédécesseurs. Donc, le
chemin optimal à travers le système est déterminé par le coût total le plus faibe requis pour at-
teindre le nœud ﬁnal à partir du nœud initial. Ainsi, pour calculer le coût optimal pour atteindre
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le nœud n3 on utilise l’équation :
C(n3) = min{p(e13)+C(n1); p(e23)+C(n2)};
C(n3) = min{2+1;−2+3};
C(n3) = 1;
pr3 = n2;
(3.13)
Donc, le chemin optimal pour atteindre le nœud n3 à partir du nœud n0 devra passer par le
nœud n2. Cette procédure se repète pour chaque nœud du système jusqu’à atteindre le nœud
ﬁnal n5. Le calcul du coût optimal pour les nœuds 4 et 5 est comme suivant :
C(n4) = min{p(e14)+C(n1); p(e24)+C(n2)};
C(n4) = min{4+1;1+3};
C(n4) = 4;
pr4 = n2;
(3.14)
C(n5) = min{p(e35)+C(n3); p(e45)+C(n4)};
C(n4) = min{1+1;2+4};
C(n5) = 2;
pr5 = n3;
(3.15)
Le chemin le plus optimal est donc celui qui commence au nœud n0 en passant par les nœuds
n2 et n3 pour atteindre le nœud ﬁnal n5.
La ﬁgure 3.3 montre le chemin optimal pour cet exemple.
3.4 Organigramme
L’algorithme de Bellman-Ford utilisé dans ce travail a été expliqué dans la section 3.3. La
ﬁgure 3.4 montre l’algorithme de Bellman pour la gestion de l’énergie dans notre système.
Dans notre travail, le poids de chaque branche correspond au coût C(t), déﬁni dans la section
2.5.1. L’algorithme suit le processus expliqué en se basant sur l’exemple de la section 3.3 qui
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détermine le coût minimal requis pour atteindre le nœud ﬁnal à partir du nœud initial. Un
processus d’itération à travers le système assurera l’évaluation de chaque valeur possible de
ΔSoC de la topologie déﬁnis dans 3.2.
Figure 3.3 chemin optimal pour l’exemple
L’algorithme commence par une déﬁnition de l’état du nœud initial n0 représenté par x j pour
j=0 et du coût du nœud initial :
x j = 0;
C(x j) = 0;
(3.16)
Ensuite , l’algorithme initiallise les valeurs du coût, pour chaque nœud du système à une très
grande valeur pour permettre le calcul à chaque nœud :
C(x j) = 2010 ∀ j ∈ 1,N (3.17)
Il est clairement remarquable ici que toutes les valeurs du coût pour tous les nœuds sont grandes
sauf pour le premier nœud nœud n0 qui est égale à 0.
La première condition vériﬁe que le coût au nœud ni, représenté par xi dans l’algorithme, a une
valeur différentes de l’inﬁni (la valeur de 2010 utilisé dans ce travail). Cette vériﬁcation permet
de s’assurer qu’un chemin existe entre le nœud n j et le nœud ni. Si un chemin entre les deux
nœuds n’existe pas, le nœud i est itéré. Sinon, on calcule le poids associé au chemin entre les
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deux nœuds.
En calculant le poids associé à ce chemin, on croise une condition à vériﬁer. Cette dernière
détermine si le changement de l’état de charge ΔSoC, est dans les limites déﬁnies dans la
contrainte 2.32. Si cette contrainte n’est pas respectée, le nœud ni est itéré. Sinon, la valeur
de ΔSoC(xi,x j, t), qui repésente la différence de l’état de charge entre ni et n j, est utilisée pour
calculer PBat et SoH, en utilisant les équations déﬁnies précédemment dans le chapitre 2. Après,
on calcule les puissances de la génératrice diesel et du système de stockage de l’hydrogène en
se basant sur les contraintes 2.26, 2.29, 2.30 et 2.31.
Le coût C(xi,x j, t), associé à la trajectoire ΔSoC(xi,x j, t) entre les deux états i et j, est calculé
en utilisant les équations 2.33, 2.34 et 2.36 déﬁnies dans la section 2.5.1. Ce coût est égal au
poids w(xi,x j) de la branche entre les deux nœuds.
Une fois ce calcule est fait, on procède à la minimisation exprimé par la condition :
C(x j)> w(xi,x j)+C(xi) (3.18)
Cette condition va déterminer si le coût du chemin optimal, jusqu’au nœud n j, est supérieur
au coût du chemin optimal jusqu’au nœud ni plus le poids w(xi,x j) du chemin entre les deux
nœuds ni et n j. Comme mentionné, le poids de la branche est égale au coût C(t) associé à la
valeur de ΔSoC(i, j, t) entre les nœuds ni et n j. Si la condtion n’est pas satisfaite, le nœud ni est
itéré. Sinon, le chemin optimal jusqu’au nœud n j est exprimé par :
C(x j) = w(xi,x j)+C(xi)
p j = i
(3.19)
Ainsi, le prédécesseur optimal du nœud n j est ni.l’algorithme enregistre cette valeur pour tous
les nœuds du système. Cette information est importante puisqu’elle nous permettera de retra-
cer le chemin optimal à partir du nœud ﬁnal nN . Une fois qu’on a determiné le chemin optimal
jusqu’au nœud ﬁnal nN à partir de son prédécesseur, on peut remonter jusqu’au nœud n0 en
utilisant ces valeurs. Après le calcul de p j, le nœud ni est itéré.
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Figure 3.4 Algorithme de Bellman à base de la programmation
dynamique pour la gestion de l’énergie
Plusierus décisions sont à véiﬁer après l’itération de ni. La première décision permet de s’as-
surer que ni = n j, puisque notre système ne contient pas de chemin qui mène d’un nœud à
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lui-même. Donc si i = j, on itère i.
Si le nœud ni = n j, on passe à la deuxième condition qui détermine si le nœud ni est supérieure
ou égale au nœud maximal nN . Alors, Si i < N, l’algorithme revient à la première décision
pour vériﬁer la présence d’un chemin entre i et j. Si i  N, on passe à la dernière condition
pour vériﬁer si si le nœud n j a atteint le nœud nN . Si j < N alors j est itéré et le nœud ni est
remis à zéro. Si j  N, alors on a parcouru tous les nœuds du système, on a évalué toutes les
trajectoires possibles et le chemin optimal à travers le système a été déterminé. À partir du
dernnier nœud, on peut retracer le chemin optimal Z∗ comme suivant :
z∗n = pN
z∗n−1 = p(z
∗
n)
.
.
.
z∗1 = p(z
∗
2)
Z∗ = (N,z∗n,z∗n−1, ...,0)
(3.20)
Avec n est le nombre de pas d’échantillonnages Δt.
3.5 Résultats et discussion
Une simulation du système dans l’environnement MATLAB a été réalisée en utilisant le modèle
du système décrit dans le chapitre 2 combiné avec le programme développé dans ce chapitre.
Une autre stratégie de gestion, comme montré dans l’organigramme de la ﬁgure 3.5, a été réali-
sée pour le même système aﬁn de comparer les résultats et démontrer l’efﬁcacité de la stratégie
proposée. Une simulation d’une journée a été réalisée pour le système qui a pour but la détermi-
nation de l’écoulement des puissances et le comportement des systèmes de stockage d’énergie
à travers toute la journée. La simulation s’arrête lorsque le SOC atteint sa valeur ﬁnale à t=24h.
L’état de charge ﬁnale désiré pour la batterie est toujours 0.5 lorsqu’on utilise le PD. Ce choix
est pris pour permettre à la batterie d’être toujours disponible et chargée pour le lendemain.
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Figure 3.5 Stratégie de gestion basée sur des règles
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Figure 3.6 Écoulement des puissances suivant la méthode de
programmation dynamique de la ﬁgure 3.4
La simulation du système pour les deux méthodes comparées est effectuée avec un état de
charge de la batterie initial de 0.5(c.-à-d. 50%). La ﬁgure 3.6 montre l’écoulement des puis-
sances dans le système pendant 24 heures. On peut clairement déduire que la puissance de
la charge est satisfaite par les différentes sources d’énergie du système. Au début de la jour-
née, l’éolienne est en arrêt, dans ce cas la batterie fournit la puissance nécessaire. Lorsque la
puissance de l’éolienne est sufﬁsante pour approvisionner la totalité la charge, la batterie a été
arrêté. À t=2 h 15 min, la puissance de la charge passe à des valeurs supérieures, à ce moment,
le générateur diesel est démarrée et fournit une puissance de 5 kW alors que la batterie se dé-
charge à son tour et l’électrolyseur se charge et absorbe l’excés d’énergie dans le système. À
t=4 h 19 min, le générateur est arrêté et la pile à combustible est démarée et commence à géné-
rer la puissance en suivant les ﬂuctuations de la charge. À t=10h00, la puissance de l’éolienne
devient supérieure à la puissance de la charge, à cet instant, on peut constater que la batterie
commence à se charger ainsi que l’électrolyseur.
La ﬁgure 3.7 illustre l’écoulement des puissances du système en utilisant l’organigramme de
la ﬁgure 3.5. La première chose a remarqué en utilisant cette stratégie, c’est la non-utilisation
du générateur diesel, en outre, on constate clairement l’utilisation excessive de la pile à com-
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bustible ce qui signiﬁe que cette technique permet une meilleure réduction de l’utilisation du
générateur diesel.
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Figure 3.7 Écoulement des puissances suivant l’organigramme
illustré dans la ﬁgure 3.5
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Figure 3.8 État de charge de la batterie en utilisant la
programmation dynamique
L’état de charge de la batterie pour les deux stratégies de gestion de l’énergie est illustré dans
les ﬁgures 3.8 et 3.9 respectivement. Pour la méthode basée sur la programmation dynamique,
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l’état de charge est initialement égal à 50% en début de la journée, et il revient à la même
valeur à la ﬁn de la journée, ce qui prouve le bon fonctionnement et l’efﬁcacité de la méthode
proposée. Outre cela, l’état de charge de la batterie a subi peu de ﬂuctuation lorsqu’on utilise
cette méthode, ce qui implique la préservation de l’état de santé de la batterie. Ce constat vient
du choix de la fonction objectif qui prend en considération dans sa formule l’état de santé de
la batterie qui, quant à lui, est lié directement au nombre de charges/décharge de la batterie
comme il a été expliqué dans 2.
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Figure 3.9 État de charge de la batterie en utilisant
l’organigramme illustré dans la ﬁgure 3.5
La ﬁgure 3.9 montre l’état de la charge de la batterie en utilisant la méthode basée sur les
règles. Dans cette simulation, l’état de charge est initialement égal à 50% comme pour l’autre
méthode. Par contre, à la ﬁn de la journée, l’état de charge de la batterie est égal à 73%. Sur
la même ﬁgure, il est clair aussi que, contrairement à l’autre méthode, l’état de charge subit
des ﬂuctuations minimes. Malgré que ces ﬂuctuations sont faibles, mais elles affectent quand
même l’état de santé de la batterie.
Finalement, Les ﬁgures 3.10 et 3.11 illustrent l’énergie stockée dans le réservoir sous forme
d’hydrogène suivant les deux méthodes. Pour ces deux méthodes, les simulations ont été effec-
tuées en considérant que le réservoir contient initialement 20 kWh.
La comparaison entre les deux ﬁgures permet de conclure que dans le cas de la gestion de
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Figure 3.10 Énergie stockée dans le réservoir sous forme
d’hydrogène en utilisant la programmation dynamique
l’énergie en utilisant la programmation dynamique, le niveau d’énergie stockée dans le réser-
voir n’atteint pas sa valeur minimale de 2kWh et à la ﬁn de la journée, le réservoir contient une
valeur de 10 kWh. Alors que pour l’autre méthode, on constate que le recevoir est à son niveau
minimal à la ﬁn de la journée ce qui implique que la pile à combustible ne sera pas capable de
produire de l’énergie pour la journée qui suit.
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Figure 3.11 Énergie stockée dans le réservoir sous forme
d’hydrogène en utilisant l’organigramme de la ﬁgure 3.5
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3.6 Conclusion
Dans ce chapitre, un contrôleur global basé sur la programmation dynamique a été développé
en se basant sur le modèle développé précédemment. La méthode a été comparée à une méthode
de base pour démontrer son efﬁcacité. Avec la méthode développée dans ce travail, on garantit
la présence de batteries au début de la journée ainsi qu’une opération optimale du système
visant à prolonger la durée de vie de la batterie du système.

CHAPITRE 4
CONTRÔLE ADAPTATIF DE L’ONDULEUR TRIPHASÉ EN UTILISANT
(SUPER-TWISTING ALGORITHM) AVEC ESTIMATION PAR TEMPS DE RETARD
4.1 Introduction
Dans ce chapitre, un nouveau contrôle de l’onduleur est proposé. Ce contrôle est basé sur le
(Super-Twisting Sliding-mode) avec estimation par temps de retard (STA-ETR). D’abord, on
va élaborer le modèle d’état du système, ensuite on va élaborer le modèle du système dans le
repère dq en utilisant la transformation dans le repère dq, par la suite on entame une explica-
tion détaillée de la méthode de contrôle proposée. Finalement, on va présenter et discuter les
résultats de simulation sur MATLAB/SIMULINK.
4.2 Modèle mathématique du système
4.2.1 Modèle mathématique du système dans le repère abc
Le schéma du système est représenté dans la ﬁgure 4.1, une source d’énergie renouvelabe est
connectée sur le bus CC pour alimenter une charge CA, à travers un onduleur triphasé et un
ﬁltre LC qui ont pour rôle d’éliminer les harmoniques causés par la fréquence de commutation
des interrupteurs de l’onduleur. Le tableau 4.1 donne la liste des symboles utilisés dans le
modèle du système.
La loi de Kirchoff pour la tension appliquées au système donne les équations suivantes :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
V˙Load,an =
1
Cf
Iinv,an− 1Cf ILoad,an
V˙Load,bn =
1
Cf
Iinv,bn− 1Cf ILoad,bn
V˙Load,cn =
1
Cf
Iinv,cn− 1Cf ILoad,cn
(4.1)
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Tableau 4.1 Liste des symboles utilisés dans la
conception du contrôleur STA-ETR
Symbol Deﬁnition
VLoad = [VLoad,an;VLoad,bn;VLoad,cn La tension monophasé aux bornes de la charge dans
le repère abc
VLoad,dq = [VLoad,d;VLoad,q;VLoad,0] Tension de la charge dans le repère dq
ICharge = [ILoad,an; ILoad,bn; ILoad,cn] Courant de la charge dans le repère abc
ILoad,dq = [ILoad,d; ILoad,q; ILoad,0] Courant de la charge dans le repère dq
Vinv = [Vinv,an;Vinv,bn;Vinv,cn] Tension monophasé de l’onduleur dans le repère abc
Vinv,dq = [Vinv,d;Vinv,q;Vinv,0]T Tension de l’onduleur dans le repère dq
Iinv = [Iinv,an; Iinv,bn; ILoad,cn] Courant de l’onduleur dans le repère abc
Iinv,dq = [Iinv,d; Iinv,q; Iinv,0]T Courant de l’onduleur dans le repère dq
Et pour le courant on a les équations suivantes :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
I˙inv,an =− 1Lf VLoad,an+
1
Lf
Vinv,an
I˙inv,bn =− 1Lf VLoad,bn+
1
Lf
Vinv,bn
I˙inv,cn =− 1Lf VLoad,cn+
1
Lf
Vinv,cn
(4.2)
4.2.2 Transformation dq
La transformation "dq" est une opération mathématique qui transforme un système, triphasé et
équilibré, en un système biphasé grâce à un changement de repère. C’est une transformation
assez utilisé pour éviter l’utilisation des variables temporelles (Tension, courante...) dans les
systèmes de contrôle en utilisant des variables constantes qui tournent à un angle θ grâce à un
changement de repère.
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Figure 4.1 Topologie de l’onduleur triphasé avec un ﬁltre LC et
une charge
La transformée dq est une transformation qui conserve la puissance du système. La matrice de
transformation abc/dq0 est déﬁnis comme suit :
P =
√
2
3
⎡
⎢⎢⎢⎣
cos(θ) cos(θ − 2π3 ) cos(θ + 2π3 )
−sin(θ) −sin(θ − 2π3 ) −sin(θ + 2π3 )√
2
2
√
2
2
√
2
2
⎤
⎥⎥⎥⎦ (4.3)
Et la matrice inverse pour la transformation dq0/abc est déﬁnit comme suit :
P =
√
2
3
⎡
⎢⎢⎢⎣
cos(θ) −sin(θ)
√
2
2
cos(θ − 2π3 ) −sin(θ − 2π3 )
√
2
2
cos(θ + 2π3 ) −sin(θ + 2π3 )
√
2
2
⎤
⎥⎥⎥⎦ (4.4)
On obtient donc :
fdq0 = P. fabc (4.5)
fabc = P−1. fdq0 (4.6)
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4.2.3 Modèle du système dans le repère dq
Le modèle du système dans le repère abc est valide. Cependant, les variables d’états sont des
variables sinusoïdales. Pour faciliter le contrôle, le modèle peut être transformé dans le repère
dq0 en utilisant la transformation déﬁnie dans la section précédente. On a ainsi :
⎡
⎢⎢⎢⎣
VLoad,d
VLoad,q
VLoad,0
⎤
⎥⎥⎥⎦=
√
2
3
⎡
⎢⎢⎢⎣
cos(θ) cos(θ − 2π3 ) cos(θ + 2π3 )
−sin(θ) −sin(θ − 2π3 ) −sin(θ + 2π3 )√
2
2
√
2
2
√
2
2
⎤
⎥⎥⎥⎦ .
⎡
⎢⎢⎢⎣
VLoad,an
VLoad,bn
VLoad,cn
⎤
⎥⎥⎥⎦ (4.7)
⎡
⎢⎢⎢⎣
Iinv,d
Iinv,q
Iinv,0
⎤
⎥⎥⎥⎦=
√
2
3
⎡
⎢⎢⎢⎣
cos(θ) cos(θ − 2π3 ) cos(θ + 2π3 )
−sin(θ) −sin(θ − 2π3 ) −sin(θ + 2π3 )√
2
2
√
2
2
√
2
2
⎤
⎥⎥⎥⎦ .
⎡
⎢⎢⎢⎣
Iinv,an
Iinv,bn
Iinv,cn
⎤
⎥⎥⎥⎦ (4.8)
Les équations de Kirchoff 4.1 et 4.1 transformés dans le repère dq deviennent :
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
V˙Load_d = ωVLoad_q− 1Cf ILoad_d +
1
Cf
Iinv_d
V˙Load_q =−ωVLoad_d − 1Cf ILoad_q+
1
Cf
Iinv_q
I˙inv_d =− 1L f VLoad_d +ωIinv_q+
1
L f
Vinv_d
I˙inv_q =− 1L f VLoad_q+ωIinv_q+
1
L f
Vinv_d
(4.9)
Avec ω = 2π f est la fréquence angulaire du système et f est la fréquence du système.
La ﬁgure 4.2 montre le schéma de contrôle de l’onduleur. Le contrôle de la tension ce fait
avec deux boucles. Une boucle dite boucle interne pour contrôler le courant et une boucle
dite externe pour contrôler la tension de la charge. La boucle externe fournit le courant de
référence comme entrée à la boucle de interne de courant qui fournit la tension de de référence
de l’onduleur pour qui va être traité par une MLI vectorielle (SVPWM).
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Figure 4.2 Schéma pour le contrôle avec les deux boucles
interne et externe charge
4.3 Conception du contrôleur STA-ETR
4.3.1 Boucle de courant
D’aprés les équations 4.9. la boucle de courant est représentée par les équations :
x˙ = Mx+NU1+OW (4.10)
Où,
x =
⎡
⎣Iinv_d
Iinv_q
⎤
⎦ , U1 =
⎡
⎣Vinv_d
Vinv_q
⎤
⎦ , W =
⎡
⎣VLoad_d
VLoad_q
⎤
⎦
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M =
⎡
⎣ 0 ω
−ω 0
⎤
⎦ , N =
⎡
⎣b 0
0 b
⎤
⎦ , O =
⎡
⎣−b 0
0 −b
⎤
⎦et b = 1L f
En présence des incertitudes et des imprécisions des paramètres du système a et b, le modèle
d’état 4.10 devient :
x˙ = (M0+ΔM)x+(N0+ΔN)U1+OW
= M0x+N0U +H1 (x(t)) (4.11)
Avec :
M0 et N0 : les matrices connus des paramètres du système.
ΔM et ΔN : les matrices inconnus des paramètres du système.
H1(t) = ΔMx+ΔNU1+OW : la matrice regroupant toutes les incertitudes et imprécisions du
système.
4.3.2 Boucle de tension
Toujours à partir de 4.9. La boucle de tension est représentée par le modèle d’état suivant :
y˙ = Py+QU2+ΔΦ (4.12)
Où,
y˙=
⎡
⎣V˙Load_d
V˙Load_q
⎤
⎦ , P=
⎡
⎣ 0 ω
−ω 0
⎤
⎦ , y=
⎡
⎣VLoad_d
VLoad_q
⎤
⎦ , Q=
⎡
⎣−a 0
0 −a
⎤
⎦ , U2 =
⎡
⎣Iinv_d
Iinv_q
⎤
⎦ , Δ=
⎡
⎣a 0
0 a
⎤
⎦ ,
Φ=
⎡
⎣ILoad_d
ILoad_q
⎤
⎦ et a = 1Cf
En présence des incertitudes et des imprécisions des paramètres du système a et b, le modèle
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d’état 4.10 devient :
y˙ = (P0+ΔP)y+(Q0+ΔQ)U1+ΔΦ
= P0y+Q0U +H2 (y(t),Φ(t)) (4.13)
Avec,
P0 et ;Q0 : les matrices connus des paramètres du système.
ΔP et ΔQ : les matrices inconnus des paramètres du système.
H2(t) = ΔPx+ΔQU1 +ΔΦ la matrice regroupant toutes les incertitudes et imprécisions du
système.
Les hypothèses suivants ont été considérées dans le travail :
- V ∗Load_dq =Cte : La tension de réference de la charge est constante.
- ILoad_dq : Le courant de la charge varie lentement par rapport au temps d’échantillonnage.
- Les fonctionst H1 (t) et H2 (t) sont localement Lipschitzienne.
Les boucles de courant et de tension règule la tension de la charge en utilisant le contrôle
développé dans ce qui suit.
4.3.3 Sélection de la surface de glissement
Pour éviter toute répétition, le schéma du nouveau contrôle développé est appliqué sur la boucle
de courant alors que la même approche a été utilisée pour le contrôle de la boucle de tension. La
première étape du contrôle par mode de glissement consiste à choisir une surface de glissement
S et le mode de glissement de type intégral terminal qui devrait être stable et assurer une
convergence temporel ﬁnit. Soit S la surface de glissement déﬁnit par :
S = λ1e+λ2
∫ t
0
|e|β sign(e)dy (4.14)
Avec e= x−xd est l’erreur entre les courants de réference et les courants mesurés de l’onduleur,
λ1 = diag(λ1ii)> 0, λ2 = diag(λ2ii)> 0 et i = 1,2 et
1
2
< β < 1
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La dérivée première de la surface de glissement est donc comme suivant :
S˙ = λ1e˙+λ2 |e|β sign(e) (4.15)
Théorème 1 : On considère le modèle d’état 4.10 qui satisais aux hypothèses du posées précé-
demment. La surface de glissement 4.14 est stable et ﬁnie dans le temps indépendamment de
l’état initial.
Preuve 1 :considérant la fonction de Lyapunov suivante :
Ve =
1
2
4
∑
i=1
e2i (4.16)
Soit Ve (e0) la valeur initial de la fonction de Lyapunov choisit. La dérivée première de la
fonction est donnée comme suivant :
V˙e =
4
∑
i=1
eie˙i (4.17)
On va supposé que S˙ = 0 est donné. À partir de l’équation 4.15 on peut obtenir l’expression
suivante :
e˙i =−λ2iλ1i |ei|
β sign(ei) ;avec, i = 1, ...,4. (4.18)
En substituant l’équation 4.18 dans l’équation 4.17 on obtient :
V˙e =−
4
∑
i=1
λ2i
λ1i
|ei|β eisign(ei)
=−
4
∑
i=1
λ2i
λ1i
(
e2i
)β +1
2
=−
4
∑
i=1
2
(
β +1
2
)
λ2i
λ1i
(Ve)
β +1
2 (4.19)
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Avec |ei|= eisign(ei).Donc, V˙e 0 est vériﬁé. on peut réecrire l’équation 4.19 comme suivant :
V˙e =
4
∑
i=1
υiV μe  0 (4.20)
Avec υi =
2
β +1
2 λ2i
λ1i
et μ =
β +1
2
. On considérant que
1
2
< β < 1 et
3
4
< μ < 1. Selon Wang
et al (2009) le système converge en un temps ﬁnit donnée par :
ts =
V 1−μe (e0)
υ (1−μ) (4.21)
4.3.3.1 Estimation des paramètres inconnus du système
Comme mentionné auparavant le vecteur H1 (t) est inconnu et va affecté négativement les per-
formances du contrôle. Ainsi, on va l’estimer en utilisant l’estimation par temps de retard et il
est obtenu à partir de l’équation 4.11 indirectement en utilisant la formule suivante :
Hˆ1 (t) H (t− td) = x˙(t− td)−M0x(t− td)
−N0U1 (t− td) (4.22)
Avec, td le délai d’éstimation (la précision de Hˆ1 (x(t)) est liée directement au choix d’un td
petit). La plus grande valeur possible de td est la période d’échantillonnage du système.
Remarque : En se basant sur l’hypothèse 3, la fonction H1 (t) respecte la condition de Lipschitz
comme suivant :
H˜1i (xit) = |H1i (t)−H1i (t− td) | ρ1itd (4.23)
56
Avec, ρ1i est la constante de Lipschitz, et i= 1,2 et en supposant qu’il y a toujours une fonction
bornée telle que :
ρ1itd = σ1i(t)|Si|1/2
0 < σ1i(t)≤ σ1i (4.24)
4.3.3.2 L’algorithme de contrôle et sa stabilité
Vu que la surface de glissement a été choisie. On va passer maintenant à l’incorporation du
STA-ETR qui devient plus façile. l’algorithme de "Super-Twisting" (Gonzalez et al., 2012;
Evangelista et al., 2013) est formulé comme suivant :
⎧⎪⎨
⎪⎩
S˙ =−K1Σ(S)sign(S)+ψ
ψ˙ =−K2sign(S)
(4.25)
Avec K1 = k1λ1 = diag(K1i) et K2 = k2λ1 = diag(K2i) pour i = 1,2 sont des matrices diago-
nales positives. Σ(S) = diag
(
|Si|1/2
)
et sign(S) = [sign(S1) sign(S2)]
T avec la fonction de
signe déﬁnit comme suivant :
sign(Si) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1, Si > 0
0, Si = 0
−1, Si < 0
(4.26)
L’équation 4.25 est résout en utilisant l’équation 4.15 et en subtituant H1 (t) par sa valeur
estimée dans l’équation 4.22. On obitent :
U1 = N−10
(
−k1Σ(S)sign(S)−M0x− Hˆ1 (t)+ xd
)
+N−10
(
−
4
∑
i=1
λ2i
λ1i
|e|β sign(ei)−
∫ t
0
k2sign(S)
)
(4.27)
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Théorème 2 : Considérant le système triphasé dans l’équation 4.10 qui satisfais au hypothèses
du travail. La loi de contrôle dans l’équation 4.27 assure la convergence de la surface de glis-
sement et sa dérivée au zéro dans un temps de convergence inférieur à :
Ts =
2α1/2max {R}
α1/2min {Ω}
V 1/2 (γ (0)) (4.28)
Chaquefois que les conditions suivantes sont vériﬁées :
K1i > 2σ1itd, K2i >
σ1itd (K1i)2− (K1i)3
2(3K1i−2σ1itdK1i) (4.29)
Preuve 2 :Avant de commencer la démonstration de la stabilité du système et choisir le candi-
dat à la fonction de Lyapunov, on va subtituer la loi de contrôle 4.27 dans l’équation 4.25. On
a :
⎧⎪⎨
⎪⎩
S˙ =−K1Σ(S)sign(S)+λ1H˜1(t)+ψ
ψ˙ =−K2sign(S)
(4.30)
Pour assurer la convergence du système 4.10 on assumera la fonction quadratique de Lyapunov
suivante :
V = γTRγ (4.31)
Avec, γ = [γ1i,γ2i], γ1i = |Si|1/2 sign(Si), γ2i = ψ . La fonction de Lyapunov (Équation 4.31)est
continue et non-dérivable à Si = 0 (Chen et al., 2011). La matrice R ∈R2×2 est choisie de telle
façon que la la fonction soit déniti positif et radialement borné. La matrice est déﬁnit comme
suit :
R =
1
2
⎡
⎣K21i+4K2i −K1i
−K1i 2
⎤
⎦ (4.32)
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αmin {R}‖γ‖22 V  αmax {R}‖γ‖22 (4.33)
Avec, αmin {R} et αmax {R} sont le minimum et le maximum valeurs propres de R et ‖γ‖22 est
la norme euclidienne de γ . La dérivée première de la fonction de Lyapunov est donnée par :
V˙ = γ˙TRγ + γTRγ˙ (4.34)
La dérivée temporel de γ est déﬁnit comme suivant :
⎧⎪⎪⎨
⎪⎪⎩
γ˙1i =
1
2 |Si|1/2
S˙i
γ˙1i = ψ˙i; i = 1,2.
(4.35)
En utilisant l’équation 4.35, on peut réecrire γ˙ en forme matricielle :
γ˙ =
1
|γ1i|
⎡
⎣ K1i2 12
−K2i 0
⎤
⎦
⎡
⎣γ1i
γ2i
⎤
⎦+ 1|γ1i|
⎡
⎣λ12
0
⎤
⎦ H˜1i (4.36)
Où : |γ1i| |Si|1/2
L’équation 4.36 peut être réecrite sous la forme :
γ˙ =
1
|γ1i|
[
Asγ +BsH˜1i
]
(4.37)
Avec As =
⎡
⎣ K1i2 12
−K2i 0
⎤
⎦ ; Bs =
⎡
⎣λ12
0
⎤
⎦. En substituant l’équation 4.37 dans l’équation 4.17 on
obtient :
V˙ =
1
|γ1i|γ
T [ATs R+RAs]γ + 2|γ1i|H˜1iBTs Rγ (4.38)
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À paritr de la Remarque 1, on a H˜1i  σ1itd . Alors, on peut établir l’inégalité :
2H˜1iBTs Rγ  σ1itdγTMγ (4.39)
Avec M =
1
2
⎡
⎢⎣K21i+4K2i
−1
2
K1i
−1
2
K1i 0
⎤
⎥⎦
Ainsi, l’équation 4.38 peut être réecrite comme suivant :
V˙  1|γ1i|γ
TΩγ (4.40)
Où :
Ω=−[ATs R+RAs+σ1itdM]= −K1i2
⎡
⎢⎣K21i+6K2i−σ1itd
(
K1i+4
K2i
K1i
)
∗
−σ1itd
2
−K1i 1
⎤
⎥⎦
et
∗= −σ1itd
2
−K1i
En utilisant des gains qui vériﬁent les conditions donnés dans 4.29 alors la condition suivante
est vériﬁée :
det (Ω)> 0 (4.41)
Vu que la condition 4.41 est vériﬁée, alors la matrice Ω est déﬁnit symmétrique positive. Ce
qui implique que V˙ est déﬁnit négatif.Dans ce cas, on peut réécrire l’équation 4.37 comme
suivant :
V˙  −1|γ1i|αmin {Ω}‖γ‖
2
2 (4.42)
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Où αmin {Ω} est la valeur propre minimum de Ω. L’équation 4.42 prouve que la fonction est
déﬁnit semi-négative. Maintenant, on va prouver la convergence du système en un temps ﬁni.
À partir de 4.33, on a :
V 1/2
α1/2max {R}
 ‖γ‖22 
V 1/2
α1/2min {R}
(4.43)
On peut facilement conclure que : |γ1i| ‖γ‖2 et à partir des équations 4.42 et 4.43 on a :
V˙  −1|γ1i|αmin {Ω}‖γ‖
2
2
 −αmin {Ω}
α1/2max {R}
V 1/2 (4.44)
Selon cette équation, le temps de convergence de la surface de glissement est obtenu comme
suivant :
Ts =
2α1/2max {R}
α1/2min {Ω}
V 1/2 (γ (0)) (4.45)
Figure 4.3 Formes d’ondes des courants et tensions en utilisant
des charges linéaires
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4.4 Résultats et discussion
Tableau 4.2 Tableau des paramètres de simulation du
contrôleur STA-ETR
Paramètre Valeur
Tension composé U=207V
Charge linéaire 1 (Charge 1) RCharge1 = 4Ω;LCharge1 = 0.2mH
Charge linéaire 2 (Charge 2) RLoad2 = 2Ω;LLoad2 = 137μH
Charge non-linéaire (Charge NL) pont de diodes avec :RNL = 14Ω;LNL = 25mH
Filtre LC Lf = 1mH;Cf = 6μF
Tension du bus DC VDC = 450V
Fréquence du système 60Hz
Fréquence de commutation 4kHz
Une simulation a été réalisée dans l’environnement MATLAB/SIMULINK pour un onduleur
triphasé dans un système autonome alimentant une charge triphasé. La commande du système
est présentée sur la ﬁgure 4.2 et les paramètres de l’onduleur triphasé sont donnés par le tableau
4.2.
Figure 4.4 Formes d’ondes des courants et tensions en utilisant
des charges non-linéaire
Deux simulations ont été réalisées en utilisant des charges linéaires et non linéaires. Dans la
première simulation, la charge utilisée est une charge linéaire. On a commencé la simulation
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par l’approvisionnement des charges linéaires (1) et (2). À l’instant t=0.2 s, les paramètres de
la charge ont été changés en déconnectant la charge (2) (Voir tableau 4.2). La deuxième simula-
tion a été réalisée en alimentant la charge non linéaire indiquée dans le tableau des paramètres
pour mettre en évidence l’efﬁcacité et la stabilité du contrôle proposé.
Figure 4.5 Fréquence du système en utilisant des charges
linéaires
Les résultats de simulation sont présentés dans les ﬁgures ci-dessus ; ces résultats montre que
le STA-ETR proposé a l’abilité de réguler la tension pour suivre la référence (dans ce cas
Vre f = 120V ) même durant la variation de la charge ce qui s’approche de la réalité.
Les ﬁgures 4.3 et 4.4 montrent, respectivement, les formes d’ondes du courant et de la tension
de la charge linéaire et non linéaire. Les formes d’ondes sont illustrées dans le repère abc. Dans
la ﬁgure 4.3, à l’instant t=0.2 s, la deuxième charge est déconnecté au système. On remarque
que la forme d’onde du système a changé alors que l’erreur en régime permanent a été éliminée
et la réponse transitoire du système est très petite, voire négligeable. La fréquence du système
est stable et égale à 60 Hz comme montrés sur la ﬁgure 4.5.
Pour mieux illustrer l’efﬁcacité du contrôle proposé. Un test a été réalisé en comparant le
contrôle utilisé dans ce travail avec un contrôleur PI montré dans la ﬁgure 4.6. Le même scé-
nario utilisé pour obtenir les résultats de la ﬁgure 4.3 a été reproduit pour les deux contrôleurs
(STA_ETR et PI) en utilisant les mêmes paramètres. La ﬁgure 4.7 montre la réponse des deux
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contrôleurs pour le même scénario.
Figure 4.6 Contrôle de tension utilisant contrôleur PI
Figure 4.7 Tensions de la charge pour les deux contrôleurs
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Il est clairement stipulé qu’au début de la simulation le signale du contrôleur PI se stabilise
plus rapidement que le contrôleur STA-ETR ce qui prouve que le contrôleur PI offre légère-
ment une meilleure réponse dynamique. L’action intégrale dans les deux contrôleurs permet
d’annuler l’erreur stationnaire dans les deux contrôleurs. À t=0.2s, lorsque la deuxième charge
est déconnectée la valeur de l’erreur stationnaire reste toujours nulle pour le contrôleur STA-
ETR alors qu’elle ne l’est plus pour le contrôleur PI ce qui prouve que le contrôleur STA-ETR
est plus approprié à la présence des variations dans les paramètres du système. La ﬁgure 4.8
montre la puissance de la charge pour les deux contrôleurs. En outre, à t=0.2s, la puissance de
la charge avec le contrôleur PI est légèrement inférieure à la valeur désirée (Pcharge = 3000W )
ce qui conﬁrme le constat précédant.
Figure 4.8 puissqance de la charge pour les deux contrôleurs
4.5 Conclusion
Dans ce chapitre, on a élaboré un nouveau contrôle adoptif appliqué à l’onduleur triphasé dans
un système autonome en représentant un nouveau STAET. L’utilisation du mode de glissement
à base de "Super-Twisting" est due à ses performances de convergence rapide, précision et
atténuation de l’effet du (Chattering). L’utilisation de l’estimation par temps de délai pour
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estimer les paramètres inconnus du système ainsi que les perturbations externes permet de
réduire considérablement le problème du (Chattering). Une comparaison entre le contrôleur
développé et un contrôleur PI permet de conclure que le contrôleur développé est plus adapté
aux systèmes opérés sous plusieurs points de fonctionnement, contrairement au contrôleur PI
généralement conçu pour un point de fonctionnement précis.

CHAPITRE 5
CONTRÔLE DU MICRO-RÉSEAU
5.1 Introduction
Avec l’attention portée récemment sur les problèmes environnementaux de la génération basée
sur le diesel, ainsi que les prix augmentant des carburants et les coûts du transport. La produc-
tion de l’énergie basée sur les énergies renouvelables soutenues par des systèmes de stockage
d’énergies comme les piles à combustible représentent une alternative assez prometteuse. L’un
des problèmes rencontrés dans ce type d’application est le contrôle du système complet vu qu’il
se compose de plusieurs éléments et de plusieurs convertisseurs ayant des dynamiques assez
différentes ce qui rend la tâche du contrôle du système entier un peu difﬁcile. L’objectif de ce
chapitre est d’atteindre une régulation de tension et de fréquence robuste en maintenant l’équi-
libre de puissance du SHSER. Le contrôle de l’onduleur est basé sur la commande développée
dans le chapitre 4. Le contrôle des convertisseurs de la pile à combustible, l’électrolyseur et
la batterie a été proposé. Le contrôle et la connexion au bus CA du générateur diesel ont été
intégrés aux systèmes. Les résultats de simulation du système montrent que la stratégie de
gestion de l’énergie ainsi que les contrôles proposés sont capables de réguler la tension de la
charge ainsi que la fréquence du système dans des limites acceptables tout en optimisant le
fonctionnement du SHSER.
5.2 Topologie du système
La topologie du système avec tous les convertisseurs est illustrée dans la ﬁgure 5.1. Le généra-
teur diesel est connecté sur le bus CA. Le convertisseur hacheur-élévateur permet de connecter
la batterie du système sur le bus CA. La pile à combustible est connectée sur le bus CC à travers
un convertisseur élévateur, alors que l’électrolyseur est connecté sur le bus CA à travers un re-
dresseur pont de diodes suivi d’un ﬁltre et d’un convertisseur hacheur. La batterie est connecté
sur le bus CC. Dans la suite le contrôle de chaque convertisseur est développé en détail.
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Figure 5.1 topologie du SHSER
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5.3 Contrôle MPPT du redresseur de la génératrice synchrone à aimant permanent
Pour chaque vitesse du vent il faut déterminer les valeurs optimales de λ et β , aﬁn d’obtenir la
grande valeur de CP et d’extraire la puissance maximale. L’angle d’orientation de pale est ﬁxé
à 0˚ pour un maximum de puissance, ensuite on contrôle le rapport de vitesse en bout de pale λ
par la technique de MPPT (maximum PowerPoint tracking). Enﬁn, on trouve notre coefﬁcient
de puissance Cp en fonction des deux paramètres.
5.3.1 Extraction de la puissance maximale
Le MPPT sert à extraire la valeur maximale de la puissance de l’éolienne. Pour cela, il faut
trouver la valeur λ et β qui permettent d’obtenir le Cp,max.
La ﬁgure 5.2 permet de montrer les différentes courbes de Cp,maxen fonction de l’angle des
pâles. On peut remarquer qu’on atteint le Cp,max 	 0.49 pour un angle de pâle égale à 0˚ (Ma-
thworks, 2006).
À partir des paramètres Cp,max et λ on peut calculer la vitesse de référence écrit comme sui-
vant :
Ωre f =
λnomV
R
(5.1)
La puissance extraite maximale est donnée par :
Pmax =
1
2
Cp,maxρπR2(
RΩre f
λnom
)3 (5.2)
Cette vitesse de référence représentée par l’équation 5.1 sera utilisée comme référence pour le
contrôle du redresseur développé dans la section suivante. (Cellier, 2012)
5.3.2 Contrôle orienté par ﬂux rotorique du redresseur de la PMSG
Le couple électromagnétique de la PMSG dans le référentiel dq0 est donné par : (Freire et al.,
2012)
Tele =
3
4
p(λmiq) (5.3)
70
avec :
p : nombre de paires de pôles
λm : Le ﬂux rotorique.
iq : Le courant statorique suivant l’axe q représenté dans le référentiel dq.
Figure 5.2 Courbes du coefﬁcient de puissance en fonction de λ
et β . (Mathworks, 2006)
À partir de l’équation (5.3), on peut constater qu’il y a une relation linéaire entre le courant iq
et Tele. Ainsi, le couple électromagnétique va être contrôlé en régulant le courant de l’axe q. le
courant suivant l’axe d est forcé à id = 0 pour obtenir un couple maximal.
La ﬁgure 5.3 montre la structure de contrôle avec modulation par hystérésis. La vitesse de
référence n’est que la vitesse calculée dans la section précédente en utilisant l’équation (5.1).
Le signal d’erreur est traité par un régulateur PI pour obtenir le courant de référence (i∗q).
Ce courant est comparé au courant statorique du PMSG. L’erreur est envoyée à un contrôleur
71
hystérésis pour commander le redresseur. Le courant de référence s’écrit sous la forme :
i∗q =
4
3
T ∗ele
pλm
(5.4)
Figure 5.3 Structure du contrôle orienté par ﬂux rotorique
Figure 5.4 Vitesse de la PMSG en utilisant le contrôle orienté
par ﬂux rotorique
La ﬁgure 5.4 représente la vitesse de la PMSG en utilisant le contrôle orienté par ﬂux rotorique.
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On constate que la vitesse de la PMSG suit la vitesse de référence calculée pour obtenir le
MPPT.à t = 0s, la vitesse de vent est faible ainsi l’éolienne est arrêtée et sa vitesse est à 0 rad/s.
À t = 0.1s, t = 0.2s, t = 0.3s, les vitesses de vent changent et ainsi la vitesse de référence de
la PMSG passe de 40 rad/s à 60 rad/s et enﬁn 70 rad/s avec un temps de réponse de moins de
0.05s ce qui démontre l’efﬁcacité du contrôle développé.
5.4 Contrôle de l’onduleur
Dans le cas de notre SHSER isolé du réseau, le rôle de l’onduleur dans le système est la régula-
tion de la tension et de la fréquence du côté de la charge. À cet égard, l’onduleur est considéré
comme une source de tension controllé en tension et il est utilisé pour réguler l’amplitude de la
tension et la fréquence du système. Le contrôle développé dans le chapitre 4 sera utilisé pour
la régulation de la tension et de la fréquence du SHSER.
Figure 5.5 Contrôle de la génératrice diesel
5.5 Contrôle de la génératrice diesel
Dans le cas de notre système, la génératrice diesel aura deux modes de fonctionnement :
- Compensateur synchrone : dans ce mode de fonctionnement, le générateur synchrone ne
fournira que l’énergie réactive de la charge.
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- Mode génératrice : Dans ce mode de fonctionnement, la génératrice diesel fournira la puis-
sance active déterminée par la stratégie de gestion de l’énergie ainsi que l’énergie réactive
de la charge.
Un embrayage entre le moteur diesel et la génératrice synchrone permettra le passage entre les
deux modes de fonctionnement.
Un embrayage entre le moteur diesel et la génératrice synchrone permettra le passage entre les
deux modes de fonctionnement. Comme le générateur diesel doit fournir une puissance active
prédéterminée par la stratégie de gestion. Un contrôle basé sur le statisme a été développé
aﬁn de permettre un bon fonctionnement. Le contrôle développé pour la génératrice diesel est
montré dans la ﬁgure 5.5. La puissance de référence est envoyée par le contrôleur central et
doit être exécutée par le générateur diesel.
Figure 5.6 Contrôle du convertisseur élévateur de la pile à
combustible dans le système
5.6 Contrôle de la pile à combustible
Dans notre travail, une pile à combustible à membrane échangeuse de protons a été utilisée.
La pile à combustible est connectée sur le bus CC à travers un convertisseur élévateur comme
montrée dans la ﬁgure 5.1. La ﬁgure 5.6 donne le contrôle du convertisseur de la pile à combus-
tible. Le contrôleur central développé dans le chapitre 3 fournit la puissance de référence de la
pile pour un fonctionnement optimal du système. Cette puissance est divisée par la tension du
bus CC pour déterminer le courant de référence. Cette référence de courant est comparée par la
suite avec le courant de la pile pour générer le signal de commutation. L’équation représentant
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le contrôleur PI est donnée comme suivant :
d = (Kp,Pa`C +
Ki,Pa`C
s
)(
PPa`C,re´ f
VCC
− IPa`C) (5.5)
Où Kp,Pa`C et Ki,Pa`C sont les gains du contrôleur PI.
5.7 Contrôle de l’électrolyseur
Figure 5.7 Contrôle du convertisseur hâcheur de l’électrolyseur
du système
Dans le SHSER proposé, un électrolyseur est utilisé pour produire de l’hydrogène en utili-
sant l’excès d’énergie dans le système. Cette énergie est utilisée après pour décomposer l’eau.
L’électrolyser est connecté au bus CA à travers un redresseur non commandé suivi d’un conver-
tisseur hâcheur. Le convertisseur est contrôlé en courant comme pour la pile à combustible. La
ﬁgure 5.7 illustre le contrôle de l’électrolyseur du SHSER. La puissance de référence en pro-
venance du contrôleur central est divisée par la tension à la sortie du redresseur pour fournir
le courant de référence de l’électrolyseur, cette référence est comparée par la suite au courant
de l’électrolyseur pour générer le signal de commutation. L’équation du contrôleur PI est la
suivante :
d = (Kp,e´le+
Ki,e´le
s
)(
Pe´le,re´ f
VCC
− Ie´le) (5.6)
Où Kp,e´le et Ki,e´le sont les gains du contrôleur PI.
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5.8 Contrôle de la batterie
Dans le cas de notre SHSER, la batterie est utilisée pour réguler la tension VCC du bus CC
du système de conversion de l’énergie éolienne à travers un convertisseur hâcheur-élévateur.
La puissance générée par l’éolienne passe dans le bus CC, et dans le cas d’un déséquilibre de
puissance, il apparaît sous forme de ﬂuctuation de la tension CC comme on peut le remarquer
en interprétant l’équation 5.7 , ainsi, le contrôle de la batterie sert à réguler la tension du bus
CC pour maintenir l’équilibre de puissance dans le système. Dans le contrôle développé, le
signal d’entrée est la tension du bus CC, VCC. Le schéma de contrôle du convertisseur hâcheur-
élévateur est donné dans la ﬁgure 5.8, cette stratégie comporte deux boucles. La boucle interne
contrôle le courant de la batterie alors que la boucle externe contrôle la tension du bus CC.
vCC =
√
2
C
∫
(Pe´olienne+PDg+PPa`C −PCharge−Pe´le)dt (5.7)
Figure 5.8 Contrôle du convertisseur hâcheur/élévateur de la
batterie dans le système
5.9 Résultats et simulations
Le SHSER A été simulé en entier sous différentes conditions de vitesse de vent et de charges.
Le partage de la puissance active entre les différentes composantes du système a été observé
suivant l’algorithme de partage de puissance développé dans le chapitre 3. Les paramètres des
composantes du système utilisé dans la simulation sont donnés dans l’annexe I-1.
Trois modes de fonctionnement sont simulés :
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- Mode éolienne seulement (ÉS) : La puissance de la charge est assurée par l’éolienne, la pile
à combustible et la batterie. Le moteur diesel est découplé de la génératrice synchrone qui
fournit toujours la puissance réactive de la charge.
- Mode diesel seulement (DS) : dans ce mode l’éolienne est arrêtée à cause de la faible
vitesse du vent ou à cause d’une vitesse supérieure à la vitesse permise par le manufacturier.
L’électrolyseur et la batterie absorbent l’excès d’énergie du système.
- Mode éolienne et diesel (ÉD) : la puissance active est assurée à la fois par l’éolienne et par
le générateur diesel selon la stratégie de gestion de l’énergie déﬁnie dans le chapitre 3.
5.9.1 Mode éolienne seulement
Figure 5.9 Performances du systeme dans le mode ÉS
Dans ce mode, la puissance active est assurée par l’éolienne, la batterie, et la pile à combustible
alors que l’excès d’énergie est absorbé par l’électrolyseur et la batterie. La génératrice diesel
est opérée en mode condensateur synchrone. Les ﬁgures 5.9 et 5.10 montrent tous les scénarios
possibles dans ce mode.
La ﬁgure 5.9 montre la tension de la charge, la tension du bus CCp ainsi que la fréquence
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du système, tandis que la ﬁgure 5.10 illustre l’écoulement des puissances dans le système, ce
dernier, a été soumis à plusieurs variations de la charge, de la puissance de l’éolienne et des
puissances de référence de la pile à combustible et de l’électrolyseur pour tester la capacité des
contrôles proposés à réguler la tension et fréquence du système sous différentes conditions de
fonctionnement imposées par le contrôleur central.
Figure 5.10 Écoulement des puissance du système pour le mode
ÉS
Le scénario débute à t=0s avec une charge de 3 kW alors que l’éolienne est en arrêt. À t=0.2s,
l’éolienne est mise à marche et commence a injecter de la puissance dans le réseau, et on peut
constater que les transitoires dans la tension du bus CC sont caractérisés par un dépassement de
3% qui est acceptable dans ce cas. Une consigne de Plec,re f = 4kW a été envoyé à l’électrolyseur
pour absorber le surplus de puissance, on peut constater que la batterie ne se décharge plus et
régule seulement la tension CC. À t=1s, la charge a été augmentée à PCharge = 8kW , alors la
batterie commence à compenser la différence entre la puissance de charge et la puissance de
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l’éolienne et garantissant ainsi la régulation de la tension du bus CC suivant l’équation 5.7.
À l’instant t=1.2s, une consigne de PPC,r f = 3.5kW a été envoyé au contrôleur de la pile à
combustible pour générer la puissance demandé. Finalement, les courbes de fréquence et de
tension démontrent la capacité du système à réguler sa tension et sa fréquence à leurs valeurs
nominales.
Figure 5.11 Performances du systeme dans le mode DS
5.9.2 Mode Diesel seulement
Dans ce mode, on suppose que l’éolienne est arrêtée (Vitesse de vent trop faible ou supérieur
à la limite permise). Dans ce mode, la puissance active est assurée par le générateur diesel,
la batterie et la pile à combustible alors que l’excès d’énergie est absorbé par la batterie et
l’électrolyseur. Au début de la simulation, la batterie absorbe la différence de puissance entre
le générateur diesel et la charge. L’excès de la puissance est ensuite partagé entre la batterie
et l’électrolyseur. La Batterie a commencé à fournir de la puissance lorsque la charge a été
augmentée. Finalement, la batterie absorbe la puissance fournie par la pile à combustible pour
réguler le bus CC à sa valeur nominale.
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Les ﬁgures 5.11 et 5.12 montrent les performances du système ainsi que l’écoulement des puis-
sances entre ces différents éléments. Le système subit une variation de la charge à t=1.2s. Alors
que, l’électrolyseur, a été activé entre t=0.1s à t=0.6s pour absorber la puissance prédéﬁnie par
le contrôleur central. Entre t=0.9et t=1.5s, la pile à combustible fournit une puissance constante
suivant la valeur de référence désirée.
Figure 5.12 Écoulement des puissance du système pour le mode
DS
Comme montré par la ﬁgure 5.12, seulement le générateur diesel est utilisé comme source prin-
cipale d’énergie alors que l’éolienne ne produit aucun courant pendant toute la simulation. La
tension et la fréquence du bus CA sont régulées à leurs valeurs nominales. La tension du bus
CC est bien régulée à sa valeur nominale et subit quelques variations, qui sont acceptables, à
cause des différentes variations de charges dans le SHSER. La ﬁgure 5.12 illustre l’écoulement
des puissances dans le SHSER pour le mode diesel seulement (DS). sur cette ﬁgure on peut
déduire clairement que la batterie absorbe toutes les variations du système qui sont traduites
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par les variations du bus CC. On peut aussi remarquer la réponse lente de l’électrolyseur ainsi
que la pile à combustible causée par leur lente dynamique.
5.9.3 Mode Éolienne-Diesel
Dans ce mode de fonctionnement, la puissance est assurée par le générateur diesel et l’éolienne
selon sa disponibilité. Au début de la simulation, les conditions météorologiques sont jugées
convenables et la batterie et l’éolienne produisent de l’énergie.Lorsque la charge a été réduite,
la génératrice diesel a été arrêté l’alimentation de la charge est assurée par l’éolienne seulement.
Après l’arrêt de l’éolienne, la batterie du système assurera l’alimentation de la charge tout en
donnant l’ordre à la pile à combustible de démarrer.
Figure 5.13 Performances du systeme dans le mode ÉD
La ﬁgure 5.13 représente les courbes de tensions et de courants des composantes du système
pour le mode ÉD. Sur la ﬁgure 5.13 on peut voir clairement que la tension et la fréquence du
bus CA sont régulées à leurs valeurs nominales. La tension du bus CC est toujours régulée à
sa valeur désirée et subi des petites perturbations de courtes durées causées par les différentes
variations de la charge et des sources du SHSER.
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La ﬁgure 5.14 illustre l’écoulement des puissances dans le SHSER. au début de la simulation,
la charge est assuré par le générateur diesel et l’éolienne alors que l’excès est emmagasiné
dans la batterie. À t=0.2s la charge est diminué à PCharge = 3kW , et le générateur diesel est
arrêté. À t=0.5s, la puissance de l’éolienne augmente, l’électrolyseur démarre et commence à
absorber la puissance prédéﬁnie par le contrôleur central. Finalement,l’éolienne a a été arrêté à
t=1s et la pile à combustible a été demarrée à t=1.2s pour assurer la puissance nécessaire pour
la charge. Entre temps, la batterie alimente la charge en attendant la connexion du de la pile
à combustible pour éviter toute sorte de défaillance d’approvisionnement. On peut clairement
constater l’importance de la batterie à compenser la dynamique des composantes du système
pour assurer une parfaite régulation de la tension et de la fréquence.
Figure 5.14 Écoulement des puissance du système pour le mode
ÉD
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5.9.4 Conclusion
Dans ce chapitre, le contrôle des convertisseurs du système a été développé. Un contrôle MPPT
du redresseur de l’éolienne permet l’extraction de la puissance maximale de cette dernière. Le
générateur diesel est contrôlé en mode statisme pour permettre d’injecter la puissance désirée
prédéﬁnie par la stratégie de gestion de l’énergie. La régulation de la tension et de la fréquence
du bus CA est assurée par le contrôle de l’onduleur alors que le contrôle de la batterie assure
la régulation de la tension CC et par la suite la régulation de l’écoulement des puissances dans
le SHSER.
CONCLUSION
Comme il a été discuté, la compétitivité des énergies renouvelables nécessite leur intégration
dans des micros réseau avec d’autres sources d’énergie plus ﬁables telles que les générateurs
diesel. Or ceci demande des stratégies de contrôle et de gestion de l’énergie sophistiquée. Dans
ce travail, un système hybride composé d’une éolienne, un générateur diesel, une batterie, une
pile à combustible et un électrolyseur a été étudié.
Un modèle du système basé sur l’état de charge des batteries a été développé. Une fonction
objectif a été conçue pour prendre en considération l’état de santé de la batterie ainsi que la
quantité de carburant consommé. Un nouveau contrôle centralisé pour la gestion de l’énergie
et la répartition des puissances a été proposé. Le contrôleur central a été développé en utili-
sant l’algorithme de Bellman-Ford à base de la programmation dynamique pour minimiser la
fonction objectif entre deux états initial et ﬁnal déterminés par l’opérateur.
Ce contrôle a pour but de prolonger l’état de santé de la batterie tout en réduisant la quantité
de carburant fossile utilisé. L’efﬁcacité du contrôle proposé a été validée par comparaison à un
autre contrôleur basé sur les règles d’état. Les résultats de simulations effectuées montrent que
le contrôle réussit à réduire le nombre de cycles de charge/décharge qui est la principale cause
dans la détérioration de la durée de vie des batteries. Le même contrôle proposé offre d’autres
avantages à savoir garder l’état de charge de la batterie ainsi que le réservoir à hydrogène à des
niveaux acceptables pour pouvoir les utiliser le jour suivant.
Dans le même travail, un nouveau contrôleur adaptatif a été proposé pour le contrôle de l’ondu-
leur du système. Le contrôle développé permet de réguler la tension et la fréquence du système
même en présence des incertitudes. Une comparaison entre ce contrôleur et un contrôleur PI
conventionnel montre bien l’intérêt de ce contrôleur dans les systèmes à paramètres variants
et/ou incluant des termes incertains.
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Finalement, les contrôles locaux des convertisseurs du système ont été développés en prenant
en considération les consignes de références du contrôleur central. Le contrôle MPPT de l’éo-
lienne nous a permis d’atteindre le point de puissance de l’éolienne, alors que le contrôle du
convertisseur hacheur-élévateur nous a permis une extraction maximale de cette puissance. Les
résultats de simulation dans tous les modes d’opération possible et sous différentes conditions
de vents et de charge ont été présentés.
Les stratégies de contrôle développées dans ce travail ont démontré la capacité du système à
réguler la tension et la fréquence du côté de la charge, réguler la tension du bus CC, extraire la
puissance de l’éolienne à son point maximal, prolonger la durée de vie de la batterie et réduire
la consommation du carburant.
RECOMMANDATIONS
Quoique les solutions proposées donnent des résultats satisfaisants. Les recommandations sui-
vantes doivent être prises en considération dans les futurs travaux de recherche sur ce type de
système.
Le coût de remplacement de la batterie, CB(t), introduit dans la fonction objectif prend en
considération la dégradation de la capacité seulement pour 24 heures. Or cette valeur doit être
tout le temps mise à jour vu que c’est un paramètre déterminant dans la stratégie de gestion
développée.
Un modèle Simulink doit être proposé pour le contrôleur central pour pouvoir l’intégrer avec
le système en entier (contrôleur central et contrôleurs locaux) pour permettre une étude plus
approfondie du système.
Une conﬁguration expérimentale est à envisager pour permettre aux étudiants et chercheurs de
l’exploiter et d’améliorer les résultats. Un modèle de prévision de la charge et de la puissance
générée par l’éolienne est nécessaire pour un bon fonctionnement du système.
Le contrôleur adaptatif utilisé dans le contrôle de l’onduleur peut être adapté pour être utilisé
dans le contrôle de la pile à combustible et l’électrolyseur ayant des modèles complexes.
Finalement, une interface homme-machine est nécessaire pour être capable de changer les pa-
ramètres du système plus rapidement.

ANNEXE I
PARAMÈTRES DU SYSTÈME
Tableau-A I-1 Paramètres du système
Élements Paramètres
Éolienne Puissance nominale :20 kW; Puissance maximale :25kW;
Longeur des pâles :5.1 m; Type du générateur : MSAP;
Rs = 0.6Ω ; Ls = 0.00435H ; J = 0.1279kg.m2 ;
F = 0.005N.m
Générateur diesel PN = 10.2kW ; fn = 60Hz ; Rs = 1.62Ω ; L1 = 0.004567H ;
Lmd = 0.1086H ; Lmq = 0.05167H ; J = 0.09238kg.m2 ; P = 2 ;
F = 0.031N.m.s
Batterie Tension nominale :100V ; Tension maximale :108.88V ;
Tension de coupure :75V ; RInterne = 0.00625Ω
Capacité de la batterie : 300 A.h ;
Électrolyseur Uel,0 = 22.25V ;C1,el =−0.1765V ˚C ; C2,el = 5.5015V ;
Iel,0 = 0.1341A ; Rel =−3.3189Ω˚C ; NCell,el = 24 ; ηel = 0.7
CH2 = 8604Ah.l−1 ;
Réservoir d’hydrogène ΔH = 125kWh ; VT = 22.4l.mol−1
Pile à combustible Upc,0 = 33.18V ;C1,pc =−0.013V ˚C ; C2,pc =−1.57V ;
Ipc,0 = 8.798A ; Rpc =−2.04Ω˚C ; NCell,pc = 35 ; ηpc = 0.45
CH2 = 8604Ah.l−1 ;

ANNEXE II
PARAMÈTRES DE LA BATTERIE
Figure-A II-1 Table technique contenant les valeurs de la
tension minimale de charge pour différents types de batteries
Rolls-Flooded (Rolls, 2011b)
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