Abstract. The direct problem, i.e., the description of the spectrum of the Sturm-Liouville boundary value problem with a spectral parameter dependent boundary condition is investigated based on quadratic operator pencils. The corresponding inverse problem is solved. The necessary and sufficient conditions for a sequence of numbers to be the spectrum of such problem are given. An algorithm of recovering the parameters of the problem using its spectrum is proposed and the solution is unique.
INTRODUCTION
In this paper, we solve the direct and inverse spectral problems generated by the Sturm-Liouville equation − y + q(x)y = λ 2 y (1.1)
with the boundary conditions
2) y (a) + (λ α + β )y(a) = 0, (1.3) where λ is the spectral parameter, the parameters α > 0 and β ∈ C and the potential q is real-valued and belongs to L 2 (0, a). Condition (1.3) describes the gyroscopic forces (see [1] ). By the direct problem, we mean the description of the spectrum of problem (1.1)-(1.3) and by inverse problem recovering q, α and β using the spectrum {λ k } ∞ −∞,k =0 of problem (1.1)-(1.3). To describe the spectrum of problem (1.1)-(1.3), we consider the corresponding quadratic operator pencil of the form L(λ ) = λ 2 M − λ G − A. Such an operator pencil with a selfadjoint operator A bounded below describing potential energy, a bounded symmetric operator M ≥ 0 describing the inertia of the system and an operator G bounded or subordinate to A occur in different physical problems, where, in most of cases, they have spectra consisting of normal (or isolated Fredholm) eigenvalues (see Definition 1.1.3 in [2] ). Usually, the operator G is symmetric (see, e.g. [3] , [4] and Chapter 4 in [2] ) or antisymmetric (see [5] and Chapter 2 in [2] ). In the first case G describes the gyroscopic effect while in the latter case damping forces. The problems in which gyroscopic forces occur can be found in [6] , [7] , [8] , [9] , [10] , [11] , [12] . The operator G corresponding to problem (1.1)-(1.3) is symmetric and of rank one and such situation is described in [13] .
We will use the results presented in Section 2 to obtain general results on location of eigenvalues of problem (1.1)-(1.3). We show that the real eigenvalues compose a 'self-interlacing' sequence, what in the simplest case means that positive eigenvalues interlace with the moduli of the negative eigenvalues. For the finite dimensional case such self-interlacing sequences are described in [14] . Such self-interlacing is also known in case of pure imaginary eigenvalues of the so-called generalized Regge problem (see e.g. [15] ). In Section 3, we describe asymptotic behavior of the eigenvalues of problem (1.1)-(1.3). In Section 4, we solve the inverse problem: 1) propose conditions necessary and sufficient for a sequence of numbers to be the spectrum of problem (1.1)-(1.3) with a real q ∈ L 2 (0, a), and the numbers α > 0 and β ∈ R, 2) give an algorithm of recovering q, α and β , 3) prove the uniqueness of the solution.
DIRECT PROBLEMS
We consider Sturm-Liouville problem (1.1)-(1.3) with the gyroscopic condition at the right end of the interval.
Let us introduce the operators A, G and M acting in the Hilbert space H = L 2 (0, a) ⊕ C according to the formulae:
The operator A is selfadjoint and bounded below, i.e., there exists a number γ ∈ R such that A ≥ γI. Then there exists γ 1 < γ such that (A − γ 1 I) −1 is a compact operator (see [2] , Proposition 2.1.1). We associate the quadratic operator pencil
We identify the spectrum of problem (1.1) -(1.3) with the spectrum of the pencil L (λ ). It is clear that the operators M ≥ 0, G ≥ 0 are bounded. We see that M + G ≥ εI (ε > 0) and that the spectrum of the pencil {λ k } ∞ −∞,k =0 consists of normal eigenvalues (see the proof of Proposition 2.1.1 in [2] ).
The following result is a direct consequence of Theorem 3.8 of [13] . 
4. The number n k of eigenvalues counting with multiplicities is odd in each interval
then the number of eigenvalues in the interval (0, |λ κ 0 |) is odd and 0 is a simple eigenvalue. 6. Denote byκ 
ASYMPTOTICS OF EIGENVALUES
In this section, we consider the asymptotic behavior of the eigenvalues of problem (1.1)-(1. 
It is known (see e.g. eq. (1.2.10) in [16] or Theorem 12.2.9 in [2] ) that
where
The solutionK(x,t) possesses partial derivatives of the first order belonging to L 2 (0, a) as a function of each of its variables. Moreover, K(x, 0) = 0 and
It is also clear that
Substituting (3.2) and (3.3) into (3.1), we obtain
where K := K(a, a) and 
Proof. In view of Lemma1.4.3 [16] or Lemma 12.2.1 [2] , one has
This proves this lemma. (ii) there are h 1 ∈ R and positive numbers m < M such that m ≤ |ω(λ )| ≤ M holds for λ ∈ C with Imλ = h 1 (for some h 1 > h), (iii) the exponential type of ω in the lower half-plane coincides with the exponential type of ω in the upper half-plane.
Theorem 3.4.
and
Proof. Denote by
This function is of sine type as well as the function φ given by (3.4) . Denote by {λ
On the other hand, there exists R
(1)
for all λ with |λ | > R
δ . Since ψ is a Paley-Wiener function, one sees that there exists R
δ > 0 such that
δ . Denote by R δ = max{R
δ }. Then, for all λ ∈ C\(Λ δ ∪ {λ : |λ | < R δ }),
Using the Rouche's theorem for |k| large enough each disc |λ − λ (0) k | < δ contains exactly one zero of φ (λ ). Since δ can be chosen arbitrary (positive) small, we obtain
where ∆ k → k→∞ 0. Substituting (3.7) into (3.4), we obtain (3.5) with (3.6). This completes the proof.
INVERSE PROBLEMS
Our aim is to recover q, α and β using the spectrum of problem (1.1)-(1.3). 
where a > 0, R ∈ (0, π 2a ), P ∈ R and {β k } ∞ −∞,k =0 ∈ l 2 . Then there exists a unique set {α > 0, β ∈ R, real q(x) ∈ L 2 (0, a)} such that {λ k } ∞ −∞,k =0 is the spectrum of problem (1.1)-(1.3). Comparing with (4.1) with (4.4), we obtain 
Proof. Let us construct the function
where f ∈ L a . Due to the symmetry of {λ k } ∞ −∞,k =0 and of {λ
k } ∞ −∞,k =0 with respect to the real axis B ∈ R, C ∈ R\{0}, substituting (4.2) into (4.5), we obtain
By Lemma 1.4.3 of [16] or Lemma 12.2.1 [2] , one has
It follows that C = lim k→∞ φ π a k and
We define
we introduce the functions
where 9) and
where {β
. Now let us prove that the zeros {µ k } ∞ −∞,k =0 are interlaced with the zeros {ν k } ∞ −∞,k =0 . To this end we consider the auxiliary problem − y + q 0 y = zy, (4.11)
where z is the spectral parameter and q 0 is a real constant. The eigenvalues of this problem are the zeros of the characteristic function 
Then we introduce the function
Comparing (4.1) with (4.17), we obtain
The product in (4.18) converges uniformly with respect of η belonging to any bounded open domain containing the interval [0, 1] to a function which is entire with respect to λ at η fixed and analytic with respect to η at λ fixed. We consider the functions
which are entire functions of λ at η fixed. Denote by {µ k (η)} ∞ −∞,k =0 the zeros of P(λ , η) and by {ν k (η)} ∞ −∞,k =0 the zeros of Q(λ , η). If cos
Thus we have
The zeros of P(λ , 0) and of Q(λ , 0) are real and pure imaginary. The zeros
of Q(λ , 0) interlace with the zeros {µ k (0)} ∞ −∞,k =0 of P(λ , 0) :
The zeros µ k (η) and ν k (η) are piece-wise analytic functions of η which loose their analyticity only when collide (see, e.g. Theorem 9.2.4 in [2] ). Due to (4.19) the zeros µ k (η) and µ k+1 (η) can leave the imaginary or real axis while η is growing only if with the spectra {µ k } ∞ −∞,k =0 and {ν k } ∞ −∞,k =0 , respectively. We can find q via procedure of [16] described below. Without loss of generality, let us assume that µ 2 1 > 0, otherwise, we apply a shift of the spectral parameter. The function
is the Jost-function of the corresponding prolonged Sturm-Liouville problem on the semi-axis:
Then we construct the S-function of problem (4.21), (4.22):
and the function
Solving the Marchenko equation
K(x,t) + G(x + t) + ∞ x K(x, s)G(s + t)ds = 0, we find K(x,t) and the potential:
which is a real function and belongs to L 2 (0, a). Our aim is to prove that this q together with α obtained from (4.3) and β obtained from (4.6) generate problem (1.1)-(1.3) whose spectrum is {λ k } ∞ −∞,k =0 . To this end, we notice that if s(λ , x) is the corresponding solutions of (1.1) with the obtained potential q(x) then s (λ , a) and ω 2 (λ ) have the same set of zeros. Due to Lemma 3.4.2 of [16] where f 1 ∈ L a . Comparing (4.24) with (3.2), we arrive at ω 1 (λ ) = s(λ , a). Comparison of (3.2) with (4.7) shows that (αC) −1 Q(λ , 1) = (αC) −1 Q(λ 2 ) = s(λ , a). In the same way, comparison (3.3) with (4.8) shows that C −1 (P(λ , 1) − β α −1 Q(λ , 1)) = C −1 (P(λ 2 ) − β α −1 Q(λ 2 )) = s (λ , a). Then C −1 φ (λ ) = C −1 (P(λ ) + αλ Q(λ )) = s (λ , a) + (αλ + β )s(λ , a). Therefore the set of zeros of φ coincides with the spectrum of problem (1.1)-(1.3) with the obtained q, α and β . Theorem is proved. 
