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We consider 1D lattices described by Hubbard or Bose-Hubbard models, in the presence of peri-
odic high-frequency perturbations, such as uniform ac force or modulation of hopping coefficients.
Effective Hamiltonians for interacting particles are derived using an averaging method resembling
classical canonical perturbation theory. As is known, a high-frequency force may renormalize hop-
ping coefficients, causing interesting phenomena such as coherent destruction of tunnelling and cre-
ation of artificial gauge fields. We find explicitly additional corrections to the effective Hamiltonians
due to interactions, corresponding to non-trivial processes such as single-particle density-dependent
tunnelling, correlated pair hoppings, nearest neighbour interactions, etc. Some of these processes
arise also in multiband lattice models, and are capable to give rise to a rich variety of quantum
phases. The apparent contradiction with other methods, e.g. Floquet-Magnus expansion, is ex-
plained. The results may be useful for designing effective Hamiltonian models in experiments with
ultracold atoms, as well as in the field of ultrafast nonequilibrium magnetism. An example of ma-
nipulating exchange interaction in a Mott-Hubbard insulator is considered, where our corrections
play an essential role.
The idea of engineering effective Hamiltonians using
high-frequency perturbations probably goes back to the
famous Kapitza pendulum [1–4]. In classical and celes-
tial mechanics there are many examples of systems with
separation of typical timescales on slow and fast ones,
and corresponding perturbation methods were developed
long time ago (see, e.g., [5]). It is interesting to adopt
these methods to the quantum realm, especially to lattice
systems, where high-frequency perturbations are often
used, e.g. for construction of quantum simulators (well-
controllable quantum systems for simulating complicated
condensed matter phenomena [6–8]). Indeed, a suitable
driving applied to ultracold atoms in optical lattices al-
lows to realize dynamical localization [9, 10]; mimick pho-
toconductivity [11]; simulate artificial gauge fields [12–
14], classical and quantum magnetism [15]; study trans-
port phenomena [16, 17] and phase transitions [18, 19].
In solid-state physics, ac-driven systems are interesting
in the context of dynamical localization [22, 23], coherent
control of transport [24, 25]; microwave-induced topolog-
ical insulators [26]; photoinduced quantum Hall insula-
tors [27], metal-insulator transitions [28, 29], and super-
conductivity [30]. The most of the abovementioned ap-
plications are in fact based on modifying single-particle
hopping amplitudes by a high-frequency force, a phe-
nomenon that can be derived by averaging a Hamilto-
nian of the system (i.e., keeping only zeroth order terms
in 1
ω
(inverse frequency of perturbation) and neglecting
all higher-order terms. However, for many realistic ap-
plications of such type, it is important to derive accu-
rate effective Hamiltonians taking into account higher-
order terms (see, e.g., [31]). Here we determine explic-
itly higher-order corrections to effective Hamiltonians of
driven quantum lattices by elaborating a method [32–
34] inspired by canonical perturbation theory. The cor-
rections correspond to non-trivial (many-body) processes
such as single-particle density-dependent tunnelling, cor-
related pair hoppings, nonlocal (extended) pair hopping,
and so on. Using a suitable driving, we are able to
suppress or enhance a particular process in the effective
Hamiltonian. Such approach can be very useful for en-
gineering particular Hamiltonians, for simulating solid-
state phenomena via optical means, for accurate inter-
pretation of experiments with driven lattice systems, etc.
A particular application to a recent insightful proposal of
ultrafast and reversible control of exchange interactions
[35] is demonstrated.
The method can be seen either as a modification of the
method of [34], or as a modification of Magnus expansion
approach [36, 37]. Surprisingly, they can lead to different
results. Correspondingly, some related methods available
in the literature allow to obtain results that are in accord
with ours [31, 34], while others [36, 42] may lead to appar-
ently different Hamiltonians. Especially the subtle differ-
ence between our approach and modifications of Magnus
expansion method [36] is important. Magnus expansion
[36, 37] is a popular tool in physics and mathematics with
a rapidly growing number of applications. It is interest-
ing that sometimes accuracy of effective Hamiltonians
produced by this method can be drastically increased, as
explained below and in SI (note that Magnus expansion
was actually designed for solving an initial value prob-
lem, not for deriving effective Hamiltonians). To clarify
our approach, let us first start with Schro¨dinger equation
for a lattice system (e.g., a single particle in a driven 1D
tight-binding model), written in the matrix form:
iX˙ = ǫHX, (1)
where ǫ = 1
ω
is a small parameter, ω is a frequency of
perturbation, H(t) is a time-dependent (matrix) Hamil-
tonian of the system, X is a column of coefficients of
expansion of a quantum state in a certain basis, and fast
time was introduced (t→ t/ǫ), resulting in the small co-
efficient ǫ in front of r.h.s of Eq.(1), to put high-frequency
2FIG. 1: (Color online) Exchange interaction Jex in the
driven fermionic two-site model as a function of the driving
strength E0. Parameters: U = 10, ’bare’ tunnelling J = −1,
ω = 16. Harmonic driving changes effective tunnelling con-
stant (J → Je = JJ0(E0)) affecting the exchange interac-
tion in the zeroth order in 1
ω
: J
(0)
ex =
2J2
e
(E0)
U
. Solid curves,
from up to down: ’bare’ exchange interaction J
(0)
ex ; theoretical
prediction J
(2)
ex with corrections up to the second order in
1
ω
taken into account; J
(4)
ex with corrections up to the fourth or-
der in 1
ω
taken into account; J
(∞)
ex with infinite order of terms
in 1
ω
expansion taken into account (with leading order in U
contribution in each term) (the lowest solid curve). Dashed
curve (nearly inderscernable from the lowest solid curve): nu-
merical value of the exchange interaction (kindly provided by
J.Mentink). In the regions where Je is strongly suppressed
by driving (around zeros of J
(0)
ex ), the second order correc-
tions become insufficient, and one needs to include fourth and
higher orders in 1
ω
.
dependence of the Hamiltonian in explicit form. We may
consider Eq.(1) as a classical dynamical system for vari-
ables Xn (components of the column X). We adopt then
a classical averaging method [5, 32, 38–40] to this sys-
tem, in such a way that allows convenient generalization
to many-body systems [32]. To this end, one makes a
unitary transformation X = CX˜ so that equations for
the transformed variables are
i ˙˜X = [C−1ǫHC − iC−1C˙]X˜. (2)
The expression in the square brackets is the new Hamil-
tonian. To get an effective time-independent Hamilto-
nian, the transformation is sought in the form C =
exp[ǫK1+ǫ
2K2+ǫ
3K3+..], whereKi are skew-Hermitian
time-periodic matrices (with zero mean), which would re-
move time-dependent terms from the Hamiltonian, leav-
ing only time-independent ones. An iterative procedure
analogous to the Hamiltonian averaging method give us
[32]
iK˙1 = H(t)− 〈H(t)〉 ≡ {H} , iK1 =
∫
{H} dt,
iK˙2 =
{
HK1 −K1H−
i
2
(K˙1K1 −K1K˙1)
}
,
ǫHeff = [C
−1ǫHC − iC−1C˙] = ǫH0 + ǫ
2H1 + ..,
where curly brackets denote taking the time-periodic part
of a time-dependent function : {X} ≡ X−〈X(t)〉, where
〈X(t)〉 ≡ 12pi
2pi∫
0
X(t′)dt′. Indefinite integrals above are
defined up to an additive constant, which is chosen in
such a way that 〈Ki〉 = 0. We have
H0 = 〈H〉, H1 =
1
2
〈[{H},K1]〉, (3)
H2 =
1
2
〈[{H},K2]〉+
1
12
〈[{[{H},K1]},K1]〉, ..
where square brackets denote matrix commutation:
[A,B] = AB − BA. This procedure resembles Floquet-
Magnus expansion [36], however there is an important
difference due to lifting unnecessary requirementKi(0) =
0 present in that method. As detailed in SI, it often al-
lows to remove the correction H1, therefore obtaining
much more accurate effective Hamiltonians, where cor-
rections to H0 in the expansion start from H2.
Eqs. (3) allow to consider, e.g., a particle in driven
tight-binding models with various boundary conditions,
as well as with additional external potentials (see [32] and
SI). The general Eqs. (3) (which are in agreement with
method of Ref. [33, 34] ) are also convenient for studying
many-body lattice systems. Indeed, in the case of many
particles, one can construct a corresponding Hamiltonian
matrix and fulfil the same transformations. Moreover,
it is not necessary to consider Hamiltonians (3) in the
matrix representation: one can use, e.g., creation and
annihilation operators. Indeed, consider now 1D Bose-
Hubbard model with a strong high-frequency driving:
H = HBH +Hd(t), Hd(t) = ωE(ωt)
∑
j
jnj ,
HBH = J
∑
i
(c†i ci+1 + c
†
i+1ci) + U
∑
i
ni(ni − 1) (4)
where J is the hopping parameter, U is the interac-
tion strength, c†, c are bosonic creation and annihila-
tion operators. Following the approach we used in the
single-particle case, we make a preliminary transforma-
tion U (0)(t) = exp[if(ωt)
∑
j
nj ], f(ωt) ≡
t∫
0
ωE(ωt′)dt′,
and make rescaling of time, t′ = ωt = t/ǫ, so that the
new Hamiltonian is ǫH(t) = ǫ(H0 + δH(t)), where
H0 =
∑
i
Jeff (c
†
i ci+1 + c
†
i+1ci) + U
∑
i
ni(ni − 1),
δH(t) =
∑
i
[δ+(t)c†i ci+1 + δ
−(t)c†i+1ci], (5)
Jeff = J〈e
if(t)〉, δ±(t) = J [e±if(t) − 〈eif(t)〉]
In other words, the new Hamiltonian is ǫH(t) =
ǫ
[∑
i
(δ+0 (t)c
†
i ci+1+ δ
−
0 (t)c
†
i+1ci)+U
∑
i
ni(ni− 1)
]
, where
δ±0 = Je
±if(t).
The unitary transformations we fulfilled in the
single-particle case should be done here as well.
3However, to find operators K1,K2,H1,H2 explicitly,
we fulfil more complicated many-body calculations.
In the first order, we have K˙1 = −i {H} =
−iǫ
∑
i
[δ+(t)c†i ci+1 + δ
−(t)c†i+1ci], and therefore K1 =
−iǫ
∑
i
[δ+1 (t)c
†
i ci+1+δ
−
1 (t)c
†
i+1ci], δ
±
1 =
∫
δ±(t′)dt′. Com-
mutators [H,K1], [[H,K1],K1], etc, are derived in SI.
The first-order terms in the new Hamiltonian (before av-
eraging) are [H,K1] = −2ǫiU
∑
j
δ+1 c
†
j(nj − nj+1)cj+1 −
δ−1 c
†
j+1(nj −nj+1)cj . These terms resemble somehow the
result of calculations of [42] (the structure of Hamil-
tonian is the same, but the coefficients δ±1 are differ-
ent). However, in our approach this contribution dis-
appears during time-averaging (being averaged to zero:
H1 =
1
2 〈[{H},K1]〉 = 0), and therefore to find the non-
vanishing contribution to the effective Hamiltonian, we
need to consider the next orders of perturbation, exactly
as in the single-particle case. This gives us (see SI)
H2 = −2U(∆
+aˆ1 + h.c)− 2U∆0aˆ2, (6)
where
∆+ =
1
2
〈δ+2 δ
+〉, ∆0 =
1
2
〈δ+δ−2 + δ
+
2 δ
−〉,
aˆ1 =
∑
j
(
c†j−1(4nj − nj+1 − nj−1)cj+1
− 2c†jc
†
jcj+1cj+1
)
, δ±2 =
∫
δ±1 (t
′)dt′, (7)
aˆ2 =
∑
j
[
4njnj+1 − 2nj(nj − 1)− (c
†
j−1c
†
j+1c
2
j +H.c.)
]
The effective Hamiltonian contains nearest-neighbour
interactions and several types of correlated tun-
nelling processes (pair tunnelling c†jc
†
jcj+1cj+1 and
pair ”dissociation”/”association” process c†j−1c
†
j+1cjcj/
c†jc
†
jcj+1cj−1). Due to these terms, one may expect a
rich phase diagram of the driven system. In particu-
lar, it is known that extended Bose-Hubbard model, ob-
tained by adding nearest-neighbour interactions to the
Bose-Hubbard Hamiltonian, poseses a supersolid phase.
We note that in the particular case of harmonic pertur-
bation E = −E0 sin t, we have ∆
+ = −
∞∑
k=1
(−1)k
J2
k
(E0)
k2
.
This is a decaying oscillatory function of E0 which can
be either positive or negative, and by varying the ampli-
tude E0 one can either maximize its absolute value (e.g.,
at E0 = 1.77), or put it to zero (e.g., at E0 = 3.33).
At the same time, ∆0 = −
∞∑
k=1
J2
k
(E0)
k2
, which is a non-
vanishing oscillatory function of E0 with local minima at
E0 = 1.93, 5.32, etc. We see that using a suitable driving,
it is possible to suppress or enhance particular processes
in the effective Hamiltonian.
It is worth to consider a classical limit ni ≫ 1, where
one gets a driven Discrete Nonlinear Schro¨dinger Equa-
tion (DNLSE). Applying canonical perturbation theory
to the driven DNLSE we get an effective Hamiltonian
which is indeed the classical limit of Eq.(6), i.e. it can
be obtained from the Eq.(6) by replacing operators with
c−numbers (SI).
Consider now the driven Hubbard model
H = HH +Hd(t), Hd(t) = ωE(ωt)
∑
j
jnj, (8)
HH = J
∑
i,σ
(c†i,σci+1,σ + c
†
i+1,σci,σ) + U
∑
i
ni,σni,−σ
(with c†i,σ, c
†
i,σ being fermionic creation and annihilation
operators) which becomes, after the preliminary trans-
formation discussed above,
H =
∑
i,σ
(
δ+0 c
†
i,σci+1,σ + δ
−
0 c
†
i+1,σci,σ
)
+ U
∑
i
ni,σni,−σ.
Calculations analogous to the Bose-Hubbard model case
give us (see SI)
H1 = 0, H2 = U∆0(−2S +A+A
† + 4V− 2V )
+ U
[
∆−(4R− 2R+R2) +H.c.
]
, (9)
where ∆− = (∆+)∗, and several types of tunnelling and
interaction processes were denoted as S,A,R,R, R2, V,
and V . S is the kinetic exchange interaction. A† de-
notes a tunnelling process where a pair of atoms at jth
site is dissociated into two atoms at neighbouring sites
(j − 1 and j + 1). A denotes a corresponding correlated
tunnelling process of association of two atoms into a pair.
R (R†) denotes a correlated tunnelling process where an
extended pair of atoms is tunnelling to the right (left)
neighbouring sites. R (R†) denotes tunnelling of a lo-
calised pair of atoms to the right (left). R2 (R
†
2 ) denotes
single-particle next-nearest-neighbour density-dependent
tunnelling to the right (left); V is the nearest-neighbour
interaction, and V is the usual local interaction.
S =
∑
j,σ
c†j+1,σcj,σc
†
j,−σcj+1,−σ , (10)
A = A↑,↓ +A↓,↑, Aσ,−σ =
∑
j
c†j,σcj−1,σc
†
j,−σcj+1,−σ,
R = R↑↓ +R↓↑, Rσ,−σ =
∑
j
c†j,σcj−1,σc
†
j+1,−σcj,−σ,
R =
∑
j
c†j+1,↓cj,↓c
†
j+1,↑cj,↑,
R2 =
∑
j,σ
c†j+1,σcj−1,σ(nj−1,−σ − 2nj,−σ + nj+1,−σ),
V =
∑
j,σ
nj,σnj+1,−σ, V =
∑
j
nj,↓nj,↑
4After returning to the physical time (remember that we
did rescaling t → t/ǫ), the second-order correction is
1
ω2
H2 (Eq. 9) (see also [43]).
All the second-order corrections we found enter the ef-
fective Hamiltonian with a prefactor UJ
2
ω2
. We therefore
require not only ω ≫ J , but also UJ
2
ω2
≪ 1 for our theory
be applicable. It is clear that the larger U makes the
corrections more important. Moreover, it is possible to
find situations where our ”corrections” drastically change
effective low-energy Hamiltonians. E.g., for U ≫ 1 and
half-filling, the Hubbard model describes a Mott insula-
tor where remaining spin degrees of freedom are coupled
by an antiferromagnetic exchange interaction Jex =
2J2
U
(this is captured already in a two-site Hubbard model:
among the four states (for total Sz = 0), the two low-
lying states are singlet and triplet states with one elec-
tron per site and energies ES = −
4
J
2
U , ET = 0. The
spectrum at low energies is described by a spin Hamil-
tonian 2Jexs1s2 with Jex = (ET − ES)/2 =
2J2
U
). If
parameters in the driven Hubbard model are such that
J2
U
∼ U J
2
ω2
, i.e. U ∼ ω, then high-frequency corrections
are of the same order as the effective exchange interac-
tion itself, and therefore play a crucial role. Very re-
cently, it was proposed to control exchange interactions
by time-periodic modulation of an electric field [35]. The
corresponding results of [35] can be reproduced and en-
lightened in our approach. For the two-site model, the
correction to the effective Hamiltonian simplifies to
A(E0)
[
(n1↓ − n2↓)(n1↑ − n2↑) − (c
†
2↑c1↑c
†
1↓c2↓ +
c†2↓c1↓c
†
1↑c2↑)
]
−C(E0)(d
†
2d1 + h.c.), where dk are anni-
hilation operators of pairs (doublons), A and C are
functions of driving that in the particular case of har-
monic driving are equal to − 4UJ
2
ω2
∑∞
1
J2
m
(E0)
m2
+ O( 1
ω4
)
and 4UJ
2
ω2
∑∞
1
(−1)mJ2
m
(E0)
m2
+O( 1
ω4
), correspondingly. Pa-
rameter A (which gives the strength of exchange inter-
action) can be calculated taking into account infinite
number of terms in 1
ω
expansion, if we leave only the
leading order contribution in U in every term. Then,
A = −4J2U
∞∑
m=1
J2
m
(E0)
m2ω2−U2 . It is interesting that this re-
sult, obtained under assumption ω > U , remains valid
also for ω < U [35]. We can obtain even more accu-
rate expression for the effective interaction, which in-
cludes influence of other terms in the effective Hamil-
tonian: eigenvalues of the effective two-site model can
be obtained analytically (see SI). The half-distance be-
tween the two lowest levels is equal to ∆E/2 ≡ Jex =
1
4
(
A+ C − U +
√
16J2e + (U + 3A− C)
2
)
≈
2J2
e
U
+A+
2J2
e
U2
(C−3A)+... For parameters used in [35], Jex is shown
on Fig. 1. It reproduces calculations of [35] amazingly
well (see Fig.1 and SI). Moreover, for longer lattices, our
theory provides a value of the effective exchange inter-
action, which is free from (possible) finite-size effects of
the two-site model. Indeed, for large U , one can see that
the most important contribution to the effective Hamil-
tonian comes from S, other terms increase the number of
double occupancies and therefore are suppressed by the
(original) interaction term of the Hubbard model. One
can eliminate them via a standard approach, by a canon-
ical transformation which renormalizes coefficients of the
remaining terms, i.e. exchange interaction ([46]). When
J2
U
∼ U J
2
ω2
, with a good accuracy we find the effective
exchange interaction is composed of the usual J
2
U
part
and our correction from S. So the driving not only mod-
ifies the J
2
U
part (by renormalizing J → Je), but also
adds a ’correction’ S which can be of the same order.
Suppression of the other terms in the effective Hamilto-
nian at large U justify usage of the two-site model result
in the extended system: we see that at least in the 1D
case, the change of the exchange interaction is just the
same as in the two-site system. Recently, the fermonic
two-site system was realised experimentally [47]. For a
long 1D lattice, the ability to switch exchange interaction
to the ferromagnetic type imply an interesting possibil-
ity of simulating an unusual spin-polaron excitation in
driven lattices: a bound state of an extra fermion and a
magnon [45]. Such a quasiparticle has peculiar proper-
ties, e.g. large effective mass ([45],SI). We can also switch
on and off single-particle and doublon hopping by varying
parameters of driving (SI).
To conclude, a convenient method based on canoni-
cal (unitary) transformations has been applied to two
different lattice systems: driven 1D Hubbard and Bose-
Hubbard models. For a general high-frequency driving,
we derive explicitly effective Hamiltonians including cor-
rections from interactions. For a Hubbard model, a very
interesting regime is found, where the corrections drasti-
cally influence the effective (Heisenberg) Hamiltonian.
The results should be useful for forthcoming experi-
ments with cold atoms in driven optical lattices. In par-
ticular, presently in experiments with shaken optical lat-
tices utilising effective (averaged) tunnelling constants, a
frequency of driving is typically chosen in kHz regime,
in order to be much higher than all timescales related to
trapping potential and interactions, and much lower than
interband transition frequency. Explicit knowledge of
corrections from trapping potentials [32] and many-body
interactions we derived here allow to extend area of appli-
cability of shaken lattice simulations to sub-kHz regime,
by choosing driving protocols that cancel second-order
corrections. On the other hand, one can amplify particu-
lar contributions from second-order corrections, thereby
engineering new model Hamiltonians. Another inspiring
direction of applications is photoinduced superconductiv-
ity and metal-insulator transitions [28–30], where recent
studies show importance of induced Kapitza-like effective
potentials [29].
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6Supplementary Information
A. Comparison with Floquet-Magnus expansion
Consider the linear differential equation
Y ′(t) = A(t)Y (t), (11)
where A(t) is, for example, a n×n matrix and Y (t) is a n-dimensional vector function (more general objects can also
be treated [2], e.g. A(t) and Y(t) being operators in Hilbert space). Initial condition Y (0) = Y0 = I is imposed.
Magnus’ proposal is to search for a solution of this initial value problem in the form of
Y (t) = exp (Ω(t)) Y0, (12)
where Ω(t) is n× n matrix.
In the context of quantum physics, this approach is in contrast with the representation Y (t) = T
(
exp
t∫
0
A(s)ds
)
,
where T is the Dyson time-ordering operator.
Magnus found that
dΩ(t)
dt
=
∞∑
0
Bn
n!
adnΩA, (13)
where adnΩA is a shorthand for a nested commutator (adΩA = [Ω, A], ad
k
ΩA = [Ω, ad
k−1
Ω A]), and Bn are the Bernoulli
numbers.
Integration of (13) by means of iteration leads to a series for Ω. In the original formulation, this approach does
not immediately serve for finding time-independent Hamiltonians. However, one can modify it in the following way
[2]. In the case of periodically time-dependent matrix A(t), according to Floquet and Lyapunov, a solution can be
factorized on periodic part and a purely exponential factor:
Y (t) = P (t) exp(tF ), (14)
where F and P (t) are n × n matrices, the latter is periodic P (t + T ) = P (t), and F is constant. Now, one can
interpretate Eq.14 as following: after transformation of the solution by P−1(t), one get in the new representation
an equation of motion determined by constant matrix F instead of A(t). Therefore, P (t) is the analog of our
C = exp(ǫK1(t) + ..) from the main text, while F is the analog of our time-independent Hamiltonian Heff .
Naively, F and Heff should merely coincide with each other. However, there is a subtle but important difference
stemming from different initial conditions.
Let us remind the derivation of Floquet-Magnus expansion [2]. Introducing the factorized form 14 into the differ-
ential equation Y ′ = A(t)Y , one gets equation of motion for P (t).
P ′(t) = A(t)P (t)− P (t)F, P (0) = I. (15)
For P (t) one uses the exponential ansatz
P (t) = exp(Λ(t)), Λ(0) = 0, (16)
and obtains
Λ′ =
∞∑
k=0
Bk
k!
adkΛ(A+ (−1)
k+1F ) (17)
Then, one considers series expansion for F and Λ
Λ(t) =
∞∑
k=1
Λk(t), F =
∞∑
k=1
Fk, (18)
7with all Λk(0) = 0. Λk is supposed to be of order ǫ
k. Alternatively, one can replace A by ǫA, obtaining powers of ǫ
explicitly in the expansion Λ(t) =
∞∑
k=1
ǫkΛk(t).
Evaluating terms with the same order, one gets
Λ1(t) =
∫ t
0
A(x)dx − tF1,
F1 =
1
T
∫ T
0
A(x)dx,
Λ2(t) =
1
2
t∫
0
[A(x) + F1,Λ1]dx− tF2,
F2 =
1
2T
T∫
0
[A(x) + F1,Λ1(x)]dx (19)
One can see that while F1 coincide with our H0, F2 is different from H1. The reason is that the mean value of Λk is
not zero. Instead, a condition Λk = 0 is imposed. In fact, this condition is unnecessary for our purposes (for derivation
of effective Hamiltonians). Let us return back to the original Magnus expansion. In the equation (11), the initial
condition Y (0) = I was imposed. General solution of (11) with other initial conditions can be obtained by multiplying
Y (t) by a constant matrix. The chosen initial condition transforms to P (0) = I when considering the periodic system,
and then to Λ(0) = 0. However, generally we can admit transformations where P (0) 6= I, since we actually interested
not in constructing the fundamental matrix for the solution of the initial value problem, but in constructing effective
Hamiltonians. So, its not a problem if X¯(0) 6= X(0) in the main text. Our main priority is that transformed X¯
evolves according to time-independent effective Hamiltonian which captures averaged behaviour of the system on long
times as good as possible. This freedom (X¯(0) 6= X(0)) allows for tremendous improvement in the construction of
the effective Hamiltonian: namely, cancellation of the first-order corrections. The remaining second-order corrections
cannot be removed by further linear transformations and therefore essential for understanding averaged properties of
the system. One necessarily need to truncate expansion of the time-independent matrix F at some order. Clearly, it
is insufficient to truncate it on the first order corrections (F2), since this part can be removed as described above. We
see that while our expansion described in the main text is in accord with Magnus expansion, it is slightly different
due to initial conditions, and is actually more effective for revealing long-time features of the system: it completely
removes the lowest order correction, so that only higher-order corrections remains.
B. A single-particle tight-binding model
Here and in the next two sections we consider particular models and calculate commutators for the older version
of Eqs. (3) of the main text, that is for expressions available in [3]:
H0 = 〈H〉, H1 =
1
2
〈[{H},K1]〉, (20)
H2 = 〈[H,K2] +
1
2
[[H,K1],K1]−
i
2
([K˙1,K2]
+ [K˙2,K1])−
i
6
[[K˙1,K1],K1]〉,
Despite being less compact, they allow somehow deeper insight in the structure of various terms of the expansion.
In the case of a particle in a fastly driven tight-binding chain, one has (see [3]) H = J
∑
(|n〉〈n+ 1|+ |n+1〉〈n|)−
edωE(ωt)
∑
n
n|n〉〈n|, where d is the intersite distance, ωE is the applied electric field (here, we explicitly place ω ≡ 1/ǫ
in the definition to emphasize strong driving), e is the charge of the particle, J is the tunnelling constant. The same
model can be realized also with neutral particles (in the co-moving frame), by appropriate shaking of the lattice [4] .
Expanding a quantum state as |ψ(t)〉 =
∑
cn|n〉, we get a system of equations
ic˙n = J(cn+1 + cn−1)− ωE(ωt)ncn. (21)
8We make a transformation cn(t) = Xn(t) exp
[
−in
t∫
0
ωE(ωt′)dt′
]
, so that equations of motion are
iX˙n = J(Xn+1F (ωt) +Xn−1F
∗(ωt)), (22)
where F (ωt) = exp[−i
t∫
0
ωE(ωt′)dt′] = F0 +
∑
Fl exp(−ilωt), E = edE.
Introducing fast time t′ = ωt ≡ t/ǫ, we get, in the matrix form, Eq.(1) of the main text, with the Hamiltonian H
corresponding to Eq.(22).
In a more general setting, a particle in a driven tight-binding chain subject to an additional external potential V (n),
we have
iX˙n = ǫ[J(Xn+1F (t) +Xn−1F
∗(t)) + V (n)Xn], (23)
or
iX˙ = ǫH, (24)
In the spirit of classical canonical perturbation theory, we are making a unitary transformation X = CX˜ so that
equations for the transformed variables are
i ˙˜X = [C−1ǫHC − iC−1C˙]X˜. (25)
We are searching for a transformation of the form C = exp[ǫK1+ ǫ
2K2+ ǫ
3K3], where Ki are skew-Hermitian time-
periodic matrices, which would remove time-dependent terms from the Hamiltonian, leaving only time-independent
terms.
We have
C ≈ I + ǫK1 + ǫ
2
(
1
2
K21 +K2
)
+ ǫ3
(
1
6
K31 +
1
2
(K1K2 +K2K1) +K3
)
,
C† ≈ I − ǫK1 + ǫ
2
(
1
2
K21 −K2
)
+ ǫ3
(
−
1
6
K31 +
1
2
(K1K2 +K2K1)−K3
)
, (26)
where I is the unity matrix.
In the first order, we have
iK˙1 = H(t)− 〈H(t)〉 ≡ {H} , (27)
and therefore iK1 =
∫
(H − 〈H〉)dt =
∫
{H} dt. We introduce here curly brackets as taking time-periodic part of a
time-dependent function: {X} ≡ X − 〈X(t)〉, where 〈X(t)〉 ≡ 12pi
2pi∫
0
X(t′)dt′.
In the second order,
iK˙2 =
{
HK1 −K1H −
i
2
(K˙1K1 −K1K˙1)
}
, (28)
and the effective Hamiltonian is
ǫHeff = ǫH0 + ǫ
2H1 + ǫ
3H2, (29)
where
H0 = 〈H〉
H1 = 〈HK1 −K1H −
i
2
(K˙1K1 −K1K˙1)〉 (30)
H2 = 〈HK2 −K2H +
1
2
(HK21 +K
2
1H)−K1HK1 −
i
2
(K˙1K2 −K1K˙2 + K˙2K1 −K2K˙1)
−
i
6
(K˙1K
2
1 +K
2
1K˙1 − 2K1K˙1K1)〉
9In the case of the uniform tight-binding model (without external potential) and open boundary conditions the
effective Hamiltonians have the following simple form
H1 = J
2DZ1, H2 = −
J3
3
(L3U1 + L
∗
3B1), (31)
where Z1 = δi,jδi,1 − δi,jδi,N , N is the number of sites, D =
∞∑
l=1
(|Fl|
2 − |F−l|
2)/l, U1 = δi,i+1δi,1 + δi,i+1δi,N−1 (the
upper co-diagonal with ’1’ on its ends, and zeros elsewhere), B1 = δi,i−1δi,2 + δi,i−1δi,N (the lower co-diagonal with
’1’ on its ends), L3 is a function of driving defined in [3]. In other words, the first-order correction H1 is non-zero
only if perturbation has certain broken time symmetry (for a single harmonic perturbation, cos t, H1 disappears), and
it localizes near the ends of the chain (near boundaries). More generally, it requires non-uniformity of the coupling
constant J , so e.g. in a model with alternating coupling constants J1 − J2 − J1, or with a more general non-uniform
coupling J(n), the correction will be non-zero throughout the whole chain [5]. For the uniform coupling J(n), H2 is
also localized near the boundaries of the open chain. The method of multiple time scales [5] produces the same results
in these cases.
A very interesting new result can be obtained for a parabolic external potential V (n) = V n2/2: the second-order
correction to the averaged Hamiltonian corresponds to an induced uniform next-nearest neighbour coupling, which
for the harmonic perturbation with amplitude K is explicitly given by J ′ = −ǫ2J2V
∞∑
l=1
(−1)lJ2
l
(K)
l2
[3].
In the case of infinite uniform lattice, or periodic boundary conditions, H1 and higher-order corrections are absent.
C. Bose-Hubbard model
We have
K˙1 = −i{H} = −i
∑
i
(
δ+c†ici+1 + δ
−c†i+1ci
)
, (32)
K1 = −i
∑
i
(
δ+1 c
†
ici+1 + δ
−
1 c
†
i+1ci
)
(33)
HK1 −K1H = −i2U
∑
j
(
δ+1 c
†
j(nj − nj+1)cj+1 + δ
−
1 c
†
j+1(nj+1 − nj)cj
)
(34)
Since [K˙1,K1] = 0 if we impose periodic boundary conditions,
iK˙2 = {HK1 −K1H}, (35)
K2 = −2U
∑
j
(
δ+2 c
†
j(nj − nj+1)cj+1 + δ
−
2 cj+1†(nj+1 − nj)cj
)
10
For the second-order corrections we have
HK2 −K2H = 2U
6∑
α=1
Aα,
A1 = −δ
+
2 δ
+
0
∑
j
(
c†j−1(4nj − nj+1 − nj−1)cj+1 − 2c
†
jc
†
jcj+1cj+1
)
= −δ+2 δ
+
0 a1
A2 = −δ
+
2 δ
−
0
∑
j
(
4njnj+1 − 2nj(nj − 1)− c
†
j−1c
†
j+1cjcj − c
†
jc
†
jcj+1cj−1
)
= −δ+2 δ
−
0 a2,
A3 =
∑
j
(
4njnj+1 − 2nj(nj − 1)− c
†
j−1c
†
j+1cjcj − c
†
jc
†
jcj+1cj−1
)
= −δ−2 δ
+
0 a3,
A4 = −δ
−
2 δ
−
0
∑
j
(
c†j+1(4nj − nj+1 − nj−1)cj − 2c
†
j+1c
†
j+1cjcj
)
= −δ−2 δ
−
0 a4, (36)
A5 = −2Uδ
+
2
∑
j
(
c†j(nj − nj+1)
2cj+1
)
= −2Uδ+2 a5,
A6 = −2Uδ
−
2
∑
j
(
c†j+1(nj − nj+1)
2cj
)
= −2Uδ−2 a6,
−
i
2
(
K˙1K2 −K2K˙1
)
= U
4∑
α=1
Bα,
B1 = δ
+δ+2 a1,
B2 = δ
+δ−2 a2, (37)
B3 = δ
−δ+2 a3,
B4 = δ
−δ−2 a4,
−
i
2
(
K˙2K1 −K1K˙2
)
= U
4∑
α=1
Cα,
C1 = −(δ
+
1 )
2a1,
C2 = −δ
+
1 δ
−
1 a2, (38)
C3 = −δ
−
1 δ
+
1 a3,
C4 = −(δ
−
1 )
2a4,
1
2
[[H,K1],K1] = U
4∑
α=1
Dα,
D1 = (δ
+
1 )
2a1,
D2 = δ
+
1 δ
−
1 a2, (39)
D3 = δ
−
1 δ
+
1 a3,
D4 = (δ
−
1 )
2a4,
We note that Dk = −Ck and time-averages of the coefficients A5 and A6 are equal to zero. Also, [[K˙1,K1],K1] = 0.
We therefore get the effective second-order correction
11
H2 = U
4∑
α=1
∆αaα,
∆1 = 〈δ
+
2 δ
+ − 2δ+2 δ
+
0 〉,
∆2 = 〈δ
+δ−2 − 2δ
+
2 δ
−
0 〉, (40)
∆3 = 〈δ
−δ+2 − 2δ
−
2 δ
+
0 〉,
∆4 = 〈δ
−δ−2 − 2δ
−
2 δ
−
0 〉,
where aα are given by
a1 =
∑
j
(
c†j−1(4nj − nj+1 − nj−1)cj+1 − 2c
†
jc
†
jcj+1cj+1
)
a2 =
∑
j
(
4njnj+1 − 2nj(nj − 1)− c
†
j−1c
†
j+1cjcj − c
†
jc
†
jcj+1cj−1
)
(41)
a3 =
∑
j
(
4njnj+1 − 2nj(nj − 1)− c
†
j−1c
†
j+1cjcj − c
†
jc
†
jcj+1cj−1
)
a4 =
∑
j
(
c†j+1(4nj − nj+1 − nj−1)cj−1 − 2c
†
j+1c
†
j+1cjcj
)
We can simplify it further:
H2 = U(∆1a1 + h.c) + U(∆2 +∆
∗
2)a2 (42)
Its not difficult to see that (∆2 +∆
∗
2) = −2∆0 as given in the main text, while ∆1 = −2∆
+.
D. Hubbard model
We have:
H =
∑
i,σ
(
δ+0 c
†
i,σcj+1,σ + δ
−
0 c
†
i+1,σci,σ
)
+ U
∑
i
ni,σni,−σ
= T ↑ + T ↓ + U
K˙1 = −i{H} = −i
∑
j,σ
(
δ+c†j,σcj+1,σ + δ
−c†j+1,σcj,σ
)
,
K1 = −i
∑
j,σ
(
δ+1 c
†
j,σcj+1,σ + δ
−
1 c
†
j+1,σcj,σ
)
≡ K↑1 +K
↓
1 ,
HK1 −K1H = [T
↑,K↑1 ] + [T
↓,K↓1 ] + [U ,K
↑
1 ] + [U ,K
↓
1 ], (43)
T ↑K↑1 −K
↑
1T
↑ = −i(δ−0 δ
+
1 − δ
+
0 δ
−
1 )
∑
i
(ni+1,↑ − ni,↑)
T ↓K↓1 −K
↓
1T
↓ = −i(δ−0 δ
+
1 − δ
+
0 δ
−
1 )
∑
i
(ni+1,↓ − ni,↓)
UK↑1 −K
↑
1U = −iU
∑
j
(δ+1 c
†
j,↑cj+1,↑(nj,↓ − nj+1,↓)− δ
−
1 c
†
j+1,↑cj,↑(nj,↓ − nj+1,↓))
UK↓1 −K
↓
1U = −iU
∑
j
(δ+1 c
†
j,↓cj+1,↓(nj,↑ − nj+1,↑)− δ
−
1 c
†
j+1,↓cj,↓(nj,↑ − nj+1,↑))
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We have also [K˙1,K1] = 0, therefore
iK˙2 = {HK1 −K1H}, (44)
K˙2 = δ01
∑
j,σ
(nj,σ − nj+1,σ) + U
∑
j,σ
(δ−1 c
†
j+1,σcj,σ − δ
+
1 c
†
j,σcj+1,σ)(nj,−σ − nj+1,−σ) = K
↑
δ +K
↓
δ +K
↑
u +K
↓
u
To calculate commutator of H and K2, we proceed as follows:
[H,K2] = [T
↑,K↑u] + [T
↑,K↓u] + [T
↓,K↑u] + [T
↓,K↓u] + [U ,K
↑
u] + [U ,K
↓
u] (45)
T ↑K↑u −K
↑
uT
↑ = U
∑
j
(δ+0 δ
−
2 + δ
−
0 δ
+
2 )(2nj,↑nj,↓ − nj,↑nj+1,↓ − nj,↓nj+1,↑)
+ U
∑
j
(δ−0 δ
−
2 c
†
j+1,↑cj−1,↑ + δ
+
0 δ
+
2 c
†
j−1,↑cj+1,↑)(nj−1,↓ − 2nj,↓ + nj+1,↓)
T ↓K↓u −K
↓
uT
↓ = P(↑→↓, ↓→↑)(T ↑K↑u −K
↑
uT
↑)
T ↑K↓u −K
↓
uT
↑ = U
∑
j
δ+0 δ
−
2 (−2c
†
j+1,↓cj,↓c
†
j,↑cj+1,↑ + c
†
j,↓cj−1,↓c
†
j,↑cj+1,↑ + c
†
j+1,↓cj,↓c
†
j−1,↑cj,↑)
− U
∑
j
δ+0 δ
+
2 (−2c
†
j,↓cj+1,↓c
†
j,↑cj+1,↑ + c
†
j,↓cj+1,↓c
†
j−1,↑cj,↑ + c
†
j,↓cj+1,↓c
†
j+1,↑cj+2,↑)
+ U
∑
j
δ−0 δ
−
2 (2c
†
j+1,↓cj,↓c
†
j+1,↑cj,↑ − c
†
j+1,↓cj,↓c
†
j+2,↑cj+1,↑ − c
†
j+1,↓cj,↓c
†
j,↑cj−1,↑)
− U
∑
j
δ−0 δ
+
2 (2c
†
j,↓cj+1,↓c
†
j+1,↑cj,↑ − c
†
j,↓cj+1,↓c
†
j+2,↑cj+1,↑ − c
†
j,↓cj+1,↓c
†
j,↑cj−1,↑)
T ↓K↑u −K
↑
uT
↓ = U
∑
j
δ+0 δ
−
2 (−2c
†
j+1,↑cj,↑c
†
j,↓cj+1,↓ + c
†
j+1,↑cj,↑c
†
j−1,↓cj,↓ + c
†
j,↑cj−1,↑c
†
j,↓cj+1,↓)
− U
∑
j
δ+0 δ
+
2 (−2c
†
j,↑cj+1,↑c
†
j,↓cj+1,↓ + c
†
j,↑cj+1,↑c
†
j−1,↓cj,↓ + c
†
j−1,↑cj,↑c
†
j,↓cj+1,↓)
+ U
∑
j
δ−0 δ
−
2 (2c
†
j+1,↑cj,↑c
†
j+1,↓cj,↓ − c
†
j,↑cj−1,↑c
†
j+1,↓cj,↓ − c
†
j+1,↑cj,↑c
†
j,↓cj−1,↓)
− U
∑
j
δ−0 δ
+
2 (2c
†
j,↑cj+1,↑c
†
j+1,↓cj,↓ − c
†
j−1,↑cj,↑c
†
j+1,↓cj,↓ − c
†
j,↑cj+1,↑c
†
j,↓cj−1,↓)
= P(↑→↓, ↓→↑)(T ↑K↓u −K
↓
uT
↑)
UK↑u −K
↑
uU = −U
2
∑
j
(δ−2 c
†
j+1,↑cj,↑ − δ
+
2 c
†
j,↑cj+1,↑)(nj,↓ − nj+1,↓)
2
UK↓u −K
↓
uU = −U
2
∑
j
(δ−2 c
†
j+1,↓cj,↓ − δ
+
2 c
†
j,↓cj+1,↓)(nj,↑ − nj+1,↑)
2 (46)
The last two terms in Eq.(45) will produce zero time-average and are not important for us. Let us introduce [H,K2]U ≡
[T ↑,K↑u] + [T
↑,K↓u] + [T
↓,K↑u] + [T
↓,K↓u], i.e. the expression (45) without the last two terms. Expressions above
represent several fundamental processes. We introduce the following notation for them:
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S = S↑,↓ + S↓,↑, Sσ,−σ =
∑
j
c†j+1,σcj,σc
†
j,−σcj+1,−σ, (47)
A = A↑,↓ +A↓,↑, Aσ,−σ =
∑
j
c†j,σcj−1,σc
†
j,−σcj+1,−σ,
R = R↑↓ +R↓↑, Rσ,−σ =
∑
j
c†j,σcj−1,σc
†
j+1,−σcj,−σ,
R =
∑
j
c†j+1,↓cj,↓c
†
j+1,↑cj,↑,
R2 = R2,↑ +R2,↓, R2,σ =
∑
j
c†j+1,σcj−1,σ(nj−1,−σ − 2nj,−σ + nj+1,−σ),
V =
∑
σ
Vσ, Vσ =
∑
j
nj,σnj+1,−σ,
V =
∑
j
nj,↓nj,↑ (48)
There are several different types of tunnelling and interaction processes here (S,A,R,R, R2, V, and V ). S denotes
a correllated tunneling process of two atoms on neighboring sites exchanging their positions (’superexchange’). A†
denotes a tunnelling process where a pair of atoms at jth site is dissociated into two atoms at neighboring sites
(j − 1 and j + 1). A denotes a corresponding correlated tunneling process of association of two atoms into a pair. R
denotes a correlated tunnelling process where an extended pair of atoms is tunnelling to the right neighboring sites,
and R† denotes tunnelling to the left. R denotes tunnelling of a localized pair of atoms to the right, and R† denotes
tunnelling to the left. R2 denotes single-particle next-nearest-neighbour density-dependent tunnelling to the right,
and R†2 denotes corresponding tunelling to the left. V denotes nearest-neighbour interaction, and V denotes usual
local interaction. We can rewrite [H,K2]U in terms of these fundamental processes:
[H,K2]U = U [
(
δ−0 δ
−
2 (4R− 2R+R2) +H.c.
)
+ (δ+0 δ
−
2 + δ
−
0 δ
+
2 )(−2S +A+A
† + 4V− 2V )] (49)
Now, let us consider the term 12 [[H,K1],K1]. It can be shown
1
2 [[H,K1],K1] =
1
2P(δ
±
0 → δ
±
1 , δ
±
2 → −δ
±
1 )[H,K2]U .
Also,
−
i
2
[K˙2,K1] =
1
2
P(δ±0 → δ
±
1 , δ
±
2 → δ
±
1 )[H,K2]U = −
1
2
[[H,K1],K1], (50)
and
−
i
2
[K˙1,K2] = −
1
2
P(δ±0 → δ
±)[H,K2]U (51)
We have finally
H2 = U∆0(−2S +A+A
† + 4V− 2V ) + U
[
∆−(4R− 2R+R2) +H.c.
]
,
where
∆0 = 〈δ
−
2
(
δ+0 −
1
2
δ+
)
+ δ+2
(
δ−0 −
1
2
δ−
)
〉 =
1
2
〈δ−2 δ
+ + δ−δ+2 〉 (52)
∆− = 〈δ−2
(
δ−0 −
1
2
δ−
)
〉 =
1
2
〈δ−2 δ
−〉 = (∆+)∗
E. Driven DNLSE as a classical limit of driven Bose-Hubbard model
Higher-order corrections for the driven Bose-Hubbard model discussed above can be compared with the corrections
for a driven DNLSE obtained using canonical perturbation theory. In the limit of large occupation numbers one would
expect to obtain similar results for both systems. Indeed, consider a fastly driven DNLSE
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iψ˙n = −J(ψn−1 + ψn+1) + g|ψn|
2ψn − ωE(ωt)nψn (53)
We remove the last term using the transformation ψn = vn exp[−inω
t∫
0
E(ωt′)dt′], obtaining in new variables
iv˙n = −J(vn+1F (ωt) + vn−1F
∗(ωt)) + g|vn|
2vn, (54)
F (ωt) = exp[−iω
t∫
0
E(ωt′)dt′] This is an equation corresponding to a classical Hamiltonian
H = −J
∑
n
[Fv∗nvn+1 + F
∗v∗nvn−1] +
g
2
∑
n
|vn|
4, (55)
introducing the fast time τ = ωt ≡ t/ǫ, we get the Hamiltonian ǫH , where F (τ) = exp[−iω
t∫
0
E(ωt′)dt′] =
exp[−i
τ∫
0
E(τ)dτ ] = F0 +
∑
Fl exp(−ilτ). Obviously, |vn|
2 = |ψn|
2, so the physical meaning of new and old vari-
ables is very similar.
Now, we apply a canonical transformation using the generating function
W = i
∑
n
vnV
∗
n + iǫS(v,V
∗, τ), S = S1(v,V
∗, τ) + ǫS2(v,V
∗, τ) + .., (56)
where {v,V∗} denote the whole set of variables vn, V
∗
n , n = 1, ..N
The new and the old variables are related by
v∗n = −i
∂W
vn
= V ∗n + ǫ
∂S1
∂vn
+ ǫ2
∂S2
∂vn
Vn = −i
∂W
∂V ∗n
= vn + ǫ
∂S1
∂V ∗n
+ ǫ2
∂S2
∂V ∗n
(57)
We want to obtain an effective time-independent Hamiltonian ǫH using this transformation. The effective Hamiltonian
can be expanded in series in ǫ
H(V,V∗) = H0(V,V
∗) + ǫH1(V,V
∗) + .. (58)
After tedious calculations determing appropriate generating function, one obtains [6]
H1 = 0,
H2 = −J
2gΦ
(
v2nv
∗
n−1v
∗
n+1 + (v
∗
n)
2vn+1vn−1 + 2|vn|
4 − 4|vn|
2|vn+1|
2
)
+ J2gT
(
(|vn−1|
2 − 2|vn|
2)vn+1v
∗
n−1 + v
2
n+1(v
∗
n)
2
)
+ J2gT ∗
(
(|vn+1|
2 − 2|vn|
2)v∗n+1vn−1 + v
2
n(v
∗
n+1)
2
)
+ J3(.....), (59)
where Φ ≡ 〈|F˜ |2〉 =
∑
l 6=0
|Fl|
2
l2
, F˜ = i
∑
l 6=0
Fl
l
exp(−ilt′), T ≡ −
∑
l 6=0
FlF−l
l2
.
If we now consider expressions obtained earlier for Bose-Hubbard models, and assume Fourier expansion δ+0 =
F0 +
∑
l 6=0
Fl exp(−ilt), we obtain exactly ∆0 = −J
2Φ, ∆+ = 12J
2T . Therefore, the semiclassical limit of our averaging
procedure for the Bose-Hubbard model produces the result analogous to the canonical perturbation theory for DNLSE
(where variables vn are considered as c-number analogs of the creation/annihilation operators of the Bose-Hubbard
model).
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FIG. 2: (Color online) Parameters ∆0 (left panel), ∆ (right panel) as a function of E0, E2.Upper panel: two-colour driving with
double frequency f(t) = E0 sin t+ E2 sin 2t, bottom panel: two-colour driving with tripled frequency f(t) = E0 sin t + E2 sin 3t.
Dotted (green) line: zeros of ∆ = ∆+ +∆− which controls pair tunnelling. Dashed (red) line: zeros of effective single-particle
tunnelling Je.
F. Engineering the parameters of the effective Hamiltonian.
Here we show how a simple non-monochromatic perturbation allows to vary parameters ∆0, ∆
± of the effective
Hamiltonian.
Let f(t) = E0 sin t+ E2 sin 2t, i.e. a two-parameter, bichromatic driving. Then,
δ+0 = J exp
[
i(E0 sin t+ E2 sin 2t)
]
= J
∑
n
Jn(E0)e
int
∑
m
Jm(E2)e
i2mt,
〈δ+0 〉 = J
∑
m
Jm(E2)J−2m(E0), δ
+ = J
∑
n6=−2m
∑
m
Jn(E0)Jm(E2)e
i(n+2m)t, (60)
〈δ+2 δ
−〉 = −J2
∑
n1 6=−2m1
∑
m1,m2
Jn1(E0)Jm1(E2)Jm2(E2)Jn1+2m1−2m2(E0)
(n1 + 2m1)2
(61)
16
Plotting ∆0,∆ = ∆
− +∆+ as a function of parameters E0, E2 (Fig 2-5), one notes that it is possible to (i) nullify
single-particle and doublon tunnelling simultaneously, while keeping exchange interaction large (ii) nullify single-
particle tunnelling keeping only two-particle tunnelling and exchange interactions (iii) nullify doublon tunnelling
while keeping single-particle tunnelling finite.
G. Driven fermionic two-site model
For the fermonic two-site model we wish to obtain even higher order (fourth order and beyond) corrections. Expres-
sions for them become very bulky. However, in the case of strong interaction (large U), we can keep only the terms
of the highest order in U in all terms of fourth order in 1/ω and higher. Such diagrammatic-like technique allows to
obtain very accurate expressions for the effective Hamiltonian. In the expressions below the subscript U denotes the
leading term in U . So, starting with
H = δ+0 (t)(c
†
1↑c2↑ + c
†
1↓c2↓) + δ
−
0 (t)(c
†
2↑c1↑ + c
†
2↓c1↓) + U(n1↑n1↓ + n2↑n2↓) (62)
we have
H0 = 〈H〉 = J0(c
†
1↑c2↑ + c
†
1↓c2↓) + J0(c
†
2↑c1↑ + c
†
2↓c1↓) + U(n1↑n1↓ + n2↑n2↓) ≈ U(n1↑n1↓ + n2↑n2↓) ≡ 〈H〉U (63)
iK˙1 = {H}, K1 = −i
(
δ+1 (c
†
1↑c2↑ + c
†
1↓c2↓) + δ
−
1 (c
†
2↑c1↑ + c
†
2↓c1↓)
)
∼ U0 (64)
[{H},K1] = (δ
+
1 δ
− − δ−1 δ
+)](n1 − n2) (65)
iK˙2 = {[H −
{H}
2
,K1]} = {[〈H〉+
{H}
2
,K1]}
= [〈H〉+
{H}
2
,K1]−
1
2
〈[{H},K1]〉 = [〈H〉+
{H}
2
,K1] ≈ [〈H〉U ,K1] (66)
H1 =
1
2
〈[{H},K1]〉 = 0 (67)
K2 = −δ02(n2↑ − n1↑ + n2↓ − n1↓) + U
∑
σ
(n1,σ − n2,−σ)(δ
−
2 c
†
2,σc1,σ − δ
+
2 c
+
1,σc2,σ)
≈ U
∑
σ
(n1,σ − n2,−σ)(δ
−
2 c
†
2,σc1,σ − δ
+
2 c
+
1,σc2,σ) ≡ K2U (68)
H2 =
1
2
〈[{H},K2]〉+
1
12
〈[{[{H},K1]},K1]〉 (69)
Since
〈[{[{H},K1]},K1]〉 = 2i〈δ
−
1 (δ
+
1 δ
− − δ−1 δ
+)〉(c†2↓c1↓ + c
†
2↑c1↑) + h.c, (70)
the last term in Eq.(69) adds a small correction to effective tunnelling constant Jeff = J0. This is a finite size effect
which is absent in infinite 1D lattice or 1D lattice with periodic boundary conditions. The first term gives
1
2
〈[{H},K2]〉 =
[
〈δ02δ
−〉(c†2↓c1↓ + c2↑c1↑) + h.c
]
+ 〈(δ+2 δ
− + δ−2 δ
+)〉U
[
(n1↓ − n2↓)(n1↑ − n2↑)− (c
†
2↑c1↑c
†
1↓c2↓ + c
†
2↓c1↓c
†
1↑c2↑)
]
− 2
[
〈δ−2 δ
−〉Ud†2d1 + h.c.
]
, (71)
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where we introduce doublon operators dk = ck↓ck↑, k = 1, 2.
While general expressions for Hk,Kk become very complicated with increasing k, leading term in U can be calcu-
lated:
H3 ≈ 〈δ
+
1 δ
−
2 − δ
−
1 δ
+
2 〉(n1↓n1↑ − ..) = 0, if |Fl|
2 = |F−l|
2 (72)
H4 ≈ −U
3〈δ−4 δ
+ + δ+4 δ
−〉
[
(n1↓ − n2↓)(n1↑ − n2↑)− (c
†
2↑c1↑c
†
1↓c2↓ + c
†
2↓c1↓c
†
1↑c2↑)
]
+ 2U3
[
〈δ−4 δ
−〉d†2d1 + h.c.
]
(73)
I.e., the leading term in H4 has exactly the same structure as in H2, just with different coefficients. It is not difficult
to sum up infinite number of leading terms of Hk with the same structure.
For the harmonic perturbation used in [7] one has
〈δ+4 δ
−〉 = 〈δ−4 δ
+〉 =
A4
2
= 2J2
∞∑
m=1
J2m(E0)
m4
〈δ−4 δ
−〉 = 〈δ+4 δ
+〉 =
C4
2
= 2J2
∞∑
m=1
(−1)mJ2m(E0)
m4
(74)
〈δ+2 δ
−〉 = 〈δ−2 δ
+〉 =
A2
2
= −2J2
∞∑
m=1
J2m(E0)
m2
〈δ−2 δ
−〉 = 〈δ+2 δ
+〉 =
C2
2
= −2J2
∞∑
m=1
(−1)mJ2m(E0)
m2
Heff ≈ H0 +
(
A2
U
ω2
−A4
U3
ω4
+ ..
)[
(n1↓ − n2↓)(n1↑ − n2↑)− (c
†
2↑c1↑c
†
1↓c2↓ + c
†
2↓c1↓c
†
1↑c2↑)
]
−
(
C2
U
ω2
− C4
U3
ω4
+ ..
)
(d†2d1 + h.c.) (75)
Denoting expressions in round brackets as A and C, correspondingly, we get the following matrix elements of the
effective Hamiltonian in the basis of 4 states of the two-site system:
Heff =


−A −A Je Je
−A −A Je Je
Je Je U +A −C
Je Je −C U +A

 , (76)
where Je denotes effective tunnelling.
The half-difference between the two lowest levels is
∆E
2
= Jex =
1
4
(
A+ C − U +
√
16J2e + (U + 3A− C)
2
)
≈
2J2e
U
+A+
2J2e
U2
(C − 3A) + .. (77)
For the harmonic perturbation summation of infinite number of leading order in U terms leads to
A = −4J2
∞∑
m=1
J2m(E0)
(
U
ω2m2
+
U3
ω4m4
+ ..
)
= −4J2U
∞∑
m=1
J2m(E0)
m2ω2 − U2
(78)
Note that although expression (78) can change its sign at ω < U , it was obtained as a summation of a geometric
series with a multiplicator U
2
m2ω2
, therefore it is assumed ω > U . The case ω < U deserves further consideration,
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FIG. 3: (Color online) Induced exchanged interaction in the driven fermionic two-site model. Solid curves, from up to down:
theoretical prediction Eq. (77) with corrections up to the second order in 1
ω
taken into account (upper curve); with corrections
up to the fourth order in 1
ω
taken into account (lower curve). Dashed curve: numerical value of the exchange interaction
(numerical data kindly provided by J.Mentink). Dotted curve: effective tunnelling Je. It is seen that in the regions where Je
is strongly suppressed due to driving, second order corrections become insufficient, and one need to include fourth and higher
orders in 1
ω
.
in particular because resonances between mω and U can happen. It is a remarkable fact however that this formal
expression is correct also for ω < U , according to [7]
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