Abstract-The character of multipath-induced propagational fading is reviewed, along with the interpretations underlying use of the Rayleigh fading model to describe the process statistics. The relationship between this model and contemporary laboratory fading simulators is also outlined. The effects of the fading upon data communications are described, along with the techniques of modulation, diversity, coding, and adaptive equalization used in modern modem designs' for operation over such channels. Finally, the system engineering problems are discussed of attempting to provide quantitative estimates of long-term link or network performance that takes into account the longer term channel variabilities.
I. INTRODUCTION C ONSIDERABLE literature (e.g., [l] and [2]) has been devoted to -phenomenological and statistical characterization of the rapid "wave interference" fading associated with time-varying propagation multipath. These changes in the channel transfer function occur within a time scale that ranges typically from fractions of a second to several seconds. The effects of this rapid fading influence the selection of appropriate methods of modulation, diversity, and coding, all conditioned by statistical models of the fading. These models and the predictions derived from them agree sufficiently well with experiments that they are widely and confidently accepted for system performance analysis, and laboratory "channel fading simulators" based on these models are generally accepted for flexible testing of new concepts or designs. Much of this paper is intended to provide an introductory review of these channels' models and their parameters, and of how they are used in system design and analysis.
The effects of rapid fading on communications performance are usually described by the error-rate performance of specific modem and receiving system designs as a function of mean signal-to-noise ratio (SNR) and of the linear distortions implied by the channel models. However, the channels also commonly undergo longer term variations in which both the actual structure of the channel (the kind of distortions that it causes) and the mean path attenuation change significantly. These changes are often relatable to solar or meteorological influences, with time scales of minutes, tens of minutes, or hours; in many cases, the long-term variation includes components that are diurnal, seasonal, annual, or even involve the 11-year sunspot Manuscript received January 1, 1986; revised August 5 , 1986. The author is with SCPE Inc., Newton Centre, MA 02159. IEEE Log Number 8612158.
cycle. The two kinds of channel variabilities are'often called "short-term" and "long-term" fading, respectively, an inelegant and imprecise but intuitively convenient dichotomization of the time scales of the changes being described. Both kinds of variations are of course continually in process. However, the distinction in time scales is extremely useful for engineering because, for most fading channels, only the short-term fading variations affect the details of received waveform structure and the interrelationships of errors within a message; while the longer term variations determine in effect the "availability" of the channel. Mathematically, the statistical model of the short-term fading usually can be regarded to be conditional upon the "instantaneous" values of parameters described by the longer term statistics.
The post-World War I1 flowering of statistical communication theory fit extremely well with the intense 1950's interest in exploiting multipath fading channels, particularly troposcatter and ionospheric HF skywave, for long-distance radio communications. The result has been more than three decades of sophisticated modeling and analysis of fading multipath channels, and of widespread applications. Theory and experiment have progressed into a fairly mature discipline that is now routinely covered in book literature and in graduate courses, and that is routinely used by communication engineers to support new applications, expanded requirements, and sometimes new designs to fit ''newly discovered" fading channels.
Section I1 of this paper outlines the best-developed part of this theory, the short-term, statistical, fading channel models. Section 111 reviews another well-developed part, the understanding of reception effects for individual symbols in a message sequence and for messages as a whole. This section also outlines the most significant recent advances for operation over fading channels, the use of adaptive equalization to eliminate intersymbol interference in high-speed serial data transmission, and the use of sophisticated coding schemes for error control and equivalent diversity effectiveness. ,In both cases, system design significantly involves questions of message durations and of channel parameters other than SNR, most importantly the rapidity of fading. Finally, Section IV discusses the issue of overall system performance in relation to the longer term variations. Our thesis in that last section is that this aspect of meaningful system design has generally been honored more by "lip service" and by intuitive judgments than by real attention, in part just be-cause it is so difficult to address. Among the difficulties are the lack of adequate databases (and the major costs of acquiring such data) to support extensive analysis or simulation. For one propagation mechanism of significant current interest for enduring (survivable) communications, HF skywave, the problem is compounded by the need for data on spatial (almost global) as well as temporal dependences in order to achieve realistic understanding of communication possibilities, as related to opportunities for propagation connectivity.
SHO'RT-TERM CHARACTERIZATION OF FADING MULTIPATH CHANNELS A . Channel Characterization as a Stochastic TimeVarying Filter
The usual line-of-sight propagation channel is characterized simply as a nondistorting two-port filter described by a gain A (attenuation) and by a propagation time delay 7,. This is summarized as a delta-function impulse response of the form h ( 7 ) = A6 (7 -7,) and a transfer function
H ( f ) = A exp (-j27rf7,).
This represents an all-pass filter over an infinite domain of frequencies, obviously an overidealization of any physical channel, but one that is a perfectly adequate and correct description over the more limited band occupied by a communication signal. A multipath channel is simply one where energy arrives via several such paths, usually as a result of reflections, or of inhomogeneities in the physical medium that produce ray-splitting or scattering effects. Continuous physical changes in the channel (motions, internal turbulence) cause small changes in the individual path lengths, but these may nevertheless equate to large electrical phase changes for the radio frequency. The variations between constructive and destructive interference resulting from the random phase changes comprise the effect called multipath fading, defined strictly speaking for unmodulated transmission (pure single frequency sine wave). In phasor terms, the observed received phasor is a vector sum of several phasors, with the phase of each varying individually and randomly over a full (0, 2n) range. Even with only a few paths of roughly equal intensity contributing, central limit theorem arguments lead to the conclusion that the received waveform has all the characteristics of a very narrow band of stationary Gaussian noise, i.e., that it consists of Gaussian quadrature components characterized by a power spectral density of nonzero width, and with a corresponding Rayleigh distribution of the received envelope. Fading that fits to this model is generically called ''Rayleigh fading. " In another view, the fact that a single tone transmitted gives rise to a received signal with a spectrum of nonzero width implies that the channel behaves like an agglomeration of frequency shifters. This should not be surprising, since any dynamic change in the channel transfer function (in particular, any phase modulation) can be interpreted as due to path length changes, hence, as having Doppler shift. In fact, one can quantitatively identify the power'-spectrum with an intensity distribution of apparent Doppler shifts. Particularly, the width of the power spect q m of the Gaussian fading process is closely related to the rate at which fading is perceived on the received tone.
While the physical channel most likely consists of paths that have considerable persistence and changing delay, the mathematical model that is used more often is one of fixed delays with varying gain and phase at each delay. The ultimate justification for this model is that it is valid within the resolvability of delays corresponding to bandwidths of practical interest [l]. It is also in some sense justified by the sampling theorem-based tapped delay line model discussed later.
Note that while the dynamic effects in many channels (HF skywave, troposcatter) are a characteristic of nonhomogeneous and time-changing natural media, another significant cause of fading can be motion of the terminal in a static multipath environment. "Line-of-sight" propagation in the VHF and UHF bands is an excellent example of the latter, with multipath due to multiple terrain reflections and to building reflections in urban or suburban areas. While there may be some slow natural fading due to foliage motion at the points of reflection, the .bulk of the fading of interest in these channels occurs because of motion of one terminal, either a vehicle or an aircraft, during the course of a message, which again alters the constructive or destructive interference relationships among the multiple path contributions.
The statistical model for the short-term fading assumes stationary statistics. That is, it assumes that the long-term variability is sufficiently slow that the channel statistics can be regarded to be sensibly fixed over some interval of engineering interest (minutes or longer). For the mathematical purist, this concept is one of a process that is "locally stationary" in time, realistically described by stationary process statistics. Accounting for the longer term variations is a more inexpert art. In some cases, analysts have convolved the two sets of statistics, or have treated one or more of the statistical parameters of the rapid fading as itself subject to slow change during time intervals of interest. Generally, however, the two sets of statistics relate quite differently to user requirements and are handled independently (Section IV). Usually, only the shortterm statistics are of detailed interest to the modem or coder designer, and fortunately the locally stationary model fits the actual behavior of most channels of interest quite well.
The channel model for the short-term fading is that of a linear filter whose parameters are time varying. The concept of a "linear time-varying filter" is simple so long as the variations occur slowly compared to the duration of any waveform being considered. We use complex envelope notation throughout (e.g., [l]). For the linear timevarying filter model of the channel, the channel impulse response g ( 7 ; t ) is represented relative to some nominal band center frequency fc by its equivalent low-pass (complex) impulse response h ( 7 ; t ) g ( 7 ; t ) = 2 Re [ h (~; t ) exp (j2n-fc,7)].
In these expressions, T represents the usual filter response (propagation delay) variable, while the t-dependence indicates that the very structure of the impulse response changes with time. Correspondingly, the channel has a time-varying equivalent low-pass transfer function, which is the transform of h (7; t ) relative to its 7-dependence
where frequency f represents offset from the nominal band center frequency f,. At each frequency denoted by f, H ( f; t ) is specifically the time-varying envelope and phase that is received with a single tone transmitted at that frequency, hence is the quantity characterized earlier as a zero-mean complex Gaussian process, as a reflection of central limit behavior.
If a transmitted waveform has a complex envelope u ( t ) and a corresponding spectrum U ( f ), the waveform received after propagation over the time-varying channel has the complex envelope
That is, the filter is linear and superposition applies. However, note that the, time dependence of the channel structure shows up as part of the time dependence of z ( t ) . The transform of z ( t ) , defined over an infinite time span, would include the effects of the channel variations. On the other hand, with the channel varying slowly, we can meaningfully identify a "short-term" spectrum Z ( f; t )
given by Z(f; t ) = H(f; t ) W f ) .
"Meaningful" means that this expression could be used in analysis of waveforms that extend only over intervals within each of which there is in fact negligible structural change in the transfer function because of fading. Otherwise, only the integral interpretation has realistic meaning.
Since we can describe the channel's structural variations only as a stochastic process, the time dependence in characterizing the channel as a time-varying filter is really an index to a particular realization of the process, and one that will appear in mathematical analyses only in the form of statistical correlations. Specifically, as already noted, H ( f; t ) is the multipath channel response to a pure sine wave at relative frequencyf, where U ( f ) is a delta function. The same argument that led to characterizing H ( f; t ) as a complex Gaussian process is easily generalized to the statement that if multiple values off are considered, the transfer function is a higher dimensional joint complex Gaussian process.
It is important to note that the central limit characterization is strongest around the value zero for each of the quadrature components, namely, around the region where the value of the envelope is zero. The first-order probability density function (pdf) of a stationary complex zeromean Gaussian process (complex envelope) z = x + j y is described by the bivariate Gaussian distribution where the expected value
-is the mean power in the random waveform. Its envelope and phase are whose joint first-order pdf is immediately observed to decompose into independent pdf 's:
Associated with the distribution of the envelope is the pdf for its mean-squared value or "instantaneous power" as defined by u = R 2 / 2 ,
The earlier statement about strong approach to the central limit corresponds to a statement that the Rayleigh law for the envelope is likely to be most correct for the low values of R, near R = 0. As it happens, this also characterizes the domain of most concern for signal and receiver design, describing the signal envelope when it fades deeply below its mean or median. For this region, a valid approximation to the Rayleigh pdf is
This approximation in fact is sufficient to describe the asymptotic (low error rate) performance of most systems, as given later. The mathematical model of the channel as a complex Gaussian process is less credible at large values of instantaneous envelope (where it predicts an infinite range, whereas the physical process is usually bounded by inverse square law attenuation), but since large values of signal (large values of instantaneous SNR) are not stressful to performance, the discrepancy is not significant to the issues that drive communication system design for these classes of channels. When there is a single dominant, nonfading component in the received signal along with a fading process, the envelope statistics are Rician, having the pdf 0 1 R < o o So = mean power in nonfading component Sf = mean power in fading component.
Correspondingly, the phase is no longer uniformly distributed, but rather is more concentrated around that of the nonfading component. However, if the latter is also changing (e.g., if there is a Doppler shift from the reference frequency relative to which phase is being defined), a propagation experiment with statistics accumulated over a long enough interval may show an apparent uniform phase distribution with a Rician envelope distribution.
Some researchers have suggested that envelope statistics on some fading channels fit better to a Nakagami-m distribution with m # 1 than to a Rayleigh or Rician distribution (Nakagami-m is a generalization of the Rayleigh, with Rayleigh as the special case m = 1). There is no intuitive explanation for the claimed distributions; moreover, all the original claims for the Nakagami distribution were based on fitting envelope statistics around the mean or median, rather than the near-zero region which we assert to be fundamental to system performance over fading channels. Therefore, the practical utility of results based on a Nakagami-m pdf appear questionable, and they are not further discussed in this paper.
B. Covariance Functions
Given that H ( f ; t ) is a complex Gaussian process, a "spaced-tone complex covariance" can be. defined to characterize the relationships of values of the transfer function at different frequencies and at different times:
In writing this covariance as a function of only the time lag A t , we are explicitly assuming that the short-term fading is a wide-sense stationary process. At the same time, one expects physically that over any radio band, the spaced-tone relationship will depend only on the frequency difference A f = fi -f l , and not on the actual value of frequency, i.e., that the channel is also "widesense stationary" across frequency. (This is a "narrowband" assumption that eventually breaks down as one considers use of very wide bandwidths on any channel. The impulse response characterization which follows below provides perhaps a more intuitive indication of what might cause a breakdown in the assumption.) Assuming that the spaced-tone covariance depends only on A f , we can write R , ( A f ; A t ) = E [ i H ( f ; t ) H*( f + A f ; t + A t ) ] .
Its normalized value is
The selectivity of fading is well characterized by p F ( A f ; 0). Over a bandwidth B for which p F ( B ; 0) is near unity, all signal components fade "together," and H ( f; t ) , in effect, is an all-pass filter (for that bandwidth) with a varying amplitude and gain that applies to all the signal spectral lines
where a( t ) is a complex Gaussian process (in its time variations). This has sometimes been termed the "flatfading" or "nonselective fading" channel since it implies no frequency selective distortion by the channel. For a complex envelope u ( t ) , transmitted over such a channel, the received complex envelope is
This kind of channel has also been called a "multiplicative fading" channel. Note in contrast that for totally independent fading at spaced frequencies, as is desirable for frequency diversity (see Section 111), one would want to use a spacing A f such that p F ( A f ; 0) is near zero. The time-varying impulse response h ( T ; t ) , as the transform of a wide-sense stationary Gaussian process, is also wide-sense stationary. It can be shown [l] where R,(T; A t ) = exp ( -j 2 a~A f ) R F ( A f ; A t ) d ( A f ).
The value RT ( T ; 0) is the mean strength (intensity) of the channel versus delay time, a ''multipath profile. " The notion that fading is independent at each delay (actually, at each resolvable delay) is physically reasonable for most channels. The transform relation between RF and RT, involving the variables 7 and A f , shows that the selectivity s of the channel as measured by the width of RF versus Af is inversely reciprocal to the width of the channel response, the value described by the multipath spread TM. This is a significant rule of thumb for system design. If we consider simple symbol waveforms, for which bandwidth .is roughly the reciprocal of the duration T , an equivalent statement for nonselective fading'is T >> TM.
Finally, the A t dependence of any of these correlation functions which describes the time dynamics of the processes can be interpreted in terms of a power spectral density by a further transform on the A t variable. A particularly significant physical characterization arises from the transform of RT, S(7; X) = R T ( 7 ; A t ) exp ( -j 2 n X A t ) d ( A t ) . S ( 7; X), called the scattering function, is the power spectrum of all the contributions at delay 7 [or in the delay interval (7, 7 + A 7)], hence, is the relative strength at delay 7 of all "scatterers" that cause a relative frequency shift in the range ( X, X + A X). This is a direct physical characterization of scattering that can be used to predict the nature of the fading when the physical motions '(delay and velocity distributions) of reflectors or scatterers, and their scattering or reflection cross sections, can be estimated from physical principles. For example, the scattering function for reflection is the primary measurement objective in radar astronomy using active probing signals, H ( f; t ) , the complex autocorrelation of the waveform received at frequency f is RF ( 0 ; A t ) , and its power spectrum is
That is, the observed power spectrum is a sum of the spectra contributed by all the delays. This spectrum, for a sine wave transmitted, is the so-called Doppler spectrum of the channel, and its nominal width is termed the "Doppler spread" BO. The rate of Rayleigh envelope fading across the median envelope level is actually proportional to a specific definition of "rms bandwidth" fN of V ( X):
The fade rate is frequently measured in propagation studies, since it can easily be instrumented or visually extracted from chart recordings. Whether the power spectrum of interest is VF ( X) as integrated over all delays, or whether the signal's bandwidth is used to resolve the delay spread, obviously depends in detail on signal characteristics. For the single sine wave transmitted, coherent integration in reception is possible only over time spans A t for which RF ( 0 ; A t ) remains near unity. The width in A t of RF (0; A t ) is therefore loosely termed the ''coherence time" of the channel. Clearly it is reciprocally related to the Doppler spread B,, the nominal width of the corresponding power spectrum. For a simple symbol waveform of duration T to be processed coherently requires
In order to process a symbol waveform with a filter matched to the waveform as transmitted, two separate criteria must be satisfied: one, that there be essentially no loss of coherence over the symbol as received; the other, that there be essentially no frequency selective distortion of the symbol. This leads to a double inequality
In turn, both inequalities can be satisfied simultaneously only if the "spread factor" L defined by
Most natural channels in use are "underspread, " satisfying this inequality, which allows relatively simple receive waveform processing provided the symbol keying rate used, R, = 1/T, satisfies both inequalities. A roughly "optimum" choice of keying rate from this viewpoint is R ' T
=I=&.
This does not negate system design for data rates that violate one or the other of the inequalities. In those cases, useful signal design choices are more restricted, and receive system processing generally cannot realize matched filter performance. Indeed, some channels are "overspread," L 1 1, or are sufficiently close to unity spread factor that there is no choice but to accept such limitations. Another system implication of the spread factor is that unless the channel is underspread, the ,channel changes state (in a time of order 1 / B O ) during the TM seconds that it takes for an energy packet to traverse the channel. This has implications for system designs that attempt to use estimates of the channel state to optimize receive profade rate = 1 .475fN (average rate of downgoing crossings of median level).
cessing and performance, again not precluding the possibility of making or using such estimates, but complicating the process and reducing the performance advantages, from those available for an underspread channel.
The characterization given above describes the degree of distortion of an isolated symbol. Continuous communication involves sequences of symbols and side-by-side channel frequency allocations so that we must also be concerned, respectively, with the time smear that may cause intersymbol interference or the frequency smear that may cause adjacent channel interference.
The same criterion that defines nonselective fading, T >> T, , also serves to make intersymbol interference negligible, in the sense that smear of symbol energy extends at most over a small leading popion of the next symbol interval. For each received symbol, there is an interval of duration T -T, which contains most of that symbol's energy and which is free of intersymbol interference. Sometimes, the simple expedient adopted in a modem design is to use filters, prior to the decision processes, that have an impulse response selected to be shorter than T -T, ; with proper synchronization, this assures decision voltages free of intersymbol interference. This approach is sometimes described as using a "guard time," of duration exceeding T, , in the demodulation processing. On the other hand, designs that can cope with the intersymbol interference that occurs when Tis smaller than T, are extremely important in fading channel modem design, motivated by considerable other benefits that can be attributed to using single high-speed serial streams to carry the desired traffic rather than multiple parallel slower speed streams. This has led, first in troposcatter and more recently in HF modems, to the development of adaptive equalizer systems for operation over continuously fading channels .that can mitigate the effects of considerable intersymbol interference. The dual problem, of adjacent channel interference caused by the frequency spread implied by the Doppler spread B D , has tended to be of considerably less concern in system design primarily because the values of B O tend to be quite low (in the fractional hertz to the tens of hertz range) compared to keying rates (signal bandwidths) of practical interest. As a result, the guard spacing between channels allocated for independent traffic is controlled largely by the spectral shaping of the transmitted signals rather than by Doppler spread. Note that this is a statement on Doppler spread, not on the allowances that might be needed to compensate for overall mean Doppler shift in systems involving high-speed moving platforms.
C. Parameters of Typical Channels 1) Ionospheric Skywave HF: Multipath arises from paths with different numbers of multiple reflections between earth and ionosphere (multiple-hop paths), from paths at multiple elevation angles connecting the same endpoints that occur because of the electron density variation versus altitude ("high" or "low" rays), from magnetic-ionic effects causing polarization-dependent paths ("ordinary" and. "extraordinary" rays), and from the natural inhomogeneity of the ionosphere "layers." The natural inhomogeneities cause typically 20-40 ps multipath spread of each path or mode, and the high/low and ordinary/extraordinary rays result in paths spread by 100-200 ps, .although all such paths in a given mode tend to coalesce when operation is at frequencies very close to the actual maximum usable frequency (MUF) for that mode. For single-hop links over medium ranges (800-2000 km), a maximum multipath spread of the order of 100 ps is not unusual. Because all paths in that case are via the same reflection area, there tends to be no major Doppler spread differences and the Doppler spread often is under 0.01 Hz (very slow fading, with time stabilities exceeding 100 s). The more notorious multipath spreads for HF, usually in the 1-2 ms range, occur either for short ranges (near vertical incidence) under about 800 km, due to delayed energy arrivals via repeated earth-ionosphere reflection; or over long paths, 2000-10000 km, that require two or more hops. In the latter range, a variety of modes can occur, involving different numbers of hops and including layer-to-layer reflections; for very long paths, even longer multipath spreads can be encountered, out to 5 ms or more. Moreover, because different Doppler shifts are often encountered at the different reflection points, the overall Doppler spectrum is often multiple-lobed (channel scattering fraction as illustrated in Fig. 1 (from [3] ). The overall Doppler spread, controlled by the Doppler shift differences, can range up to 1-2 Hz. These long skywave paths are the ones for which most HF modems are designed, usually for multipath spreads out to about 3 ms and Doppler spreads out to 2 Hz. However, paths with reflection points in or near the auroral belt can have greater multipath spread (5-10 ms) and significantly greater Doppler spread (10-20 Hz). Predictions on propagation via skywave after a. high-altitude nuclear detonation give similar (or larger) values. Note that these latter paths have a large spread factor, although still below unity; they are likely to require significantly different designs for worstcase operation than the more traditional HF modem designs intended for use on channels with spread factor of order 0.01 or less;
High-speed aircraft terminals can contribute additional Doppler effects on all paths (Doppler shift up to 10 Hz at 10 MHz for Mach 1 speed) and will cause some broadening of Doppler spectra because of the different takeoff angles for different ray paths. However, neither geometric calculations nor reported experience suggest a significant change in Doppler spread, except perhaps for paths that otherwise would exhibit extremely slow fading (values of Bo under 0.1 Hz).
As indicated above, high Doppler spreads in ionospheric skywave propagation tend to be associated with large multipath spreads, and thus with longer distance propagation. Low Doppler spreads can also occur with high multipath spreads, but there is no apparent mechanism for the converse (high Doppler spread but low multipath spread). There is also little evidence of any significant association of changes in SNR level (signal attenuation) on a particular link with changes in multipath parameters on that link. Intuitively, attenuation conditions on any single propagation path are not likely to .be coupled to the existence or nonexistence of other paths reflecting additional energy. Thus, one might expect at best a weak monotonic coupling between SNR and multipath spread. Moreover, any such effects might well be masked operationally by the common use of frequencychanging procedures as diurnal changes occur.
If we consider a."typical" conservative HF modem design, for T, s 4 ms and Bo 5 5 Hz, an optimum keying rate for distortionless reception is
Early HF operation (Morse, low-speed telegraphy) is indeed consistent with such a value. However, demands for digitized speech and higher speed data channels lead to requirements for values like 1200 or 2400 bits / s, and desires that extend to as high as 9600 bits /s. Since the early 1960's, the 1200/2400 bits / s requirement has been filled (with various views of success in meeting requirements for high availability) by using multiple parallel tone modems within a 3 kHz allocation. The best known of these uses 16 parallel tones, spaced. 110 Hz apart, and keyed synchronously at 75 baud with four-phase keying to realize 2400 .bits / s transmitted (often, however, operated at a lower throughput rate, with the redundancy utilized for coding or diversity as discussed in Section 111). A major limitation in use of such a modem, aside from its complexity vis-8-vis a comparable speed phone-line serial modem, is the requirement for a linear transmitting amplifier to avoid intermodulation effects among the multiple streams. The peak-to-rms ratio for 16 tones is about, 12 dB, and it is common to operate with an rms 7-10 dB below full scale (CW) rating (thus. compromising by allowing a tiny amount of intermodulation); with respect to amplifier designs, this derating is often regarded as a real loss in available system margin. In the early 1980's, successful operation has been shown for 2-, 4-, 8-, or possibly even 16-phase-keyed, constant envelope serial data at 2400 baud, with adaptive equalizer demodulation (more in Section 111).
2) Tropospheric Scatter: Troposcatter involves a more continuous, but nonsymmetric, distribution of delays. The most commonly used links range from just over the horizon (or short links with locally elevated horizons owing to major terrain obstacles) to links about 200 km long. For such links, the multipath spread usually does not exceed 0.1-0.2 ps, while at microwave frequencies the Doppler spread is in the 0.1-10 Hz range. The actual spreads are controlled by the beamdwidths used (always narrow) and by the actual geometry of the ''common volume" intersection of the transmit and receive beams. Aircraft echos occasionally cause higher fade rates ("flutter fading") of 100 Hz or more due to the additional Doppler shift. A typical scattering function is shown in Fig. 2  (from [2] ).
Considerably longer links have been implemented experimentally and for special applications. The multipath spreads can then extend to a few microseconds, although Doppler spreads tend to remain the same.
The attenuation mechanism associated with forward scatter is highly angle dependent. As a result, the intensity versus delay tends to be highly peaked to the earliest delays, and the effective multipath spread is usually the width of that peaked function. There is some indication that a significant weakening of the early delay return is associated with occurrence of a lowered mean SNR on the fading channel, coupled with a noticeable increase in the apparent multipath spread. This is well below the speed or bandwidth desired in use of troposcatter, which has always tended to be regarded as handling at least the traffic equivalent to a low-capacity microwave line-of-sight relay. Fortunately, it is possible to key at much higher rates, hundreds of kilobaud, when T, is realistically no more than about 0.1 ps. Fully digital troposcatter radios have appeared only within the past decade (previously, almost all troposcatter used FDM/FM with an analog multichannel telephony baseband), using adaptive equalizer designs to allow keying speeds up to 6.5 Mbaud, 4-phase [4]- [6] or, in another instance, using data-rate adaptation (downward in factors of two) from maximum speeds of about 2.5 Mbaud [7] .
3) Scintillation on Earth/Satellite Channels: Unusual conditions in the natural ionosphere can result in significant scintillations on earth/satellite links. These effects are highly frequency dependent ( 1 /f3)>, hence, most significant at VHF and low UHF frequencies. Primarily, they involve paths with ionospheric penetration in the local nighttime equatorial zone (latitude below 15 "), although occasional effects also occur in the geomagnetic polar zone. In mild scintillation, the channel is probably Rician, but has been observed to be purely Rayleigh fading at times of "strong scintillation." The Rayleigh fading component has a narrow multipath spread, perhaps as small. as 0.01 ps (hence, a large coherence bandwidth), while fading rates are in the fractional hertz to few hertz range.
The fade rates appear to be goverqed primarily by movement of the path's ionospheric penetration point across the ionosphere, resulting in a fade cycle that corresponds to movement over a scale distance roughly about 1 km. Hence, fade rates during scintillation events depend on whether the satellite is in low orbit versus nearly geostationary, and whether the terrestrial link is fixed or on an airplane.
Considerable military interest in the scintillation phenomena results from predictions that a high altitude nuclear detonation would result in considerably more intense phenomena of the same type in a large region surrounding the detonation, in the hours following the blast. At sufficiently high frequencies, as ionospheric absorption effects decrease enough to allow renewed link operation, considerable scintillation is projected with the fade rates themselves gradually slowing down. In many cases, fully developed Rayleigh fading is projected over time spans of interest, with fade rates varying downwards from the kilohertz range.
4) Terrain Multipath in VHF/UHF Channels: The VHF and lower UHF bands are used extensively for both military and civil nondirectional communications, most recently in the introduction of mobile telephone networks in the 800-900 MHz band' (in the U.S.). Terrain multipath, including builtup structures in urban areas, can be considerable. With respect to a stationary emitter, the result is a kind of spatial stochastic standing wave pattern with a correlation width ranging from one-half of an RF wavelength to a few, or at most a few tens of wavelengths, depending on details of geometry. Motion of a receiving platform through this pattern results in a fading received signal, typically showing the full characteristics of Rayleigh fading. In some high-resolution propagation tests (0.1 ps resolution) at 1 GHz [SI, over a variety of terrains, the multipath spread was found to be up to 10 ps with 1-3 ps most common, and with upwards of ten significant resolvable paths often found. Similar results have been found in tests to support mobile telephony 191, [IO] with an indication that suburban or rural areas tend to have lower multipath spreads, sometimes under 1 ps. The fade rate in these applications is directly related to the speed of the moving terminals, with the Doppler spread a fraction of the Doppler shift as determined by the angular spread of the multipath. For a velocity of V = 20 m / s (about 45 mph) and a frequency of 800 MHz ( A = 0.4 m), the peak shift ( V / A ) is about 50 Hz. One set of results [9] suggests a minimum coherence time (correlation coefficient of 0.5) of 1 . 3 ms, which is roughly consistent with this estimate. 5) Underwater Acoustic Communications: Underwater acoustic communication links have been suggested for tactical naval applications over ranges of 10-100 miles. At the lower frequencies (under 5 kHz) 'that allow such ranges, multipath spreads (typically direct path plus bottom bounce or multiple bounce) are several seconds, while the Doppler spread often exceeds 1 Hz. This is generally an overspread channel, requiring signal designs that involve noncoherent waveform processing (e.g., frequency shift keying with energy detection). temperate latitudes, meteorological conditions can occasionally introduce refractive multipath (i.e., "splitting" of the direct ray into two or three rays) within a few nanosecond overall spread, with performance degraded below "toll quality" unless the effects are compensated. Generally, the SNR margins on these systems are sufficiently high that the primary correction needed is use of adaptive equalization to eliminate intersymbol interference, rather than any attempt to modify the modulation to be more "fade-resistant.'' While one also encounters diversity techniques on such links, the diversity is largely used to select the least distorted branch rather than for any optimization of SNR.
D. Laboratory Simulation
A challenging practical issue in the engineering of equipment to cope with fading channel distortions is testing to validate the ability to'meet performance requirements. The use of on-the-air testing is unsatisfactory for several reasons.
1) It is at best difficult to determine the actual characteristics on a channel simultaneous with on-the-air modem testing over that channel.
2) The "worst-case" distortions against which a modem is specified may occur only a small fraction .of the time, and are not available "on demand" for scheduled testing.
The flexibilities needed are achieved instead by the use of laboratory simulators of fading channel conditions. In addition to testing engineered equipment, such simulators allow experiments to test new' concepts under controlled statistical conditions.
The usual laboratory channel simulator expresses realizations of a short-term process with fixed (stationary process) statistics, i.e., a rim is usually specified by a multipath intensity versus delay, Doppler spectrum versus delay, and by a signal level or SNR. Probably most of the simulators built to date have been aimed at the narrowband HF channel (up to 4 kHz bandwidth). Such simulators can readily be implemented for real-time operation using current microprocessor technology. To test a modem, the modulator output is presented at some convenient IF, conditioned, and digitized at some rate usually under 25 kilosamples / s . All the channel simulation is then performed digitally, and the output is converted back to an analog waveform for presentation at IF to the demodulator circuitry. An example block diagram of such a simulator is shown in Fig. 3(b) (from [ll] ). 'Controlled levels of additive Gaussian noise or interference are frequently included within 'the digital circuitry, but sometimes are also added externally as analog waveforms. Simulation systems may also include the ability to generate selected waveforms digitally. The inclusion of separate magnetoionic components at each path delay in Fig.  3(b) is a nicety for HF, often not included for narrowband HF channel simulation.
Most of the simulators provide only single-channel operation. To test diversity modes of system operation (i.e., modes which require two or more independently fading signals, as discussed later in Section 111) requires multiple simulators, adroit use of recordings, etc.
For any significantly wider bandwidths, as might be of interest for troposcatter or for spread-spectrum operating modes, real-time operation often is no longer consistent with use of digital processing, although the'boundary obviously is changing very rapidly. Analog simulators may be used (with all the additional problems of precision in control); or as an expedient, the channels simulated may be very restricted in nature (while still hoping to mimic all the important effects); or recordings may be used on input and output, to allow the simulator itself to be run much slower than real time. Obviously, with digitally generated signals (and perhaps even a digitally simulated receiver), time scaling is relatively easily introduced.
Two approaches are used to model the multipath channel itself and, in fact, many practical simulators use a kind of compromise of the two for economic implementation.
One approach is to model a specific set of relatively delayed paths, with independent gain and phase controls for each "path." This obviously fits well with the physical intuition about the HF skywave channel, for example. Indeed, many of the early simulators used a fixed gain at each delay, and only a phase modulation to mimic the dynamically varying path length. For limited signal bandwidths which do not resolve the individual paths, the result is Rayleigh fading by the same central limit arguments used earlier. However, the more modern simulators of this type introduce a multiplicative, independent Rayleigh fading process on each path delay which more suitably simulates the fading caused by the'multipath in a narrow delay spread around the nominal path delay for each mode.
The second approach, intuitively more consistent with representing a multipath continuum, as in troposcatter, uses a sampling theorem representation of the channel in the form of a tapped delay line with uniform tap spacings, a finite impulse response (FIR) filter in signal processing terms, as indicated in Fig. 3(a) . Basically, if the channel response of interest is confined to some bandwidth W , the representation of the time-varying channel transfer function H ( f; t ) can be confined to that bandwidth; in turn, the corresponding time-varying impulse response can be represented by complex samples taken 1 / W apart, h ( 7 ; t ) = c A($; t ) S(r -; ) , and the response to a transmitted complex envelope u ( t ) is given by The last equation is clearly reflected in the tapped delay line model of Fig. 3(a) . The time-varying complex tap weights signs, it has generally been reported that performance measures (almost always bit error rate) are found to depend on SNR, overall multipath spread, and overall Doppler spread, but that they are generally not sensitive are each complex Gaussian in the Rayleigh fading model. to the number of taps used to achieve those spreads so Although these tap weights are not strictly uncorrelated long as at least three taps are involved. For economy of unless the multipath profile is slowly varying, the corre-implementation, use of three taps has tended to be the lations are small and usually ignored. common practice (e. g . , [ 1 11 and [ 121) .
In experiments with such simulators to test modem deWhen a channel is simulated by a tapped delay line fil-
ter with taps spaced by T,, represented by a set of coefficients { cq } , the impulse response and transfer function, respectively, are represented by f i ( 7 ) = c aykS(7 -kT,)
H ( f ) = 1 exp ( -j 2 n f 7 ) h ( 7 ) d7 = +k exp ( -j 2 n f k T , ) .
The channel represented is clearly periodic with period 1 / T,, and this periodicity persists even when the { CY^} are time varying (although the details of the transfer function obviously change). An interesting interpretation of such a filter is that the coefficients { (Yk } represent the Fourier coefficients of the expansion of H ( f ) over a fundamental bandwidth, such as ( -W / 2 , W / 2 ) .
Truncation of the filter to K coefficients thus implies that the fastest variation across frequency is at a rate K / T , . When only three taps are implemented, the effective' fundamental of the periodicity is the reciprocal of the greatest common divisor of the two successive spacings (using integer factors). Thus, if three taps are equally spaced by T M / 2 over a multipath spread T,, the transfer function will be periodic over only 2 / T M Hz. While this could be adequate for testing single-tone modems with bandwidth considerably smaller than 1 / TM, it could be inadequate for realistic testing of a multiple-tone modem. Hence, more likely, one would try to use relative tap spacings that are less consistent with a low common divisor.
As a result of increasing interest in wide-band HF designs, wide-band simulators are likely to be built in the near future, .and probably will be of the first type identified earlier, i.e., with selected tap spacings. In wide-band HF, it is additionally pertinent to try to model the fact that skywave path length (delay) is itself frequency dependent ("frequency dispersive") and this fits most easily with the selected tap approach. On the other hand, concerns about inadvertently using a channel model with periodicity within the bandwidth being tested are real, and will have to be considered.
In modem procurements, acceptance testing of new modems for fading channel operation is usually based on operating a simulator at specific preestablished parameters. Often, the simulator is available at a government facility, but sometimes it is provided by the manufacturer.
SIGNAL, MODEM, AND RECEIVING SYSTEM DESIGN ISSUES A. Error Rates in Single Channel Fading
The complex Gaussian process model of the fading channel is a theoretician's delight, because the received waveforms are complex Gaussian (although usually nonstationary because of the signal modulation), and theoretical analysis of receiving system operation involves the relatively simple mathematics of a Gaussian signal in Gaussian noise. Indeed, direct derivations of probability of error are often much simpler for the fading channel than for nonfading, a fact that has been exploited in many detailed analyses. Nevertheless, because results existed first for the nonfading channel, the more common presentation of theoretical performance results starts with probability of error for a nonfading signal in noise, and averages it over the additional effects of fading.
A premise underlying the statement just made, but more importantly underlying much of the approach to design for fading channel operation, is that it is desirable, if at all possible, to select signal parameters (symbol bandwidth, keying rate) that allow essentially distortionless reception of individual symbol waveforms. As pointed out earlier, this is substantially possible for underspread channels, by selecting a symbol waveform with roughly unity time-bandwidth product, and for which the symbol duration T satisfies
TM <c T << l / B D .
For more complex situations, the approach is generally one of introducing adaptive circuitry that attempts to undo the effects of the distortions (for underspread channels), or that uses modem schemes that are substantially tolerant of the distortions, by accepting some "penalty" in the performance achievable versus SNR.
For keyed streams that do satisfy the inequality above, we are in the regime of the "slow, flat-fading channel" where an individual symbol waveform is sufficiently narrow-band (sufficiently long in duration) so that frequency selectivity is negligible in the fading of its spectral components, yet the waveform is also sufficiently short so that fading variations cause negligible loss of coherence within each symbol waveform as received. In consequence, the receiving system can be designed on the basis of optimal processing of the transmitted waveform (matched filters or some suitable approximation), just as in the nonfading case.
For a receiving system which makes its decisions based on the output of a linear filter processing an undistorted symbol waveform, the probability that a symbol error is caused by stationary additive Gaussian noise depends only on the "instantaneous SNR" associated with each symbol, i.e., the ratio of squared signal voltage at the filter output to the mean-squared value of the stochastic noise output. For the simplest cases of binary keying, these probabilities of error are expressed for the nonfading case in terms of the SNR y at the filter output by one of two forms : Both forms result in an asymptotic exponential dependence exp ( -a y ) or exp ( -fly) at SNR's high enough to result in low error rates of practical interest. Similar dependences are found for higher order alphabets, but we shall use the simple binary cases for our examples. For the nonfading, additive Gaussian noise channel, the result is that a relatively narrow range of SNR's (from about 7 to 14 dB) covers the error rates of practical interest ( to lop6) for all signal types, with small further reductions in SNR per bit (to perhaps as low as 3 dB) achieved by use of elaborate high-order alphabets or error-correction coding.
For the slow, flat-fading channel, the signal voltage for each symbol includes a Rayleigh fading factor, constant over the symbol, hence appearing as a multiplication factor in the output voltage. Because of this fading factor, the per-symbol SNR y is now itself a stochastic variable over the total ensemble of symbols received, and the previous nonfading formulas can simply be regarded as conditional probabilities of error, conditioned on the "instantaneous SNR" y. In turn, the Rayleigh fading implies an exponential pdf for y, where I' is the ratio of mean signal power at the filter output (averaged over fading) to the mean noise power; this is just a restatement of the exponential distribution for the squared envelope, stated earlier in Section 11. The result is that the overall averaged probabilities of error are given for the binary cases cited earlier by:
Asymptotically, for low error rates of practical interest, both formulas exhibit an inverse algebraic dependence between error rate and mean SNR, of the form 1 /2ar or 1 / 4 P r , respectively, instead of the exponential dependence on SNR found for the nonfading channel. If one were to try to operate a system in this manner, 10-3-10-6 error rates correspondingly require roughly 30-60 dB mean SNR, a considerable impact on system design. However, it is readily shown that the reason for these results is the nonzero probability in Rayleigh fading of occurrence of signal values well below the rms ("deep fades"), for which the instantaneous SNR is small and the instantaneous probability of error approaches 0.5. In fact, the asymptotic results on error rate can be obtained by approximating p ( y ) just by its form for y << r, p ( y ) = 1 / r . The occupancy of these lowest levels is inverse with the mean SNR, which is the inherent reason for the inverse dependence of error rate on mean SNR. As will be seen, reducing the effective occupancy at low levels is at the heart of the techniques of diversity (Section 111-B) .
A series of papers [ 131 examined the overidealizations inherent in the "slow-flat fading" model by analyzing the Gaussian process more rigorously. For example, it can be shown that instants of deep fading are accompanied by quite rapid and highly frequency selective changes in channel amplitude and phase, such that the "undistorted symbol" model is not applicable during such instants even if it applies to the bulk of all symbols. Nevertheless, when interest lies in error rates like 10-3-10-6, distortion effects that occur on only 10-3-10-6 of all symbols can all by themselves provide an undesired "irreducible" error rate. The analysis shows that the probability of error involves additional distortion-related factors, such that the probability of error approaches a constant value for very high SNR (i.e., becomes independent of SNR), so-called "error-rate bottoming. " Typically, the additional factors involve the Doppler spectrum width or the multipath spread, normalized to the transmitted symbol duration. It should be noted that fading is not the only source of errorrate bottoming effects. Another familiar source is the distortions caused by equipment nonidealities, that again leads to occasional errors independent of additive noise. Fortunately, the use of diversity also tends to ameliorate these bottoming effects (the irreducible error rate decreases significantly).
B. Diversity
In simplest form, diversity rests on the observation that if the same information is received redundantly, over two or more independently fading channels (' 'diversity branches"), there is a very much lowered probability that any individual symbol will be struck by a deep fade coincidentally in every one of the branches. With intelligent processing, each symbol decision can then be based primarily on the versions received at high SNR, thereby greatly reducing the overall error rate. For Mth-order diversity with equal mean SNR in each branch, the probability of error is essentially the Mth power of the probability of error for a single no-diversity fading channel. Hence, with Mth-order diversity, the probability of error varies with the mean SNR on each individual branch as 1 /I". There are constants involved (functions of M) which make the improvement not quite so great. Nevertheless, the result is that for error rates of 10-3-10-6, where the single channel requires r = 30-60 dB, dual diversity (M = 2 ) brings the requirement down to about 15-30 dB per diversity branch, and quadruple diversity (M = 4 ) brings it down to the 8-15 dB range.
A variety of detailed methods has been used for diversity combining. While the essence of diversity lies in selecting the single best branch for each symbol decision, the decision SNR can be improved by appropriately combining signal contributions from the various branches. Generally, with independent additive noise on each branch, the combiner weighting factors should include terms that are equivalent to using gain in every branch that brings the mean noise power in each branch to a common value. In bands where receiver noise is dominant and there is a similar receiver in every branch, this is often accomplished by using a single common AGC voltage for all receivers ("AGC lock"). When the channel fading is slow enough to obtain an estimate of the channel complex gain on each branch, the optimum combining in stationary, spectrally flat additive noise (after equalizing the noise levels) is to form a weighted sum at a common IF, in which channel phase is compensated (ail branches are phase locked), and additionally, the weighting amplitude is proportional to the channel voltage gain. This has been termed maximal-ratio combining, since it results in a decision SNR that is the sum of the SNR's on the individual branches (it is a direct extension of the matched filter principle). It has been shown that just phase locking without the additional amplitude weighting is almost as effective (so-called equal-gain combining) when the contributions from the, individual channels are of roughly equal mean strength. Phase locking necessarily is a form of "predetection" (IF) combining. At the other extreme is selection of the instantaneously best channel, as judged by some criterion such as AGC voltage being derived in each receiver, or monitoring errors in known patterns embedded in the data stream (e.g.., framing); often selection is implemented as "switching diversity," in which rather than continually switch to the best, a branch is used until it falls below some quality criterion, and then another (better quality) branch is selected (if available). Selection or switching combining is often implemented after detection ("postdetection combining"); but if there is benefit to the j designer in using a single modem, it can be implemented at IF, with the proviso that if the modem uses any phasesensitive processing, the branches must be phase locked before combining (suggesting that a gradual switching action between the two branches may then be implemented).
Neither the phase-locking predetection techniques nor the selection or switching techniques depend on signal structure, hence, they can be used for analog signals as well, and indeed they have been the basis for implementing diversity with FDM-FM transmissions, notably in troposcatter. For diversity combining of digital streams, matched filter processing is often first carried out independently. in each diversity branch, using locked synchronization (adding delays in each branch if necessary), and the combining is then accomplished on the matched filter voltage outputs, retaining amplitude and phase, or complex ( I and Q ) representation. For phase-coherent detection, as in ideal PSK using phase-locked loop carrier recovery, the branches must again be phase locked by compensating for the channel phase variations, and again amplitude weighting may also be used for slight additional improvements in performance. For orthogonal waveform detection, like noncoherent FSK, phase-coherent combining of branch outputs is still optimal. Since a separate matched filter is used for each waveform in the symbol alphabet, combining is done separately over the set of voltages corresponding to each one of the symbols, and decisions are then based on envelope (magnitude) comparison of the combined values. However, orthogonal waveform keying is often used in fading channels because of the fear that fading may sometimes be rapid enough to preclude any phaselocked loop type of carrier recovery (estimation of channel phase). In such an application (or simply when a designer decides that the additional circuit complexity of phase-coherent combining' is not needed or warranted), phase-coherent combining across diversity. branches is no longer applicable. Instead, when there is assumed to be no knowledge of channel phase, it has been shown that (again, with equal noise levels in all branches) the optimum combining involves squared-envelope detection of each matched filter output, and addition of the set of squared envelopes for each symbol to form decision voltages with the decision based on the largest. This is socalled "square-law combining. '' Its performance is intermediate .between maximal-ratio (when available) and selection diversity. Fig. 4 (from [l] ) illustrates these relationships for binary FSK for M = 1, 2, 4 with equal strength diversity branches, including the asymptotic error probabilities (coherent FSK with maximal-ratio combining has exactly 3 dB poorer performance than ideal coherent PSK). For square-law combining with significantly unequal mean signal contributions in the several branches, the weighting factors involve these relative mean SNR's. This can be especially important in applications where many of the diversity branches often contain no useful signal, so that their inclusion without weighting can significantly degrade performance (cf.
[lo]). Indeed, if the branch mean levels are varying dynamically in these cases, and cannot be tracked but only described statistically , the optimum diversity combining may involve nonlinear functionals of matched filter output voltages in each branch. We also note the recent significant addition of the use of coding plus interleaving to achieve diversity performance with digital streams, but defer discussion momentarily.
Modern systems for fading channels, where phaselocked loop carrier recovery is not expected to function well, often will use differential PSK (DPSK) rather than independent orthogonal symbol keying. The ideal demodulator for DPSK can be considered as using a set of filters operating over successive pairs of received symbols, matched to the set of possible phase differences between the two symbols, with comparison of envelope detected output. Alternatively, if z1 and z2 are the successive outputs of a symbol matched filter, the phase of the product zl z;i : can be shown to be an equivalent decision .variable. The net result is that a combining rule for DPSK corresponding precisely to square-law combining for orthogonal waveforms is to sum the "scalar products" z, z; over all the diversity branches, and to make a decision according to the phase of the resultant.
Our introductory remarks on diversity emphasized that diversity primarily takes advantage of the nonconcurrence of deep fades on independently fading diversity channels. Since the deep fades are relatively rare phenomena in any case, it will be appreciated that relatively high correlations can hold for the broad course of fading on multiple channels, without losing diversity performance, because the deep fades are still not simultaneous. Thus, while theoretical analyses of diversity usually assume statistically independent fading on all branches, the practical applications do not require it. This results in a certain amount of vagueness in the statements, such as follow below, about the physical criteria for establishing successful diversity. The means for 'realizing diversity branches have included the following.
I ) Spaced Antennas: Historically (1929), the diversity principle was discovered using spaced receiving antennas for HF skywave reception. Typically, for HF and troposcatter, spacings of the order of 10-100 X, where X is the RF wavelength, have been found sufficient. With a single transmitting antenna, spaced receiving antennas actually increase the total mean signal energy captured, but this is not by any reckoning as significant for performance gain as the independence of occurrence of deep fades. Spaced transmitting antennas also provide diversity, but note that they cannot use the same frequency and polarization since the two signals would not then be separable into independent receivers at the receiving end. A familiar diversity configuration in troposcatter is quadruple diversity using two spaced transmitting antennas with orthogonal polarizations, each received by two spaced dual-polarization receiving antennas. Commonly, to facilitate RF isolation at the receiver (and to minimize cross-polarization degradations) , two different transmitting frequencies are used, and often it is moot as to whether the mechanism providing diversity is the antenna spacing or, in part, is the frequency spacing (see below). Indeed, for the two transmitreceive paths that cross at midrange, the use of different frequencies likely contributes significantly to independence of fading between them.
Vertically spaced receiving antennas are frequently used on microwave line-of-sight links to provide diversity protection against destructive interference due to ground reflections (under subrefraction conditions), or in the newer high capacity digital radios, against the refractive ray splitting multipath that occasionally occurs. This application is sometimes termed ' 'height diversity. "
2) Crossed Polarization: Most media are dielectric in nature, with little depolarization of a single transmitted signal. Likewise, crossed-polarization transmissions on the same path and same frequency exhibit highly correlated fading, unsuited for diversity. However, on HF skywave F-layer paths, the magnetoionic polarization-rotation effects on individual modes tend to result in independently fading orthogonal polarizations, for a single polarization transmitted. Cross-polarization reception therefore can provide dual diversity for such paths. This has not been used to any great extent at fixed sites, partly due to the difficulties of achieving high-gain beam patterns in crossed polarizations. However, polarization diversity is feasible when log-periodic or whip antennas are applicable. For a single, magnetoionic path, a transmitted linear polarization should result in receiving a slowly rotating linear polarization ("Faraday rotation") with the appearance of periodic fading on a linearly polarized receiving antenna. A single such mode will result in "anticorrelation" of fading for signals received on cross-linear polarized antennas; however, this .is not a form of multipath fading, and does not appear to be the polarization fading commonly observed.
3) Angle Diversity: In troposcatter, the angular sector for effective forward scattering (as viewed from either terminal) may be greater than the beamwidths available with large antennas, allowing use of multiple beams that traverse disjoint physical regions, hence result in independent scattering. The beams need be narrow only at the receiving end of the link. It is not believed that this method has been used other than experimentally, and it has not been suggested for other channels. 4) Frequency Diversity: Independently fading branches can be achieved by transmission and reception of the same information on multiple carrier frequencies spaced far enough apart that fading is uncorrelated. For skywave HF, this can often be achieved, on subcarriers spaced well within a 3 kHz allocation, where it is often termed "inband frequency diversity. '' It has been-implemented either with parallel data modulation on spaced subcarriers, or in some cases by sequential (time-shared) transmission of the same information on spaced subcarriers. The use of wideband frequency hopping on fading channels, with the same information carried in different hops, also tends to result in independent states of fading at each hop frequency. The U. S . S . R. journal literature describes an elegant technique of composite or compound modulation for generating frequency diversity signals, for troposcatter and other fading channel applications (e.g., [14] ). A periodic angle modulation is applied to the carrier, retaining its constant envelope character for transmission. However, the periodic modulation creates multiple subcarriers uniformly spaced around the carrier, with spacing equal to the fundamental of the periodicity. Superimposing information as additional angle modulation on the periodically modulated carrier implicitly imposes the angle modulation on each of the subcarriers (the technique has also sometimes been termed ''stacked carrier") while the overall transmitted waveform is still constant envelope. As described, spacings of a few megahertz would be used in troposcatter. The literature also describes an autocorrelation technique ("Akkord") for bulk processing all the received carriers rather than separating them through individual receivers, with performance roughly akin to that of square-law combining.
Frequency diversity also is often employed in microwave line-of-sight relay, in "1 : N protection switching" where one frequency is available to provide diversity switching for any one of the N other carriers (frequencies) being used on the same link, each carrying independent traffic. When diversity is needed, the appropriate traffic is simply switched on to the backup frequency as well (usually with anticipation, to allow time for phase locking before the switching action occurs).
5) Multipath Diversity: When randomly keyed signals are used with a bandwidth Wgreatly exceeding 1 / T M , the correlation lobe in a cross-correlation receive processor has a width of order 1 / W, much narrower than the multipath spread TM. Multiple cross correlators, operating at uniform spacings of 1 / W , will provide multiple outputs, each of which represents only the energy arriving via its resolved 1 / W-width segment of the total multipath profile, hence-fading independently from any other correlator output. The concept is perhaps most easily understood by considering a tapped delay line model of the channel, with taps also 1 / W apart. The most common implementation of this type uses direct-sequence spread-spectrum ("pseudonoise"), with a high rate pseudorandom sequence providing the multipath resolution and a lower rate information modulation superimposed (e.g., [lo] ). In modern implementations, instead of a correlator, bank working off a tapped delay line (which gave rise to the name "Rake" for this technique), a more likely implementation is a single programmable matched filter, successively matched to the detailed structure for each information symbol. For each symbol (symbol duration much greater than TM ), the multiple delayed contributions appear in time sequence on the matched filter output, and are combined coherently or noncoherently by further lowpass filtering (weighted summation). In one modem troposcatter system (the USAF TRC-170), the same effect is achieved using pulselike waveforms, there called a '"distortion adaptive receiver" [7] . 6) Time Diversity: If the same information datum is repetitively transmitted at time spacings that exceed the coherence time of the channel, the multiple repetitions will be received with independent fading conditions, hence appropriate for diversity combining. This can be achieved, for example, simply by repeating messages or portions of messages at appropriate intervals, with storage or accumulation of diversity-combined values until the last repetition. Time diversity has probably never been implemented in this pristine form. However, it is certainly implicit at a message level in many communications protocols, where messages contain check data (error detection codes) with provisions for repeating until receipt of an error-free version. Combining or selection at the individual bit level is not known to be used in any implemented systems, although often proposed, particularly in the form of simple majority decision for each data symbol.
The modem implementations of both time diversity and of in-band frequency diversity involve the use of errorcontrol coding, as discussed in the next subsection. In connection with diversity as such, it should be noted that methods like time diversity and in-band frequency diversity involve an obvious sharing of available transmit power or energy over the multiple replications of a signal. Hence, unlike spaced receiving antenna diversity, one may regard that there is a transmit power division penalty for these forms of diversity. With the diminishing rate of performance improvement versus increasing order of diversity, one might speculate that there is an optimum or- der of diversity in such power-sharing techniques, beyond which net performance degrades. When ideal coherent maximal-ratio combining is available (recall its equivalence to a matched filter using all signal energy), it can be shown that there is no such intermediate optimum, only a diminishing rate of return. But with square-law combining, one obtains a set of results summarized for binary orthogonal keying by the curves in Fig. 5 (from [l] ). The solid curves apply for constant transmitted energy per bit, showing that an optimum order of diversity in fact occurs when the received SNR per branch is about 3 (5 dB). Before leaving the subject of diversity, it is useful to note other applications of the use of "diversity" that are different in tone from the methods and techniques described above.
1) In skywave HF, many concepts have been implemented or are being investigated for adaptive selection of the operating RF frequency and, in some cases, for adaptive selection of the path (connectivity) in an HF relay network. These concepts are sometimes called frequency or path diversity, respectively.
2) In many applications, the availability of diversity branches can be used to eliminate an interfering signal by coherent weighted processing, on the basis that the relative amplitudes and phases associated with the interference on the several branches are different from those associated with the signal of interest. The weighting used for that purpose is different from that used for optimizing the signal level (because the "noise" is now treated as coherent from branch to branch).
C. Coding and Interleaving
Time diversity or in-band frequency diversity, as portrayed above, can be regarded to be a brute force use of redundancy, in which each bit or symbol is repeated n times. From a coding point of view, the technique involves use of a code of rate 1 / n , with a particularly unsophisticated code. One might expect that a more adroit selection of a code will lead to a more efficient system while still maintaining the benefits of the diversity concept. This has indeed proven to be true, and coding is now well accepted as a significant approach to fading channel signal and modem design.
Some of the early thoughts were to use burst correction codes, i.e., codes with sufficiently long constraint lengths to "surround" an error burst (due to a signal fade) by enough correctly decided bits that the error burst can be corrected. Efficient codes were found with this characteristic, but the concept foundered when detailed investigations showed that error bursts on typical fading channels might be excessively long and, in particular, that one could not guarantee sufficiently long error-free intervals between error bursts [ 151. Instead, attention turned to efficient use of codes designed for correcting random errors, by spacing the bits of a code word sufficiently far apart so that they encounter independent fading. The technique by which this is standardly done is called interleaving. The simplest form is block interleaving using a memory containing M rows and K columns, with a coded stream written into memory row by row, and read out column by column. Successive bits of the coded stream then appear as every Kth bit of the transmission stream. In reception, the coded stream is restored by using a corresponding M X K memory as a deinterleaver. Other interleaving approaches have been suggested which require smaller amounts of memory, but with the continually decreasing costs of memory devices, the interleaver design no longer appears to be a significant issue. Moreover, VOL. SAC-5, NO. 2, FEBRUARY 1987 while the block interleaver is most naturally described by reference to a block code, the concept is equally applicable for convolutional codes. One early coding-type theoretical result for simple diversity with data communications is the following (for binary keying). With repetitions of a datum ( M odd), a simple form of combining is to make a hard decision on each branch, and then take a majority vote over the branches. An error occurs when half or more of the individual hard decisions are in error, hence, with an asymptotic error rate that varies as 1 / I " / 2 . In fact, the constants are essentially the same as for square-law combining diversity of order M/2. This last result extends almost immediately to hard-decision error correction decoding of any block code. Errors can occur when the number of errors exceeds half the minimum distance of the code set, and hence, the effective order of diversity is half the minimum distance of the code (bounded, then, as half the minimum weight of the code words for linear codes). A similar statement holds true for convolutional codes, with the effective order of diversity equal to half the minimum-free'distance of the code. On the other hand, soft-decision phase coherent decoding is a form of matched filter detection of code word alternatives, and even soft-decision decoding based on square-law detection of individual bits (i.e., "postdetection matched filters" used to form decision variables for the various code words) comes close to the same result. For these, the effective order of diversity corresponds to the minimum distance of the block code (the minimum number of bits that are different between code words) or to the minimum-free distance of a convolutional code. These results are illustrated in Fig. 6 adapted from [ 2 ] , which shows results for two dual diversity FSK signals, and for a Golay (24, 12) or (23, 12 ) rate i block code using FSK signals. The M = 2 diversity and the rate 4 code both involve the same degree of redundancy in the transmission, but the Golay codes have a minimum distance of eight or seven, respectively, translating into performance equivalent to eighth-order diversity for soft-decision decoding and to roughly fourth-order diversity for hard-decision decoding (as judged by the asymptotic slopes). Fig. 7 , also adapted from [2], shows the results for softdecision decoding of several binary convolutional codes. The top three curves show the effect of increasing constraint length while keeping the code rate constant at i , while the bottom four curves show the effects of additionally using n repetitions of the coded bits, for a fixed constraint length of 5 .
The effectiveness of coding within a given redundancy can be increased by increasing the length of a block code (while keeping the code rate fixed) or by increasing the constraint length of convolutional codes. There are practical limitations to how far one will go in this regard, with tradeoffs in the diminishing rate of improvement of per- formance with increased code length and in the increasing complexity of the decoder. A third, subtle tradeoff at the system level is that the time span bracketed by an interleaved code word increases proportionally to the increased constraint length, and hence, there can be a significant throughput delay upon receipt of a message before the deinterleaver is ready to output data. For example, if 0.5 s delay between successive code word bits is desirable in order to operate in a fade rate of the order of 1 Hz, a Golay (24, 12) code will involve 12 s deinterleaver delay. Such delays can interfere with, or at least force modification of, network acknowledgment protocols that might otherwise be in use. In some applications, overall message lengths may be quite short, and stretching the transmission time to allow successful high-order time diversity, whether coding is employed or not, may imply an 'K. Brayer has pointed out that since successful decoding depends on a mix of few errored bits with mostly nonerrored bits within each code word, there is a point in code word elongation beyond which performance starts to degrade because individual code words tend to, bracket more than one error cluster. That is, the bursty nature of errors still presents a nonstationary channel to the decoder. A troposcatter channel example appears in [15, p. 434, ; as the interleaver spacing increases from 6 to 576 to 1200 bits (delays of 0.015, 1.44, and 3.0 s), the decoded error rates on test runs 45, 50, 48, and 52 pass through a minimum and then increase. inefficient use of the total time-bandwidth product available in transmission (i.e., may result in not having enough message bits or coded message bits to efficiently populate an interleaver memory, implying gaps in the interleaver output that are not used for actual data transmission). One result of the complexity issues is that in some fading channel applications that involve use of a high degree of redundancy in transmission, the redundancy is divided between coding and repetitions. For example, consider a modem designed for 2400 bits / s transmission rate that is instead used to support 75 bits / s throughput-the 16-fold redundancy might be divided between use of a rate ' 4 code, and use of fourfold repetition of every transmitted bit (all with interleaving across time, or across frequency in a multitone modem). Achieving the performance of a very high order of diversity is probably of greatest interest for data communications applications that require very low throughput error rate, below about For digital voice, where error rates in the lop2 range may be tolerated, there is little advantage to very high orders of diversity, although a low order is still quite beneficial.
It should be added that quite another effective use of 85 coding on fading channels is the use of coded waveforms for error detection rather than correction. This can be very efficient with a relatively small amount of added redundancy. Normally, an acknowledgment type of protocol is used, with requests for repeats of unaccepted message segments (such as packets). On HF skywave, such systems are familiar as the ARQ techniques that have been in use for four decades on telegraphy systems. Note that when error detection is involved, there is no motivation for interleaving. Quite the opposite: within the same overall average rate of errors, it will be beneficial if the errors encountered are clustered, since this will require fewer repeat transmissions (assuming that the code can maintain a very low rate of accepting segments with undetected errors). An interesting variation on the use of error detection with repeat transmissions has recently been described for an HF skywave packet transmission application [ 161.
A soft-decision error correction code is applied in forming, each transmission packet, while an error-detection code is additionally embedded as part of the "information" content. The error-detection code determines whether to request repeats; any repeat is treated as part of an additional soft-decision decoding of the previously accumulated metrics (from processing the prior receipts of the same packets). As opposed to the independent decoding of each repetition, this procedure adheres more closely to the principle of combining all the available repetitions of the data bits, and results in considerable reduction in average time for thoughput of accepted messages.
Note that in many applications, such as HF, coding also plays a major role in circumventing the effects of impulsive noise disturbances.
D. Use of Adaptive Equalizers
We have already mentioned the successful development of adaptive equalizers for operation over fading channels. These have been adaptations of the equalizers earlier developed for voiceband data transmission over the ,telephone plant (e.g., [17] and [18] ). The distinctive challenges of designing an equalizer for fading channels are 1) the necessity for continual and rapid updating of the equalizer coefficients to "track" the changes in the channel, 2) a need to compensate for multiple paths with nearly equal strengths and for deep nulls within the bandwidth of interest. In application to troposcatter [4]-[6], use of a high symbol rate, in the Mbaud range, allows reception of a very large number of symbols per fade cycle (fade rate in the 1-100 Hz range), hence, a large number of updates is available for data-driven adaptation. The primary problem is one of processing speed. The original equalizer developed for this purpose partly used analog processing, but with currently available A/D converters and logic speeds, a completely digitally implementation can be used. Because the multipath spread is only over a couple of symbols, the equalizer can be relatively short. Fully digital (VLSI) adaptive equalizers are also being de-veloped to cover the occasional fading problems encountered in microwave digital links' operating at rates up to 35 Mbaud. At the other extreme, the adaptive equalizers developed for HF operation have all operated in conjunction with 2400, baud transmission, and this can sometimes provide too few symbols for data-derived updates. Instead, the most successful of these equalizers [19] interleaves learning patterns (known data patterns) with data packets, and uses the learning patterns as the basis for equalization updating (also using additional data from the data sequence as decisions are made).
The problem of multiple paths nearly equal in strength has been handled by using decision feedback in the equalizers. The equalizers are implemented as transversal filters, with a "feedfonvard section" which supplies corrections for intersymbol interference caused by "precursors" or early arrivals of symbols yet to be decided, and a "feedback" section which corrects for intersymbol interference from symbols already decided. The feedforward section operates as a linearly weighted sum on the received .signal plus noise. However, the presence of nearly equal paths (one of which, in effect, must be cancelled out) can result in a requirement for many taps in the feedback section. In turn, if the feedback section operated as a linear weighted sum, excessive noise could then appear in the equalizer output. Instead, in decision feedback, the weighting is applied to ideal noiseless versions of the decided symbol values; so long as most decisions are correct, the equalizer coverges rapidly in an iterative scheme (with a learping pattern, of course, the correct data values are known). In addition, it has been found that use of equalizers with taps spaced by a fraction of a symbol duration (e.g., T, / 2 or 2T, / 3) provides better ability to compensate for intricate channel transfer functions than the more traditional symbol duration spacing. One explanation is that the transfer function realized by any transversal filter with uniform spacing T is periodic in l / T. By using T = T, / 2 or 2T, / 3, the bandwidth that can be controlled is larger than 1 / T,, which better conforms to the total signal spectral occupancy and allows better compensation for artifacts such as deep in-band spectral nulls.
A side benefit from using adaptive equalizers to eliminate intersymbol interference is that they provide an implicit "multipath diversity" benefit by also adding together (with weighting) the smeared components of each symbol.
Generally, it may be said that the effective use of adaptive equalizers in troposcatter appears to have been well demonstrated, while their effective use in HF skywave has been demonstrated on a few links, but still awaits extensive testing over the wide variety of conditions found on HF links. , IV. UNDERSTANDING LONG-TERM SYSTEM PERFORMANCE As the preceding material has indicated, signal and receiving system design for a stationary fading channel is a well-developed art that is continuing to evolve. New concepts continue to appear, along with improved implementations largely based on continuing speed increases and cost reductions in digital signal processing technology. Technologically, this is all very satisfying for equipment designers working this field. Yet, the stationary fading channel is only a time-local model of the "short-term fading" and its statistical parameters themselves vary considerably over any longer periods of time. The designer of a telecommunications network or system has to infer, from an understanding of these long-term variabilities, how to select an appropriate set of these parameters to guide selection of those aspects of modem, coder, diversity, etc., design that are conditioned upon the stationary channel model. This selection is usually expressed as a "worst-case design." This implies selection of a mean SNR for the Rayleigh (or Rician) fading, gross distortion descriptions including multipath spread and Doppler spread, and whatever finer details may be needed to substantiate performance under these worst-case conditions. The system designer's efforts may include tradeoffs involving other parameters and costs of a system design, such as transmitter power, antenna gains, lengths of links in a relay network, the performance required of the modem, etc.
On the surface, one can hardly quarrel with the apparent reasonableness of such an approach. The intent appears straightforward and consistent with rational intuition about how to go about designing a system to meet user service requirements. Still, many aspects of the design procedure constitute an art, depending on customary (accepted) judgments about how the user requirements translate into technical specifications. What we shall discuss here is how the use of fading channels introduces yet another dimension into this art.
We illustrate first one conundrum in identifying a "worst case" for design. Performance difficulties on fading channels are usually attributed both to fading and to multipath distortions. Therefore, the usual candidate for the worst-case design is a stationary fading channel that has the largest multipath spread and the largest Doppler spread that one can reasonably expect to encounter on the links envisioned for use. Against these, one can design to achieve some specified performance at a minimum mean SNR, within some cost and complexity tradeoffs. As we have seen in Section 111, a contemporary design for a data system to operate over fading channels would very likely include some form of coding and interleaving, to achieve the effective high order of diversity afforded by that technique and corresponding reduction in required mean SNR. But can we now state that so long as that minimum mean SNR is achieved on any link, its quality is assured to be above that required? Unfortunately, the answer is not comforting. We have just outlined a design where the signal and receiving system design is an elaborate amalgam of sophisticated use of both time diversity and in-band frequency diversity, and where performance at the specified mean SNR depends on achieving the order of diversity that we implicitly assumed is available because of the severity of the "worst-case" channel characteristics. That is, the designed system performs best for a given mean SNR when the multipath distortion effects are at or nearly at their worst! But what if, perversely, some of the channels have lengthy periods of time during which fading is much slower than we assumed to be the case, or the selectivity of fading is much less severe than was assumed (''what if we gave a war and nobody came' ')? Much of the time diversity or frequency diversity upon which our performance was premised would no longer be available, and in those situations, the required mean SNR on the link might have to. be much higher, perhaps approaching the no-diversity values! The problem outlined above .is, in fact, a very real current problem for any thoughtful system designer trying to formulate new systems for HF skywave operation. New flexibilities are being introduced to allow essentially automated on-line selection of good operating frequencies, instead of the older techniques of operating within limited and manually controlled frequency assignments, and the newer modem/coder techniques certainly push back the boundaries of multipath distortion effects and required SNR within which a desired quality of performance can be realized. Instead of the 60-70 percent availability found in 1960's testing of HF modems on individual links, one expects availabilities well into the 90th percentile. Given these improvements, can the system designer begin to promise HF networks that approach the continual availability of other media? And if so, how closely, and where are the limiting factors? The effect outlined above, that occasionally the channel may be nearly distortionless, might represent one clear limitation, where instead of the diversity benefits from clever modem and coder design that takes advantage of the distortions, the system will be stranded, as it were.
Obviously, when limiting factors are identified, system designers can work toward incorporating additional capabilities to redress them. Just as obviously, assessing the overall impact of the conundrum just posed requires an extensive database on global mixes of fading channels, describing joint statistics of locally mean SNR and of the associated channel distortions. Such data are simply not available today. To accumulate the data by scientific testing would require a program of propagation testing at many frequencies and many sites, over a variety of links, probably on a multiyear basis. Instrumentation could perhaps be automated to emphasize identifying and recording just those intervals that involve the factors limiting performance. Nevertheless, such an undertaking would probably appear. prohibitively costly for any of the fading channel media, and could only be sponsored within recognition of a payoff against significant long-term requirements. In the HF band, the alternative is to rely on the burgeoning usage of new equipment, and to trust to an accumulation of reports on their performance and to an accumulation of insights from individual research and engineering tests, routine usage reports, operational observations,, etc. Altogether, this is not a very satisfactory situation for the system engineer who recognizes a community of intuitions around which much could be promised, but without any database with which to prove it.
Another example of the kind of system design problem posed by long-term variabilities is afforded by a kind of performance specification common in past years for troposcatter designs to support multichannel telephone networks. It was early observed that in northern temperate climates, the hourly mean signal levels often had their lowest levels concentrated in the winter,months, typically in January. A specification might then read " . . . channel test tone-to-noise ratio (or bit error rate) shall remain above X dB (or below lopy) for all but eight hours of the worst month . . . ." The eight hours was to be interpreted as a cumulative eight hours, in effect a requirement that the specified performance would be realized with at least 99 percent probability at any randomly selected instant within that worst month. In more recent times, the concept of the errored-second has crept into use (certainly in the microwave line-of-sight relay practice), giving a more refined notion to the testing of bit error rate. A specification might then read " . . . no more than 28 800 errorseconds during the worst month . . . ," where error counts are taken over successive intervals of one second each, and an error-second is simply defined as one in which the count exceeds some threshold value (e.g., at 8.448
Mbits / s, one might state a.count of 85 errors in a second instead of stating an error probability of Whatever the detailed criterion, it has sometimes occurred that such system performance specifications were stated as the governing specifications to equipment developers or manufacturers. Differing interpretations by bidders on the longterm effects could lead to different detailed equipment performance specifications, hence, to different cost bases that could not fairly be compared.
The long-term fading statistics for any of the fading channels are, at best, an accumulation of multiple-year statistics. Most often, they are empirical accumulations from many test links and different time frames scaled, as best as someone can judge, to equivalent values, There is no way that the statistics during any single year, or for that matter during any few-year period, can be expected to fit tightly to those long-term statistics, especially at the tails of the distributions. Therefore, there is no meaningful way to test performance of equipment for long-term availability, within any realistic interval for deciding acceptability. Instead, for fading channels, any long-term peformance "specification" is really only a set of objectives, whereby the system planner can draw upon the empirical database (the "long-term statistics") to gauge the equipment requirements of an overall system design. That these are objectives and not specifications is intrinsically understood by all who are involved in the detailed design process, but often not explicitly so stated (often left stated as if they are quantitatively meaningful system specifications). The judgments properly made by the system plan-
