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Abst rac t - -An  optimization-based domain decomposition method for the solution of partial dif- 
ferential equations is presented. The crux of the method is a constrained minimization problem for 
which the objective functional measures the jump in the dependent variables across the common 
boundaries between subdomains; the constraints are the partial differential equations. The existence 
of optimal solutions for the optimization problem is shown as is the convergence to the exact solution 
of the given problem. We then derive an optimality system of partial differential equations from which 
solutions of the domain decomposition problem may be determined. Finite element approximations 
to solutions of the optimality system are defined and analyzed as well as an eminently parallelizable 
gradient method for solving the optimality system. Then, the results of some numerical experiments 
and some concluding remarks are given. The latter includes the extension of the method to nonlinear 
problems uch as the Navier-Stokes equations. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -Domain  decomposition, Finite element methods. 
1. INTRODUCTION 
Let f~ be a bounded open set in R with boundary F. We consider the model problem 
-Au=f ,  inf /  and u=0,  onr .  (1.1) 
We consider a decomposition f the domain f/ into two open subdomains ~1 and 122 such that 
f~ = f~l U f/2. The interface between the two domains is denoted by Fo so that ro = ~1 n f/2. 
Let r l  = ~1 N F and F2 = ~2 N F. See Figure 1. 
Due to the obvious implications for parallel processing, domain decomposition methods for the 
model problem (1.1) have been subject o great attention and the literature resulting from this 
scrutiny is too vast to mention here. Suffice it to say that there is a large-scale, international 
conference held on the subject every year, and that the proceedings ofthese and other conferences 
provide both a summary and a history of developments in the field; see, e.g., [1-6]. 
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Figure 1. A domain divided into two nonoverlapping subdomains. 
In this paper, we propose a new domain decomposition method for (1.1). We emphasize that 
the method easily generalizes to dimensions higher than 2, to more than two subdomains, and to 
equations much more complex than those in (1.1); we present he method in the context of the 
model problem (1.1) and for only two subdomains merely to simplify the exposition. 
We wish to determine the solution of (1.1) by solving the following pair of Poisson equations 
with mixed Dirichlet and Neumann boundary conditions: 
~Ul 
-Au l  = f, in ~'~1, U 1 = 0, on I~1, and C0nl = g' on F0 (1.2) 
and 
-Au2 = f, in ~2, u2 = 0, on F2, and Ou2 On2 = -g'  on F0, (1.3) 
where, for i = 1 or 2, ~ denotes the derivative in the direction of the outer normal to ~.  We 
are particularly interested in the data g in the Neumann boundary conditions; in this paper, we 
will refer to g as the control. 
For an arbitrary choice for the control g, the solutions ul and u2 of (1.2) and (1.3), respectively, 
do not agree with the solution u of (1.1) in the respective subdomains, i.e., ul ~ ulnl and 
u2 ~ u[a2. The discrepancy is due to the fact that for an arbitrary choice of g, we have that 
ul ~ u2 along Fo, even in a weak sense. On the other hand, there clearly exists a choice of g, 
namely g = (o--~)lro = -(~-~nu2)lro, such that the solutions of (1.2) and (1.3) coincide with the 
solution of (1.1) on the corresponding subdomains. 
Thus, our goal is to determine a function g such that ul is as close as possible to u2 along the 
interface F0. One way of trying to achieve this goal is to minimize, over an appropriate class of 
candidate functions g, the functional 
/C(ul, u2) = ~ (U l  - -  u2)2dr, 
o 
(1.4) 
where Ul and u2 are determined from g through (1.2) and (1.3), respectively. It is clear that 
Ou Ou 
there exists a minimizer for ]C(., .); indeed, for the choice g = (~7)]ro = -(~-~n2)[ro, where u is 
the solution of (1.1), we have that ul = ulal and u2 = uIf~ so that/C = 0. 
In order to regularize the problem, we penalize the functional/C(., ) by a measure of the size 
of the control. Thus, instead of minimizing (1.4), we minimize the functional 
~'5 (Ul ,U2,g)  ---- ](: (Ul, U2) -~ ~ g2dF 
o 
= ~ (Ul -- u2)2dI ~ -{- ~ g2dF, 
o o 
(1.5) 
where ~ is a positive constant hat can be chosen to change the relative importance of the two 
terms appearing in (1.5). 
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In summary, our domain decomposition method is based on the following optimization problem: 
minimize J6(Ul,U2,g) over suitable functions g subject o (1.2) and (1.3). (1.6) 
In the next section, we will give a precise formulation of this problem, including a definition of 
what constitutes a suitable class of functions for the control g. 
The introduction of the penalty term in (1.5) also results in a simplification of the numerical 
algorithm. On the other hand, for any 6 > 0, minimizers of J6(', ", ") do not satisfy ullro = u21ro 
so that solutions of the minimization problem (1.6) do not exactly correspond to solutions of (1.1). 
We will study this discrepancy in Section 3. 
Domain decomposition methods based on optimization strategies have been previously been 
proposed in [7-11]. For example, in [9], the minimization of an appropriate functional forces the 
optimal solution to satisfy the partial differential equation problems and the constraint imposed 
forces the solutions on the two subdomains to agree on the interface. Thus, in that paper, the 
roles of the functional and constraints are reversed from that in (1.6). It is shown in [9] that the 
method proposed there is equivalent to a nonoverlapping Schwarz method. The appearance of 
the partial differential equations as constraints in our methods renders them easy to generalize 
to other, more complex, even nonlinear problems. We will return to this issue in Section 8. 
The plan for the rest of the paper is as follows. In the next section, we introduce some notation, 
we give a precise restatement of the optimization problem (1.6), and prove that optimal solutions 
exist. In Section 3, we study the convergence ofoptimal solutions as the penalty parameter 6 --- 0. 
In Section 4, we derive an optimality system of equations from which optimal solutions may be 
determined and, in Section 5, we examine finite element approximations of the solutions of the 
optimality system. In Section 6, we study a parallelizable gradient method for the solution of 
the optimality system; in Section 7, we give the results of some numerical experiments. Finally, 
in Section 8, we provide some concluding remarks. 
2. THE EX ISTENCE OF  AN OPT IMAL SOLUTION 
We start by introducing some notation that will be used throughout the paper. Let L2(7)) and 
H 1 (7)) denote the standard Sobolev space with respect o a domain 7) with the standard norms 
II • II0,z) and 11'111,9, respectively. We then define the subspaces 
HoOCh) = {v e HI(~) I v = 0, on r} 
and 
H~,(fli) = {v E Hl(f l i)  I v = o, on r~, 
Inner products on L2(fli), i = 1, 2, and L2(Po) are defined by 
for i--- 1,2. 
and 
(v'w)n' =/n  vwd~, 
i 
i = 1,2, 
(v'W)r° = fr vwdro, 
0 
respectively. Dual spaces will be denoted by (.)*. 
Let g denote the boundary control and assume ul and u2 satisfy (1.2) and (1.3), respectively. 
Then, a weak formulation corresponding to (1.2) and (1.3) is given by: find ul E Hrl~ (f/l) and 
u2 E Hr12 (f~2) such that 
a1(ul,v) = (f,v)f h q- (g,V)r, o, Vv E HlI(~I) (2.1) 
80 
and 
where, for i = 1, 2, 
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a2(u2, v) = (f,v)a, - (g,V)ro, Vv • H~(£2),  (2.2)  
exist constants Ca > 0 and Cb > 0 such that 
and 
see, e.g., [12]. 
a,(u,u) >_ C.Ilull~,n,, vu  • H~,(~i), i = 1,2, (2.3) 
a~(u,v) <_ Cbllullt,n, llvlll,a,, Vu, v • Hl(~i) ,  i = 1,2; (2.4) 
The existence of a unique solution of (2.1),(2.2) follows from the Lax-Milgram 
and 
Theorem. Also, that theorem yields the continuous dependence on data, i.e., for i = 1, 2, there 
exists a constant C > 0 such that 
Ilu, ill,n, < C (llfllo,n, + }}9110,ro) ; (2.,5) 
again, see [12]. 
Of course, we also have the standard weak formulation corresponding to (1.1). If we denote 
the solution of (1.1) by u ex, then 
f Vu ex • Vv d~2 = Jn ]'v d~, 
f 
Note that if gex au "x - Ou"* = (-~-~;)lro = -(-~7)lro, then 
al (u%v) = (f,v)~, + (g% V)ro, 
a2 (u ex, v) = (f, v)n , - (geX, V)ro ' V v • H~2 (~2). (2.8) 
Next, we examine the existence of an optimal solution that minimizes J6(', ", "). Let the ad- 
missibility set be defined by 
L(ad = {(ul,u2,g) • H~,(£1) x H~,(~2) x L2(r0) such that 
(2.9) 
(2.1) and (2.2) are satisfied and J6(Uh u2,g) < co}. 
Then, (51,52, ~) • L4~ is called an optimal solution if there exists e > 0 such that 
oq'6 (~1, u2,g) _~ ,.76 (Ul,U2,g), (2.10) 
for all (ul,u2,g) • /g~ satisfying 
I lu l  - ~1111,a, + Ilu2 - ~2111,r~, + IIg - ~ll0,ro < ~. (2 .1 i )  
v , ,  • H, J(r~).  (2.6)  
v ,  • H~, (~1), (2.7) 
a~(u,v) = fn Vu.  Vvdfl .  
i 
It is well known that the bilinear forms ai(., .), i = 1, 2, are coercive and continuous, i.e., there 
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THEOREM 2.1. There exists a unique optimal solution (Ul, ~2, g) E ~tCad. 
PROOF. Clearly, b{~i s not empty. Let {(u~ n), u~ n}, g(n))} be a minimizing sequence in/dad, i.e., 
lira g', (u~ ") , u(2 '0 , g(")) = inf g'e (Ul, u2, g). 
n--*c¢ (ut,u=,g)EU, d 
Then, from (2.9), we have that the sequence {g(")} is uniformly bounded in L2(F0). Moreover, 
by (2.5), we then have that the sequences {u~ n) } and {u(2 n) } are uniformly bounded. Consequently, 
there exists a sub equence { such that 
U~ n') - -  Ul, in H l , (n l ) ,  
u(2 n') "-" u'2, in g12(f~2), 
g(n') ~ ~, in L2(r0), 
for some (Ul,U2,g) E ~&d- Now, by the process of passing to the limit, we have that (ul,u2,g) 
satisfies (2.1),(2.2). Also, the fact that the functional J6(', ", ") is lower semicontinuous implies 
that 
(U(nl) U(nl) a(nl)~ > ~5 (Ul, U2, g) inf f i e (u l ,u2 ,g )= l imin f f l ,~ ,  1 , z ,= ) -  ~ 
(U t ,U2 ,g)E~ad t---*OO 
Hence, we must have g'*(ul, u2,g) = inf(ux,u2,g)eU,o f , (u i ,  u2,e) so that we conclude that (Ul, 
u2, g) is an optimal solution. 
Uniqueness follows from the convexity of the functional and the admissibility set and the 
linearity of the constraints. 
REMARK. For more general problems, e.g., with nonlinear constraints, optimal solutions may 
not be uniquely defined. 
3. CONVERGENCE WITH 
VANISHING PENALTY  PARAMETER 
The functional (1.5) contains the penalty parameter ~ that controls the relative importance of 
the two terms. Clearly, for finite values of 6, solutions of the optimization problem (2.9),(2.10) 
will not satisfy (2.6), the latter being a weak formulation of (1.1). In the next theorem, we show 
that, as ~ ~ 0, optimal solutions converge to the solution of (2.6). In this section, for simplicity 
of notation, we denote an optimal solution satisfying (2.9) and (2.10) and which corresponds to 
agiven value of 5 by 6 6 6 (ul, u2, g ). 
THEOREM 3.1. For each ~ > 0, let ~ 6 (u 1,u2, 9 6) denote an optima/solution satisfying (2.9),(2.10). 
Let u ex denote the solution of (2.6) and let u~ x = ueXln,ur o and u~ x = u ex n2uro. Then, Ilu~ - 
u~XI I l ,n ,  - ,  0 and I lu~ - u~Xl l l ,n= ---, o as  ,5 - ,  0. 
PROOF. Let g~X = ~ on F0. Suppose {(u~,u~2,g6)} is a sequence of optimal solutions and 
-* 0. Then, we have that 
<j,(ulX,ulX,gex),  
i.e., 
o o o 
Then, Ilg6Uro is uniformly bounded in L2(F0) and Ilu~ - u~llro -~ 0 as ~ -~ 0. We also obtain, 
by (2.5), that [[u~lll,n , and [[u~[[1,a= are uniformly bounded. Hence, as 6 --* 0, there is a sub- 
sequence which converges to some (u~,u~,9*) E H~(f~I) x H~2(~2 ) x L2(r0) and the fact that 
I[U~l - u62[[ro -~ 0 yields u;Ir o = u~[ro. By passing to the limit, we have 
al (u;,v) -- (f,V)n z + (g*,v)r o, Vv e gr  1, (~1) 
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and 
* 13 a2(~; ,v )  = ( f ,v ) f l  ~ -- (g , )ro,  
If we define u* E H~(f~) by 
u*= ~ u~, in~]UFo ,  
t u~, in fl2UFo, 
then, u* satisfies 
v~ e g~, (~). 
fn Vu* • Vv df~ = fa  fv  dft, Vv ~ e~(~), 
and thus, by the uniqueness of the solution of (2.6), we conclude that u* = u e*. | 
We can actually obtain a rate of convergence for (u~ - u~ x) and (u~ - u~ x) as 6 --* 0. 
PROPOSITION 3.2. Assume the hypotheses of Theorem (3.1). Let ge× o*, ~ = ~ on Fo. Then, 
ex 13/4 I1~', u"" ] -- tLex[  < 0~1/4 _ex l ,  l /4  I1~'-  ~ o , r°  
- , ~ ,~,  + l ing = ~,~,  - ~ ,,O,~o (3 .1 )  
< c,5~/4 Ilg"llo,ro, 
where C does not depend on 6. 
PROOF. From (2.1), (2.2), (2.7), and (2.8), we have that 
a l  (?~16 -- u~X,v l )  = (g6- gex ,V l )Fo  ' VV l  E H~, ( i l l ) ,  
and 
~ (,,~ -,,~X,v~) -- - (g' -g"x ,v~)r  ° , Vv~ ~ e,~, (~) .  
Setting vl = u~ - u~ ~ and v2 = u~ - u~ x and noting that u~ x = u~ x on F0, we obtain 
a, (u ,  _ . , x . ,  _ u~X) + a~ (u ,  _ us~X_,, "~ _ u~X) = (g,  _ gOX, u ;  _ U , ) r  ° "al , "~1 
Then, by the coercivity properties of the forms a~(., .), i = 1, 2, we obtain 
_ ex l l  2 _ ex l l  2 
Next ,  as in the proo f  of  Theorem (3.1), we obta in  
so that, for all 6, 
(3.2) 
, ~ /_ (gox (g°x 
I lu~- u=llo,ro -~ ~Fo  + g') - g') dr (3.3) 
< 6 Ifg'* + g'llO,ro IlK "x - g'llo,~o -< 2~ Ug°XllO,~o IlK o* - g'llo,~o, 
where we have used Hg611o,ro _< ]lgeXH0,ro, a result that follows directly from the functional 
if6(', ", ") and the definitions of geX and ga. The combination of (3.2) and (3.3) yields (3.1). | 
REMARK. If the solution of (1.1) is sufficiently smooth, we can easily estimate HgeXlIo,ro in terms 
of u ~x. For example, if u ex E H2(fl), then IIgeXHo,ro _< IlueXll2,n. 
REMARK. The 0.25 rate of convergence with respect o 6 indicated by (3.1) is pessimistic; com- 
putational results show that this rate should be unity. Presumably, some of this discrepancy is
accounted for by the [Ig 6 ~exll3/4 term in (3.1). - -  ..~ i i o , r  0 
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4. THE OPTIMALITY SYSTEM 
In this section, we use the Lagrange multiplier ule to derive an optimality system of equations 
from which solutions of the optimization problem (2.9),(2.10) may be determined. We first show 
the existence of suitable Lagrange multipliers. In the present context, it suffices to show that 
the first derivatives of the linear constraint functions have closed ranges. For details, see [18]. 
For i = 1,2, let the linear operators Mi : Hrl,(f~) x L2(F0) --* H~,(~)* be defined as follows: 
M~(ui,g) = fi for (ui,g) e H~-,(f~i) x L2(r0) and fi 6 H~,(~i)* if and only if 
al(Ul,V)=(fl,V)n,+(g,V)ro, Vv 6 Hl,(f~l), i f / - - l ,  
and 
as(u2,v) = (f2,v)a2 - (g,V)ro, Vv 6 gr12(f~2), i f /=  2. 
Note that the first derivative of Mi is the operator itself; i.e., if (ul, u2, g) is an optimal solution, 
M'(~,,~) e E(H~,(~,) x L2(Fo),H~,(~,) *) is defined as 
Mi (i,g) (w~,8) =L, 
if and only if 
al(Wl,V)=(-/1,v)n +(s,v)r  o, VvEH~,(121), i f i=l ,  
and 
a2(w2,v)= (]2,v)n2-(s,V)ro, VveHr12(~2), i f i=2 .  
It is clear that the operators MI and M2 are onto, and, therefore, have closed ranges. 
Now, for (ul,u2,g, Al,A2) e H~,(rh) x H~,(~2) x L2(r0) x H~,(~I) x H~(~2) ,  define the 
Lagrangian 
~(Ul, U2, g, )kl, A2) : ~'~@(Ul, U2, g) -- al(Ul, AI) q- (f, A1)nl -{- (g, A1)Fo, 
-- a2(%$2, A2) + (f, As)N2 -- (g, A2)ro, 
where J6(', ", ") and a~(., .) for i = 1 and 2 are defined by (1.5), (2.1), and (2.2), respectively. 
The constrained problem (2.9),(2.10) can now be recast as the unconstrained problem of finding 
stationary points of £(., . , . , . ,  .). We now apply the necessary conditions for the latter problem. 
Clearly, setting to zero the first variations with respect o the multipliers A1 and As yields the 
constraints (2.1) and (2.2), respectively. Setting to zero the first variations with respect o ul 
and u2 yield the adjoint, or costate, equations 
al(~,)~l) = (Ul -- U2,~)Fo, V~ e g l l (~ l ) ,  (4.1) 
and 
a2(~, A2) = -(Ul  - u2, ~)ro, V~ 6 H~2 (~22), (4.2) 
Finally, setting to zero the first variation with respect o g yields the optimality respectively. 
condition 
(g, r)ro = --~ (r,)h - ~2)ro, Vr ~ L2(r0). (4.3) 
To summarize, solutions of the optimization problem (2.9),(2.10) may be determined by solving 
the optimality system (2.1),(2.2) and (4.1)-(4.3). This optimality system may be viewed as a 
weak formulation of problem (1.2),(1.3), 
A~I =0,  in f~l, ~1 =0,  on F1, and 0~1 Onl = Ul - us, on F0, (4.4) 
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AA2=O, in~2, A2=O, onF2, and 
0A2 
0n2 
= - (u l  - u2), on r0, (4.5) 
u (g) : g e L2(r0) for i = 1,2 
are defined as the solutions of (2.1) and (2.2), respectively. Then, the minimization problem 
(2.9),(2.10) is equivalent to the problem of determining e L2(F0) such that A4(g) is minimized. 
Now, the first derivative of A4, ~) -g ,  is defined through its action on variations ~ by 
> ~gg ' g = (~(g' g~Fo "~- (Ul -- U2, Ul -- U2)Fo' Vy  E L 2 ( r0 ) ,  (4.8) 
where ul E Hrl,(f~l) and u2 e Hll2(f~2 ) are the solutions of 
al  (~1,'0) ----- (g,V)F o , VU e Hi[ , (['~1) , (4.9) 
and 
respectively. 
change ~ in g. In this sense, Ul and u2 can be viewed as sensitivities. 
Let ul and u2 be the solutions of (2.1) and (2.2), respectively, and define A1 and A2 to be 
the solutions of the adjoint problems (4.1) and (4.2), respectively. Set v = A1 in (4.9), v = A2 
in (4.10), ~ = ~1 in (4.1), and ~ = ~2 in (4.2). Combining the results yields that 
(g', A1 --  A2)Fo = (U l  -- U2, U l  --  U2)Fo 
so that, from (4.8), 
dM(g) ,y \  
~g / = ~f(g,g-)ro + (Y, A1 - A2)ro, Vy E L 2 (F0). (4.11) 
Thus, the first-order necessary condition ~d~ = 0, yields that 
6(g, g-)to = - (g, A1 -- A2)ro , Vg  E L 2 (Fo) ,  
which is exactly (4.3) with r = ~, where again, A1 and A2 are determined as the solutions of (4.1) 
and (4.2), respectively. 
REMARK. Note that (4.11) yields an explicit formula for the gradient of A4, i.e., 
d.A4(g._...~) = $g + (,~l(g) - -  "~2(g)){to, (4.12) 
dg 
where Al(g) and A2(g) are determined from g through (2.1), (2.2), (4.1), and (4.2). Thus, one 
has in hand the information needed if one were to use a gradient method, e.g., a method that 
requires A4(g) and ~ for a given approximation of g, to solve our optimization problem. We 
consider one such method in Section 6. 
a2 (u2, v)fl 2 = - (g ,  V)r o , Vv e Hrl2 (~2), (4.10) 
Thus, Ul and u2 give the changes in ul and u2, respectively, that result from the 
(4.7) 
where, for given g, 
.A4(g) =J6(ul(g),u2(g),g), 
and 
1 
g = -~(A1 - A2), on F0. (4.6) 
Note that we may use (4.6) to eliminate g from (1.2) and (1.3). 
The optimality system (2.1),(2.2) and (4.1)-(4.3) may also be derived in a direct manner using 
"sensitivity" derivatives instead of the Lagrange multiplier rule; see [7] or [15]. Let 
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5. F IN ITE  ELEMENT APPROXIMATIONS 
Let W h and W2 h denote finite element spaces such that W h C Hr~(f~) and W h C Hr~(f~2). 
We assume that the usual approximation properties hold, i.e., for i = 1, 2, there exist an integer k 
and a constant C such that 
inf [ Iv -  vh][~,~, <_ Ch'n[[v[[m+~,~, (5.1) 
vaEW~ 
for all v e H~,(f~i)NHm+~(f~i) and 0 _< m <_ k; see [12]. Then, the finite element approximations 
of solutions of the optimality system (2.1),(2.2) and (4.1)-(4.3) are defined as follows. Seek 
u h • W~, u h • W h, )~h • W h, and A h • W h such that 
and 
1 h 
= + + e w2,  
1 h A h V h'~ Vv h E W h, 
J o, 
= wf ,  
(5.2) 
(5.3) 
(5.4) 
(5.5) 
Note that we have used (4.6) to eliminate the control g from the optimality system. 
REMARK. The finite element spaces W h and W h are defined separately in each subdomain fll 
and f~2, respectively. Thus, different grids and/or different degree polynomials may be used in 
each subdomain. In particular, there is no requirement that the grids in the two subdomains 
match along the interface F0 nor that the finite element functions be continuous across that 
interface. 
We obtain error estimates for the finite element approximations through the use of the Brezzi- 
Rappaz-Raviart Theory; see [16] or [17]. Let 
X = H~,(n, )  x H~,(f~,) x Hrl,(f~2) x Hrl,(f~2), 
Y = Hrl (fl,)" x H~,(f~,)" x grl,(f~2)" x Hr12(f~2) ",
Z = L2(ro) x L2(r0) x L2(r0) x L2(r0), 
and 
x =wl ×Wl XW ×W2, 
where H~ (n~)* is the dual space of H~, (~i) for i = 1 and 2. Note that the embedding Z C Y is 
compact. Let A be a positive compact interval containing 1/6 and define the operator B E £(Y, X) 
as follows: for (Q1, P1, Q2, P2) E Y and (ul, ~1, u2, ~2) E X, 
if and only if 
Ni ' 
and 
for i = 1, 2. Also, the discrete operator Bh e £(Y, X h) is defined as follows: for (Q1, P1, Q2, P2) e 
Yand --h --h -h -h X h. (Ul,)~1' U2, ~2) e 
--h ~h --h --h 
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if and only if 
and 
h --h )n~ ' Vr h E Wi h, a(r ,~,)=(e,r  h 
for i = 1, 2. Then, by the approximation property (5.1), we have that 
(~,,~,,~,~)_ (<,~,~,~,~) 
+ + 
and 
,,m (~.,~,,~,~)-(~,~,~,~,~,~)=0 
We now define the operator G from A x X to Y as follows. For (Qa,P1,Q2, P2) 
(1/6, (ul, A1, u2, A2)) E h x X, 
E Y and 
c (~, (,,,, :,1,,,~, :,~)) = (0,,,~,, G , ,%) ,  
if and only if 
1 
(~ , , , )o  -- - ( s , , ) ° ,  - ~( -~,  + ~, , ) , .o ,  
(,~,,~) _- _(., _.~,~)~., 
f l l  
( ) ~,s  = - (f,s)n~ + ~( -~ + ~2, S)ro, ¢12 
vs e H~, (rh), 
v,- ~ H~, (~1), 
Vs e H~, (~) ,  
and 
(P2 , r )n  2 = (Ul -- U2,R)p o, Vr e H~2 (n2). 
Now, by the definition of the operators B, Bh, and G, BG(6, (ul, A1, u2, A2)) is equivalent to 
1 
al (Ul, 8) : -- (f ,  8)f~t -- ~(--~1 -[- ~2, 8)po, 
al (r, Ax) = -(Ul  - u2, r)ro, 
1 
a2 (u2, s) = - (I, s)n2 + ~(-~1 + ~,  S)ro, 
vs e H~, (n~), 
Vr  e H l l  (~'~1) , 
and 
a2 (r, A2) = (Ul - u2, r)r o, Vr E Hrl2 (f12). 
Therefore, we can see that the optimality system (2.1),(2.2), with g given by (4.6), and (4.1),(4.2) 
and the discrete optimality system (5.2)-(5.5) can be expressed as the operator equations 
(Ul, ~1, U2, ~2) -[- BG (~, (Ul, ~1, u2, ~2)) = 0 
and 
(.,~,~,~,.~,~) + B~a (~, (~,~,~,~,.~,z~))=o, 
respectively. 
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The derivative of G with respect o (ul, A1, u2, A2) can be defined by 
GX(6, (Ul, ~1, U2,/~2)) : /o 1 oi) o ~ o T 0 1 --1 
T o 
0 -1  
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for all (1/6,(ul,Al,u2, A2)) E h x X. Note that Gx($,(ul,Al,u2,A~.)) 6 £(X,Z).  Since A is a 
compact interval, it is clear that G and its first and second Frechet derivatives are locally bounded 
operators. 
We have shown that the hypotheses of Brezzi-Rappaz-Raviart Theory are satisfied so that we 
have the estimate 
< ClI(B - Bh)V(6, (ul, A~,u2, A2))llx (5.6) 
_< c~ m (ll~llfm+l,~, + II~,ll~+l,~, + 11~211~+l,~ + II~i(~+,,n,) • 
If we assume that the regularity property of partial differential equations 
Ilu111~+1,~, + li~.lil..+l,., + Ilu211m+,,n, + liA211~+,,n, < CII/il..-1,n (5.7) 
holds, then, combining this with (5.6), yields the following result. 
THEOREM 5.1. Let (ui,u2, Ai,A2) denote the solution of (2.1),(2.2) and (4.1)-(4.3) and let 
h h (ul, u2, A h, A h) denote the solution ot'(5.2)-(5.5). Assume the approximation property (5.1) holds 
a~d Ul, A1 6 Hm+l(nl)NH~, (f21) and us, A2 6 Hm+l(~2)n H~( f~)  for some 1 < m < k; also 
assume that the regularity property (5.7) holds. Then, 
~21i~,~ -< - - + - Ch~l l / l l~ -Ln ,  
where C is independent of h. 
6. A GRADIENT METHOD 
The optimality system (2.1),(2.2) and (4.1)-(4.3) is a coupled system whose solutions yield 
solutions of the optimization problem (2.9),(2.10). In order to obtain a parallelizable algorithm, 
we must uncouple the calculations in the two subdomains. One way of accomplishing this is 
through a gradient method iteration. Recall that our goal is to determine g E L2(F0) that 
minimizes A4(g) = J6(ul(g),u2(g),g), where Ul and u2 axe the solutions of (1.2) and (1.3), 
respectively. 
The simple gradient method we consider is defined as follows. Given a starting guess g(0), let 
c~ dA4 (g(n)) for n = 1,2,. . . ,  (6.1) 
g(n+l) = g(n) 6 dg ' 
where c~/6 is a step size. Combining with (4.12) yields, for n = 1, 2 .. . .  , 
where A~ n) and ,k~ n) are determined from (4.1) and (4.2), respectively, with g replaced by g(n). 
In summary, the algorithm is given as follows. 
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ALGORITHM 6.1. 
1. Choose g(O). 
2. Forn=0,1 ,2 , . . . ,  
a. determine u~ ~) and u(2 n) from 
al (u{n),v) = (f,v)~, q- (g(n),V)F o, 
b. determine A{ =) and A(2 =) from 
o,  (¢,- ° 
o,  
c. deterndne g(n+l) /'tom 
VV ~ g l l  (~1), 
vv e gr',(a2); 
v(  e 
O~ 
Of course, in practice, a stopping criteria should be added in order to terminate the iteration. 
REMARK. The parallelizability of the algorithm is now obvious. The major computational costs 
of the algorithm are in Steps 2a and 2b. In Step 2a, the determination of u~ n) and u(2 n) are 
uncoupled, as are the determination of A{ n) and A~ n) in Step 2b. 
REMARK. Algorithm 6.1 does not necessarily provide the best method for solving the optimality 
system. Indeed, preliminary computational experiments indicate that conjugate gradient algo- 
rithms are much more efficient. However, Algorithm 6.1 is still of theoretical interest since we 
shall be able to show rigorously that it converges under appropriate conditions. Thus, we have 
at least one eminently parallelizable algorithm that we know converges. 
In Algorithm 6.1, a is the penalty parameter inherited from the functional J6(', ', ') and c~ 
is an additional parameter that can be chosen for improving the convergence properties of the 
algorithm. We can choose a suitable step size by controlling a if ~ is fixed. Note that, if a = 1, the 
gradient method is equivalent to a simple iteration scheme of the optimality system (2.1)-(2.2) 
and (4.1)-(4.3). However, the iteration may not converge in the case ~ = 1 and ~ << 1 because 
the resulting step size 1/a becomes o large. 
The following result is useful in determining sufficient conditions for the convergence of Algo- 
rithm 6.1. 
THEOREM 6.2. Let X be a Hilbert space equipped with the inner product (., ")x and norm 
I[ • [Ix" Suppose A4 is a functional on X such that 
(i) f14 has a local minimum at ~ and is twice differentiable in an open ball B centered at :~; 
(ii) ](h4"(u),(x,y))[ <_ ma[[X[[x[[y[[ x,  Vu E B, x E X,  y E X; 
(iii) [(A4"(u),(x,x))[ >_ mb[[X[[2x, Vu E B, x E X,  
where ma and mb are positive constants. Let R denote the Riesz map, i.e., (f, x) = (R f, X)x for 
all x E X and all f E X*. Choose x (°) sufficiently close to ~ and'choose a sequence {Pn} such 
that 0 < p. <_ p, <_ p* < 2mb/m~. Then, the sequence {x (n) } defined by 
= x (n - ' ) -  pnRAd' (x (n- ' ) ) ,  for n = 1,2, . . . ,  (6.2) X (n) 
converges to 2. Furthermore, if B = X and ~ is a global minimum, then the sequence generated 
by (6.2) converges to ~ for any initial guess x (°). 
PROOF. See, e.g., [6]. 
Applying Theorem 6.2 to Algorithm 6.1 yields the following convergence r sult. 
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THEOREM 6.3. Let (ul (n), u2(n), A1 (n), A2(n)) denote a sequence obtained by Algorithm 6.1 and 
let (ul,u2, A1, A2) denote the solution of the optimMity system (2.1),(2.2) and (4.1)-(4.3). If 
c~ < 1/2 and 62 /2c~ is sufficiently laxge, then ul (") --* ul, u2 ('~) --* u2, A1 (n) ~ A1, and A2 (n) --* A2 
as  n --4 oo. 
PROOF. For each g • L2(Fo), the second Frechet derivative fl4"(g) is defined by 
(M"(g),  (z, w)) = 6(w, Z)ro + (Ul - V2, V~ - Y2)ro, V z, w • L:(ro),  
where, for i = 1 and 2, Us, V~ • H~,(12~) are the solutions of 
al(U1, S) = (w, S)ro, 
a2(V2, S) = -(w, S)r o, 
al(Yl, S) = (z, S)ro, 
a2(V2, S) = - (  z, S)ro, 
vs e HL(a~), 
vs • H~, (a,), 
vS e HL(a:). 
It is easily seen that there exists a constant C > 0 such that 
IlVdll <- CIIwllo,ro and IlVdll ~ Cllzllo,ro, for i = 1,2. 
Then, 
I<M"(g), (z,w))l _< 611wllo,rollzllo,ro + 4c211wllo,rollZllo,ro <- MIIwllo,rollzllo,ro, 
where M = 2 max{6, 4C2}. Also, 
-V ,  2 _ I (M"(g),  (z, z))l -- ~llzllo2 ro + IIVx 211o,ro > 611zllo2,ro - 
Note that, according to (6.1), the step size is fixed as p = a/6. Thus, if a < 1/2 and 62/c~ is 
sufficiently large, then 2rnb/rn~ > a/6. Hence, by Theorem 6.2, g(,) __, g in L2(Fo) as n --* oc. 
Now, using the estimate (2.5), we can obtain the stated convergence r sults. 
7. NUMERICAL  EXPERIMENTS 
We now report on some experiments with the gradient algorithm of Section 6. Let the domain fl 
be the rectangle {(x, y) : 0 < x < 2, 0 < y < 1}; f~ is divided into two parts 121 and f~2 such that 
f~l = {(x,y) : 0 < x < 1, 0 < y < 1} and f~2 = {(x,y) : 1 < x < 2, 0 < y < 1} with the interface 
F0 = {(x,y) : x = 1, 0 < y < 1}. The finite element spaces W1 h and W2 h are chosen to consist 
of the standard continuous, piecewise quadratic polynomials based on triangular meshes. 
The computations were carried out for the problem which has the exact solution (x -2 )y  sin x cos 
(ry/2).  First, we need to find a good step size a/6. It is necessary to use both parameters c~ 
and 6 in the algorithm so that we can obtain satisfactory convergence r sults for the gradient 
method while still obtaining ood agreement with the exact solution. We choose 6 to be small so 
that we do not overpenalize the functional. Then, a can be chosen so that the gradient method 
converges. 
Calculations were performed with a fixed small/f and various values for a and a tolerance 10 -5 
in the stopping criterion. The number of iterations are presented in Table 1. The gradient 
method did not converge if the step size a/6 was larger than 9; evidently, in this case, the 
sufficient condition in Theorem 5.1 is not satisfied. The L 2 distance between the exact solution 
and the finite element solution was computed for the mesh sizes h --- 1/4, h = 1/8, and h = 1/16 
and are presented in Table 1. We also calculated the rate of convergence of the finite element 
solution. These rates were obtained by comparing the errors on pairs of grids {h = 1/4, h = 1/8} 
and {h = 1/8, h = 1/16}. HI-errors and Hi-rates were calculated in the same way and the 
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Table 1. L2-errors and L2-rates for & = 10 -5. 
No. of h = 1 
c~ Iter. 
.10-6 
.10-5 
.10-5 
.10-5 
.10-5 
.10-5 
.10-5 
.10-4 
31 
28 
12 
I0 
I i  
18 
39 
diverges 
n 2 
Rate 
6.913.10 -4 2.33 
6.911.10 -4 2.34 
6.837.10 -4 2.71 
6.832.10 -4 2.88 
6.828.10 -4 2.98 
6.826.10 -4 3.00 
6.826.10 -4 3.00 
1 
8 
1.377.10 -4 
1.369.10 -4 
1.048.10 -4 
9.268.10 -5 
8.653.10 -5 
8.545.10 -5 
8.550.10 -5 
L 2 
Rate 
0.35 
0.35 
0.77 
1.31 
2.30 
2.88 
2.95 
1 
h=- -  
16 
1.082.10 -4 
1.072.10 -4 
6.152.10 -5 
3.747.10 -5 
1.756.10 -5 
1.163.10 -5 
1.110.10 -5 
Table 2. HI-errors and Hi-rates for 8 = 10 -5. 
O~ 
9.10  -6 
1. 10 -5 
3. 10 -5 
5. 10 -5 
7 .10 -5 
8. 10 -5 
9.10  -5 
1 • 10 -4 
h = 1 H 1 1 H 1 m h~_ 
4 Rate 8 Rate 
1.457.10 -2 1.98 3.702.10 -3 1.69 
1.457.10 -2 1.98 3.701.10 -3 1.69 
1.456.10 -2 1.99 3.663.10 -3 1.86 
1.457.10 -2 2.00 3.649.10 -3 1.93 
1.457.10 -2 2.00 3.642.10 -3 1.98 
1.457.10 -2 2.00 3.640.10 -3 2.00 
1.458.10 -2 2.00 3.640.10 -3 2.00 
diverges diverges 
1 
16 
1.148.10 -3 
1.146.10 -3 
1.010.10 -3 
9.547.10 -4 
9.212.10 -4 
9.116.10 -4 
9.101.10 -4 
diverges 
6 
3.0.10 -3 
1.5.10 -3 
1.0.10 -z  
9.0.10 -4 
5.0,10 -4 
3.0.10 -4 
2.0.10 -4 
1.0. 10 -4 
7.0.10 -5 
5.0.10 -5 
3.0.10 -5  
1.0.10 -5  
1.0. 10 -7 
Table 3. L2-errorsxl05 for a = 96. 
h= 1 
4 
71.21 
69.02 
68.89 
68.62 
68.39 
68.29 
68.26 
h = I h = 1 h = 1 h 1 
8 10 16 20 
11.20 
8.694 
8.591 
8.539 
5.774 3.916 
4.477 1.439 
4.380 I . I I i  
4.370 1.074 
4.368 1.070 
68.26 
8.550 4.377 I . I i0  
8.546 4.382 1,129 
0.6276 
0.5608 
0.5529 
0.5763 
0.6276 
0.6615 
resu l ts  are  presented  in Tab le  2. S ince quadrat i c  e lements  were used,  we expected  the  L2- rates  
and  H i - ra tes  to  be  3 and  2, respect ive ly ;  see [5]. Tab les  1 and  2 show that  the  s tep  size a /6  = 9 
gives the  smal les t  e r ror  and  the  best  rates ,  espec ia l ly  for the  f iner mesh  pair .  However ,  some 
of  the  smal le r  s tep  sizes, e.g., a /6  = 5, requ i re  less i te ra t ions  in o rder  to  meet  the  to le rance  
cr i ter ion .  
In  a second exper iment ,  we w ish  to  f ind a re la t ion  between 6 and  the  mesh  size h, i.e., how 
smal l  shou ld  6 be  for a g iven  mesh size h so that  the  ra te  of  convergence  w i th  respect  to  h is not  
compromised .  To  th i s  purpose ,  we var ied  6 for each  mesh size and  set  c~ -- 95. Tab le  3 prov ides  
the  L2-er rors  for var ious  mesh  sizes. The  h igh l ighted  ( in bo ld  face) e r rors  in Tab le  3 were chosen 
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as the largest error which have the same first two significant digits as the smallest error so that 
the highlighted ones can be regarded to be sufficiently small. Choosing the 5 which generates 
the highlighted error for each mesh size, we find that 5 should be chosen proportional to h, i.e., 
roughly speaking, 5 = Ch, where C ,~ 10 -3. 
8.  CONCLUDING REMARKS 
We have already mentioned some of the potential good features of the domain decomposition 
method discussed in this paper. For example, different finite element discretizations based on 
different grid sizes and different degree polynomials may be used in each subdomain. For the 
same reasons, problems with discontinuous media that result in discontinuous coefficients in the 
partial differential equations can also be easily treated by the methods under discussion. Perhaps 
the best feature is the ease in which the methods can be extended to nonlinear problems. This 
results from the fact that the objective functional for the minimization problem involves the 
jump in dependent variables across the interfaces between subdomains and thus, the method oes 
not require that the partial differential equations themselves be derivable through an extremal 
problem. 
We illustrate the last point with the Navier-Stokes equations of incompressible, viscous flow, 
again in the simple two subdomain setting of Section 1. If u denotes the velocity vector, p the 
pressure, f a given body force, and v the constant kinematic viscosity, then the problem to be 
solved is 
-vV-  (Vu + (Vu) T) + u. Vu  + Vp  = f, in f/, 
V.  u = 0, in ft, (8.1) 
U----0, on F. 
Instead of (8.1), we solve the pair of problems 
-vV .  (Vul + (Vul) T) + ul" VUl + Vpz = f, in f~l, 
V.  Ul = O, in f / l ,  
(8.2) 
U 1 --~ O, on ~1, 
-pin1 + u (VUl  Jr (VUl) T) • nl ---- g, on to, 
and 
-vV .  (Vu  2 Jr (Vu2)  T) Jr u 2 • Vu  2 Jr Vp2 = f,  in G2, 
V.u2  = 0, in G2, 
(8.3) 
u2 = O, on F2, 
--p2n2 Jr u (VU 2 Jr (VU2) T) "n2 = --g, on r0, 
where nl and n2 denote the unit outer normal vectors to ftl and ft2, respectively. Again, for 
arbitrary choices for g, solutions of (8.2),(8.3) are not solutions of (8.1), e.g., Ul ~ ulal and 
u2 ~ u]a2. Thus, we choose g so that 
lUl - u212 dr 
o 
or 
lfr ~fr Igl2dr lul - u2J 2 dr + 
o o 
is minimized, subject o the constraints (8.2) and (8.3). From here on in, the development of
algorithms proceeds in a manner analogous to that for the Poisson equation. Note that the Neu- 
mann condition along the inteface F0 for the Poisson problem is replaced with a stress condition 
in the Navier-Stokes case. Details concerning the development, analysis, and implementation f 
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the domain decomposition algorithm in the Navier-Stokes etting is the subject of a forthcoming 
paper. 
We have also mentioned that the gradient algorithm introduced in Section 6 is not necessarily 
the best method for solving the optimization problem (2.9)-(2.11). Furthermore, that algorithm 
is certainly not competitive with the best current domain decomposition algorithms for the model 
problem (1.1). There are alternate and considerably more efficient means for solving our problem, 
the most promising of which seem to be conjugate gradient type methods. There are numerous 
other implementation issues that must be addressed before the methods introduced here become 
practical. For example, consider the Poisson problem with divisions of domains into subdomains 
as sketched in Figure 2. The shaded domains have boundaries that have no overlap with the 
boundary F of ft. As a result, the subdomaln problems for the shaded domains have only 
Neumann data and, therefore, do not have unique solutions. Of course, the original problem 
posed over f~ has a unique solution, so that this discrepancy must be accounted for. These and 
other implementation issues will be addressed in a follow-up paper. 
Figure 2. The shaded subdomains are in the interior of f~. 
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