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Groups GL(∞) over finite fields and
multiplications of double cosets
Yury A. Neretin1,2
Let F be a finite field. Consider a direct sum V of an infinite number of copies of
F, consider the dual space V ⋄, i. e., the direct product of infinite number of copies
of F. Consider the direct sum V = V ⊕ V ⋄ and the group GL of all continuous
linear operators in V. We reduce the theory of unitary representations of GL to
projective representations of a category whose morphisms are linear relations in finite-
dimensional linear spaces over F. In fact we consider a certain family Q
α
of subgroups
in GL preserving two-element flags, show that there is a natural multiplication on
spaces of double cosets with respect to Q
α
, and reduce this multiplication to products
of linear relations.
1 Formulation of results
Now there exist well-developed theories of unitary representations of infinite-
dimensional real classical groups and of infinite symmetric groups, these two
theories are parallel one to another. Infinite-dimensional classical groups over
finite fields were topics of many attacks since [30], see, e.g., [28], [3], [32], [33],
[5], [8], [21], [31], but a picture remains to be less transparent than for real
groups and symmetric groups. Here we discuss a version of classical groups over
finite fields defined in [21], [24]. These works have numerous parallels with real
counterparts, and the present work continues this analogy.
1.1. Notation. By 1k we denote the unit matrix of order k, sometimes we
omit a subscript k, also sometimes we write 1. For a matrix A denote by At
the transposed matrix. In particular, for a vector-row v we denote by vt the
corresponding vector-column.
Denote by F a finite field with q = pl elements, where p is prime. Denote by
EXP a nontrivial homomorphism of the additive group of F to the multiplicative
group C× of the complex field C.
We are mostly interested in groups of infinite matrices over a finite field
F. However, some nontrivial considerations (see Theorems 1.5, 1.9, 1.10) are
valid in a wider generality3. Denote by o an arbitrary ring with unit, by k an
arbitrary field.
Denote by GL(∞, o) the group of infinite matrices g =


g11 g12 . . .
g21 g22 . . .
...
...
. . .


over a ring o such that g− 1 has finite number of non-zero matrix elements. We
call such matrices g finitary.
1Supported by the grants of FWF, P25142,P28421, P31591.
2The present work includes preprint [19], arxiv.org/abs/1310.1596.
3In particular, a wider generality can be interesting in a context of [20].
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Denote by GL(2∞, o) the group of all finitary two-side infinite matrices g
over o. Of course, a bijection between N and Z induces an isomorphism between
GL(∞, o) and GL(2∞, o). By o2∞ we denote the space of two side sequences
{vj}j∈Z consisting of elements of o such that vj = 0 for sufficiently large |j|. The
group GL(2∞, o) acts on this space by multiplication of matrices by columns
For a finite matrix g ∈ GL(α, o) we define matrices
gց :=
(
g 0
0 1∞
)
∈ GL(∞, o), տgց :=

1∞ 0 00 g 0
0 0 1∞

 ∈ GL(2∞, o).
We denote:
— U(∞) ⊂ GL(∞,C) is the group of finitary unitary matrices over C;
— O(∞) ⊂ GL(∞,R) is the group of finitary real orthogonal matrices;
— O(∞,C) ⊂ GL(∞,C) is the group of finitary complex orthogonal matri-
ces.
By S∞ we denote the group of permutations of N with finite support. By
S∞ we denote the group of all permutations, equipped with a natural topology
(a sequence σj ∈ S∞ converges to σ if for each n ∈ N we have σjn = σn).
Let G be a group, K, L its subgroups. By G//K we denote the space of
conjugacy classes of G with respect to K, by K \ G/L the double cosets with
respect to K and L.
1.2. Multiplication of conjugacy classes. First, we discuss some stan-
dard facts related to classical groups. Let k be a field and o ⊂ k be a subring
with unit (the most important case is4 k = o = C). Denote by GL(m+∞, k) the
same group GL(∞, k) considered as a group of finitary block matrices
(
a b
c d
)
of size m +∞. Denote by K the subgroup, consisting of matrices of the form(
1m 0
0 H
)
, where H is a matrix over o,
K ≃ GL(∞, o).
The set
G//K = GL(m+∞, k)//GL(∞, o)
is a semigroup with respect to the following ◦-multiplication. For two matrices(
a b
c d
)
ց
,
(
p q
r t
)
ց
∈ GL(m+∞)
4The case when k is a p-adic field Qp and o is a ring of p-adic integers was discussed in
[22].
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we define their ◦-product by
(
a b
c d
)
ց
◦
(
p q
r t
)
ց
:=



a b 0c d 0
0 0 1



p 0 q0 1 0
r 0 t




ց
=
=

 ap b aqcp d cq
r 0 t


ց
. (1.1)
Theorem 1.1 a) The ◦-multiplication is a well-defined associative operation on
the set of conjugacy classes GL(m+∞, k)//GL(∞, o).
b) The ◦-multiplication is a well-defined associative operation on the set of
conjugacy classes U(m+∞)//U(∞).
The statement (if it is formulated) is more-or-less obvious. Various versions
of these semigroups are classical topics of system theory and operator theory,
see, e.g., [2], [4], Chapter 19, [6], Part VII, [9], [29], see also [22].
If o = k, then the multiplication ◦ can be clarified in the following way. For
g =
(
a b
c d
)
we write the following ’perverse equation for eigenvalues’:
(
p
x
)
=
(
a b
c d
)(
q
λx
)
, λ ∈ k. (1.2)
Eliminating x we get a relation of the type
p = χg(λ)q,
where χ : k 7→ GL(m, k) is the ’Livshits characteristic function’
χg(λ) = a+ λb(1− λd)
−1c.
Theorem 1.2
χg◦h(k) = χg(k)χh(k).
1.3. Multiplications of double cosets.
Theorem 1.3 a) The ◦-multiplication is a well-defined associative operations
on double coset spaces GL(∞, o) \GL(m+∞, k)/GL(∞, o).
a) The formula (1.1) determines an associative operation on double cosets
O(∞) \U(m+∞)/O(∞).
b) The formula (1.1) determines an associative operation on double cosets
O(∞,C) \GL(m+∞,C)/O(∞,C).
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The semigroup O(∞)\U(m+∞)/O(∞) arises in representation theory in the
following situation ([26], [16], Sects. IX.3-4). Consider a unitary representation
ρ of the group U(m +∞). Denote by Hm the subspace of O(∞)-fixed vectors,
by Pm the operator of orthogonal projection to Hm. Let γ ∈ O(∞) \ U(m +
∞)/O(∞) be a double coset, g ∈ U(m+∞) be a representative of γ. We define
an operator
ρ(γ) : Hm → Hm
by
ρ(γ) = Pmρ(g)
∣∣∣
Hm
.
It is easy to show that ρ(γ) does not depend on the choice of a representative
g ∈ γ.
Theorem 1.4 For any γ1, γ2 ∈ O(∞)\U(m+∞)/O(∞) the following identity
(’multiplicativity theorem’) holds
ρ(γ1)ρ(γ2) = ρ(γ1 ◦ γ2).
See [26], for details, see [16], Section IX.4. According [26] theorems of this
type hold for all infinite-dimensional limits of symmetric pairs G ⊃ K. Recently
[17], [18], [17], [23] it was observed that these phenomena are quite general, also
there were obtained realizations of such semigroups as semigroups of matrix-
valued rational functions of matrix argument. In all these cases we have double
cosets of an infinite-dimensional analogsG of reductive groups with respect to in-
finite dimensional analogs K of compact subgroups as (G,K) = (U(∞),O(∞)).
In a recent paper [21], [19] on infinite-dimensional Grassmannians over finite
fields there arose a relatively ’new’ situation.
1.4. Multiplication of double cosets. Denote by A the set of all pairs
α− 6 α+ of integers, we denote them by
α := (α−, α+).
Denote
|α| := α+ − α−.
Define the partial order on A assuming that
β ≺ α if α− < β− and α+ > β+.
Fix α ∈ A. Split Z into segments,
−∞ < k 6 α− + 1, α− + 1 < k 6 α+, α+ < k <∞
of lengths ∞, α+ − α−, ∞. According this we split our space o
2∞ into a direct
sum of 3 subspaces consisting of sequences of the form
o−α : (. . . , vα−−2, vα−−1, vα− , 0, 0, . . . );
oα : (. . . , 0, 0, vα−+1, vα−+2, . . . , vα+ , 0, 0, . . . );
o+α : (. . . , 0, 0, vα−+1, vα−+2, . . . ).
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Denote by Qα−,α+ = Qα the subgroup in GL(2∞, o) consisting of block
matrices of the following form:
 ∗ ∗ ∗0 1|α| ∗
0 0 ∗

 , (1.3)
the blocks correspond to the decompositions
o2∞ = o−α ⊕ oα ⊕ o
+
α, o
2∞ = o−β ⊕ oβ ⊕ o
+
β .
We wish to show that for α, β, γ ∈ A there is a natural multiplication on
double coset spaces
Qα \GL(2∞, o) /Qβ × Qβ \GL(2∞, o) /Qγ → Qα \GL(2∞, o) /Qγ.
For a double coset a ∈ Qα \GL(2∞, o) /Qβ we choose a representative
A =
տ
a11 a12 a13a21 a22 a23
a31 a32 a33


ց
, (1.4)
a size of the matrix has the form
(N− + |α|+N+)× (M− + |β|+M+),
where
N− − α− =M− − β−, N+ + α+ =M+ + β+
Notice that for any µ, ν > 0 the expression
A˜ =
տ

1µ 0 0 0 0
0 a11 a12 a13 0
0 a21 a22 a23 0
0 a31 a32 a33 0
0 0 0 0 1ν


ց
(1.5)
determines the same element of GL(2∞, o).
Now consider two double cosets
a ∈ Qα \GL(2∞, o) /Qβ, b ∈ Qβ \GL(2∞, o) /Qγ.
Choose their representatives
A =
տ
a11 a12 a13a21 a22 a23
a31 a32 a33


ց
, B =
տ
b11 b12 b13b21 b22 b23
b31 b32 b33


ց
.
We can assume that sizes of matrices are(
N− + |α|+N+
)
×
(
M− + |β|+M+
)
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and (
M− + |β|+M+
)
×
(
K− + |γ|+K+
)
,
otherwise we apply the transformation (1.5). We wish to define the product a
product of double cosets
a ⋆ b ∈ Qα \GL(2∞, o) /Qγ.
For matrices A, B we denote
A◦ :=


1M− 0 0 0 0
0 a11 a12 a13 0
0 a21 a22 a23 0
0 a31 a32 a33 0
0 0 0 0 1M+

 (1.6)
and
B♦ :=


b11 0 b12 0 b13
0 1M− 0 0 0
b21 0 b22 0 b23
0 0 0 1M+ 0
b31 0 b32 0 b33

 (1.7)
Then a ⋆ b is the double coset containing the matrix
A ⋆ B :=տ[A◦B♦]ց. (1.8)
Theorem 1.5 a) A double coset a⋆b defined above does not depend on a choice
of representatives A and B.
b) The ⋆-multiplication is associative, i. e., for
a ∈ Qα \GL(2∞, o) /Qβ, b ∈ Qβ \GL(2∞, o) /Qγ ,
c ∈ Qγ \GL(2∞, o) /Qδ
we have
(a ⋆ b) ⋆ c = a ⋆ (b ⋆ c).
Thus we get a category GL = GL(o), the set Ob(GL) of its objects is A, the
sets of morphisms are
Mor(β,α) := Qα \GL(2∞, o)/Qβ.
We also denote by End(α) := Mor(α,α) the set of endomorphisms of α and
by Aut(α) the group of automorphisms. The unit 1α ∈ End(α) is the double
coset containing the unit matrix. It is easy to that Aut(α) ≃ GL(|α|, o).
The map A 7→ A−1 determines the maps a 7→ a∗ of double coset spaces
Qα \GL(2∞, o) /Qβ → Qβ \GL(2∞, o) /Qα.
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Proposition 1.6 The maps a 7→ a∗ define an involution in the category GL,
i. e.,
(a ⋆ b)∗ = b∗ ⋆ a∗.
1.5. Description of the category GL. Now we consider only groups of
matrices over a field k. In notation of the previous subsection we replace o by
k, for instance, we write kα instead of oα.
Let V , W be linear spaces over k. A linear relation P : V ⇒ W is a linear
subspace in V ⊕W Let P : V ⇒ W , Q : W ⇒ Y be linear relations. Their
product QP : V ⇒ Y is the set of all (v, y) ∈ V ⊕ Y , for which there exists
w ∈ W such that (v, w) ∈ P , (w, y) ∈ Q.
For a linear relation P : V ⇒W we define:
— the kernel kerP = P ∩ V ;
— the image imP is the projection of P to W along V ;
— the domain of definiteness domP is the projection of P to V along W ;
— the indefiniteness indef P = P ∩W ;
— the rank
rkP = dimP − dimkerP − dim indef P =
= dimdomP − dimkerP = dim imP − dim indef P.
We also define the pseudoinverse linear relation P : W ⇒ V as set of all
pairs (w, v) such that (v, w) ∈ P .
Remark. A graph of a linear operator T : V → W is a linear relation, in
this case domA = V , indef A = W . A product of operators is a special case of
products of linear relations. If an operator is invertible, then its pseudoinverse
linear relation is the graph of the inverse operator. ⊠
For an element A given by (1.4) of GL(2∞, k) we define a characteristic
linear relation
χ(A) : kβ ⇒ kα
as the set of all pairs (v, u) ∈ kβ ⊕ kα, for which there exist x ∈ k−α, y ∈ k
−
β
such that 
xu
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



yv
0

 . (1.9)
Lemma 1.7 The linear relation χ(A) depends only on the double coset a ∈
Qα \GL(2∞, k) /Qβ containing A.
Define additional invariants of a double coset, namely
η(a) := rk a31, ξ(a) = rk
(
a21
a31
)
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It is easy to see (see Corollary 3.7) that these invariants are depended:
ξ(a) = η(a) + dim indef χ(a).
Consider the space of all y, for which there exists x such that
x0
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



y0
0

 . (1.10)
Then ξ(a) is the codimension of L.
Next, consider the subspace M of all y such that there exists x, q satisfying
the equation 
xq
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



y0
0

 . (1.11)
Then η(a) is codimension of M .
Proposition 1.8 Any pair (χ(a), η(a)) satisfies the condition
η(a) > β− − α− + dimkerχ(a)− dim indef χ(a). (1.12)
This is a unique restriction to such pairs.
Theorem 1.9 The pair
(
χ(a), ξ(a)
)
completely determines a double coset.
Theorem 1.10 Let a ∈ Qα \GL(2∞, k) /Qβ, b ∈ Qβ \GL(2∞, k) /Qγ. Then
a) χ(a ⋆ b) = χ(a)χ(b).
b) ξ(a ⋆ b) = ξ(a) + ξ(b)− dim
(
kerχ(a) ∩ indef χ(b)
)
.
c) η(a ⋆ b) = η(a) + η(b) + dim indef b/(indef b ∩ dom a).
d) ξ(a∗) = ξ(a) +M− −N−.
1.6. The group GL. Now we consider groups of matrices over a finite field
F.
Denote by V the direct sum of infinite number of copies of the field F. We
regard V as the space of all vector-columns
v = (v1, v2, v3, . . . )
t,
where vj ∈ F and vj = 0 for all but a finite number of j. The group V is a
countable, we equip it with the discrete topology. By V ⋄ we denote the direct
product of infinite number of copies of F. We regard V ⋄ as the space of all
vector-columns
v⋄ = (. . . , v−2, v−1, v0)
t,
where vj ∈ F. We equip V
⋄ with the product topology and get a compact group.
The groups V and V ⋄ are Pontryagin dual (on Pontryagin duality, see, e.g., [15]
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or [12], Subsect. 12.1). More precisely, there is a pairing V × V ⋄ → F, defined
by
S(v, w) =
∞∑
j=0
vj+1w−j . (1.13)
(a sum actually is finite). The duality V × V ⋄ → C× is given by the formula
(v, w) 7→ EXP
{
S(v, w)
}
The direct sum
V := V ⋄ ⊕ V
can be regarded as the space of all two-side sequences
(. . . , v−2, v−1, v0, v1, v2, . . . )
t, (1.14)
where vj ∈ F and vm = 0 for sufficiently large m. The group V is a locally
compact Abelian group. Denote by GL
◦
the group of all continuous linear
transformations5 of V, for details, see [21]. We write elements of V ⋄ ⊕ V as
columns, matrices act by multiplications from the left(
v⋄
v
)
7→ g
(
v⋄
v
)
=
(
a b
c d
)(
v⋄
v
)
. (1.15)
In this notation the matrix b can be arbitrary, c contains only a finite number of
nonzero elements, each row of a contains only a finite number nonzero elements,
and each column of d contains a finite number of nonzero elements; also g has
an inverse matrix satisfying the same properties.
We equip the group GL
◦
with the topology of uniform convergence on com-
pact sets (since V ⋄⊕V is an Abelian topological group, the uniform convergence
is well defined, see e.g., [12], Subsect. 2.6, or [15], Sect. 8). Denote by Wm the
subgroup in V consisting of all sequences (1.14) such that vj = 0 for j > m. We
get an exhausting sequence
· · · ⊂Wk ⊂Wk+1 ⊂Wk+2 ⊂ . . .
of compact subsets (subgroups) in V. A sequence gj ∈ GL
◦
converges to 1,
if for any α = (α−, α+) for sufficiently large j for each w ∈ Wα+ we have
(gj − 1)w ∈Wα−+1.
Equivalently, we consider the subgroups Qα consisting of block matrices of
the form

 ∗ ∗ ∗0 1|α| ∗
0 0 ∗

 as above, see (1.3). Then such subgroups form a
fundamental system of open neighborhoods of unit. The closure of Qα is Qα
5If the order of F is prime this is the group of all automorphisms of V.
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We prefer to work with a subgroup GL in GL
◦
defined in the following way
(for details, see [21]). For a matrix a =: a(g) in (1.15) there is the following
analog of the Fredholm index defined by
ind a(g) := codim im a(g)− dimker a(g).
It is easy to verify that g 7→ ind a(g) is a homomorphism GL
◦
→ Z,
ind a(g1g2) = ind a(g1) + ind a(g2).
We define the group GL as the kernel of this homomorphism.
Consider the shift operator {vj} 7→ {vj+1} in the space of sequences (1.14).
It is contained in GL
◦
but not in GL, in fact we have a semidirect product
GL
◦
≃ Z ⋉GL,
where Z is the group generated by the shift.
Remark. If to keep in a mind the real counterpart (see [16], Subsect.
IV.3.4), the group GL looks like a connected component of GL
◦
. ⊠
1.7. Multiplicativity.
Lemma 1.11 a) Any double coset a ∈ Qα \ GL/Qβ contains an element of
GL(2∞,F).
b) If A1, A2 ∈ GL(2∞) are contained in one double coset a ∈ Qα \GL/Qβ,
then they are contained in one double coset ∈ Qα \GL(2∞,F)/ Qβ.
Therefore the following sets coincide:
Qα \GL/Qβ ≃ Qα \GL(2∞,F)/ Qβ.
Let ρ be a unitary representation of GL in a Hilbert space H . Denote by
Hα ⊂ H the subspace of Qα-fixed vectors. Obviously,{
β ≺ α
}
⇒
{
Hβ ⊃ Hα
}
.
Denote by Pα the operator of orthogonal projection H → Hα.
Lemma 1.12 For a unitary representation ρ of GL(2∞,F) in a Hilbert space
H the following statements are equivalent:
1) ρ has a continuous extension to the group GL;
2) the subspace ∪αHα is dense in H.
For a ∈ Qα \GL/Qβ we define the operator
ρ̂α,β(a) : Hβ → Hα
by
ρ̂α,β(a) := Pαρ(A)
∣∣
Hβ
, where A ∈ a.
It can be readily checked that this operator does not depend on a choice of a
representative A ∈ a.
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Theorem 1.13 a) For any α, β, γ ∈ A and any
a ∈ Qα \GL/Qβ, b ∈ Qβ \GL/Qγ
we have
ρ̂α,β(a) ρ̂β,γ(b) = ρ̂α,γ(a ⋆ b).
b) For any α, β and any a ∈ Qα \GL/Qβ we have
ρ̂α,β(a)
∗ = ρ̂β,α(a
∗).
c) ‖ρ̂α,β(a)‖ 6 1.
The statement a) requires a proof, b) and c) are obvious.
In other words we get a representation of the category GL, i.e., a functor from
the category GL to the category of Hilbert spaces and bounded linear operators
(the first statement of the theorem). This representation is compatible with the
involution (the second statement).
1.8. On unitary representations of the group GL. Thus Theorem
1.13 reduces unitary representations of the group GL to representations of the
category GL.
Denote by ζkα the double coset defined by
ζkα = Qα ·
տ

 0 0 1k0 1|α| 0
1k 0 0


ց
·Qα.
The following statement is straightforward:
Proposition 1.14 a) The element ζkα is contained in the center of the semi-
group End(α) = Qα \GL/Qα and
ζkα ⋆ ζ
l
α = ζ
k+l
α .
b) For each α, β and a ∈Mor(β,α) we have
ζkα ⋆ a = a ⋆ ζ
k
β .
This means that for α ≺ β we have
ρ̂β,β(ζ
k
β)
∣∣∣
Hα
= ρ̂α,α(ζ
k
α).
Therefore we have well defined self-adjoint operators Zk in H satisfying
Zk
∣∣∣
Hα
= ρ̂α,α(ζ
k
β), ‖Z
k‖ 6 1, ZkZl = Zk+l
commuting with the representation ρ. In particular, for irreducible representa-
tions such operators Zk must be scalar operators,
Zkh = zkh, where −1 6 z 6 1.
Remark. In examples that I know z has the form z = p−k with k ∈ Z+. ⊠.
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Theorem 1.15 Let ρ be an irreducible unitary representation of GL in a Hilbert
space H.
a) If Hα 6= 0, then ρ is uniquely determined by the representation of End(α)
in Hα.
b) Consider the set Λ(ρ) of all α such that Hα 6= 0, let δ be a minimal
element of this set. Let ρ̂δ,δ(a) 6= 0. Then χ(a) is a graph of invertible operator.
The representation ρ is uniquely determined by an irreducible representation τ
of the group Aut(δ) ≃ GL(|δ|,F) in Hδ and the number z.
c) If z(ρ) 6= 0, then the set Λ(ρ) with each δ contains all α such that |α| >
|δ|.
d) The subgroup Q0,0 is spherical in GL.
Thus the problem of classification of unitary representations of GL is reduced
to examination of possible triples δ, τ , z.
Theorem 1.16 The group GL has type I.
1.9. How to produce unitary representations of GL? The papers
[21], [24] provide us two ways to obtain such representation, however in both
cases this leads to nontrivial problems.
1) Howe duality. Define a skew-symmetric bilinear form on V = V ⋄ ⊕ V
by {
(v1, w1), (v2, w2)
}
:= S(v1, w2)− S(v2, w1),
where S(·, ·) is the pairing V ⋄ × V → F, see (1.13). Denote by Sp = Sp(V) the
subgroup of GL consisting of operators in V preserving this form. For this group
the Weil representation is well defined: the construction of Weil [34] remains
to be valid in this case. As it was shown in [24], this representation admits an
extension to a certain category of ’Lagrangian’ linear relations V⇒ V.
The group GL admits a natural embedding to Sp. Namely, consider the
space V⋄⊕V and its dual V⋄ = (V ⋄⊕V )⋄ ≃ V ⊕V ⋄ ≃ V. For A ∈ GL consider
the dual operator At in V⋄ and its inverse At−1. The group GL acts in V⊕V⋄
by operators
A 7→
(
A 0
0 At−1
)
preserving the duality V× V⋄ → F. On the other hand
V⊕ V⋄ = (V ⋄ ⊕ V )⊕ (V ⊕ V ⋄) ≃ (V ⋄ ⊕ V ⋄)⊕ (V ⊕ V ) ≃ V,
since V ⊕ V ≃ V . We get the desired embedding GL(V)→ Sp(V⊕ V).
Next, fixm, consider the space (V⊕V)⊗Fm, consider the Weil representation
of Sp
(
(V ⊕ V) ⊗ Fm
)
and restrict it to the subgroup GL(V) × GL(m,F). We
come to a question of the Howe duality type (see, e.g., [11], [7]). The Howe
duality for groups over finite fields was a topic of numerous works (see, e.g.,
[1]). Notice that a finite-dimensional counterparts of our objects are not pairs
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(GL(N,F),GL(m,F)) but (EndGL(α),GL(m,F)) with |α| = m. May be our
problem is more similar to the original Howe’s work [10].
2) In [21] there were constructed a GL-invariant measure on certain spaces
of flags in V. There arises a problem about explicit decompositions of the
corresponding spaces L2 (for the Grassmannian this problem was solved).
1.10. Infinite-dimensional Chevalley groups. Results exposed above
have good parallels with results of [26], [27], [28], [16], Sect.IX.3-4, about about
infinite-dimensional real classical groups and infinite symmetric groups. Some
other parallels between cases of real and finite fields are mentioned in [21], [24],
see also Theorem 1.10 in [25].
However, there is a serious difference. Proofs of classical statements about
multiplications of double cosets formulated above (Theorems 1.1, 1.3) are quite
simple and these statements admit extensions in a huge generality, see, e.g.,
[17], [18], [23]. The author does not see such wide possibilities for Theorem 1.5.
However, natural relatives of groups GL exist. Apparently, our consider-
ations for GL can be extended to the symplectic groups Sp. In several cases
(Theorem 1.5, Theorem 1.13) this extension seems automatic; apparently, other
statements must require additional efforts. Another relative of GL is the or-
thogonal group O of the space V, i.e., the group of operators in V preserving
the bilinear form [
(v1, w1), (v2, w2)
]
:= S(v1, w2) + S(v2, w1).
If q = p2l, then the field F has an automorphism of order 2, namely
x 7→ x := xp
l
.
In this case we also have the ’unitary’ group U ⊂ GL consisting of matrices
preserving the sesquilinear form[
(v1, w1), (v2, w2)
]
:= S(v1, w2) + S(v2, w1).
2 The category of double cosets is well defined
Here we prove the statements of Subsect. 1.4.
2.1. Rewriting of the definition. Recall, see (1.8), that
A ⋆ B= տ[A◦B♦]ց, (2.1)
where A◦ is defined by (1.6) and B♦ by (1.7). Denote
Jβ(ν, µ) =


0 1ν 0 0 0
1ν 0 0 0 0
0 0 1β 0 0
0 0 0 0 1µ
0 0 0 1µ 0

 . (2.2)
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We have
B♦ = Jβ(M+,M−)B
◦Jβ(M+,M−)
Therefore we can rewrite (2.1) as
A ⋆ B= տ[A◦Jβ(M+,M−)B
◦Jβ(M+,M−)]ց
Since Jβ(M+,M−) ∈ Qβ, the same double coset is given by the formula
Qα ·
տ[A◦Jβ(M+,M−)B
◦]ց ·Qγ (2.3)
This implies Proposition 1.6 about the involution.
2.2. Proof of Theorem 1.5.a. Denote the expression in square brackets
in (2.3) by A⊛B. It is sufficient to prove the following statement
Lemma 2.1 Let a, b ∈ GL(∞, o), and Φ ∈ Qβ. Then
a) There exists Γ ∈ Qγ such that (a · Φ)⊛ b = (a⊛ b) · Γ.
b) There exists ∆ ∈ Qα such that a⊛ (Φ · b) = ∆ · (a ⊛ b).
By the symmetry in formula (2.3), it is sufficient to prove the first statement.
To avoid subscripts consider matrices
a =

a b cd e f
g h j

 , p =

p q ru v w
x y z

 (2.4)
Then
a⊛ p =


p 0 q 0 r
bu a bv c bw
eu d ev f ew
hu g hv j hw
x 0 y 0 z


(let us omit arrows).
It is sufficient to prove the lemma for Φ ranging in a collection of generators
µ 0 00 1 0
0 0 ν

 ,

1 ϕ 00 1 0
0 0 1

 ,

1 0 θ0 1 0
0 0 1

 ,

1 0 00 1 ψ
0 0 1

 (2.5)
of the group Qβ. Here the size of matrices is M− + |β| +M+, the matrices µ,
ν range in GL(M∓, o); matrices ϕ, ψ, θ are arbitrary matrices (of appropriate
size).
We examine these generators case by case.
First,

a ·

µ 0 00 1 0
0 0 ν



⊛p =


p 0 q 0 r
bu aµ bv cν bw
eu dµ ev fν ew
hu gµ hv jν hw
x 0 y 0 z

 =(a⊛p)


1 0 0 0 0
0 µ 0 0 0
0 0 1 0 0
0 0 0 ν 0
0 0 0 0 1

 ,
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the (K− +M− + |γ|+M+ +K+)-matrix in the right-hand side is contained in
the subgroup Qβ.
Second,

a ·

1 ϕ 00 1 0
0 0 1



⊛ p =


p 0 q 0 r
bu+ aϕu a b + aϕv c bw + aϕw
eu+ dϕu d e+ dϕv f ew + dϕw
hu+ gϕu g h+ gϕv j hw + gϕw
x 0 y 0 z

 =
= (a ⊛ p) ·


1 0 0 0 0
ϕu 1 ϕv 0 ϕw
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 ,
the (K− +M− + |γ|+M+ +K+)-matrix in the right-hand side is contained in
the subgroup Qβ.
Next,

a ·

1 0 θ0 1 0
0 0 1



⊛ p =


p 0 q 0 r
bu a bv c+ aθ bw
eu d ev f + dθ ew
hu g hv j + gθ hw
x 0 y 0 z

 =
= (a⊛ p) ·


1 0 0 0 0
0 1 0 θ 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 .
Examine the last generator of the list (2.5). We have

a ·

1 0 00 1 ψ
0 0 1



⊛ p =


p 0 q 0 r
bu a bv c+ bψ bw
eu d ev f + eψ ew
hu g hv j + hψ hw
x 0 y 0 z

 . (2.6)
Denote 
p q qu v w
x y z


−1
=

P Q RU V W
X Y Z

 .
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Then the right-hand side of (2.6) is

p 0 q 0 r
bu a bv c bw
eu d ev f ew
hu g hv j hw
x 0 y 0 z

 ·


1 0 0 Qψ 0
0 1 0 0 0
0 0 1 V ψ 0
0 0 0 1 0
0 0 0 Y ψ 1

 .
(the first factor is a ⊛ p). To verify this, we must evaluate 4th column of the
product. We get
pQ+ qV + rY = 0;
buQψ + bvV ψ + c+ bwY ψ = c+ b(uQ+ vV + wY )ψ = c+ bψ;
euQψ + evV ψ + f + ewY ψ = f + e(uQ+ vV + wY )ψ = f + eψ;
huQψ + hvV ψ + j + hwY ψ = j + h(uQ+ vV + wY )ψ = j + hψ;
xQ + yV + zY = 0,
and this completes the proof.
2.3. Associativity. A group Qα contains product Sα of two copies of the
symmetric group S(∞), it consists of 0-1-matrices of the form
u 0 00 1|β| 0
0 0 v

 .
To verify the statement b) of Theorem 1.5, we must show that for repre-
sentatives A, B, C of cosets a, b, c there exist matrices Π ∈ Qα, Γ ∈ Qδ such
that
A ⋆ (B ⋆ C) = Π · (A ⋆ B) ⋆ C · Γ.
It is more-or-less clear that we can chose desired Π ∈ Sα, Q ∈ Sγ .
3 Description of the category of double cosets
Here we prove the statements of Subsect. 1.5.
3.1. Invariants.
1) Let us verify that χ(a) is an invariant of a double coset (i. e., Lemma 1.7).
We consider an element A ∈ GL(2∞, k), and write the corresponding equation
for another element of the same double coset,
x′u
0

 =

d11 d12 d130 1 d23
0 0 d33


−1
a11 a12 a13a21 a22 a23
a31 a32 a33



c11 c12 c130 1 c23
0 0 c33



y′v
0

 ,
(3.1)
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or, equivalently,
d11x′ + d12uu
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



c11y′ + c12vv
0

 .
Thus for a given u, v solutions x, y and x′, y′ of systems (1.9) and (3.1) are
connected by
x = d11x
′ + d12u y = c11y
′ + c12v.
Since matrices d11, c11 are invertible, we get that u, v in both cases are same.
Proposition 3.1 The following numbers are invariants of double cosets:
rk a31, rk
(
a21
a31
)
, rk
(
a31 a32
)
, rk
(
a21 a22
a31 a32
)
(3.2)
This is obvious,
a11 a12 a13a21 a22 a23
a31 a32 a33



c11 c12 c130 1 c23
0 0 c33

 =

 ∗ ∗ ∗a21c11 a21c12 + a22 ∗
a31c11 a31c12 + a32 ∗


3.2. Completeness of the invariants. Consider ’parabollic’ groups Pα ⊃
Qα consisting of matrices
c11 c12 c130 c22 c23
0 0 c33

 , c22 ∈ GL(|α|, k).
Clearly, Qα is a normal subgroup in Pα, the quotient is GL(|α|, k). This implies
the following observation
Lemma 3.2 Let R ranges in GL(|α|, k), S in GL(|β|, k). Then the map
A 7→

1 0 00 R 1
0 0 1


−1
A

1 0 00 S 1
0 0 1


induces an action of the group GL(|α|, k)×GL(|β|, k) on the double coset space
Qα \GL(2∞, k)/Qβ.
On the other hand the same group acts on the set of linear relations L :
k|β| ⇒ k|α| by
L 7→ R−1LS.
The following statement also is obvious.
Lemma 3.3 The map a 7→ χ(a) is GL(|α|, k)×GL(|β|, k)-equivariant.
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Let us describe double cosets Pα \GL(2∞, k)/Pβ.
Lemma 3.4 Any double coset in Pα \GL(2∞, k)/Pβ has a unique representa-
tive as a 0-1-matrix of the form
Jκ =
տ

1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1


ց
, (3.3)
where sizes κij > 0 of units satisfy
κ21 + κ22 + κ23 = |α|, κ12 + κ22 + κ32 = |β|.
Replacing κ11 7→ κ11+1 (resp., κ33 7→ κ33+1) does not change the matrix Jκ.
In particular, we can set κ11 = 0, κ33 = 0.
This is a standard question about double cosets of GL(N, k) with respect to
a pair of parabolic subgroups. 
Lemma 3.5 The linear relation χ(Jκ) from
kβ = k
κ21 ⊕ kκ22 ⊕ kκ23
to
kα = k
κ12 ⊕ kκ22 ⊕ kκ32
consists of all vectors of the form
(v, u, 0)⊕ (w, u, 0).
In particular,
rkχ(Jκ) = κ22, dim indef χ(Jκ) = κ21, dimkerχ(Jκ) = κ12. (3.4)
.
This follows from a straightforward calculation. 
Notice that each orbit of the group GL(|α|, k) × GL(|β|, k) on the set of
linear relations kβ ⇒ kα has a unique representative of the form χ(Jκ).
Theorem 1.9 follows from the following lemma.
Lemma 3.6 The map a 7→ χ(a) is a bijection on each GL(|α|, k)×GL(|β|, k)-
orbit.
18
Proof. It is sufficient to show that the stabilizer M(Jκ) of a double coset
Qα · Jκ · Qβ coincides with the stabilizer N (Jκ) of the linear relation χ(Jκ).
The inclusion M(Jκ) ⊂ N (Jκ) follows from the equivariance. Let us prove the
converse inclusion.
The stabilizer N (κ) consists of pairs (R,S) ∈ GL(|α|, k)×GL(|β|, k) having
the form
r11 r12 r130 r22 r23
0 0 r33

 ,

s11 s12 s130 s22 s23
0 0 s33

 , where r22 = s22.
Indeed a matrix S must preserve the flag kerχ(Jκ) ⊂ domχ(Jκ), a matrix R
must preserve the flag indef χ(Jκ) ⊂ imχ(Jκ). This implies triangular forms of
our matrices. The linear map
domχ(Jκ)/ kerχ(Jκ)→ imχ(Jκ)/ indef χ(Jκ)
in our case is identical and this implies r22 = s22.
Let us show that such pairs stabilize the double coset Qα ·Jκ ·Qβ. Without
loss of generality we can assume κ11 = κ33 = 0. Denote T = R
−1, so t22 = s
−1
22 .
Then

1 0 00 T 0
0 1 0

 · Jκ ·

1 0 00 S 0
0 1 0

 =


0 0 s11 s12 s13 0 0
0 0 0 0 0 1 0
t11 0 0 t12s22 t12s23 0 t13
0 0 0 1 t22s23 0 t23
0 0 0 0 0 0 t33
0 1 0 0 0 0 0
0 0 0 0 s33 0 0


.
It is more or less clear that multiplying such matrices by elements of Qα from
the left and elements of Qβ from the right we can reduce this matrix to the
form Jκ . Formally, the last product is equal to


s11 0 0 s12 −s12t23t
−1
33
0 s13
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 t22s23
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 t33


Jκ


t11 0 0 t12s22 t12s23 0 t13
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 t23
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 t33


and this completes the proof. 
3.3. Equalities and inequalities for the invariants.
Corollary 3.7 The invariants (3.2) are connected by conditions
rk
(
a21
a31
)
= rk a31 + dim indef χ(a); (3.5)
rk
(
a31 a32
)
= rk a31 + dim
(
kβ/ domχ(a)
)
; (3.6)
rk
(
a21 a22
a31 a32
)
= rk a31 + dim indef χ(a) + dim
(
kβ/ domχ(a)
)
+ rkχ(a).
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Proof. It is sufficient to verify these identities for the canonical forms Jκ .
We have
κ12 = dimkerχ(a), κ21 = dim indef χ(a)
κ22 = rkχ(a), κ31 = rk a31; κ32 = |β| − κ12 − κ22. 
Proof of Proposition 1.8. We can use canonical forms Jκ . We have
ξ(Jκ) = κ21 + κ31. Since the matrix Jκ is nondegenerate, we have
κ11 + κ21 + κ31 = N−, κ11 + κ12 + κ13 =M−.
Extracting α− from both sides of the first equality and β− from both sides of
the second equality we get
κ11 + κ21 + κ31 − α− = κ11 + κ12 + κ13 − β−
This implies (1.12). 
3.4. Characteristic linear relations of products of double cosets.
Let
x2u
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



y2v
0

 ,

x1v
0

 =

b11 b12 b13b21 b22 b23
b31 b32 d33



y1w
0

 .
(3.7)
Then
A◦B♦


y1
y2
w
0
0

 = A◦


x1
y2
v
0
0

 =


x1
x2
u
0
0

 . (3.8)
Therefore (w, u) ∈ χ(a ⋆ b). Conversely, let the right hand side of (3.8) equals
to the left hand side. Then applying B♦ to a column
(
y1 y2 w 0 0
)t
, we
get a column of the form
(
z1 y2 q 0 s
)t
. Applying A◦ to this column, we
get an expression of the form
(
z1 z2 r t s
)t
. But we must get a vector of
a form
(
x1 x2 u 0 0
)t
, i.e., r = 0, t = 0. Hence
z2r
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



y2q
0

 ,

x1q
0

 =

b11 b12 b13b21 b22 b23
b31 b32 d33



y1w
0

 .
Therefore (w, q) ∈ χ(b), (q, r) ∈ χ(a). 
3.5. The invariant η of a product of double cosets. We use the
definition in terms of equation (1.11). We must evaluate the codimension of the
subspace M(a ⋆ b) of all (y1, y2) such that there exists (x1, x2) satisfying

x1
x2
0
0
0

 =
(
A◦B♦
)


y1
y2
0
0
0

 .
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Applying the matrix B♦ to a vector
(
y1 y2 0 0 0
)t
we get a vector of
the form
(
z1 y2 p 0 h2
)t
. Applying A◦ we come to a vector of the form(
z1 z2 q h1 h2
)t
. We want h1 = 0, h2 = 0, and q = 0. Therefore we have
x20
0

 =

a11 a12 a13a21 a22 a23
a31 a32 a33



y2p
0

 ,

x1p
0

 =

b11 b12 b13b21 b22 b23
b31 b32 b33



y10
0

 .
We see that p ∈ indef χ(b) ∩ kerχ(a).
Clearly M(a ⋆ b) ⊃M(a)⊕M(b). Fix p 6= 0 and consider a corresponding
vector
(
y1 y2
)t
. It is defined modulo additions of vectors ∈ M(a) ⊕M(b).
We can not make y1 = 0 since the matrix B is invertible. Therefore the natural
map
indef χ(b) ∩ kerχ(a)→M(a ⋆ b)
/(
M(a)⊕M(b)
)
is injective. On the other hand it is surjective and this implies the desired
statement.
4 The group GL and multiplicativity
Here we prove statements of Subsect. 1.7.
4.1. Proof of Lemma 1.11.
a) Let R ∈ GL. We wish to show that the double coset Qα ·g ·Qβ contains a
finitary matrix. Without loss of generality we can assume that α = β. Other-
wise we take γ such that γ ≻ α, γ ≻ β and examine the double coset Qγ ·g ·Qγ.
Thus let represent g as a block matrix of size (∞+ |α|+∞)× (∞+ |α|+∞),
R =

a b cd e f
g h k

 .
Transformations
R 7→

u1 0 00 1 0
0 0 v1


−1
R

u2 0 00 1 0
0 0 v2


send
a 7→ u−11 au2, k 7→ k
−1
1 kv2.
The matrices a, k are Fredholm matrices in the sense of [21], Subsects. 2.4–2.7,
their Fredholm indices are 0. Therefore we can reduce a and k to the forms
a =
(
1∞ 0
0 0
)
, d =
(
0 0
0 1∞
)
,
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where two 0’s are square matrices of the same size (see [21], Lemma 2.7). There-
fore our double coset contains a matrix of the form
R′ =


1 0 b1 c11 c12
0 0 b1 c21 c22
d1 d2 e f1 f2
g11 g12 h1 0 0
g21 g22 h1 0 1

 .
Multiplying such matrices from the left and right by matrices of the form

1 0 ∗ ∗ ∗
0 1 0 0 ∗
0 0 1 0 ∗
0 0 0 1 0
0 0 0 0 1

 ∈ Qα,
we can make zero from b1, c11, c12, c22, f2. The blocks e, b2, c21, f1 have finite
sizes, our definition of GL easily implies that the blocks d, g, h contain only
finite number of nonzero matrix elements.
b) By Theorem 1.9, the invariants χ(a) and ξ(a) separate double cosets
Qα \ GL(2∞,F)/Qβ. However, χ(a) and ξ(a) also are invariants of double
cosets Qα \GL/Qβ (our proof in Subsect. 3.1 is valid in this case).
4.2. Proof of Lemma 1.12. The statement 1)⇒ 2) is a special case of
Proposition VIII.1.2 from [16].
Conversely, let condition 2) be hold. We must verify that matrix elements
〈ρ(g)h1, h2〉 are continuous in the topology of GL. It is sufficient to do this for
h1, h2 ranging in a dense subspace in H , in particular in the subspace ∪Hα.
However, if h1 ∈ Hβ, h2 ∈ Hγ , then our matrix element is a function on a
countable space
Qγ \GL(2∞,F)/Qβ ≃ Qγ \GL/Qβ.
Since subgroups Qδ ⊂ GL are open, the double coset space in the right hand
side is discrete, and all functions on this space are continuous.
4.3. Coincidence of spaces of fixed vectors. For each group Qα con-
sider the subgroup S[α] consisting of 0-1-matrices of the form
∗ 0 00 1|α| 0
0 0 ∗

 .
By S[α] denote its (dense) subgroup consisting of finitary matrices.
Lemma 4.1 Let ρ be a unitary representation of the group Qα in a Hilbert
space H. Let h ∈ H be an S[α]-fixed vector. Then h is Qα-fixed.
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Proof. Consider a subgroup Z ⊂ Qα consisting of matrices of the form
σ′ b c0 1 d
0 0 σ′

 ,
where σ′, σ′′ are finitary permutations, denote σ = (σ′, σ′′) ∈ S[α]. Notice that
matrices b, c, d can be arbitrary. This group is locally compact. Therefore a
unitary representation of this group can be decomposed into a direct integral
of irreducible representations (see, e. g., [14], Sect 2.6, [12], Subsect. 8.4). We
claim that an irreducible representation ρ of Z having an S[α]-fixed vector is
trivial.
Step 1. Consider the subgroup U of Z consisting of matrices with b = 0,
d = 0. It is a semidirect product of S[α] and Abelian normal subgroup N
consisting of infinite matrices c, this N is a direct product of a countable number
of copies of the cyclic group Zp. The Pontryagin dual group N
⋄ is a countable
discrete group of matrices ϕ over F that are infinite to the left and down and
have only finite number of nonzero elements. The duality is given by the formula
〈〈c, ϕ〉〉 := EXP
{
tr cϕ
}
.
According the Mackey theorem about unitary dual of groups with Abelian
normal subgroup (see, e.g., [12],Theorem 13.3.1), any irreducible unitary rep-
resentations of the group U can be realized in the following way. Consider an
orbit Ω of S[α] on N
⋄, fix ω0 ∈ Ω. Denote by Γ the stabilizer of ω0 in S[α],
fix an irreducible unitary representation τ of Γ in a Hilbert space K. Consider
the space ℓ2(Ω,K) of ℓ2-functions on a discrete set Ω taking values in K. The
Abelian subgroup N acts by multiplications
c : F (ω) 7→ F (γ)〈〈c, ω〉〉
The group S[α] acts by transformations of the form
σ : F (ω) 7→ T (σ, ω)F ((σ′)−1ωσ′′),
where T is a function from S[α]×Ω to the unitary group of the spaceK satisfying
the cocycle identitiy
T (σ1σ2, ω) = T
(
σ1, (σ
′
2)
−1ωσ′′2
)
T (σ2, ω)
and
T (γ, ω) = τ(γ) for γ ∈ Γ.
Clearly, for a S[α]-fixed function F the function ω 7→ ‖F (ω)‖ is constant.
All nontrivial orbits Ω are infinite and therefore S[α]-fixed vectors are absent in
such cases are absent. A unique exception is the orbit consisting of the point 0.
But in this case the group N also acts trivially.
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Step 2. Thus an irreducible unitary representation ρ of Z having an S[α]-
fixed vector also has an N -fixed vector, say h. However, N is normal in Z,
therefore our representation is trivial on N . Indeed, let g ∈ Z, n ∈ N , Then
ρ(n) ρ(g)h = ρ(g) ρ(g−1ng)h = ρ(g)h.
Step 3. Thus ρ in fact is a representation of the quotient Z/N . This
quotient splits into a product Z = X × Y , where X consists of (∞+ |α|)-block
matrices
(
σ′ b
0 1
)
, and Y consists of (|α|+∞)-block matrices
(
1 d
0 σ′′
)
. In both
groups X , Y we have compact Abelian normal divisors consisting respectively
of matrices of the form
(
1 b
0 1
)
and
(
1 d
0 1
)
. Pontryagin dual to these divisors
are discrete groups. Applying the Mackey theorem and repeating the same
considerations we come to the desired statement. 
4.4. Multiplicativity. Denote by Sβ(∞) ⊂ S(∞) the subgroup consisting
of permutations fixing 1, . . . , β ∈ N. Denote
I
(β)
N :=

1β 0 00 0 1N
0 1N 0


ց
∈ Sβ(∞)
We use the following statement (see [16], Theorem 1.4.c).
Let ρ be a unitary representation of the group S(∞) in a Hilbert space H.
Let H denote by Hβ ⊂ H the subspace of all Sβ(∞)-fixed vectors, let Pβ be the
operator of orthogonal projection to Hβ. Then ρ(I
(β)
N ) weakly converges to Pβ.
The group S(∞) has type I (see [13]), therefore S(∞)×S(∞) also has type
I (see, e.g., [14], Sect. 3.1). Therefore irreducible unitary representations of
S(∞)×S(∞) are tensor products of irreducible representations of factors. This
implies the following statement
Lemma 4.2 Let τ be a unitary representation of the group S(∞)× S(∞) in a
Hilbert space K. Let K denote by Kβ ⊂ K the subspace of all Sβ(∞)×Sβ(∞)-
fixed vectors, let Pβ be the operator of orthogonal projection to Kβ. Then τ(I
(β)
N )
weakly converges to Pβ.
Corollary 4.3 Let Jβ(µ, ν) ∈ GL be given by (2.2). Let ρ be a unitary repre-
sentation of the group GL in a Hilbert space H. Then the sequence ρ(Jβ(n, n))
weakly converges to Pβ as n→∞.
Proof. By the previous corollary this sequence converges to the projector
to the subspace of S[β]-fixed vectors. By Lemma 4.1), subspaces of S[β]-fixed
vectors and Qβ-fixed vectors coincide. 
Proof of Theorem 1.13. Consider two double cosets a ∈ Qα \GL/Qβ,
b ∈ Qβ \ GL/Qγ . Choose finitary representatives A ∈ a, B ∈ b (see Lemma
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1.11). We must evaluate
Pα ρ(A)Pβ ρ(B)Pγ = lim
n→∞
Pα ρ(A) lim
n→∞
ρ
(
Jβ(n, n)
)
ρ(B)Pγ =
= Pα lim
n→∞
ρ
(
AJβ(n, n)B
)
Pγ
This sequence is eventually constant. Its limit is
Pα ρ
(
AJβ(N,N)B
)
Pγ
for sufficiently large N . By (2.3), AJβ(N,N)B ∈ a ⋆ b. 
5 Representations of GL
Here we prove statements formulated in Subsect. 1.8.
5.1. Prood of Theorem 1.15.a. This is a special case of the following
statement.
Proposition 5.1 Let K be a category with involution ∗, and ρ̂ be its ∗-repre-
sentation6 in a family of Hilbert spaces H(u), where u ranges in Ob(K). If
ρ̂ is irreducible, then for each u the representation of EndGLK(u) in H(u) is
irreducible. If this representation is not zero-dimensional, then it uniquely de-
termines a representation of the whole category.
Proof. Both statements are obvious, for the first we refer to [16], Lemma
II.8.1. For the second statement I do not know a reference and present a proof.
Let ρ̂ be irreducible and a representation of EndK(u) in H(u) be fixed. Let
v ∈ Ob(K). By irreducibility, any space H(v) is generated by vectors ρ̂(P )h,
where P ranges in Mor(u, v) and h ranges in H(u). Inner products of such
vectors are uniquely determined since
〈
〈
ρ̂(P1)h1, ρ̂(P2)h2
〉
H(v)
=
〈
ρ̂(P ∗2 P1)h1, h2
〉
H(u)
.
Now, let us show that for R ∈ MorK(v, w) the operator ρ̂(R) : H(v)→ H(w)
is uniquely determined. Let P ∈MorK(u, v), Q ∈MorK(u,w). Then〈
ρ̂(R) ρ̂(P )h1, ρ̂(Q)h2
〉
H(w)
=
〈
ρ̂(Q)∗ρ̂(R) ρ̂(P )h1, h2
〉
H(u)
=
=
〈
ρ̂(Q∗RP )h1, h2
〉
H(u)
.
The last expression is determined by the representation of EndK(u). This gives
us all matrix elements of ρ̂(R). 
6A category K is a category with involution if for any objects V , W ∈ ObK we have
a map P 7→ P ∗ from MorK(V,W ) to MorK(W,V ) satisfying the properties P
∗∗ = P and
(PQ)∗ = Q∗P ∗. A ∗-representation is a functor ρ̂ from K to the category of Hilbert spaces
and bounded linear operators such that ρ̂(P ∗) = ρ̂(P )∗.
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5.2. The structure of ordered category on GL. Let β ≺ α. Consider
the morphism λαβ : β → α defined by
λαβ = Qα · 1 ·Qβ
The corresponding linear relation
χ
(
λαβ
)
: Fβ ⇒ Fα
consists of vectors of the form
(a; b, a, 0) ∈ Fβ ⊕ Fα = Fβ ⊕
(
Fβ−−α− ⊕ Fβ ⊕ F
α+−β+
)
(5.1)
and η
(
λαβ
)
= 0. Denote
µαβ =
(
λαβ
)∗
∈Mor(β,α).
The corresponding linear relation is pseudoinverse to (5.1), and η = 0. Finally,
define θαβ ∈ End(α) as the double coset containing the square matrix

տ 0 1 0 0 0
1 0 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0


ց
,
of the size (β−−α−)+(β−−α−)+|β|+(α+−β+)+(α+−β+). The corresponding
linear relation consists of vectors
(a, b, 0; c, b, 0) ∈ Fα ⊕ Fα =
=
(
Fβ−−α− ⊕ F|β| ⊕ Fα+−β+
)
⊕
(
Fβ−−α− ⊕ F|β| ⊕ Fα+−β+
)
(5.2)
and η = 0.
Then we have
λαβ ⋆ µ
α
β = θ
α
β , µ
α
β ⋆ λ
α
β = 1β,
(
θαβ )
⋆2 = θαβ ,
(
θαβ
)∗
= θαβ . (5.3)
For γ ≺ β ≺ α we have
λαβ ⋆ λ
β
γ = λ
α
γ , µ
β
γ ⋆ λ
α
β = 1β, θ
α
β ⋆ θ
β
γ = θ
α
γ (5.4)
This means that GL is an ordered category with involution in the sense of [16],
Sect. III.47. This (see [16], Lemma III.4.5, Proposition III.4.6)– implies the
following statement.
7The identities (5.3)–(5.4) are dependent, for a minimal family, see [16], Subsect. III.4.1.
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Lemma 5.2 a) Let β ≺ α. Then the map
ι : p 7→ µαβ ⋆ p ⋆ µ
α
β
is an embedding of semigroups End(β)→ End(α).
b) Let ρ̂ be a ∗-representation of the category GL, for each object α denote
by H(α) corresponding Hilbert space. Then the operator ρ̂(λαβ ) : Hβ → Hα is
an operator of isometric embedding intertwining the representation of End(β) in
H(β) with the representation of ι
(
End(β)
)
in the image of the projector ρ̂(θαβ ).
Proof of Theorem 1.15.b. Let δ be as in the proposition. By Lemma
5.2 for all ε ≺ δ we have ρ̂(θδε
)
= 0.
Two copies of the group Aut(δ) ≃ GL(|δ|,F) act on End(δ) by multiplication
from the left and from the right. Unique invariants of this action are rkχ(a),
dimensions of domχ(a), imχ(a), kerχ(a), indef χ(a), and η(a).
Let ρ̂(a) 6= 0. Then ρ̂(a)∗ρ̂(a) = ρ̂(a∗⋆a) also is nonzero. We have χ(a∗⋆a) =
χ(a)χ(a). Denote the last linear linear relation by L. We have
rkL = rkχ(a), indef L = kerL, domL = imL.
Conjugating L by an element Aut(δ), we can reduce L to a form
(a, b, 0; c, b, 0) ⊂ Fδ ⊕ Fδ =
=
(
FdimkerL ⊕ FrkL ⊕ FcodimdomL
)
⊕
(
FdimkerL ⊕ FrkL ⊕ FcodimdomL
)
.
This linear relation has the form (5.2), therefore
ρ̂
(
a∗ ⋆ a
)
= Zη(a
∗⋆a)ρ̂
(
θδε
)
.
Since this operator is nonzero, we have ε = δ, therefore χ(a) is invertible. 
5.3. Proof of Theorem 1.15.b. First, let z 6= 0. Consider ϕ, ψ ∈ A with
|ϕ| = |ψ| = l. To be definite, assume ϕ− − ψ− = k > 0. Consider the matrix
Ml,k =
(
0 1l
1k 0
)
acting from Fψ+−ψ− ⊕Fψ to Fϕ⊕Fϕ+−ϕ− . Consider the corresponding double
coset
ml,k = Q
տ
ϕ (Ml,k)ցQψ
Then
m∗l,k ⋆ml,k = ζ
k
ψ1ψ, ml,k ⋆m
∗
l,k = ζ
k
ϕ1ϕ.
If z 6= 0, then ρ̂ml,k : Hψ → ϕ is an invertible operator, therefore these subspaces
have the same dimension.
5.4. Sphericity. Proof of Theorem 1.16.d. For the semigroup Q0,0 \
GL/Q0,0 linear relations χ(a) act in the zero-dimensional space. Therefore this
semigroup is Z+. Irreducible representations of Z+ are one-dimensional.
5.5. Type I property.
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m
n
0 b)
m
n
I0 I1I2 I3I4 I5
Figure 1: To proof of Lemma 5.3.
Lemma 5.3 There exists a (noncanonical) linear order ⊳ on A compatible with
the partial order ≺, such that for each α ∈ A the set of all β ∈ A such that
β ⊳ α, is finite.
Proof of Lemma. For α ∈ A denote by m := α−, n := α+ − α−. Then
(m,n) ranges in the set Z×Z+. A set β ≺ α is drawn on Fig. 1.a. Now define
a linear order ⊳ in the following way. We consider the sequence of segments I0,
I1, I2, . . . as it is drawn on Fig. 1.b and enumerate integer points of the upper
half-plane in the following way: the unique point of I0, then we pass I1 in upper
direction, I2 in upper direction, etc. 
Proof of Theorem 1.16.b. We must examine the von Neumann algebra
N commuting with all operators ρ(g), where g ∈ GL.
Keeping in mind Lemma 5.3, we write a sequence
α1 ⊳ α2 ⊳ α3 ⊳ . . .
containing all α ∈ A. Let us decompose the Hilbert space H into a countable
direct sum H = ⊕∞j=1Kj according the following inductive rule. Consider the
subspace Hα1 and its GL-cyclic span K1. Next, consider H ⊖K1, the subspace
(H ⊖K1)α2 and its GL-cyclic span K2. Then we consider the cyclic span K2
of (H ⊖K1 ⊖K2)α3 . Etc.
Clearly, elements ofN leave all subspacesKj invariant, andN = ⊕Nj , where
Nj are induced von Neumann algebras in Kj. Therefore, we must examine Nj .
It is easy to see that this algebra is isomorphic to the algebra of operators in
(Kj)αj commuting with End(αj). The latter algebra is generated by elements
of GL(|αj |,F)×Z+, where the finite group GL(|αj |,F) acts by unitary operators
and Z+ by self-adjoint operators Z
k. Clearly, this algebra has type I. 
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