Tropical precipitation extremes are expected to strengthen with warming, but quantitative estimates of future changes remain uncertain because of a poor understanding of changes in convective dynamics. This uncertainty is addressed here by analyzing idealized convection-permitting simulations of radiative-convective equilibrium. Across a wide range of climates, the thermodynamic contribution to changes in instantaneous precipitation extremes follows near-surface moisture, and the dynamic contribution is positive but small. The shapes of mass flux profiles associated with precipitation extremes are determined by conditional sampling that favors strong vertical motion at levels where the vertical saturation specific humidity gradient is large, and mass flux profiles collapse to a common shape across climates when plotted in a moisture-based vertical coordinate. The collapse implies a thermodynamic contribution that scales with near-surface moisture despite substantial convergence in the free troposphere and allows the dynamic contribution to be defined in terms of pressure velocity at a single level. Linking the simplified dynamic mode to vertical velocities from entraining plume models shows that the smallness of the dynamic mode results from opposite height-dependences of vertical velocity and density. A self-contained simple model suggests that, provided the moisture-coordinate collapse holds, the dynamic mode is likely to be around 2 % K −1 at current tropical temperatures, larger in colder climates, and smaller in warmer climates. These results reinforce an emerging picture of the response of extreme tropical precipitation rates to warming: a thermodynamic mode of about 7% K −1 dominates, with a minor contribution from changes in dynamics.
Introduction
Tropical precipitation extremes are expected to intensify under global warming (e.g. IPCC 2013; Allen and Ingram 2002; Pendergrass and Hartmann 2014) . To first order, the intensification is driven by changes in the thermodynamic structure of the atmosphere. If moisture is converged into updrafts primarily near the surface, then approximate expressions for condensation rates suggest that-absent significant changes in convective dynamics-peak precipitation rates should scale with boundary layer saturation specific humidity and increase with surface temperatures at about 7 % K −1 (e.g. O'Gorman and Schneider 2009b; Muller et al. 2011) . However, the baseline 7 % K −1 sensitivity of peak pre-cipitation rates to warming can be modified by convective dynamics. If convective storms converge moisture throughout an inflow layer that extends several kilometers above the surface-as has been observed in Amazonian convection (Schiro et al. 2018 )-precipitation rates may scale with lower-troposphere-average water vapor, which increases with warming faster than boundary layer water vapor. Additionally, changes in updraft speeds affect condensation rates and thus precipitation extremes (e.g. Emori and Brown 2005; O'Gorman and Schneider 2009b; Muller et al. 2011; Romps 2011; Pendergrass et al. 2016) , introducing a dynamic contribution to changes in precipitation extremes in addition to the thermodynamic dependence. Given the potentially severe social and economic consequences of extreme rain events, understanding the influence of convective dynamics on changes in precipitation extremes in a warming climate is crucial for our ability to prepare for the impacts of future hydrologic change.
A common scaling for assessing the impact of dynamic and thermodynamic changes on precipitation extremes equates a high-percentile precipitation rate P to the product of a column-integrated condensation rate C and a precipitation efficiency ε (O'Gorman and Schneider 2009b; Muller et al. 2011) :
Depending on the time scale considered, C may be spatiotemporally co-located with extreme precipitation events (as in Muller et al. 2011; Fildier et al. 2017) or may be a high percentile of the column-integrated condensation rate distribution (as in Singh and O'Gorman 2014) . The condensation rate in an adiabatically lifted parcel can then be used to re-write column condensation in terms of pressurecoordinate vertical velocity ω and saturation specific humidity q * (O'Gorman and Schneider 2009b):
dq * dp θ * e dp.
In the equation, p is pressure, p s is surface pressure, g is the acceleration from gravity, and the change in saturation specific humidity with pressure (hereafter referred to as the "moisture lapse rate") is calculated following a moist adiabat (i.e. holding saturated equivalent potential temperature θ * e fixed). The scaling can then be used to relate the response of precipitation extremes to warming to changes in precipitation efficiency, changes in the moisture lapse rate (the "thermodynamic mode"), and changes in pressure velocity profiles (the "dynamic mode") (Muller et al. 2011 ):
dq * dp θ * e dp C Thermodynamic mode + − p s 0 δ ω g dq * dp θ * e dp C Dynamic mode .
Here, δ indicates a change between two climates, and terms that include products of changes have been dropped. Throughout this paper, we use the terms "thermodynamic mode" and "dynamic mode" to refer to contributions to changes in precipitation extremes corresponding to the two terms labeled in Eq. 3. Previous modeling studies have found, empirically, that the thermodynamic mode at temperatures close to Earth's present-day tropics is close (within about 2 % K −1 ) to the ≈7 % K −1 Clausius-Clapeyron (CC) scaling of saturation specific humidity with surface temperature, regardless of whether the studies use global simulations with parameterized convection (O'Gorman and Schneider 2009b,a; Chen et al. 2019) , global simulations with superparameterized convection (Fildier et al. 2017) , or limited-area radiative-convective equilibrium (RCE) simulations with convection-permitting models (Muller et al. 2011; Romps 2011; Muller 2013) . A CC scaling for the thermodynamic mode can also be derived theoretically by making three assumptions: that (1) ω/g is constant between the surface and the tropopause, (2) q * is near-zero at the tropopause, and (3) the temperature profile is moist adiabatic (O'Gorman and Schneider 2009a; Muller et al. 2011) . If all three assumptions hold, the thermodynamic mode reduces approximately to a CC scaling of δ (q * s )/q * s , where q * s is the near-surface saturation specific humidity. In the tropics, where the tropopause is cold and convection maintains nearly moist adiabatic stratification (Emanuel 1994) , assumptions 2 and 3 are clearly justified, but assumption 1 is not. On both large scales and convective scales, vertical motion profiles associated with heavy tropical rainfall are far from constant with height (Back and Bretherton 2006; Torri et al. 2017; Moore et al. 2014) . Moreover, although the empirical success of the CC scaling might suggest that the thermodynamic mode is insensitive to the shape of the mass flux profiles, simple calculations with synthetic mass flux profiles indicate otherwise. Because tropical temperature profiles are nearly moist adiabatic, moisture lapse rates increase with warming most rapidly high in the atmosphere, particularly in warm climates ( Figure 1a) . As a result, column-integrated condensation produced by top-heavy vertical motion profiles increases with warming more quickly than condensation produced by bottom-heavy mass flux profiles. For topheavy vertical motion profiles, the thermodynamic mode can be nearly 11 % K −1 in cold climates, and for bottomheavy vertical motion profiles, the thermodynamic mode can be as low as 3% K −1 in warm climates (Figure 1b,c) . The sensitivity of the thermodynamic mode to the shape of mass flux profiles prompts the first question addressed in this paper: What constrains the shape of pressure velocity profiles associated with precipitation extremes, and are the constraints consistent with a near-CC thermodynamic mode across a wide range of climates?
Empirical results from previous work also suggest that the dynamic mode is likely to be small. On both hourly and daily timescales, the dynamic mode in idealized cloud-resolving model (CRM) simulations is typically not larger than about 2% K −1 , and the sign varies between studies (Muller et al. 2011; Romps 2011; Muller 2013) .
Global simulations with the superparameterized Community Atmosphere Model (SP-CAM) also produce a small (≤ 2% K −1 ) dynamic mode for precipitation extremes aggregated across the tropics (Fildier et al. 2017) . Although the tropics-wide dynamic mode in general circulation models (GCMs) with conventional convective parameterizations varies widely between different models because of large inter-model differences in upward vertical velocities (O'Gorman and Schneider 2009a,b; Norris et al. 2019) , the Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model median tropical dynamic mode is, again, on the order of 2 % K −1 (O'Gorman and Schneider 2009a).
However, there is no simple scaling that predicts a small dynamic mode. Moreover, zero-buoyancy plume models constrained by the observation that the tropical stratification is set by strongly entraining updrafts (Kuang and Bretherton 2006; Romps and Kuang 2009; Singh and O'Gorman 2013) predict strong increases in convective available potential energy (CAPE) and peak vertical velocities with warming (Singh and O'Gorman 2015; Seeley and Romps 2015; Romps 2016) . Muller et al. (2011) point out that the dynamic mode for changes in precipitation extremes can be negative despite increases in peak vertical velocities if vertical motion weakens near the surface, and Fildier et al. (2017) argue that near-CC increases in CAPE with warming (Seeley and Romps 2015; Romps 2016 ) provide a 1/2-CC upper bound on the dynamic mode. Nevertheless, the relationship between increases in CAPE, peak vertical velocities, and precipitation extremes remains unclear, prompting the second question addressed in this paper: Can a better understanding of controls on the shapes of vertical motion profiles associated with precipitation extremes provide insight into the relationship between changes in peak updraft velocities and the dynamic mode?
In this paper, we address these questions by analyzing instantaneous precipitation extremes in idealized RCE simulations with a convection-permitting model in a 12,000 km non-rotating channel over sea surface temperatures (SSTs) between 280 and 305 K. Section 2 documents the simulations, shows that they produce precipitation rate probability density functions (PDFs) similar to PDFs calculated from optical rain gauges in the tropical western Pacific, and defines the extreme events analyzed in this paper. Thereafter, the paper is organized into three main sections. In Section 3, we decompose changes in precipitation extremes with SST into contributions from changes in precipitation efficiency, thermodynamic modes, and dynamic modes. Consistent with previous work, we find a near-CC thermodynamic mode and a small but positive dynamic mode. We also find that contributions from changes in precipitation efficiency are comparable in magnitude to the dynamic mode, although this is not the focus of the paper. A novel result is that pressure velocity profile shapes associated with high-percentile column-integrated condensation collapse across climates when plotted in a moisture-based vertical coordinate. We show that this collapse implies a near-CC thermodynamic mode, and use the collapse to derive a simplified expression for the dynamic mode. In Section 4, we combine the simplified expression for the dynamic mode with an entraining plume model to explain why the dynamic mode is small, and we explore simple models for pressure velocity profile shapes in strongly condensing columns. In Section 5, we use a simplified version of the entraining plume model to derive a theoretical model for the dynamical mode that is valid so long as the pressure velocity profile shape collapse holds. This model predicts a dynamic mode that decreases with increasing SST and is about 2 % K −1 at temperatures close to the modern-day tropics. We conclude in Section 6 by discussing remaining questions and directions for future work.
Long-Channel Simulations of Radiative-Convective Equilibrium

a. Simulation Setup
The long-channel RCE simulations analyzed in this paper use the System for Atmospheric Modeling (SAM) version 6.8.2 (Khairoutdinov and Randall 2003) in an elongated 12,288 km × 192 km channel with 3 km horizontal resolution. The lower boundary is a sea surface with uniform fixed temperature, varied between simulations from 280 K to 305 K in increments of 5 K. Each simulation is 75 days long, and large-scale overturning circulations that emerge during convective self-aggregation are fully developed after day 50. The simulations are documented in more detail in Wing and Cronin (2016) , with an emphasis on the processes that drive convection self-aggregation, and Cronin and Wing (2017) describe clouds, large-scale circulations, and climate sensitivity in a similar set of channel simulations. Wing and Cronin (2016) include an additional 310 K SST simulation in their analysis, but we choose to exclude that simulation from this paper because, without increasing the height of the model top, convection impinges on the bottom of a sponge layer at the top of the model domain.
The analysis in this paper focuses on instantaneous rather than hourly or daily precipitation extremes. The reasons for this decision are twofold. First, previous studies on changes in CAPE and updraft velocities with warming have focused on instantaneous updraft velocities, and analyzing the dynamic mode for instantaneous precipitation extremes provides a closer link with that work. Second, archived output from many convection-permitting model simulations (including our channel simulations) only includes instantaneous snapshots of the three-dimensional fields required to diagnose thermodynamic and dynamic modes, and focusing on instantaneous precipitation allows us to re-purpose data from past modeling studies. The instantaneous three-dimensional snapshots on which we base our analyses are output from the channel simulations once every six hours. We analyze precipitation extremes over the last 25 days of each simulation, a time period during which convection is aggregated into moist and dry bands and all simulations are in a statistically steady state.
b. Defining Instantaneous Precipitation Extremes
As in previous work, we define precipitation extremes based on quantiles of the precipitation rate distribution. In long-channel RCE simulations, instantaneous precipitation rate PDFs have a delta function at zero rain rate, decay like a power law at low rain rates, and roll off into an exponential tail at high rain rates. This structure is consistent with observed PDFs: the instantaneous rain rate PDF from our 305 K SST simulation is very similar to a one-minute-average rain rate PDF calculated from optical rain gauge measurements at Nauru Island (in the Tropical Western Pacific, with surrounding SSTs typically between 300 to 305 K) (Figure 2 ). 99.9th percentile instantaneous precipitation rates 1 lie on the edge of the power law range, which means that the likelihood of observing a particular precipitation rate falls relatively slowly as the rain rate increases above the 99.9th percentile. On the other hand, 99.99th percentile instantaneous precipitation rates fall firmly within the exponential tail of the rain rate PDF, which means that the likelihood of observing a particular rain rate drops very quickly above the 99.99th percentile. A closer examination of events that produce rain near the 99.9th and 99.99th percentiles reveals significant differences in underlying dynamics: while 99.99th percentile instantaneous precipitation rates almost always occur within deep convective systems, 99.9th percentile instantaneous precipitation rates often occur in relatively shallow clouds that terminate far below the tropopause. In other words, 99.99th percentile instantaneous precipitation is associated with statistically and dynamically extreme events in a way that 99.9th percentile precipitation is not. Because our simulation output contains many events at and above the 99.99th percentile (over 2500 total, and on average 26 per snapshot), allowing analysis with relatively little sample error, we focus the remainder of this paper on 99.99th precipitation rates.
Scaling of Simulated Precipitation Extremes
Because the time lag between condensation and precipitation fallout prevents us from applying the conden-1 Our definition of percentiles includes "events" with rain rates of zero, so that the rain rate r(p) at a percentile p is defined by
where P(r) is the rain rate PDF and includes the delta function at r = 0. sation integral scaling directly to columns with 99.99th percentile surface precipitation, we instead apply the scaling to columns where the column condensation rate is near the 99.99th percentile. Although 99.99th percentile column condensation rates are higher than 99.99th percentile precipitation rates by about a factor of 2 (indicating a typical precipitation efficiency for extreme events of ε ≈ 0.5), both increase with warming at close to a CC scaling ( Figure 3a) . When calculating condensation integrals, we set pressure velocities to zero in regions where the atmosphere is unsaturated. (This has little impact on our analysis of 99.99th percentile condensation extremes, as these typically occur in columns where the air is saturated over the entire depth of the troposphere.) We calculate the pressure velocity profile ω used to decompose changes in condensation integrals into dynamic and thermodynamic modes as an average over the 1000 columns with condensation rates closest to the 99.99th percentile column condensation rate, and we calculate the the moisture lapse rate (dq * /dp) θ * e based on time-and domain-average temperature profiles over the last 25 days of simulation. Choosing instead to calculate moisture lapse rates based on local temperature profiles has a negligible impact on our results.
The decomposition into dynamic and thermodynamic modes is easiest to visualize by plotting rates of change as a function of surface temperature ( Figure 3b ). Doing so reveals that both condensation and precipitation rates increase with warming at a rate close to (but, for column condensation, consistently higher than) a CC scaling. Changes in precipitation efficiency between climates vary in sign, and a simple estimate of sampling uncertainty suggests that much of the variation may be a result of sampling error. Unlike Singh and O'Gorman (2014), we find no evidence of a strong microphysical influence on changes in precipitation extremes in relatively cold climates. The thermodynamic mode follows a CC scaling nearly exactly over the entire range of simulation climates; the dynamic mode is positive, generally smaller than the thermodynamic mode, and largest in cold climates.
These results support the robustness of a CC scaling for the thermodynamic mode, but exactly why the CC scaling is so robust remains unclear. In the following section, we examine pressure velocity and moisture lapse rate profiles to understand how changes in the vertical structure of extreme events combine to produce a near-CC thermodynamic mode over a wide range of climates.
a. Role of Vertical Structure
Pressure velocity profiles associated with high condensation rates are far from constant with height ( Figure 4a ), so the thermodynamic mode could in theory differ considerably from CC-scaling (as in Figure 1 ). Unlike the profiles used to create Figure 1 , however, the simulated pressure velocity profiles shift upward as SST increases, with a bottom-heavy vertical structure in cold climates and a more top-heavy vertical structure in warm climates ( Figure 4a ). The upward shift with warming is crucial for maintaining a near-CC thermodynamic mode: calculating thermodynamic modes across the entire SST range using the pressure velocity profile from the 280 K simulation gives significantly sub-CC thermodynamic modes in warm climates; likewise, thermodynamic modes calculated using the 305 K pressure velocity profile are significantly super-CC in cold climates (Figure 4c ).
Because the radiative tropopause moves upward with warming in RCE (Seeley et al. 2019) , deep convection occupies a deeper layer of the atmosphere in warmer simulations, and this alone could contribute to an upward shift in the level of peak pressure velocities with warming. Additionally, though, moisture lapse rates are bottomheavy in cold climates and become increasingly top-heavy with warming ( Figure 4b ). Changes in the vertical structure of the moisture lapse rate could also drive an upward shift in pressure velocity profiles when those profiles are conditionally sampled from columns with large columnintegrated condensation rates.
Comparing profiles in columns with high-percentile condensation rates versus high-percentile columnintegrated mass fluxes provides evidence that moisture lapse rates have an important influence on pressure velocity profile shapes in strongly condensing columns. When conditionally averaged over columns with near-99.99th percentile column-integrated mass flux
pressure velocity profiles shift upward less dramatically than when conditioned on extreme column condensation (compare Figures 5a and 5c ). In other words, the upward shift is much more pronounced for conditional averages where pressure velocities are weighted by moisture lapse rates. This implies that changes in the shapes of pressure velocity profiles associated with high-percentile condensation are driven in large part by changes in the shapes of moisture lapse rate profiles, and that the link appears through a conditional sampling of convective dynamics.
b. Collapse in a moisture-based vertical coordinate
Our interpretation of this result is that strongly condensing pressure velocity profile shapes are determined in large part by solving an optimization problem: given a moisture lapse rate, what pressure velocity shapes are best able to produce large column-integrated condensation rates? In cold climates, these shapes tend to be bottom-heavy; in warm climates, less so. Because we have shown in Section 3a that the moisture lapse rate is the dominant parameter in this optimization problem, we expect the solution-that is, the pressure velocity profile shape-to depend largely on the moisture lapse rate itself. This motivates looking at the shapes of pressure velocity profiles in a vertical coordinate based on the moisture lapse rate. Indeed, if we defineq = q * /q * s as saturation specific humidity normalized by saturation specific humidity at the surface and then plot the shapes of pressure velocity profiles as functions of q, they very nearly collapse on top of each other ( Figure  5b) .
It is possible to show that an exact collapse inq coordinates implies an exactly CC thermodynamic mode if the temperature profile is moist adiabatic. To do so, we first recognize that if the atmosphere is moist adiabatic, then (dq * /dp) θ * e (the rate at which saturation specific humidity changes under adiabatic expansion) is equal to the vertical gradient of saturation specific humidity ∂ q * /∂ p. This allows us to rewrite the condensation integral in terms of q * :
If the collapse is exact, then ω =ωΩ(q), whereω is the maximum pressure velocity attained along the profile and Ω(q) is a universal function across climates. The condensation scaling can then be simplified to
where
is a unitless parameter that depends on the shape of pressure velocity profiles. Because an exact collapse implies that γ is constant across climates, changes in the condensation scaling can be written as
This gives a thermodynamic mode that scales exactly with changes in surface saturation specific humidity and a dynamic mode that depends on changes in the pressure velocity at a single level rather than on moisture-lapse-rateweighted changes in entire pressure velocity profiles. We end this section by providing some physical interpretation of our results. Past derivations of a CC scaling have frequently relied on the assumption that strong updrafts converge moisture near the surface and diverge moisture only at levels where the saturation specific humidity is near-zero. The pressure velocity profiles implied by this assumption would have γ equal to the surface relative humidity. For peaked mass flux profiles, on the other hand, γ is strictly smaller than surface relative humidity (γ ≈ 0.5 in our simulations) and can be thought of as a convergence-related efficiency factor: it is reduced either by converging moisture as levels where q * < q * s or by diverging moisture at levels where q * is significantly larger than zero. Thus, we obtain a near-CC scaling not because strong updrafts consistently condense most near-surface water vapor, but rather because profiles of convergence and divergence reduce condensation by the same factor over a wide range of climates. This reconciles the success of the CC scaling with previous work that has found that convective precipitation is frequently associated with significant moisture convergence aloft (Moore et al. 2014) .
In the next section, we use a simple entraining plume model to understand changes inω between climates (equivalent to the dynamic mode), and we explore simple optimization-based models for the climate-invariant pressure velocity profile shape function Ω(q).
Controls on Pressure Velocity Profiles a. What Sets Peak Pressure Velocity?
The collapse of pressure velocity profile shapes in a moisture-based vertical coordinate allows us to write the dynamical mode in terms of changes in the pressure velocity at the peak of the pressure velocity profile. In turn, changes in the peak pressure velocity can be decomposed into changes in density ρ and height-coordinate vertical velocity w:
In the channel simulations, changes in height coordinate vertical velocities contribute between 0 %/K and +5 %/K to the dynamic mode, while changes in density contribute between 0 %/K and -3 %/K ( Figure 6 ). The dynamic mode remains small (between about 0%/K and +2 %/K) because increases in vertical velocities are consistently offset by decreases in density. The reductions in density at the level of peak pressure velocity can largely be understood in terms of changes in density at fixedq in a moist adiabatic atmosphere. As the surface warms, levels with fixedq shift to lower pressures and density at fixedq drops as a result (Figure 7a ). At levels whereq ≈ 0.3 to 0.4 (where conditional-average pressure velocity profiles peak), density decreases with surface temperature at rates between 1 %/K and 3 %/K (Figure  7b ), roughly consistent with the changes in density shown in Figure 6 .
The increases in height-coordinate vertical velocities can be explained in terms of changes in buoyancy integrals produced by an entraining plume model (based on Singh and O'Gorman 2015) . To do so, we assume that the vertical velocity w of an ascending parcel at a physical height z scales with the integral of the buoyancy b experienced by the parcel during ascent from cloud base height z b such that (e.g. Holton and Hakim 2013)
η is an empirically-chosen proportionality factor that we set to 0.14 for a good fit to simulated vertical velocities. The relatively coarse horizontal resolution of our simulations may be the reason that a good fit is provided by η much smaller than 1: in updrafts that are wide relative to their height, non-hydrostatic pressure gradients cancel a substantial part of parcel buoyancy (Jeevanjee and Romps 2016) . We calculate buoyancy profiles by integrating equations for liquid/ice water static energy h L and moisture q within an entraining plume:
Liquid/ice water static energy is a moist-static-energylike variable used as a prognostic thermodynamic variable by SAM and is defined as Khairoutdinov and Randall 2003) , where c p is the heat capacity at constant pressure of dry air, T is temperature, L v is the latent heat of vaporization, L f is the latent heat of fusion, q l is the mass concentration of liquid water, and q i is the mass concentration of ice water. q is the total water mass concentration (including vapor, liquid, and ice phases); our plume model assumes no condensate fallout. We define the environmental energy profile h Le based on the time-and domain-mean temperature profile T e from the simulations so that h Le = c p T e + gz, and we define the environmental water profile based on the time and domain-mean saturation specific humidity profile q * e and a constant environmental relative humidity of 90 %. When combined with information about saturation specific humidity as a function of pressure and temperature, h L and q can be inverted for plume temperature T , specific humidity q v , and condensate mass concentration q l + q i . We then calculate buoyancy following its definition in SAM as b = g ((T − T e )/T e + 0.608(q v − q e ) − (q l + q i )). We initialize the plume at a cloud base height of z b = 1 km by finding an initial plume h L and q that gives an in-plume relative humidity of 100 percent with no condensed water and produces a buoyancy equal to the 99.99th percentile buoyancy at the model level closest to 1 km, and we integrate the plume equations upward using an entrainment rate of ε = 0.15 km −1 . Buoyancy integrals calculated from entraining plume model buoyancy profiles have similar magnitude to integrals based on level-by-level 99.99th percentile buoyancies 2 (Figure 8a ). When integrated from cloud base to the height where conditional-average pressure velocity profiles peak, both versions of the buoyancy integral increase with warming, from about 70 J kg −1 in the coldest simulation to about 275 J kg −1 in the warmest. Accordingly, vertical velocities predicted based on the plume model buoyancy integrals increase with warming, and if we choose η = 0.14, they agree well with the height-coordinate vertical velocities in conditional-average pressure velocity profiles at the levels where the pressure velocity profiles peak (Figure 8b ). The plume model vertical velocities also provide good predictions for the 99.99th percentile vertical velocity taken over all samples from the level where conditional-average pressure velocity profiles peak.
Examining buoyancy profiles in more detail can provide some qualitative understanding of the general smallness of the dynamic contribution to changes in precipitation extremes. As noted by Singh and O'Gorman (2015) , buoyancy in weakly entraining plumes increases with warming primarily in the upper troposphere. In our simulations and in our plume model calculations, warming produces only minor changes in buoyancy at fixed heights below about 5 km (Figure 9 ). Because bottom-heavy moisture lapse rate profiles only allow bottom-heavy pressure velocity profiles to produce large column-integrated condensation rates, conditional-average pressure velocity profiles peak at or below 5 km from the surface in all simulations (recall e.g. Figure 4 ). As a result, increases in buoyancy integrals and height-coordinate vertical velocities come primarily from an upward shift in the heights at which pressure velocity profiles peak. However, this upward shift also results in decreases in density at the level of peak pressure velocity. As a result, the contributions to peak conditional-average pressure velocities from changes in height-coordinate vertical velocities and densities offset to produce a consistently small dynamic mode.
b. What Sets Pressure Velocity Profile Shapes?
The previous subsection described a simple model for the peak amplitude of conditional-average pressure velocity profiles. In this subsection, we describe a pair of simple models that attempt to reproduce the shape of the pressure velocity profiles. The starting point for both models is the observation that pressure velocity profile shapes are controlled largely by the shapes of moisture lapse rate profiles, and both models explore whether this allows us to reproduce pressure velocity profile shapes with relatively little knowledge about details of convective dynamics. The first model assumes vertical motion is stochastic, vanishing at surface and tropopause and with vertical autocorrelation in between. The second model is designed to give a profile shape similar to those observed in Figure 4a , but with the zero unless they are co-located with ascending cloudy air in an attempt to separate large buoyancies in convective updrafts from large buoyancies in gravity waves. level of maximum ascent allowed to vary, subject to the tradeoff that the amplitude of the profile must be smaller when the peak in vertical motion lies near the surface. Both models are optimization problems in that they select the profiles that produce the largest column-integrated condensation rates from a large sample space of possible profiles.
For the first simple model, we generate an ensemble of synthetic pressure velocity profiles based on 26,214,400 Brownian bridges (Revuz and Yor 1999 , definition in chapter 1 section 3) in pressure space between the surface and the level where the domain-and time-mean temperature profile first drops below 200 K (approximately the radiative tropopause). This provides the same number of pressure velocity profiles as 25 days of simulation, and we then extract conditional-average pressure velocity profiles as in simulations: by calculating condensation integrals for each synthetic profile and conditionally averaging the 1000 columns with synthetic condensation rates closest to the 99.99th percentile. In this model, the only physical constraint on the sample space of pressure velocity profiles is a continuity condition: the profiles must change continuously, and they cannot transport mass through the surface or through the tropopause.
The second simple model is phrased as follows: find p * that maximizes the condensation integral p t p s ω(p; p * ) dq * dp θ * e dp g ,
Here, p is pressure, with p s the surface pressure and p t the tropopause pressure diagnosed as for the Brownian bridge model. We choose to set the amplitude function A(p * ) equal to ω 99.99 (p * ), where ω 99.99 (p) is the profile of level-by-level 99.99th percentile pressure velocities diagnosed from the corresponding SAM simulation. Compared to the Brownian bridge model, the second simple model both places a stronger constraint on the range of possible pressure velocity profile shapes and (through the choice of A(p * )) uses more information from model simulations. We refer to the second simple model as a "verticalshift model" for the remainder of this section. Although the pressure velocity profiles shapes produced by the Brownian-bridge model are qualitatively similar to simulated shapes in cold climates, they become too bottom-heavy in warm climates (Figure 10a,b) , with peaks atq ≈ 0.5 rather than 0.3 to 0.4. The vertical-shift model comes closer to producing climate-invariant profile shapes, although the shapes it produces in cold climates are slightly too bottom-heavy compared to simulations (Figure 10a,c) . One notable feature of the verticalshift model is that the shapes it produces in cold climates contain peaks at levels much lower than the peak level-bylevel 99.99th percentile pressure velocity. In other words, the vertical-shift model reproduces a phenomenon seen in simulations: the bottom-heaviness of the moisture lapse rate profile places a strong constraint on the shapes that can produce strong condensation in cold climates.
Overall, both simple models capture, to some extent, the increasing top-heaviness of pressure velocity profiles in warmer climates. That they fail to exactly reproduce simulated profile shapes is unsurprising, as both are based on ad-hoc constraints on the space of pressure velocity profiles over which we optimize. More robust models await a better understanding of constraints on the sample space of convective pressure velocity profiles; nevertheless, framing simple models for pressure velocity profile shapes as optimization problems seems a promising approach for future work.
Theoretical Model for Changes in Precipitation Extremes
In Section 3, we showed that simulated pressure velocity profiles in columns with high-percentile column condensation rates collapse to a climate-invariant shape when plotted inq-coordinates. In Section 4, we provided a simple explanation for the magnitude of the dynamic mode by combining calculations of density along moist adiabatic temperature profiles with vertical velocities calculated with an entraining plume model. In this section, we build on those two results by constructing a simple, self-contained model for the dynamic mode. This model assumes that theq-coordinate collapse holds in all climates (more specifically, that conditional-average pressure velocity profiles peak atq = 0.35) and calculates peak pressure velocities using a simplified entraining plume model based on Singh and O'Gorman (2013) and Singh and O'Gorman (2015) . The reasons for constructing this model are two-fold. First, it provides a prediction for the dynamic mode (and thus for changes in condensation extremes themselves) for a wider range of climates than the simulations alone. Second, and potentially more importantly, it provides a way to probe the temperature dependence of the dynamic mode within the simulated range of climates without the sampling errors introduced by analyzing a finite-duration simulation, without the full complexity of chaotic convective dynamics, and without noisiness introduced by non-monotonic changes in large-scale organization with warming (Wing and Cronin 2016 ).
a. Derivation
The starting point for the model is Equation 10 from Singh and O'Gorman (2015) , which relates the temperature anomaly ∆T w in a weakly entraining plume to the plume entrainment rate and environmental parameters:
This equation is modified slightly compared to Equation 10 of Singh and O'Gorman (2015) to include a cloud base moist static energy (MSE) anomaly ∆h b . ε w is the entrainment rate of the weakly entraining plume, ∆ε is the difference in entrainment rate between the weakly entraining plume and the more common strongly-entraining plumes that set environmental temperature profiles, q * e (z) is the environmental saturation specific humidity, RH is the environmental relative humidity, R v is the specific gas constant for water vapor, T e (z) is the environmental temperature profile, and z b is the cloud base height.
To calculate environmental profiles T e (z) and q * e (z), we use a zero-buoyancy plume model following Singh and O'Gorman (2013) . This model integrates
where h is the plume MSE and ε s = ε w + δ ε is the zerobuoyancy plume entrainment rate, from cloud base upward. At each vertical level, the plume temperature can be obtained from h and the assumption that the plume is saturated, and the zero-buoyancy assumption then allows us to calculate q * e at that level by assuming that the plume and environmental temperatures are equal. We initialize the zero-buoyancy plume model at a cloud base height diagnosed assuming a surface relative humidity of 0.8, and we use ε s = 0.5 km −1 .
Once T e is known, calculating buoyancy integrals akin to those used in Section 4 requires numerically evaluating two integrals: one to calculate ∆T w as a function of height, and a second to calculate buoyancy integrals from ∆T w (z). For this model, we neglect the impact of water vapor virtual effects and condensate loading and use g∆T w /T e as an estimate of plume buoyancy. We diagnose cloud base height z b assuming a surface relative humidity of 0.8; assume RH = 0.9 and ∆h b = 0; and repeat the calculation with several values of ε w between 0 and 0.3 km −1 .
After calculating buoyancy integrals from cloud base up to the height whereq = 0.35, we then assume that the height-coordinate vertical velocity at that level scales with the buoyancy integral as in Section 4:
dz (15) with η = 0.14. Finally, we combine the vertical velocity with the density atq = 0.35 to calculate a pressure velocity ω = −ρgw. By repeating this calculation for many different surface temperatures, we can obtain values for the dynamic mode (i.e. d ln ω/dSST , assuming the shape collapse holds) over a wide range of climates.
b. Results Figure 11 shows this model's predictions for height coordinate vertical velocity atq = 0.35 (panel a), pressure velocity atq = 0.35 (panel b), and the resulting dynamic mode (panel c) for SSTs between 275 and 325 K for four different entrainment rates between 0 and 0.3 km −1 . Both height-coordinate and pressure-coordinate vertical velocities increase with warming, but offsetting changes in density mean that pressure velocity increases less quickly. At low temperatures, the impact of density changes is relatively minor, and pressure-coordinate vertical velocities increase only slightly less quickly than height-coordinate vertical velocities. As temperatures increase, however, density decreases more and more rapidly at fixedq (as in Figure 7b ), and pressure velocities start to plateau at surface temperatures around 310 to 320 K. As a result, the dynamic mode decreases as surface temperature increases. Although the entrainment rate ε w has a significant impact on the absolute pressure velocity predicted by the simple model (with stronger entrainment rates resulting in smaller plume buoyancy and weaker updrafts), it has a relatively minor impact on the rate at which pressure velocities change with warming, and thus a minor impact on the dynamic mode.
The rate at which the dynamic mode decreases in warmer climates is somewhat sensitive to parameters used to calculate environmental temperatures. Picking parameters that result in warmer, more stable environmental temperature profiles (smaller ε s or larger RH) cause the level whereq = 0.35 to shift upward more quickly with warming. In turn, this causes the density atq = 0.35 to decrease more quickly with warming, and the dynamic mode decreases more quickly with warming as a result (compare black and red curves in Figure 11d ).
With no cloud base MSE anomaly, the simple model's dynamic mode is 2 to 3 % K −1 for surface temperatures around 300 K, similar to but slightly larger than our simulations (Figure 11d ). At colder surface temperatures, the simple model overestimates the simulated dynamic mode by as much as 3 % K −1 . However, the simple model can easily be tuned for better agreement with simulations by including a small climate-invariant cloud-base MSE anomaly (compare black and blue curves with green markers in Figure 11d ). Because the shape collapse assumed by this simple model implies a near-CC thermodynamic mode, the temperature dependence of the dynamic mode implies a super-CC increase in condensation extremes with warming in cold climates and an approach to a near-CC increase in very warm climates. Assumptions about entrainment and, in particular, cloud base MSE anomalies have a quantitative impact on the rate at which the dynamic mode decreases as temperature increases, but the qualitative result that the dynamic mode decreases in very warm climates is robust.
c. Discussion
This simple model differs in important ways from the entraining-plume-based model for precipitation extremes from Loriaux et al. (2013) . In the model from Loriaux et al. (2013) , entire vertical velocity profiles are calculated by integrating an entraining plume model upward from the surface, with environmental profiles taken from midlatitude observations rather than from a zero-buoyancy plume model. This approach provides a single vertical velocity profile, with vertical velocity profile shapes that are unaffected by conditional sampling, and produces a super-CC thermodynamic mode. Like our model, their model produces a dynamic mode of around 2 %/K at surface temperatures around 300 K, although Loriaux et al. (2013) explore a much smaller temperature range (± 3 K only). Because our simple model agrees well with RCE simulations while the entraining plume model of Loriaux et al. (2013) agrees well with midlatitude observations of convective precipitation extremes, a more detailed comparison of predictions from the two models may provide a way to probe differences between the response of tropical versus midlatitude convective precipitation to warming.
Finally, the dynamic mode predicted by this simple model violates the 1/2-CC upper bound proposed by Fildier et al. (2017) based on the Clausius-Clapeyron scaling of CAPE with warming. In RCE, contributions to increases in CAPE with warming come largely from the upper troposphere (Singh and O'Gorman 2013; Romps 2015, 2016) and so primarily affect uppertropospheric vertical velocities. In constrast, the dynamic mode in our simple model is more closely linked to vertical velocities in the low-to-mid-troposphere and can increase more rapidly than CAPE with warming because changes in the upper limit of buoyancy integrals alter the fraction of CAPE accessed by high-condensation updrafts. Although opposing changes in vertical velocites and densities with height generally keep the dynamic mode small, the dynamic mode can nevertheless exceed a 1/2-CC scaling with surface temperature in cold climates.
Conclusion
In an effort to better understand how convective dynamics influence changes in tropical precipitation extremes in a warming world, we analyzed changes in 99.99th percentile instantaneous precipitation extremes in longchannel simulations of RCE across a wide range of climates. We focused on two primary questions: first, on how the shape of convective pressure velocity profiles mediates the response of precipitation extremes to atmospheric moisture content (the "thermodynamic mode"); and second, on how precipitation extremes are affected by changes in pressure velocity profiles between climates (the "dynamic mode"). Our analysis produced four primary results 1. The shapes of pressure velocity profiles associated with precipitation extremes result from a conditional sampling of convective dynamics, and the conditional sampling favors profiles with large pressure velocities at levels in the atmosphere where the vertical saturation specific humidity gradient is large ( Figure  4 ).
2. Because of this conditional sampling, the shapes of pressure velocity profiles collapse across climates when plotted using a moisture-based vertical coordinateq = q * /q * s ( Figure 5 ). Because of this collapse, the thermodynamic mode follows a ClausiusClapeyron scaling with surface temperature across a wide range of climates, and the dynamic mode reduces to changes in profile-maximum pressure velocities.
3. The simplification to the dynamic mode enabled by theq-coordinate collapse allows us to link the magnitude of the dynamic mode to changes in vertical velocities predicted by entraining plume models (Figures 8) . This, in turn, allows us to argue that the smallness of the dynamic mode (compared to the thermodynamic mode) is linked to the insensitivity of lower-tropospheric convective buoyancy to warming ( Figure 9 ) and to decreases in density as the level of peak conditional-average ascent shifts upward (Figure 7) .
4. Taking theq-coordinate collapse as a given allows us to develop a self-contained simple model for changes in condensation extremes. This simple model suggests that the dynamic mode may be as large as +4 %/K to +5 %/K in climates much colder than today's tropics, is about +2 %/K at temperatures close to the present-day tropics, and is likely to become smaller still in very warm climates (Figure 11 ).
Given that many of these results rely on theqcoordinate collapse, for which we currently have only a qualitative explanation, some discussion of the robustness of our results is in order. One of the overarching themes of this paper is thatq coordinates are a natural vertical coordinate for thinking about hydrologic extremes, and that this coordinate allows for a potentially cleaner separation of dynamic and thermodynamic changes than more conventional vertical coordinates. In our case, viewing the vertical structure of instantaneous extremes inq coordinates led to significant simplifications to the thermodynamic and dynamic modes because of a collapse of pressure velocity profile shapes in those coordinates. It is entirely possible that a similar collapse will fail to hold on other timescales or for other types of precipitation. Nevertheless, viewing the dynamics of extreme events in a moisture-based vertical coordinate may provide useful insight into how the interplay between dynamics and thermodynamics affects the strength of precipitation extremes, and may suggests novel theoretical constraints to one or both of the thermodynamic and dynamic modes.
Even more generally, phrasing precipitation extremes as an optimization problem on the condensation integral could be adapted to a diverse range of scenarios to better understand and constrain precipitation extremes in a changing climate. Although considering the role of conditional sampling might appear to add an additional layer of complexity to an already difficult problem, we found that it allowed us to connect the vertical structure of convective updrafts (which are difficult to constrain in general) to the thermodynamic structure of the tropical atmosphere (which, in contrast, is fairly well-understood). Although the dominant parameters in the optimization problem may vary in different situations, simply identifying what those parameters are may reveal hidden connections between precipitation extremes and their environment.
Our results also prompt a number of questions that could motivate future work. One obvious question is whether the predictions from the simple model for the dynamic mode presented in Section 5 hold in RCE simulations of very cold or very warm climates. Another set of questions revolves around whether the shapes of vertical motion profiles associated with tropical precipitation extremes are as strongly constrained by moisture lapse rate profiles on longer timescales or larger spatial scales. If the moisture lapse rate constraint remains strong on larger spatial scales and longer time scales, does this mean that time-and space-averaged pressure velocity profiles continue to collapse inq coordinates? Or, if the collapse does not hold on larger spatial scales and longer time scales, does this lead to significant deviations of the thermodynamic mode from a Clausius-Clapeyron scaling? Finally, observational data may provide an additional avenue for probing the robustness of theq-coordinate collapse. When combined with sufficiently accurate estimates of atmospheric temperature profiles, the convective vertical motion profiles retrieved by radar wind profilers provide the information required to compute condensation integrals from observational data. If observed vertical motion profiles associated with high-percentile condensation integrals also collapse across different temperatures inq coordinates, this would provide evidence that the collapse is a robust emergent property of the dynamics that produce convective precipitation extremes. , and the red curve shows integrals over a profile constructed from level-by-level 99.99th percentile buoyancies from simulations (details in text). (b) Height-coordinate vertical velocities at the level where conditional-average pressure velocity profiles peak. The black curve shows the estimate from the entraining plume model (assuming w 2 /2 scales with the plume model buoyancy integral with a constant of proportionality chosen empirically to be 0.14), the green curve shows the height coordinate vertical velocity from the peak of the conditional-average pressure velocity profiles, and the blue curve shows the 99.99th percentile vertical velocity at that level. 
