We consider quasilikelihood models when some of the predictors are measured with error. In many cases, the true but fallible predictor is impossible to measure, and the best one can do is to obtain replicates of the fallible predictor. We consider the case that the replicates are not independent. If one assumes that replicates are independent and they are not, one typically underestimates the extent of the measurement error, leading to an inconsistent errors in variables correction. We devise a technique for estimating the measurement error covariance matrix. In addition, we discuss how one might perform a quasilikelihood analysis by computing the mean and variance functions of the observed data, both using approximations and also exactly through a Monte Carlo method. The methods are illustrated on a data set involving systolic blood pressure and urinary sodium chloride, where the measurement errors appear to be approximately normally distributed but highly correlated, and the distribution of the true predictor is reasonably modeled as a mixture of normals.
Introduction
Our interest is in estimation and inference in a quasilikelihood model when some of the predictors cannot be measured exactly. We model the mean and variance functions of a response Y given predictors (X; Z) as E(Y j X; Z) = (X; Z; ) and Var(Y j X; Z) = g(X; Z; ; ):
(1) This model includes generalized linear models as special cases.
It is well known that regression parameter estimators are asymptotically biased (inconsistent) when instead of observing the true predictor X, an error{prone proxy W is observed. We will assume nondi erential measurement error, by which we mean that the distribution of W given (X; Z; Y ) does not depend on Y . In such a situation, W is called a surrogate. The assumption that W is a surrogate might appear to be a strong limiting factor, but this is typically not the case. The most common measurement error model is the classical additive error model W = X + U, where the measurement error U is a mean zero random variable independent of Y and X. In this model, W is a surrogate. The classical additive error model occurs throughout Fuller's (1987) text, as well as in many other applications (Rosner, et al., 1989 (Rosner, et al., , 1990 Carroll & Stefanski, 1994) . Surrogates occur far more generally, e.g., W is a surrogate whenever it follows the model W = F(X; U) where U is independent of (Y; X) and F( ) is an arbitrary function. This includes standard multiplicative models.
With nondi erential measurement error, performing likelihood or quasilikelihood inference requires information on the distribution of X given (Z; W). For example, the regression of Y on (Z; W) has mean E f (X; Z; )jZ; Wg. In some cases, X can be observed in a subset of the study data, and modeling the distribution of X given W can proceed directly. Far more often in our experience, however, X is impossible to observe and the best that is available are replicates of W.
There are three main topics in this article. First, we are interested in problems in which the errors in the replicates are correlated. We will discuss the e ects of ignoring such correlations, and also describe simple methods to estimate the error covariance parameters. The second topic is to discuss parametric estimation methods based on the quasilikelihood for the observed data, rather than for the underlying model (1). The is in contrast to the usual approximate methods, and relies on the use of Monte-Carlo integration. Finally, our analysis of a data set involving urinary sodium chloride serves as an illustration of measurement error modeling techniques.
Our work is motivated by an example in Liu & Liang (1992) . They consider logistic regression model with a response Y = 1 indicating the average systolic blood pressures (SBP) exceeds 140, where the average is obtained according to the guidance of the American Heart Association. Their predictors Z measured without error are age and body mass index, and the predictor X measured with error is long term average urinary sodium chloride. Urinary sodium chloride has marked day{to{day variability, and the daily measures can be thought of as following an additive error model W = X + U. In the study, urinary sodium chloride was collected on consecutive days in one week, but unlike in the standard literature the measurement errors in the daily values are clearly highly correlated. Hence, techniques which assume independent replicates will underestimate the measurement error in this example. One of our contributions (section 4) is to describe a method for estimating this measurement error variation.
With replication data, the most popular techniques in current use is regression calibration, which says that the observed data also follow a quasilikelihood model but with X in (1) replaced by an estimate of the calibration E(XjZ; W). The general idea is in Carroll & Stefanski (1990) and Gleser (1990) , worked out in detail in logistic regression by Rosner, et al. (1989 Rosner, et al. ( , 1990 and also for logistic regression by Liang & Liu (1991) and Liu & Liang (1992) ; see section 6 for more details.
In addition to correlated errors in the replicates, we will indicate in section 6 that there is evidence in these data that the errors are approximately normally distributed, but that the distribution of X may be bimodal. Thus, instead of making the standard parametric assumption that X has a normal distribution, we will allow model X more exibly. The use of exible models for X, and estimation of these model parameters has not, to the best of our knowledge, been discussed in quasilikelihood measurement error models.
This article is organized as follows: In section 2 we present the general approach; the asymptotic properties of the resulting estimators are described in the appendix. Section 3 describes results illustrating the danger of ignoring correlated measurement errors, specically that doing so leads to an underestimation of the measurement error variance. In section 4, we describe models for correlated measurement errors and a simple method for estimating the parameters in this model. In section 5, we discuss the implementation of the method, as well as approaches to modeling the distribution of X given (Z; W). Section 6 gives a reanal-ysis of the SBP{USC data which takes autocorrelation of the errors into account. Section 7 contains some concluding remarks.
Model and Theoretical Background
For i = 1; 2; ; n, let Y i , X i , Z i be the response, the unobservable and the observed covariates, respectively. Also letW i = (W i;j ) J j=1 be the vector or replicated surrogates for X i . We assume that W i;j = X i + U i;j , where the measurement errors U i;j are independent of the X's. Furthermore, the vectorŨ i = (U i;j ) J j=1 has mean zero and covariance matrix uu .
Regression calibration is an approximate method for computing the mean and variance function of Y given the observed values (Z;W). Here we work on exact calculation of the mean and variance functions, up to unknown parameters. The steps are as follows:
Compute the mean and variance functions exactly in general form; Derive unbiased estimating equations; Model the distribution of X given (Z;W), which the mean and variance functions depend on, and then estimate it from the observed data. If we start from the quasilikelihood model (1) Suppose that is a vector of length p. If ? were known, then as suggested by Carroll (1989) and Carroll & Stefanski (1990) 
Alternatives to S 2 ( ) are discussed by Carroll & Ruppert (1988, Chapter 3) .
We now turn to the speci cation and estimation of ?. In replication problems, the distribution of X given (Z;W) is speci ed by a density fW jX;Z (wjx; z; ?) forW given (X; Z), and a density f XjZ (xjz; ?) for X given Z. The 
In many problems, ? is identi able through (W; Z) data, and maximum likelihood method based on (6) can be used to estimate it. In most problems, ? will factor into components ? 1 which characterizing the distribution ofW given (Z; X) and ? 2 which characterizing the distribution of X given Z.
E ects of Correlated Errors
The most common measurement error model is that W = X + U. It is typically assumed that the components U ij ofŨ i are independent, and hence that uu = 10 I. However, in the SBP{USC example, as well as in some problems of dietary assessment, the assumption of independence is at best questionable, and an adjustment needs to be made. There are several choices of dependent error structures for uu , which includes m{dependence error structure, exchangeable correlation error structure and autocorrelation error structure. In all cases, each component of uu is a function of the covariance parameters (see Liang and Zeger, 1986 for other possible models where the subscript I stands for purportedly independent. In Table 1 we list the values of v c and v I for various 2 . The net conclusion is that if the autocorrelation is at all high, then ignoring this autocorrelation can be disastrous.
For example, suppose that 12 = 0:7, and that the measurement error in any single observation W is large and equals the variability 2 x of X. Then the measurement error variance in W is still 75% of the variance of X, while if one ignores the autocorrelation, one is lead to believe that measurement error variance is only 12% as large as the variance of X.
In general then, the e ect of ignoring a positive autocorrelation is to underestimate the measurement error variance.
Error Covariance Estimation
Estimating the parameters in uu is not a standard problem. Recall that W ij = X i + U ij . Even we assume that U ij is AR(1) for each i, this is still a regression problem with autoregressive errors and unobserved covariate X. We propose a relatively general and easily computed method to estimate the parameters. Choose a matrix C, such that C 1 = 0, where 1 = (1; 1; ; 1) t . Since CW i = X i C1 + CŨ i , it follows that E(CW i ) = 0 and cov(CW i ) = C( uu )C t for all i. A convenient choice of C is C = I ? 1 1 t =J. Note + the sum of l{th column of uu ) + 1/J 2 (the sum of all the components of uu ), which enables us to calculate the moment estimates of the covariance parameters easily.
When the distribution of X belongs to a known parametric family, the marginal likelihood of W is a function of the unknown distribution parameter of X and the covariance parameters of U. We obtain the estimates of the covariance parameters and the distribution parameters simultaneously when we maximize the marginal likelihood of W. In the case that the distribution of X is unknown and we are only interested at estimating the covariance parameters, if we pretend that C W i is normally distributed with mean 0 and covariance C ( uu )C t where C is a (p?1) p matrix satisfying C 1 = 0 and apply maximum likelihood, the resulting estimating equations are unbiased even without an assumption of normality. The moment estimates forementioned provide convenient initial estimates of covariance parameters for both approaches. In general, a total of n m X's need to be generated, though this number could be reduced for discrete W or Z. Unless the sample size is very large, this is a fairly easy task.
Model Distributions
As described in section 2, we must model the distribution ofW given (Z; X) and the distribution of X given Z. There is considerable latitude for doing this, although the standard model for the former is the multivariate normal with mean X and covariance uu . For the latter distribution, the possibilities are quite broad, including regression models with errors having a mixture of normals distribution, Box{Cox transformation families, or the mixture models suggested by Davidian & Gallant (1993) . The objective here is to increase the richness of the distribution family to allow non-normal X, although one should be aware that an incorrectly speci ed model may lead to inconsistent estimates.
Urinary Sodium Chloride and Blood Pressure
In this example, we consider the urinary sodium chloride and blood pressure data described previously. The binary response Y = 1 if the average systolic blood pressure (SBP) taken twice on the same day on four di erent occasions is greater than 140. Clearly, the response itself is subject to some misclassi cation, but the extensive experimentation leading to average SBP suggests that misclassi cation is a minor problem here, and we have chosen to ignore it as practically insigni cant. In this example, X is long term average urinary sodium chloride on log scale, and and Z consists of age and body mass index. We assume that Y given (X,Z) follows the simple linear logistic regression model pr(Y = 1jZ; X) = H( 0 + 1 X + t 2 Z), where H(v) is the logistic distribution function.
In this section, we begin with some basic analysis of the data, which indicates that the measurement errors are highly correlated but reasonably close to normally distributed, and that X appears to come from a mixture of two distributions. We then describe the regression calibration algorithm, and illustrate its use both assuming correlated errors and ignoring this correlation. Finally, we consider an analysis wherein the error distribution, and the distribution of X given Z, are modeled parametrically.
Background Data Analysis
The six replicates of W had essentially the same means (ranging from 4.965 to 4.973), and slightly di erent standard deviations (decreasing from 0.475 to 0.409). While one would have hoped that the standard deviations would more nearly the same, the variances di er only by a factor of 1.35, which is probably not enough to be of major concern.
In the top left part of Figure 1 we plot the absolute di erence jW 1 ? W 6 j against (W 1 + W 2 )=2, along with a lowess smooth to this plot. Such plots are often good indicators of the necessity for a transformation to stabilize variance, but here this does not seem to be of concern.
The bottom right part of Figure 1 is a kernel density estimate of W 1 ?W 6 (solid line) and the normal density with mean zero and the same variance as that of W 1 ? W 6 (dashed line). Under our model that W = X +U, if U were normally distributed so too would be W 1 ?W 6 , and this plot seems to con rm that the di erence is very nearly normally distributed. The result of the Anderson-Darling test also supports this assumption. Hence, the multivariate normal would appear to be a reasonable model forŨ.
The top right and bottom left parts of Figure 1 are kernel density estimates of W 1 and W 2 , respectively. One can see in each of these plots a small \bump" to the left of the main mode. This suggests that a model for X might be a mixture of normals.
Finally, there is strong evidence of positive correlation among the U's within an individual. In Figure 2 , we show scatter plots of W i;j 1 ? W i and W i;j 2 ? W i for each pair (j 1 ; j 2 ). Since W i;j ? W i = U i;j ? U i , a negative correlation shown in, for example, the lowest left corner plot indicates that U 1 ?U and U 6 ?U have a negative correlation. If the measurement errors within an individual are independent, then we expect all the plots in Figure 2 to show similar negative correlation. However, Figure 2 indicates that U i;j 1 and U i;j 2 are positively correlated when j j 1 ? j 2 j = 1 and the correlation decreases when the absolute value of (j 1 ? j 2 ) increases.
To back up our use of the error covariance model (7) 
Regression Calibration
In logistic regression, the regression calibration approximation based on the average of m replicates is 
Equation (10) was suggested in this context by Liang & Liu (1991) . However, in most problems we have encountered, the denominator of (10) is very nearly 1.0, and so (9) and (10) are nearly the same. The net e ect of using (10) in place of (9) is to increase (slightly!) the errors in variables estimate of 1 , which may not be desirable anyway given the well{ known propensity for errors in variables estimators to reduce bias at the cost of increased variance.
In either approximation, an estimate of E(XjZ; W ) is required. If b 2 u;J is an estimate of the measurement error variance in W, then the best linear approximation to this function (Carroll & Stefanski, 1990; Gleser, 1990 xjz; w as described above, one can run a standard logistic analysis to estimate the parameters.
Monte Carlo Computation of Quasilikelihood Estimates
As discussed at Section 5.1, we can use a Monte Carlo method to estimate E(Y j Z; W) and Var(Y j Z; W) in the estimating equations. According to the description above, it seems reasonable to assume that the measurement errors are jointly normally distributed following an AR(1) model. We also assume that given Z = (age, bmi) t , X = t z fZ -E(Z)g + a mixture of normals with mixing proportion , means ( 1 ; 2 ) and variances ( 2 1 ; 2 2 ). When regressing W on Z, the least squares estimates for age and body mass index were 0.0034 and 0.0307 with standard errors 0.0033 and 0.0085, respectively, with R 2 for this regression being 0.037. That is, when the measurement error in W is not great, X and Z are almost independent. The distribution of X is mainly a mixture of normals, hence the model of X given Z proposed above should be su cient. We obtained an initial estimate of at uu using the moment method described in Section 4 and then maximized the marginal likelihood of W to obtain the estimate of~ , z and the mixture parameters ( ; 1 ; 2 ; (0.2694, 0.2743, 0.1975, 0.1761) , respectively, when we used the rst 3; 4; 5; 6 replicates. Note that the estimate of p 10 increases from 0.18 for J = 6 to 0.27 for J = 3. Since the estimates of 10 and 12 are positively correlated, and since we expect more variation for b 12 when the number of replicates is small, it is reasonable to believe that the true measurement error standard deviation should be around 0.18. The corresponding estimates of 2 xx and 2 u;J with and without adjusting for correlation are listed at Table 2 . One can see how the scales of the measurement errors increase when we taking the correlation into account. We estimated the regression coe cient of USC using (i) regression calibration ignoring correlation; (ii) regression calibration adjusting for correlation; and (iii) the Monte Carlo method adjusting for correlation. respectively. For the Monte Carlo method, we let m (the simulation sample size) equal to 200.
We also list the results of a bootstrap analysis in Table 2 which comparing what happens when one incorrectly assumes that the measurement errors are uncorrelated. We simulated 250 bootstrap samples with all parameters being the ones estimated by the Monte Carlo method. Table 2 
Conclusions
The main purposes of this paper have been to (i) point out the e ect of ignoring correlation among measurement errors; (ii) pursue approaches which adjust for the correlated measurement errors; and (iii) propose a Monte Carlo method to estimating E(Y j Z; W) and Var(Y j Z; W) in the quasilikelihood estimating equations, which allows exible assumptions for the distribution of X.
We have described two methods of estimation with correlated measurement errors, the regression calibration method and a quasilikelihood approach based on Monte Carlo integration and a exible parametric distribution for the distribution of X. There are, of course, other possibilities. Cook & Stefanski (1995) describe an alternative to regression calibration, which they call SIMEX. With our method of estimating the covariance matrix of the errors, SIMEX can be extended to the problems considered here. For problems where the likelihood of Y given (X; Z) is speci ed rather than only the quasilikelihood as in (1), Monte-Carlo integration can be used to compute and maximize the likelihood function of the observed data. Schmid & Rosner (1993) and Gelfand & Mallick (1994) 
