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THE DERIVED-DISCRETE ALGEBRAS OVER THE REAL
NUMBERS
JIE LI
Abstract. We classify derived-discrete algebras over the real numbers up to
Morita equivalence, using the classification of complex derived-discrete alge-
bras in [D. Vossieck, The algebras with discrete derived category, J. Algebra
243 (2001), 168–176]. To this end, we investigate the quiver presentation of
the complexified algebra of a real algebra given by a modulated quiver and an
admissible ideal.
1. introduction
The notion of derived-discrete algebras was introduced by Vossieck in [6]. Their
bounded derived categories are virtually of finite representation type. More pre-
cisely, for each cohomology dimension vector, there admit only finitely many objects
in the bounded derived category. This class of algebras is important in the repre-
sentation theory of finite dimensional algebras; see [2, 3].
The main result in [6] states that a connected derived-discrete algebra over an
algebraically closed field either is piecewise hereditary of Dynkin type, or admits
a quiver presentation which is gentle one-cycle without clock condition. Our mo-
tivation is to give a similar description of derived-discrete algebras over a non-
algebraically closed field.
One possible approach is to generalize the arguments in [6] to non-algebraically
closed field versions. For example, the covering theory of quivers plays an important
role in [6]. However, over a non-algebraically closed field, it seems very complicated
to develop such a theory.
On the other hand, derived-discrete algebras and piecewise hereditary algebras
are compatible with finite separable field extensions; see [5]. It suggests that field
extensions might be useful for our purpose. Assume that k is a perfect field which is
cofinite in its algebraical closure k. To describe a derived-discrete algebra over k, we
need to consider its presentation T (Q,M)/I, where Q is a quiver,M a modulation
on Q and I an admissible ideal of the tensor algebra T (Q,M). To make use of the
classification of derived-discrete algebras over k, we also need to describe the quiver
presentation kΓ/J of T (Q,M)/I⊗k k, the field extension of T (Q,M)/I. However,
for a general k, the modulation M is complicated, which makes it too difficult to
describe both T (Q,M)/I and kΓ/J .
In this article, we take k = R and k = C, in which case, M and Γ can be
explicitly described. However, J is not uniquely determined. This makes troubles
because we need to describe the R-algebra, whose complexification CΓ/J admits
the given quiver presentation.
An R-algebra T (Q,M)/I is called gentle one-cycle without clock condition if the
modulation on the vertices of Q is uniform, the ideal I can be generated by elements
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in the modulations on some paths of length two, and the quiver Q with the paths
above forms a gentle one-cycle without clock condition bound quiver.
Theorem A. (Theorem 4.6) Let CΓ/J be a quiver presentation of T (Q,M)/I⊗RC.
Then T (Q,M)/I is gentle one-cycle without clock condition if and only if each
connected component of CΓ/J is gentle one-cycle without clock condition.
Using the classification of complex derived-discrete algebras given by Vossieck,
Theorem A and Theorem 4.1 in [5], we can classify real derived-discrete algebras:
Theorem B. (Theorem 4.7) A connected R-algebra is derived-discrete if and only
if it is either piecewise hereditary of Dynkin type or Morita equivalent to T (Q,M)/I
which is gentle one-cycle without clock condition.
For the proof of Theorem A. If the modulation on the vertices is uniform, then
J can be described; see Lemma 3.10. This helps us to prove the ‘only if’ part of the
theorem. For the ‘if’ part, it needs more effort. One problem is that J is not unique.
We solve this by investigating when J is monomial; see Proposition 6.1. Another
problem is why the modulation is uniform on vertices. We prove this by giving
some restrictions on Q and M, which are caused by the combinatorial conditions
of CΓ/J ; see lemmas in Section 6.
The article is organized as follows. In Section 2, we list division rings over
R, simple bimodules over these rings and their complexification. Given a mod-
ulated quiver (Q,M), we construct in Section 3 a quiver presentation CΓ/J of
T (Q,M)/I ⊗R C; see Theorem 3.7. In Section 4, we state Theorem A and prove
Theorem B; see Theorem 4.6 and Theorem 4.7. The proof of the ‘only if’ part and
‘if’ part of Theorem 4.6 are put in Section 5 and Section 6, respectively.
2. Real algebras and complexifications
By Frobenius’s theorem, the (isomorphic classes of) finite-dimensional division
rings over the real number field are only the field R itself, the field C of complex
numbers and the quaternion algebra H. Denote the conjugate of c ∈ C by c. We
view H as
{
[
a b
−b a
]
|a, b ∈ C},
an R-subalgebra of M2(C) (the full matrix algebra of the 2 × 2 matrices over C).
In this section, let a, b, c, d be any complex numbers.
The complexification of the above division rings are listed below.
2.1. The division ring R. We have an isomorphism of C-algebras
R⊗R C ≃ C given by multiplication.
We denote such C, the complexification of R, by CR.
2.2. The division ring H. We have an isomorphism of C-algebras
H⊗R C ≃M2(C) given by
[
a b
−b a
]
⊗ c 7→
[
ac bc
−bc ac
]
.
We denote such algebra M2(C) by CH. There is an idempotent
[
1 0
0 0
]
in CH.
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2.3. The division ring C. We have isomorphism of C-algebras
C⊗R C ≃ C× C given by a⊗ b 7→ (ab, ab).
We denote such algebra C× C by CC. There are two idempotents (1, 0) and (0, 1)
in CC.
Now we consider the complexification of bimodules. Let D1, D2 be two real
division rings and M be a D1-D2-bimodule, which is also a D1 ⊗D
op
2 left module.
Then M ⊗R C is a D1 ⊗R C-D2 ⊗R C-bimodules. Up to isomorphisms, all the
simple bimodules over real simple division rings and their complexifications are
listed below.
2.4. Simple R-R-modules. Since R ⊗R Rop ≃ R, RRR is the only simple R-R-
module. Via the isomorphism in Subsection 2.1, We have an isomorphism of CR-
CR-modules
RRR ⊗R C ≃ CRCCR given by multiplication.
We denote such bimodule CRCCR by RCR, whose module structure is given by mul-
tiplication.
2.5. Simple R-C-modules. Since R ⊗R Cop ≃ C, RCC is the only simple R-C-
module. Via isomorphisms in Subsection 2.1 and 2.3, we have an isomorphism of
CR-CC-modules
RCC ⊗R C ≃ CR(C⊕ C)CC given by (a⊗ b) 7→ (ab, ab).
We denote such bimodule CR(C⊕ C)CC by RCC, whose module structure is given
by cy (a, b) = (ca, cb) and (a, b)x (c, d) = (ac, bd).
2.6. Simple C-R-modules. Since C ⊗R Rop ≃ C, CCR is the only simple C-R-
module. Via isomorphisms in Subsection 2.1 and 2.3, we have an isomorphism of
CC-CR-modules
RCC ⊗R C ≃ CC(C⊕ C)CR given by (a⊗ b) 7→ (ab, ab).
We denote such bimodule CC(C⊕ C)CR by CCR, whose module structure is given
by (c, d)y (a, b) = (ca, db) and (a, b)x c = (ac, bc).
2.7. Simple R-H-modules. Since R⊗R Hop ≃ Hop, RHH is the only simple R-H-
module. Via isomorphisms in Subsection 2.1 and 2.2, we have an isomorphism of
CR-CH-modules
RHH ⊗R C ≃ CRM2(C)CH given by
[
a b
−b a
]
⊗ c 7→
[
ac bc
−bc ac
]
.
We denote such bimodule CRM2(C)CH by RCH, whose module structure is given by
scalar multiplication from left and matrix multiplication from right.
2.8. Simple H-R-modules. Since H ⊗R Rop ≃ H, HHR is the only simple H-R-
module. Via isomorphisms in Subsection 2.1 and 2.2, we have an isomorphism of
CH-CR-modules
HHR ⊗R C ≃ CHM2(C)CR given by
[
a b
−b a
]
⊗ c 7→
[
ac bc
−bc ac
]
.
We denote such bimodule CHM2(C)CR by HCR, whose module structure is given by
matrix multiplication from left and scalar multiplication from right.
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2.9. Simple H-H-modules. Since H ⊗R Hop ≃ M4(R), HHH is the only simple
H-H-module. Via isomorphisms in Subsection 2.2, we have an isomorphism of CH-
CH-modules
HHH ⊗R C ≃ CHM2(C)CH given by
[
a b
−b a
]
⊗ c 7→
[
ac bc
−bc ac
]
.
We denote such bimodule CHM2(C)CH by HCH, whose module structure is given by
matrix multiplication.
2.10. Simple H-C-modules. Since H ⊗R Cop ≃ M2(C) as algebras, HC2C (2-
dimensional column vectors over C) is the only simple H-C-module. Via isomor-
phisms in Subsection 2.2 and 2.3, we have an isomorphism of CH-CC-modules
HC
2
C ⊗R C ≃ CHM2(C)CC given by
[
a
b
]
⊗ c 7→
[
ac −bc
bc ac
]
.
We denote such bimodule CHM2(C)CC by HCC, whose module structure is given by
matrix multiplication ( viewing (a, b) ∈ CC as
[
a 0
0 b
]
∈M2(C)).
2.11. Simple C-H-modules. Since H ⊗R C
op ≃ M2(C) as algebras, CC
2
H
(2-
dimensional row vectors over C) is the only simple C-H-module. Via isomorphisms
in Subsection 2.2 and 2.3, we have an isomorphism of CC-CH-modules
CC
2
H ⊗R C ≃ CCM2(C)CH given by
[
a b
]
⊗ c 7→
[
ac bc
−bc ac
]
.
We denote such bimodule CCM2(C)CH by CCH, whose module structure is given by
matrix multiplication (viewing (a, b) ∈ CC as
[
a 0
0 b
]
∈M2(C)).
2.12. Simple C-C-modules. Since C ⊗R C ≃ C × C as algebras, CCC and CCC
are all the simple C-C-modules, where CCC equals C as a set with module struc-
ture given by a y c x b = acb. Via isomorphisms in Subsection 2.3, we have
isomorphisms of CC-CC-modules
CCC ⊗R C ≃ CC(C⊕ C)CC given by a⊗ c 7→ (ac, ac);
CCC ⊗R C ≃ CC(C⊕ C)CC given by a⊗ c 7→ (ac, ac).
We denote the first bimodule CC(C⊕ C)CC by CCC, whose module structure is given
by (a, b) y (c, d) = (ac, bd) and (c, d) x (a, b) = (ca, db), and denote the second
one by CCC, whose module structure is given by (a, b) y (c, d) = (ac, bd) and
(c, d)x (a, b) = (cb, da).
3. The complexified quiver presentation
3.1. Tensor algebras of modulated quivers over R. Let Q = (Q0, Q1, s, t)
be a finite quiver, where Q0 is a finite set of vertices, Q1 is a finite set of arrows,
s : Q1 → Q0 mapps an arrow to its starting vertex and t : Q1 → Q0 mapps an arrow
to its terminal vertex.
AmodulationM of Q (over R) is a map given below: on each vertex i,M(i) is
a division ring R, H or C; on each arrow α, M(α) is a simple M(t(α))−M(s(α))-
module listed in Section 2. If M is a modulation of the quiver Q, we call (Q,M)
a modulated quiver.
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The tensor algebra of a modulated quiver (Q,M) is the tensor algebra of the
bimodule ⊕
α∈Q1
M(α) over the ring
∏
i∈Q0
M(i), that is,
T (Q,M) := (
∏
i∈Q0
M(i))⊕ ( ⊕
α∈Q1
M(α))⊕ ( ⊕
α∈Q1
M(α))⊗2 ⊕ · · · .
For a path p = αnαn−1 · · ·α1 in Q, set
M(p) :=M(αn)⊗M(s(αn))M(αn−1)⊗M(s(αn−1)) · · · ⊗M(s(α2))M(α1).
Since the bimodule structure is compatible with the composition of paths,
T (Q,M) = (
∏
i∈Q0
M(i))⊕ (
⊕
p path in Q
M(p)).
Definition 3.1. Let D be R, H or C. We say that the modulation M of Q is
v-uniform (with D) if M(i) = D for each vertex i in Q.
If M is v-uniform with D, then for each path p = αnαn−1 · · ·α1 in Q,
M(p) =M(αn)⊗D M(αn−1)⊗D · · · ⊗D M(α1)
is a simple D-D-module generated by any nonzero element. Recall that the path
algebra of Q over the division ring D is defined as
DQ := (
∏
i∈Q0
Dei)⊕ (
⊕
p path in Q
Dp),
where ei is the identity “path” for each vertex i, and multiplication is induced by
composition of paths.
Lemma 3.2. We have the following statements for a modulated quiver (Q,M).
1) If M is v-uniform with R, then T (Q,M) ≃ RQ.
2) If M is v-uniform with H, then T (Q,M) ≃ HQ.
3) IfM is v-uniform with C and for each α ∈ Q1,M(α) = C, then T (Q,M) ≃ CQ.
Proof. Assume that M is v-uniform with D. For each i ∈ Q0, there is an isomor-
phism of algebras f0 : M(i)→ Dei, induced by f0(1M(i)) = 1ei. For each α ∈ Q1,
there is an isomorphism of bimodules f1 : M(α)→ Dα, induced by f1(1M(α)) = 1α.
Then there is an isomorphism T (Q,M) ≃ DQ induced by f0 and f1. 
When the modulation of Q is v-uniform with C, T (Q,M) is not always isomor-
phic to a path algebra, see Example 4.5. In this case, sometimes we can change the
modulation as below.
Let v be a vertex in Q and
v+ := {α ∈ Q1 | s(α) = v}, v
− := {α ∈ Q1 | t(α) = v}.
Assume that there is with no loops on v (i.e. v+ ∩ v = ∅). A new modulation M′
of Q is given as: for each i ∈ Q0, α ∈ Q1,
M′(i) = C, M′(α) =


C if α ∈ v+ ∪ v−,M(α) = C
C if α ∈ v+ ∪ v−,M(α) = C
M(α) if α /∈ v+ ∪ v−
.
Lemma 3.3. Assume that (Q,M) is a modulated quiver such that M is v-uniform
with C and v is a vertex in Q with no loops on it. Let M′ be the new modulation
given above. Then there is an isomorphism of R-algebras
φ : T (Q,M) −→ T (Q,M′)
such that φ(M(p)) =M′(p) for each path p.
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Proof. Let
φ0 :
∏
i∈Q0
M(i)→
∏
i∈Q0
M′(i), (λi)i∈Q0 7→ (λ
′
i)i∈Q0 ,
where λi ∈ C, λ′i =
{
λi if i 6= v
λi if i = v
. Then φ0 is an isomorphism of R-algebras.
Let
φ1 : ⊕
α∈Q1
M(α)→ ⊕
α∈Q1
M′(α), (zα)α∈Q1 7→ (z
′
α)α∈Q1 ,
where zα ∈ C, z′α =
{
zα if α /∈ v−
zα if α ∈ v−
. Via φ0, φ1 is an isomorphism of
∏
i∈Q0
M(i)-
bimodules .
Induced by φ0 and φ1, we get φ. 
Recall that a bound quiver over a division ring D is a pair (Q,R), where Q is
a quiver and R is a subset of DQ. Let (Q,M) be a v-uniform modulated quiver
with D. Given an admissible ideal I of the tensor algebra T (Q,M), we set
RI := {
m∑
i=1
dipi |
m∑
i=1
di1M(pi) ∈ I} ⊂ DQ.
Then (Q,RI) becomes a bound quiver and RI is an ideal of DQ. Moreover, for the
cases in Lemma 3.2, we have T (Q,M)/I ≃ DQ/RI .
3.2. Construction of the quiver Γ. Let (Q,M) be a modulated quiver. We
construct Γ as follows. It is inspired by [4, Sec. 6].
Vertices of Γ:
(1) Each i ∈ Q0 with M(i) = R or H gives a vertex i in Γ0.
(2) Each i ∈ Q0 with M(i) = C gives two vertices i and i in Γ0.
Arrows of Γ: Let α : i→ j ∈ Q1 ∈ Q1 with M(α) = S.
(1) If S ∈ R-R-mod or H-H-mod, it gives an arrow α : i→ j in Γ1.
(2) If S ∈ R-C-mod or H-C-mod, it gives arrows α : i→ j and α : i→ j in Γ1.
(3) If S ∈ C-R-mod or C-H-mod, it gives arrows α : i→ j and α : i→ j in Γ1.
(4) If S ∈ R-H-mod or H-R-mod, it gives arrows α : i→ j and α : i→ j in Γ1.
(5) If S ≃ C ∈ C-C-mod, it gives arrows α : i→ j and α : i→ j in Γ1.
(6) If S ≃ C ∈ C-C-mod, it gives arrows α : i→ j and α : i→ j in Γ1.
Then the quiver Γ = (Γ0,Γ1, s, t) is well-defined and there is an automorphism
τ of Γ defined as follows.
1) For each i in Γ0, if i exists, let τ(i) = i and τ(i) = i; if not, let τ(i) = i.
2) For each α in Γ1, if α exists, let τ(α) = α and τ(α) = α; if not, let τ(α) = α.
The automorphism τ induces an action of Z2 on both Γ0 and Γ1. Let Γ0 be
the set of all the orbits of Γ0 and Γ1 be the set of all the orbits of Γ1, under the
action of τ . Denote by [x] the orbit of x. For each α ∈ Γ1, let s([α]) = [s(α)] and
t([α]) = [t(α)]. We have a quiver given by the orbits
Γ := (Γ0,Γ1, s, t).
Mapping i ∈ Q0 to [i] ∈ Γ0 and α ∈ Q1 to [α] ∈ Γ1, we get a quiver isomorphism
Q ≃ Γ.
Denote by π : Γ → Q the composition of the projection from Γ to Γ and the
inverse of the above isomorphism. We say that j in Γ0 is a fiber of i in Q0 if
π(j) = i and that β in Γ1 is a fiber of α in Q1 if π(β) = α. A path p
′ in Γ is called
a fiber of a path p in Q if the arrows in p′ are fibers of those in p in order. Each
path in Γ is a fiber of some (unique) path in Q.
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Example 3.4. 1) Let Q = i
α
→ j
β
→ k
γ
→ l, M(i) = H, M(j) = R, M(k) = C and
M(l) = H. Then
Γ =
k γ
''◆◆
◆◆
◆◆
i
α //
α
// j
β 77♣♣♣♣♣♣
β &&
▼▼
▼▼
▼▼ l
k γ
88qqqqqq
.
In this example, paths γβα, γβα, γβα and γβα in Γ are fibers of γβα in Q.
2) If M is v-uniform with R or H, then Γ = Q.
3) If M is v-uniform with C and M(α) = C for each arrow α, then Γ = Q ⊔Q.
4) Let Q = i
α //
β
// j , M(i) =M(j) = C, M(α) = C and M(β) = C. Then
Γ =
j i
αoo
β
((PP
PP
PP
PP
PP
PP
i
β
hhPPPPPPPPPPPP
α
// j
.
3.3. The quiver presentation of T (Q,M)/I ⊗R C. Given a modulated quiver
(Q,M), we investigate its complexification T (Q,M)⊗R C.
There is a canonical isomorphism of algebras
ψ1 : T (Q,M)⊗R C ≃ T (
∏
i∈Q0
(M(i)⊗R C), ⊕
α∈Q1
(M(α)⊗R C)),
mapping (ai)i∈Q0 ⊗ λ to (ai ⊗ λ)i∈Q0 , (mα)α∈Q1 ⊗ λ to (mα ⊗ λ)α∈Q1 , and (mn ⊗
mn−1⊗· · ·⊗m1)⊗λ to (mn⊗λ)⊗(mn−1⊗1C)⊗· · ·⊗(m1⊗1C). And isomorphisms
in Subsection 2.1-2.12 induce an isomorphism of tensor algebras
ψ2 : T (
∏
i∈Q0
(M(i)⊗RC), ⊕
α∈Q1
(M(α)⊗RC)) ≃ T (
∏
i∈Q0
(CM(i)), ⊕
i→j∈Q1
(M(j)CM(i))).
Denote by e the idempotent of T (Q,M)⊗R C such that
ψ2ψ1(e) = (eCM(i))i∈Q0 ∈
∏
i∈Q0
(CM(i)),
where
eCM(i) =
{
1CM(i) if M(i) = R or C
[ 1 00 0 ] if M(i) = H
.
Since e is full, T (Q,M)⊗R C is Morita equivalent to e(T (Q,M) ⊗R C)e. The
following proposition shows that Γ is a quiver presentation of T (Q,M)⊗R C.
Proposition 3.5. Let Γ be the quiver constructed by a modulated quiver (Q,M).
Then there is an isomorphism of C-algebras
Ψ: e(T (Q,M)⊗R C)e −→ CΓ.
Proof. Denote
∏
i∈Q0
(CM(i)) by D, ⊕
α∈Q1
(M(t(α))CM(s(α))) by M and (eCM(i))i∈Q0
by ǫ. We already have an isomorphism of algebras
ψ2ψ1 : e(T (Q,M)⊗R C)e ≃ ǫT (D,M)ǫ.
(1). We construct an isomorphism
ψ3 : ǫT (D,M)ǫ ≃ T (ǫDǫ, ǫMǫ).
It can be obtained once there are isomorphisms of D-D-modules
M ⊗D M ⊗D · · · ⊗D M︸ ︷︷ ︸
n copies
≃Mǫ⊗ǫDǫ ǫMǫ⊗ǫDǫ · · · ⊗ǫDǫ ǫMǫ︸ ︷︷ ︸
n−2 copies
⊗ǫDǫǫM, n ≥ 2.
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We construct this isomorphism inductively on n and note that we only need to
consider each direct summand ψ2ψ1(M(p) ⊗R C), where p is a path with length
larger than one in Q.
For any path p : i→ j → k with length two in Q, we construct an isomorphism
of CM(k)-CM(i)-modules
f2 : (M(k)CM(j))⊗(CM(j)) (M(j)CM(i))
≃(M(k)CM(j)eCM(j))⊗(eC
M(j)
CM(j)eCM(j) )
(eCM(j)M(j)CM(i)).
IfM(j) 6= H, then eCM(j) = 1CM(j) and we set f2 to be the identity map. IfM = H,
then M(k)CM(j) and M(j)CM(i) are M2(C) with module structure given by matrix
multiplication, see Section 2.7-2.11. In this case, set f2 to be the composition of
M2(C)⊗M2(C) M2(C) ≃M2(C) given by matrix multiplication and
M2(C) ≃M2(C)
[
1 0
0 0
]
⊗[ 1 00 0 ]
[
1 0
0 0
]
M2(C) given by[
a b
c d
]
7→
[
a 0
c 0
]
⊗
[
1 0
0 0
]
+
[
b 0
d 0
]
⊗
[
0 1
0 0
]
.
Hence we obtain an isomorphism M ⊗D M ≃ Mǫ ⊗ǫDǫ ǫM and we also denote it
by f2.
Assume that for n = k−1, an isomorphism fk−1 is constructed. Then for n = k,
we set
fn := (f2 ⊗ IdǫMǫ ⊗ · · · ⊗ IdǫMǫ︸ ︷︷ ︸
k−3 copies
⊗IdǫM ) ◦ (IdM ⊗ fk−1).
(2). Finally, we construct an isomorphism
ψ4 : T (ǫDǫ, ǫMǫ) ≃ CΓ.
For each i ∈ Q0, we construct isomorphisms of algebras as below:
If M(i) = R, we have
eCR(CR)eCR ≃ Cei, given by a 7→ aei.
If M(i) = H, we have
eCH(CH)eCH ≃ Cei, given by
[
1 0
0 0
] [
a b
c d
] [
1 0
0 0
]
7→ aei.
If M(i) = C, we have
eCC(CC)eCC ≃ Cei × Cei, given by (a, b) 7→ (aei, bei).
For each α ∈ Q1, we construct isomorphisms of Cet(α)-Ces(α)-bimudules via the
above isomorphisms:
If M(s(α)) = R and M(t(α)) = R, we have
eCR(RCR)eCR ≃ Cα, given by a 7→ aα.
If M(s(α)) = C and M(t(α)) = R, we have
eCR(RCC)eCC ≃ Cα⊕ Cα, given by (a, b) 7→ (aα, bα).
If M(s(α)) = R and M(t(α)) = C, we have
eCC(CCR)eCR ≃ Cα⊕ Cα, given by (a, b) 7→ (aα, bα).
If M(s(α)) = H and M(t(α)) = R, we have
eCR(RCH)eCH ≃ Cα⊕ Cα, given by
[
a b
c d
] [
1 0
0 0
]
7→ (aα, cα).
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If M(s(α)) = R and M(t(α)) = H, we have
eCH(HCR)eCR ≃ Cα⊕ Cα, given by
[
1 0
0 0
] [
a b
c d
]
7→ (aα, bα).
If M(s(α)) = H and M(t(α)) = H, we have
eCH(HCH)eCH ≃ Cα, given by
[
1 0
0 0
] [
a b
c d
] [
1 0
0 0
]
7→ aα.
If M(s(α)) = C and M(t(α)) = H, we have
eCH(HCC)eCC ≃ Cα⊕ Cα, given by
[
1 0
0 0
] [
a b
c d
]
7→ (aα, bα).
If M(s(α)) = H and M(t(α)) = C, we have
eCC(CCH)eCH ≃ Cα⊕ Cα, given by
[
a b
c d
] [
1 0
0 0
]
7→ (aα, cα).
If M(s(α)) = C and M(t(α)) = C, we have
eCC(CCC)eCC ≃ Cα⊕ Cα, given by (a, b) 7→ (aα, bα);
eCC(CCC)eCC ≃ Cα⊕ Cα, given by (a, b) 7→ (aα, bα).
Now let ψ4 be the isomorphism induced by the above isomorphisms. Hence
Ψ = ψ4ψ3ψ2ψ1 : e(T (Q,M)⊗R C)e −→ CΓ
is an isomorphism we want. 
Remark 3.6. For each path p in Q,
Ψ(e(M(p)⊗ C)e) = ⊕ni=1Cqi,
where q1, . . . , qn are all the paths in Γ which are fibers of p.
By Gabriel’s theorem, each real finite-dimensional algebra A is Morita equivalent
to T (Q,M)/I for some modulated quiver (Q,M) and some admissible ideal I.
We call T (Q,M)/I the modulated quiver presentation of A. Each complex
finite-dimensional algebra A is Morita equivalent to CQ/I for some quiver Q and
admissible ideal I, and we call CQ/I the quiver presentation of A. See [1] for
details. In this article, M(α) is a simple bimodule for each arrow α, which is
different with the usual setting in [1]. Such treatment is convenient for us and
makes no essential difference.
For each admissible ideal I of T (Q,M), set
J := Ψ(e(I ⊗R C)e) ⊂ CΓ.
Then J is an admissible ideal of CΓ. Hence we have
Theorem 3.7. The complexified algebra T (Q,M)/I ⊗R C is Morita equivalent to
CΓ/J .
Remark 3.8. The quiver Γ is independent with the choice of idempotents and
isomorphisms. In this article, we always fix the idempotent e, the isomorphism
Ψ, and then the admissible ideal J . We call CΓ/J the complexified quiver
presentation of T (Q,M)/I.
Sometimes the admissible ideal J is not easy to describe.
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Example 3.9. Let
Q = i
α // j
β
 γ
// k , and M(i) =M(j) =M(k) = H.
Then M(α) =M(β) =M(γ) = H and Γ = Q.
Take 1M(α) ∈M(α), 1M(β) ∈ M(β), 1M(γ) ∈M(γ), λ ∈ H and set
I = 〈1M(γ) ⊗ 1M(α) − λ(1M(γ) ⊗ 1M(β) ⊗ 1M(α)), 1M(β) ⊗ 1M(β)〉 ⊂ T (Q,M).
1) When λ ∈ R = {[ a 00 a ] | a ∈ R} ⊂ H,
I = {h(1M(γ) ⊗ 1M(α) − λ(1M(γ) ⊗ 1M(β) ⊗ 1M(α))) |h ∈ H} ⊕ 〈M(ββ)〉 .
By the isomorphism Ψ in Proposition 3.5, Ψ(e((1M(γ) ⊗ 1M(α))⊗ 1)e) = γα and
Ψ(e((1M(γ) ⊗ 1M(β) ⊗ 1M(α))⊗ 1C)e)
=ψ4ψ3(
[
1 0
0 0
]
ψ2((1M(γ) ⊗ 1C)⊗ (1M(β) ⊗ 1C)⊗ (1M(α) ⊗ 1C))
[
1 0
0 0
]
)
=ψ4ψ3(
[
1 0
0 0
]
(
[
1 0
0 1
]
⊗
[
1 0
0 1
]
⊗
[
1 0
0 1
]
)
[
1 0
0 0
]
)
=ψ4(
[
1 0
0 0
]
(
[
1 0
0 0
]
⊗
[
1 0
0 0
]
⊗
[
1 0
0 0
]
)
[
1 0
0 0
]
), since [ 0 10 0 ][
1 0
0 0 ] = 0
=γβα.
Hence
Ψ(e((1M(γ) ⊗ 1M(α) − λ(1M(γ) ⊗ 1M(β) ⊗ 1M(α)))⊗ 1)e) = γα− λ(γβα),
and by Remark 3.6,
Ψ(e(M(ββ) ⊗ C)e) = Cββ.
Then J = 〈γα− λγβα, ββ〉.
2) When λ /∈ R, there is a µ in H such that λµ 6= µλ. Therefore
1M(γ) ⊗ 1M(β) ⊗ 1M(α)
=(λµ− µλ)−1((1M(γ) ⊗ 1M(α) − λ(1M(γ) ⊗ 1M(β) ⊗ 1M(α)))µ
− µ(1M(γ) ⊗ 1M(α) − λ(1M(γ) ⊗ 1M(β) ⊗ 1M(α)))) ∈ I
and hence
I = 〈1M(γ) ⊗ 1M(γ), 1M(γ) ⊗ 1M(β) ⊗ 1M(γ), 1M(β) ⊗ 1M(β)〉
=M(γα)⊕M(γβα)⊕ 〈M(ββ)〉 .
By Remark 3.6, J = 〈γα, γβα, ββ〉.
In following situations, we can describe J . Recall bound quivers defined in the
end of Subsection 3.1.
Lemma 3.10. Let CΓ/J be the complexified quiver presentation of T (Q,M)/I and
p be any path of Q.
1) If M is v-uniform with R or H, then p in Γ is the only fiber of p in Q, and
p ∈ RI if and only if p ∈ J .
2) If M is v-uniform with C, then there are exactly two paths p′ and p′′ in Γ which
are fibers of p, and p ∈ RI if and only if p
′ ∈ J if and only if p′′ ∈ J .
Proof. 1) By definition, p ∈ RI ⇔ 1M(p) ∈ I. Since M(p) is a simple bimodule
generated by any nonzero element, 1M(p) ∈ I ⇔ M(p) ⊂ I. By Remark 3.6,
M(p) ⊂ I ⇔ Cp ⊂ J ⇔ p ∈ J.
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2) As in 1), we have
p ∈ RI ⇔ 1M(p) ∈ I ⇔M(p) ⊂ I ⇔ Cp
′ ⊕ Cp′′ ⊂ J ⇒ p′, p′′ ∈ J.
On the other hand, assume that p′ ∈ J or p′′ ∈ J . By Remark 3.6, there is a nonzero
element in M(p) belonging to I. Since M(p) is a simple bimodule generated by
any nonzero element, M(p) ⊂ I. Hence p ∈ RI . 
4. classification of derived-discrete real algebras
4.1. Gentle one-cycle without clock condition. Let k be a field and (Q,R) be
a bound quiver, where R is a subset of relations in kQ consisting of some k-linear
combinations of paths with length greater than one.
Definition 4.1. A vertex v in a bound quiver (Q,R) is called gentle, if it satisfies
the following conditions.
1). The number of arrows starting at v is less than three and so is the number of
arrows terminating at v.
2). For any α, β, γ ∈ Q1 such that β 6= γ and t(β) = t(γ) = s(α) = v, exactly one
of αβ and αγ belongs to R.
3). For any α, β, γ ∈ Q1 such that β 6= γ and t(β) = t(γ) = s(α) = v, exactly one
of αβ and αγ belongs to R.
Definition 4.2. [6] 1). A bound quiver (Q,R) is called gentle, if R can be gener-
alized by paths with length two and all the vertices of Q are gentle. 2). A connected
quiver Q is called one-cycle if it contains exactly one (unoriented) cycle. 3). Fur-
ther, a gentle one-cycle bound quiver (Q,R) is called without clock condition if
among the paths with length two in the cycle, numbers of clockwise-oriented and
counterclockwise-oriented ones in R are different.
Definition 4.3. A connected R-algebra is called gentle one-cycle without clock
condition, if it admits a modulated quiver presentation T (Q,M)/I such that
1). The modulation M is v-uniform.
2). The bound quiver (Q,RI) is gentle one-cycle without clock condition.
Remark 4.4. 1) An connected C-algebra is called gentle one-cycle without clock
condition if it admits a quiver presentation CΓ/J and the bound quiver (Γ, J) is
gentle one-cycle without clock condition, see [6].
2) By Lemma 3.2, for a modulated quiver (Q,M), sometimes T (Q,M) is iso-
morphic to a path algebra. In these cases, we have that if D is R, H or C and
(Q,R) is a gentle one-cycle without clock condition bound quiver, then R-algebra
DQ/ 〈R〉 ≃ RQ/ 〈R〉 ⊗R D is gentle one-cycle without clock condition.
3) Not all the gentle one-cycle without clock condition real algebras are isomorphic
to some quotients of path algebras, see example below.
Example 4.5. Let
Q =
i
α
 , M(i) = C, M(α) = C, I = 〈M(αα)〉 .
Then T (Q,M)/I is gentle one-cycle without clock condition. If T (Q,M)/I ≃
CQ′/I ′ for some Q′ and I ′, then the complexified quiver Γ and Γ′ of Q and Q′
respectively should be the same. But
Γ = i
α
''
i
α
gg
is connected while Γ′ = Q′ ⊔Q′ is not.
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4.2. The classification of real derived-discrete algebras. Now we can state
our main theorem and leave the proof to Section 5 and 6.
Theorem 4.6. Let CΓ/J be the complexified quiver presentation of T (Q,M)/I.
Then T (Q,M)/I is gentle one-cycle without clock condition if and only if each
connected component of CΓ/J is gentle one-cycle without clock condition.
Recall that a k-algebra is called derived-discrete if given any cohomology di-
mension vector over k, there admits only finitely many objects in its bounded de-
rived category up to isomorphisms. By [6], a connected C-algebra is derived-discrete
if and only if it is either piecewise hereditary of Dynkin type or gentle one-cycle
without clock condition. We prove the classification theorem for derived-discrete
R-algebras.
Theorem 4.7. A connected R-algebra is derived-discrete if and only if it is either
piecewise hereditary of Dynkin type or gentle one-cycle without clock condition.
Proof. By [5], an R-algebra A is derived-discrete if and only if so is A ⊗R C. We
claim that A is piecewise hereditary of Dynkin type if and only if so is A ⊗R C.
Then we can use the classification of derived-discrete C-algebras and Theorem 4.6
to prove our conclusion.
Proof of the claim. Recall that an algebra A is called derived finite if up to shifts
and isomorphisms there are finitely many indecomposable objects in the bounded
derived category Db(A-mod). By [7, Theorem 2.3], an algebra is piecewise heredi-
tary of Dynkin type if and only if it is derived finite. So we only need to prove that
A is derived finite if and only if so is A⊗R C.
We use an argument for split and separable algebra extensions, see [5]. For the ‘if’
part. If A⊗R C is derived finite, let {M1, ,M2, . . . ,Mm} be all the indecomposable
objects up to shifts and isomorphisms in Db(A⊗RC-mod). EachMi can be viewed
as an object in Db(A-mod). For each indecomposable object X in Db(A-mod), X
is a direct summand of X ⊗R C in Db(A-mod). Thus there is an Mi such that up
to shifts and isomorphisms,Mi is a direct summand of X⊗RC in Db(A⊗RC-mod)
and X is a direct summand of Mi in D
b(A-mod). Therefore, up to shifts and
isomorphisms, all the indecomposable direct summands of Mi, i ∈ {1, . . . ,m} in
Db(A-mod) contains all the indecomposable objects, which means that A is derived
finite. The ‘only if’ part is similar. 
5. The ‘only if’ part
Lemma 5.1. Let (Q,M) be a v-uniform modulated quiver and CΓ/J the complex-
ified quiver presentation of T (Q,M)/I. Then a vertex v is gentle in (Q,RI) if and
only if each fiber of v is gentle in (Γ, J).
Proof. We only need to consider the arrows connecting with v. Using the construc-
tion of Γ and Lemma 3.10, the gentle conditions can be checked case by case. 
Recall that a chain in a quiver Q is an unoriented path in the underlying graph
of Q such that each arrow of Q occurs at most once. We say that a chain c′ in Γ
is a fiber of c in Q if the arrows in c′ are fibers of c in order. We usually denote a
chain with length n− 1 by u1−u2− · · ·−un. If two graph G1 and G2 are adjacent
(connecting by a chain with length one), we denote them by G1 −G2. The lemma
below follows immediately from the construction of Γ.
Lemma 5.2. Let (Q,M) be a modulated quiver and c a chain in Q from u to w.
1). If there is a vertex v in c with M(v) = R or H, then each fiber of c contains v
and there is a fiber of c from u to w in Γ.
2). If M(v) = C for each vertex v in c and the number of arrows with modulation
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C in c is even , then there are exactly two fibers of c in Γ such that one is from u
to w and the other one is from u to w.
3). If M(v) = C for each vertex v in c and the number of arrows with modulation
C in c is odd, then there are exactly two fibers of c in Γ such that one is from u to
w and the other one is from u to w.
Lemma 5.3. Let (Q,M) be a modulated quiver such that Q is one-cycle with the
cycle Q◦ and M is v-uniform with C. Then we have a modulated quiver (Q,M′)
and an isomorphism of algebras T (Q,M) ≃ T (Q,M′) satisfying that:
1). If the number of arrows in Q◦ with modulation C is even, then
M′(α) = C, ∀α ∈ Q1.
2). If the number of arrows in Q◦ with modulation C is odd, then
M′(α) =
{
C if α = β
C if α 6= β
, ∀α ∈ Q1, for some arrow β in Q
◦.
Proof. We first modify the modulation on the cycle. If Q◦ is a loop, then we set
M′ = M and take the identity map as an isomorphism. Now assume that the
length of Q◦ is larger than one. If there is a chain v1 − v2 − · · · − vn, n ≥ 3 in
Q◦ such that modulations on the arrows are C except the first and last ones, then
apply Lemma 3.3 on v2, . . . , vn−1 in order so that modulations on arrows in the
chain are C. This process reduce the number of arrows in Q◦ with modulation C.
Repeat the process till there is no such a chain. Then we obtain a modulation such
that the number of arrows on Q◦ with modulation C is one or zero.
Set Q00 = Q
◦
0 and Q
i
0 := {v ∈ Q0 | d(v,Q
◦) = i}, i = 1, 2, . . . , where d(v,Q◦)
is the shortest length of chains connecting v and some vectex in Q◦. Denote by
Q≤m the full subquiver of Q generated by Q00, Q
1
0, . . . , Q
m
0 . When a modulation
restricted on Q≤i meets our requirements, we modify it further as below:
For each chain u − v in Q with modulation C on its corresponding arrow such
that u ∈ Qi0 and v ∈ Q
i+1
0 , apply Lemma 3.3 on v. Then we obtain a modulation
which meets our requirements restricted on Q≤i+1. Since Q is finite, Q≤z = Q for
some z > 0. Therefore we can constructM′ as required by repeating such process.
The isomorphism of algebras is given by the composition of isomorphisms in
Lemma 3.3 according to our modification processes. 
Remark 5.4. Keep the setting in the above lemma and denote the isomorphism
by φ. By Lemma 3.3, φ(M(p)) =M′(p) for each path p in Q. Hence T (Q,M)/I
is gentle one-cycle without clock condition if and only if so is T (Q,M′)/φ(I).
Proof of the ‘only if’ part of Theorem 4.6. If M is v-uniform with R or H,
then Γ = Q and CΓ/J is gentle one-cycle without clock condition by Lemma 3.10
and Lemma 5.1.
If M is v-uniform with C, by Lemma 5.3, we only need to consider two cases:
there is no arrow or only one arrow in the cycle with modulation C. By Lemma 5.1,
we only need to prove that each component of CΓ/J is one cycle and without clock
condition.
In the first case, Γ = Q⊔Q and each connected component of CΓ/J is one-cycle
without clock condition by Lemma 3.10. In the second case, by Lemma 5.2, two
fibers of the cycle in Q form the only cycle in Γ. It is without clock condition by
the following two facts. The fibers of paths having uniform orientation in the cycle
of Q also have uniform orientation in the cycle of Γ (by construction of Γ) and each
path in I has exactly two fibers in J (by Lemma 5.2). 
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6. The ‘if’ part
6.1. The possible forms of CΓ/J . The algebra CΓ/J is gentle one-cycle without
clock condition doesn’t mean that J is monomial (i.e. can be generated by paths).
To prove the theorem, we describe all the possible forms of J .
Denote by Pi (resp. P
′
i ) and Si (resp. S
′
i ) the corresponding projective and
simple CΓ/J (resp. CΓ/J ′) module for each i ∈ Γ0. An algebra isomorphism
CΓ/J ≃ CΓ/J ′ induces an isomorphism between (projective) module categories
and hence a permutation σ on Γ0 such that ∀i, j ∈ Γ0,
HomCΓ/J′(P
′
i , P
′
j) ≃ HomCΓ/J (Pσ(i), Pσ(j)),
Ext1CΓ/J′(S
′
i, S
′
j) ≃ Ext
1
CΓ/J(Sσ(i), Sσ(j)).
The second isomorphism implies that there is automorphism on Γ1 compatible
with σ and then σ induces a quiver automorphism σ ∈ Aut(Γ). Hence it induces a
C-algebra automorphism σ ∈ Aut(CΓ).
Proposition 6.1. If we have CΓ/J ≃ CΓ/J ′ such that (Γ, J ′ = 〈p1, . . . , pr〉) is
gentle one-cycle without clock condition and that there is an automorphism on Γ as
above being the identity map. Then the following statements hold.
1). If J is monomial, then J = 〈p1, . . . , pr〉.
2). If J is not monomial, then Γ contains the following quiver Ω as a subquiver.
v1
α1 // v2 vn−1
αn−1vv♥♥♥
♥♥
♥
u
β
// v0
α0
gg◆◆◆◆◆◆
γ
// w
,
where n ≥ 1, αn−1 · · ·α1α0 is an oriented cycle not belonging to J ′. In this case,
γβ ∈ J ′(we can set γβ = p1) and there is a nonzero λ ∈ C such that J = 〈γβ −
λγαn−1 · · ·α0β, p2, . . . , pr〉.
Proof. By assumption, we have
HomCΓ/J′(P
′
i , P
′
j) ≃ HomCΓ/J(Pi, Pj), ∀i, j ∈ Γ0.
For each path i
β
−→ j
γ
−→ k in Γ such that γβ ∈ J ′, we prove that γβ ∈ J in
most cases. Denote the cycle in Γ by Γ◦.
If i = k = j, then i→ j(= i) is the cycle of Γ. There is no other path from j to
j since Γ is one-cycle. So γβ ∈ J ′ implies that
dimC EndCΓ/J(Pi) = dimC EndCΓ/J′(P
′
i ) = 1.
Therefore γβ ∈ J . If i = k 6= j, then j → i → j is the cycle of Γ, and there is no
other path from i to i. Since γβ ∈ J ′, again
dimC EndCΓ/J(Pi) = dimC EndCΓ/J′(P
′
i ) = 1.
Therefore γβ ∈ J . If i 6= k, then i 6= j and j 6= k, otherwise (Γ, {p1, . . . , pr})
contains a cycle without relations on it. Now we can assume that i, j, k are pairwise
different.
Given two sets of morphisms M and N in a module category, set
M ◦N := {f ◦ g | f ∈M, g ∈ N}.
To prove that γβ ∈ J , it is sufficient to prove that
0 = HomCΓ/J′(P
′
j , P
′
i ) ◦HomCΓ/J′(P
′
k, P
′
j)(⊆ HomCΓ/J′(P
′
k, P
′
i )).
If Γ◦ and βγ do not share any vertex, then there is no other path from i to k
since Γ is one-cycle. Therefore HomCΓ/J′(P
′
k, P
′
i ) = 0.
If Γ◦ and βγ only share the vertex i, then β and γ are not in Γ◦. Each path
from i to k contains βγ. Therefore HomCΓ/J′(P
′
k, P
′
i ) = 0.
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The case that Γ◦ and βγ only share the vertex k is similar as the case above.
If Γ◦ and βγ only share two vertices i and j, then β ∈ Γ◦ since Γ is one-cycle.
Because (Γ, {p1, . . . , pr}) is without clock condition, other paths from i to j belong
to J ′. Therefore HomCΓ/J′(P
′
j , P
′
i ) ◦HomCΓ/J′(P
′
k, P
′
j) = 0.
The case that Γ◦ and βγ only share two vertices j and k is similar as above.
If Γ◦ and βγ share vertices i and k, then βγ ∈ Γ◦ since Γ is one-cycle. Each path
passing i, j and k contains βγ. Therefore HomCΓ/J(Pj , Pi) ◦HomCΓ/J (Pk, Pj) = 0.
What left to check is the case that Γ◦ and βγ only share the vertex j. In this
case, if Γ◦ is not an oriented cycle, then there is no other path from i to k. Therefore
HomCΓ/J′(P
′
k, P
′
i ) = 0. If Γ
◦ is an oriented cycle, then Γ contains Ω as a subquiver,
i = u, j = v0, and k = w. If further αn−1 · · ·α0 ∈ J
′, then HomCΓ/J′(P
′
w, P
′
u) = 0.
So in the above cases, γβ ∈ J . Now assume that Γ◦ and βγ only share the
vertex j, Ω is a subquiver of Γ and αn−1 · · ·α0 /∈ J ′. Since (Γ, J ′) is without clock
condition, αn−1α0 ∈ J ′. By the case above (Γ◦ and βγ share the vetices i and k),
αn−1α0 ∈ J . The gentle condition of (Γ, {p1, . . . , pr}) then implies that γβ ∈ J ′
(set γβ = p1 without loss of generality). Therefore
dimCHomCΓ/J (Pw, Pu) = dimCHomCΓ/J′(P
′
w, P
′
u) = 1,
where HomCΓ/J(Pw , Pu) is spanned by γβ + J and γαn−1 · · ·α0β + J over C.
1) If J is monomial, then exactly one of γβ and γαn−1 · · ·α0β belongs to J .
Since (Γ, {p1, . . . , pr}) is gentle, γαn−1, α0β /∈ J ′ and then γαn−1 · · ·α0β /∈ J ′. So
HomCΓ/J(Pw , Pv0) ◦ rad(EndCΓ/J (Pv0)) ◦HomCΓ/J(Pv0 , Pu)
≃HomCΓ/J′(P
′
w, P
′
v0) ◦ rad(EndCΓ/J′(P
′
v0)) ◦HomCΓ/J′(P
′
v0 , P
′
u) 6= 0.
Therefore γαn−1 · · ·α0β /∈ J and γβ ∈ J .
So in all the cases, 〈p1, . . . , pr〉 ⊆ J . By comparing the C-dimension, we have
J = 〈p1, . . . , pr〉.
2) If J is not monomial, then Γ contains Ω as subquiver, αn−1 · · ·α0 /∈ J ′, and
there is a nonzero λ ∈ C such that γβ − λ(γαn−1 · · ·α0β) ∈ J . Set
J ′′ = 〈γβ − λ(γαn−1 · · ·α0β), p2, . . . , pr〉 ⊆ J.
There is an isomorphism of algebras θ : CΓ/J ′ → CΓ/J ′′ induced by
∀i ∈ Γ0, θ(ei) = ei;
∀α ∈ Γ1, θ(α) =
{
α if α 6= γ
γ − λγαn−1 · · ·α0 if α = γ
.
So J = J ′′ = 〈γβ − λ(γαn−1 · · ·α0β), p2, . . . , pr〉. 
Remark 6.2. If 2) holds, all the vetices in (Γ, {γβ−λ(γαn−1 · · ·α0β), p2, . . . , pr})
are gentle except v0.
6.2. Necessary conditions on (Q,M). The following lemmas are needed to
prove that M is v-uniform.
Lemma 6.3. Let (Q,M) be a connected modulated quiver and CΓ be the complex-
ified quiver presentation of T (Q,M). Assume that each connected component of Γ
is one-cycle. Then the following statements hold.
1). Quiver Q contains at most one cycle.
2). If Q is a tree, then Q contains a chain v1 − v2 − · · · − vn, n ≥ 2 such that
M(v1) 6= C, M(vi) = C for i ∈ {2, 3 . . . , n− 1}, and M(vn) 6= C.
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Proof. 1) Given a cycle c in Q, we construct a cycle in Γ. If M(v) 6= C for some
vertex v in c, then by Lemma 5.2, there is a fiber of c forming a cycle in Γ. If
M(v) = C for each vertex v in c and the number of arrows in c with modulation C
is even, then by Lemma 5.2, two fibers of c form two cycles in Γ. If M(v) = C for
each vertex v in c and the number of arrows in c with modulation C is odd, then
by Lemma 5.2, two fibers of c form a cycle in Γ. Since different cycles in Q has
different fibers in Γ, our statement holds
2) If the modulation of T (Q,M) is v-uniform and Q is a tree, then Γ is also a
tree. Hence there is a chain u − v in Q with M(u) 6= M(v). If M(u) = R and
M(v) = H, then it is what we want. If there is no such chains, then there are
vertices with modulation C in Q.
Let T0 be a maximal subtree of Q with uniform modulation R or H on vertices,
and T1, T2, . . . , Tm be maximal subtrees of Q which are adjacent to T0 and with
modulation C on vertices. Since Γ is one-cycle there are vertices not belonging to
any Ti, i = 0, . . . ,m. So among these vertices, there is a vertex v not adjacent to
T0 but adjacent to Ti for some i ∈ {1, . . . ,m}. Therefore M(v) 6= C and there is a
chain we want in the subquiver v − Ti − T0. 
Let (Q,M) be a modulated quiver such that Q a tree and CΓ/J be the com-
plexified quiver presentation of T (Q,M)/I. For each path αβ : u → v → w in Q
with length two such that M(v) = C, there are exactly two paths p and τ(p) in Γ
which are fibers of αβ.
Lemma 6.4. Given the setting above, we have that p ∈ J if and only if τ(p) ∈ J .
Proof. IfM(u) 6=M(w) orM(u) =M(w) = C, thenM(αβ) is a simple bimodule
which can be generated by any nonzero element. By Remark 3.6,
p ∈ J ⇔M(αβ) ⊂ I ⇔ τ(p) ∈ J.
If M(u) =M(w) = R or M(u) =M(w) = R, then
Γ =
v α
))❘❘
❘❘
❘❘
u
β 66❧❧❧❧❧❧
β
((◗◗
◗◗
◗◗ w
v α
66♠♠♠♠♠♠
, p = αβ, τ(p) = αβ.
Since τ(τ(p)) = p, we only need to prove that p ∈ J ⇒ τ(p) ∈ J .
1) When M(u) =M(w) = R, for any a ∈ C =M(α), b ∈ C =M(β), we have
Ψ(e((a⊗ b)⊗ 1C)e) = ψ4ψ3(1M(R)ψ2(a⊗ 1C)⊗ (b⊗ 1C)1M(R))
=ψ4ψ3((a, a)⊗ (b, b)) = ψ4((a, a)⊗ (b, b)) = (aα, aα)⊗ (bβ, bβ) = abp+ abτ(p).
If p ∈ J , we can find ai ∈ C = M(α), bi ∈ C = M(β) and λi ∈ C∗ such that
ai ⊗ bi ∈ I for i ∈ {1, 2, . . . , s} and
Ψ(e(
s∑
i=1
(ai ⊗ bi)⊗ λi)e) =
s∑
i=1
λiaibip+ λiaibiτ(p) = p.
It implies that
∑s
i=1 λiaibi = 1 and
∑s
i=1 λiaibi = 0. Therefore
Ψ(e(
s∑
i=1
(ai ⊗ bi)⊗ λi)e) =
s∑
i=1
λiaibip+ λiaibiτ(p) = τ(p).
Since ai ⊗ bi ∈ I for i ∈ {1, 2, . . . , s}, we have τ(p) ∈ J .
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2) When M(u) =M(w) = H, for any
[
a
b
]
∈ HC2C =M(α) and
[
c d
]
∈ CC2H =
M(β), we have
Ψ(e((
[
a
b
]
⊗
[
c d
]
)⊗ 1C)e)
=ψ4ψ3(
[
1 0
0 0
]
ψ2(
[
a
b
]
⊗ 1C)⊗ (
[
c d
]
⊗ 1C)
[
1 0
0 0
]
)
=ψ4ψ3(
[
1 0
0 0
] [
a −b
b a
]
⊗
[
c d
−d c
] [
1 0
0 0
]
)
=ψ4(
[
1 0
0 0
] [
a −b
b a
]
⊗
[
c d
−d c
] [
1 0
0 0
]
)
=(aα,−bα) ◦ (cβ,−dβ) = acp+ bdτ(p).
If p ∈ J , we can find
[
ai
bi
]
∈ C2 =M(α),
[
ci di
]
∈ C2 =M(β) and λi ∈ C∗ such
that
[
ai
bi
]
⊗
[
ci di
]
∈ I for i ∈ {1, 2, . . . , s} and
Ψ(e(
s∑
i=1
(
[
ai
bi
]
⊗
[
ci di
]
)⊗ λi)e) =
s∑
i=1
λiaicip+ λibidiτ(p) = p.
It implies that
∑s
i=1 λiaici = 1 and
∑s
i=1 λibidi = 0. Therefore
Ψ(e(
s∑
i=1
(
[
0 1
−1 0
] [
ai
bi
]
⊗
[
ci di
] [ 0 1
−1 0
]
)⊗ λi)e)
=Ψ(e(
s∑
i=1
(
[
bi
−ai
]
⊗
[
−di ci
]
)⊗ λi)e)
=
s∑
i=1
−λibidip− λiaiciτ(p) = −τ(p).
Since
[
ai
bi
]
⊗
[
ci di
]
∈ I for i ∈ {1, 2, . . . , s} and
[
0 1
−1 0
]
∈ H =M(u) =M(w),
we have τ(p) ∈ J . 
Lemma 6.5. Let CΓ/J be the complexified quiver presentation of T (Q,M)/I, and
u − v − w be a chain in Q such that M(v) = R or H. If M(u) = M(v) and the
fiber of v is gentle in (Γ, J), then M(w) =M(v).
Proof. 1) Assume that u− v−w is a path p. IfM(w) 6=M(v), one can check case
by case that p has exactly two fibers in Γ and the bimoduleM(p) can be generated
by any non-zero element. By Remark 3.6, M(p) ⊂ I if and only if both fibers of p
belong to J . It is ridiculous since v in Γ is gentle.
2) Assume that u − v − w is not a path. If M(w) 6= M(v), then v in Γ is a
starting or terminal vertex for more than two arrows, which contradicts with that
v is gentle. 
Lemma 6.6. Let (Q,M) be a modulated quiver which is one-cycle and CΓ/J be
the complexified quiver presentation of T (Q,M)/I. If each connected component
of Γ is one-cycle, then M restricted to the cycle Q◦ is v-uniform . If further the
vertices outside the cycle of Γ are gentle in (Γ, J), then M is v-uniform on Q.
Proof. Let c be a chain in Q forming Q◦. If there is an chain u − v in c with
M(u) 6= M(v), then we can assume that M(u) = R or H. By Lemma 5.2, each
18 JIE LI
fiber of c is a cycle containing u in Γ. Since two fibers of u−v are in different cycles
in Γ, we get two cycles in one connected component.
If M(i) = R or H for i ∈ Q◦0, then by Lemma 6.5, M is v-uniform.
If M(i) = C for i ∈ Q◦0, we prove that M is v-uniform. If not, there is a chain
d : v0 − v1 − · · · − vt in Q such that v0, . . . , vt−1 /∈ Q◦0, vt ∈ Q
◦
0, M(v1) =M(v2) =
· · · = M(vt) = C and M(v0) 6= C. There are exactly two fibers of d in Γ: one
is from v0 to vt and the other one is from v0 to vt. When the number of arrows
in Q◦ with modulation C is even, by Lemma 5.2, the fibers of c are two cycles in
Γ. These two cycles are connected with fibers of d and hence are in one connected
component of Γ, which contradicts with Γ is one cycle. When the number of arrows
in Q◦ with modulation C is odd, by Lemma 5.2, each fiber of c, together with fibers
of d, forms a cycle in Γ. Then there are two cycles in one connected component of
Γ, which is also a contradiction. 
6.3. Proof of the ‘if ’ part of Theorem 4.6.
Proof. Assume that CΓ/J ≃ CΓ/J ′ with (Γ, J ′ = 〈p1, . . . , pr〉) gentle one-cycle
without clock condition. By the argument in Section 6.1, there is an automorphism
σ in Aut(Γ). Then (Γ, σ(J ′)) is also gentle one-cycle without clock condition and
σ induces CΓ/J ′ ≃ CΓ/σ(J ′). We can replace CΓ/J ′ by CΓ/σ(J ′) and CΓ/J ≃
CΓ/J ′ by the composition of isomorphisms CΓ/J ≃ CΓ/J ′ ≃ CΓ/σ(J ′). Then
there is a new automorphism of quiver being the identity map which allows us to
use Proposition 6.1. By Lemma 6.3, Q is a tree or one-cycle.
1) Suppose that J is not monomial. By Proposition 6.1, Γ contains Ω as a
subquiver. So Q cannot be a tree otherwise the cycle in Γ is not oriented. Therefore
Q is one-cycle. By Remark 6.2 and Lemma 6.6, M is v-uniform.
If M is v-uniform with C and only one arrow in Q◦ with modulation C, then
the cycle in Γ is formed by two fibers of Q◦ which cannot contain Ω. In fact, Ω
has only one relation γβ on the cycle but by Lemma 3.10, relations on the cycle
appear in pairs. Hence if M is v-uniform with C, by Lemma 5.3 we can assume
thatM(α) = C for each α ∈ Q1. Therefore we can assume that T (Q,M) is a path
algebra by Lemma 3.2.
If T (Q,M) = HQ, by Proposition 6.1, J = 〈γβ − λγαn−1 · · ·α0β, p2, . . . , pr〉,
where pi, αi, γ, β are paths in Γ (or in Q), λ ∈ C∗. By Lemma 3.10 and isomor-
phisms in Lemma 3.2, we have pi ∈ I, i = 2, . . . , r and γβ, γαn−1 · · ·α0β /∈ I. So
dimHHomT (Q,M)/I(Pw, Pu) = 1 and there is a nonzero µ in R (see Example 3.9)
such that γβ − µγαn−1 · · ·α0β ∈ I. Thus I = 〈γβ − µγαn−1 · · ·α0β, p2, . . . , pr〉.
Let I ′ = 〈γβ, p2, . . . , pr〉. The map θ given below:
∀i ∈ Q0, θ(ei) = ei; ∀α ∈ Q1, θ(α) =
{
α if α 6= γ
γ − µγαn−1 · · ·α0 if α = γ
induces an isomorphism of R-algebras T (Q,M)/I ′ → T (Q,M)/I. Consequently,
T (Q,M)/I is gentle one-cycle without clock condition.
The cases of R and C can be proved similarly.
2) We claim that if J is monomial, then Q is not a tree. If not, by Lemma 6.3,
Q contains a chain v1 − v2 − · · · − vn, n ≥ 2 such that M(vi) = C for each
i ∈ {2, 3 . . . , n − 1}, M(v1) 6= C and M(vn) 6= C. Fibers of this chain form a
cycle in Γ. By Proposition 6.1, CΓ/J is without clock condition, hence n 6= 2. By
Lemma 6.4, the relations in the cycle appear in pairs, which is also a contradiction.
Finally, suppose that J is monomial and Q is one-cycle. Then M is v-uniform
by Lemma 6.6. Therefore T (Q,M)/I is gentle one-cycle without clock condition
by Lemma 3.10 and Lemma 5.1. 
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