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ABSTRACT 
This dissertation provides theoretical foundations for the 
state-space analysis and synthesis of linear active RLC networks 
i i 
containing all four types of controlled sources. The analysis portion 
is concerned with an explicit representation of the state model and 
the order of complexity of a general linear active RLC network. The 
problem considered in the synthesis portion is the realization of a 
given A-matrix with an active nondegenerate RLC-ladder network or an 
active RLC network without any particular structure. 
The general active RLC network state model representations are 
explicitly expressed in terms of the fundamental circuit submatrices, 
the network element submatrices, and the dependency submatrices. The 
branch-capacitor voltages and the chord-inductor currents are 
uniformly chosen as the state variables. The controlled sources are 
controlled by the variables of the passive elements and the independent 
sources. The topological relationships of the network elements and 
controlled sources appear explicitly in the various submatrices of 
the state model representations. Such a formulation is helpful in 
providing an in-depth investigation of the qualitative properties of 
linear active networks. 
An algorithm using a unified procedure for evaluating the least 
upper bound of the order of complexity of a general linear active 
network is presented. Derivation of this algorithm is based upon the 
transformation of the original network into an equivalent network 
containing only resistors, inductors, capacitors, and controlled 
sources. The algorithm is simple and easy to apply and does not 
iii 
require finding a particular tree or making complicated calculations. 
The realization of a given A-matrix with an active nondegenerate 
RLC-ladder network is accomplished by factoring the A-matrix into three 
matrices. From these matrices, the values of the reactive elements, 
the topological structure of the passive elements, and the types, 
locations, and controlling functions of the controlled sources in the 
realized network are determined. 
The approach to the realization of a given A-matrix with an active 
RLC network without any particular structure is to examine the A-matrix 
for certain properties, identify them, and then synthesize a network 
from the given A-matrix. Within the general class of active RLC 
networks, two special classes are considered. Also the sufficient 
conditions for decomposition of a paramount matrix of order three are 
established. 
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State matrix of a network. 
Element of matrix, A. 
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Laplace transform of x 1 . 
Dissipative element variable vector. 
Terminal variable vector of a network. 
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Input source vector. 
Output vector. 
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Laplace transform of y. 
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Fundamental circuit matrix of a network. 
Fundamental cutset matrix of a network. 
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mn 




Submatrix of fundamental circuit matrix. The first 
subscript, m, represents the chord element which defines 
a circuit, and the second subscript, n, represents one 
of the branch elements in the circuit defined by m. 
For example, B£c is the submatrix of a fundamental 
circuit matrix which is defined by the chord inductors 
and expresses the topological relationship between the 
chord inductors and the branch capacitors. We identify 
the submatrix, B , by the subscripts, m and n, as 
mn 
defined below: 
c - capacitor; 
£ - inductor; 
r - resistor; 
e - controlled voltage source; 
j - controlled current source; 
v - independent voltage source; 
i - independent current source. 
Element of the fundamental circuit matrix. 
Branch independent voltage source vector. 
Chord independent current source vector. 
Element voltage (current) vector. The subscript, k, 
represents the element. We identify the element voltage 
(current) vector by the subscript, k, as defined below: 
be - branch capacitor; 
br - branch resistor; 
b£ - branch inductor; 
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cr - chord resistor; 
ct - chord inductor; 
i(v) - independent current (voltage) source; 
j(e) -controlled current (voltage) source. 
Branch-controlled voltage source vector. 
Chord-controlled current source vector. 
Controlled voltage source vector. The subscript, k, 
indicates the associated element connected in series 
with the controlled voltage source. We identify the 
controlled voltage source by the subscript, k, as 
defined below: 
ct - chord inductor; 
cr - chord resistor. 
Element of Ek. 
Controlled current source vector. The subscript, k, 
indicates the associated element connected in parallel 
with the controlled current source. We identify the 
controlled current source by the subscript, k, as 
defined below: 
be - branch capacitor; 
br - branch resistor. 





Submatrix of the dependency matrix. The first 
subscript, m, represents the type of controlled source; 
the second subscript, n, represents the controlling 
variable. For example, D is a dependency submatrix 
evbc 
which expresses the controlling coefficients of 
controlled voltage sources controlled by the 
branch-capacitor voltages. We identify the D 
mn 
submatrix by subscripts, m and n, as defined below: 
e - controlled voltage source; 
e - controlled voltage source connected in series c~ 
with a chord inductor; 
e controlled voltage source connected in series 
cr 
with a chord resistor; 
j - controlled current source; 
J. - controlled current source connected in be 
parallel with a branch capacitor; 
J. - controlled current source connected in br 
parallel with a branch resistor; 
vbc - branch-capacitor voltage; 
vbr - branch-resistor voltage; 
v - chord-inductor voltage; c~ 
v - chord-resistor voltage; 
cr 
ibc - branch-capacitor current; 
ibr - branch-resistor current; 
ic~ - chord-inductor current; 
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v - voltage of independent voltage source; 
i - current of independent current source. 
Element of dependency matrix, D. 
Real positive diagonal matrix of branch capacitors or 
chord capacitors. 
Real positive diagonal matrix of chord inductors or 
branch inductors. 
Element of Lc or Lb. 
Real positive diagonal conductance matrix of branch 
resistors. 
Element of Gb. 
Real positive diagonal matrix of chord resistors. 
Element of R . 
c 
Real positive diagonal matrix whose entries are 
the values of 1/c. and 1/Q, .. 
1 1 
Real positive diagonal matrix whose entries are 
either the values of ri or gi. 
Element of A or A1 . 
H-matrix corresponding to N · A p' 
the state matrix of N . p 
-AH, where A is 
Order of complexity of a linear active network. 
Number of certain elements, C-circuits, or L-cutsets 
in the network. The subscript, k, which classifies 
n is described below: 







cc - chord capacitor; 
£ - inductor; 
b £ - branch inductor; 
ei - fundamental C-circuit which includes a be 
current-controlled voltage source controlled 
by a capacitor current in the C-circuit; 
jv - fundamental L-cutset which includes a 
c£ 
voltage-controlled current source controlled 
by an inductor voltage in the L-cutset. 
A coefficient matrix of the state model 
representation of a network. Also used to denote 
the graph of a network. 
A coefficient matrix of the state model 




Network of the controlled sources. 
Paramount matrix. Also used to represent a 
coefficient matrix of the state model representation 
of a network. 
Unimodular matrix. 
Also used to A square matrix corresponding to Nd. 
denote a coefficient matrix of state model 
representation of a network. 
x i x 
F,P,Q, 
R,S,T,W 
Coefficient matrices of state model representation 
of a network 
XX 
a,S,y,E, Matrices resulting from a series of matrix computation, 
n,v,T,lJ, 
~,6 or the partitioned submatrices of a matrix. 
U Identity matrix. 
I. INTRODUCTION AND REVIEW OF LITERATURE 
A. GENERAL DESCRIPTION 
From a physical point of view, the network analysis problem is 
concerned with predicting the behavior of a system of interconnected 
elements in terms of the element characteristics and the manner in 
which these elements are interconnected. Considered from a 
mathematical viewpoint, the problem involves the properties of a 
topological structure, i.e., a linear graph, and an algebraic 
structure consisting of the interrelations between certain quantities 
associated with the nodes, edges, and circuits of the network graph. 
The state variable approach (1-6) nicely correlates these two points 
of view and has the merit of providing all of the information about 
the network elements and their interconnections while determining the 
overall behavior of the network. Also, it leads to a set of first 
order differential equations which are suitable for solution with the 
assistance of analog or digital computers. 
l 
This dissertation provides theoretical foundations for the 
state-space analysis and synthesis of linear active RLC networks 
containing all four types of controlled sources. The main contributions 
are: 
(1) Explicit state model representations of linear active RLC 
networks which include mutually coupled coils with a 
positive definite inductance matrix, ideal transformers, 
gyrators, impedance converters, and controlled sources of 
all types. 
(2) An algorithm using a unified procedure for evaluating the 
least upper bound of the order of complexity of a general 
linear active RLC network. 
(3) Systematic synthesis procedures to realize the state matrix 
with an active nondegenerate (15,24) RLC-ladder network or 
with an active RLC network without any particular structure. 
3. STATEMENT OF THE PROBLEM AND LITERATURE REVIEW 
1. State-Space Analysis of Linear Active RLC Networks 
2 
Two main results, which are related to each other, are 
included in the state-space analysis portion of this dissertation. 
One result is the explicit state model representation of any 
linear active RLC network containing mutually coupled coils with 
a positive definite inductance matrix, ideal transformers, 
gyrators, impedance converters, and controlled sources of all 
types. The other is an algorithm concerning the order of 
complexity of a general linear active RLC network. 
a. General State Model Representation 
Considerable work has been done on the formulation of state 
equations for linear RLC networks without controlled sources 
(7-14). In 1957 Bashkow (7) first described the A-matrix as a 
new method of network analysis. Bryant (8) extended Bashkow's 
work to obtain an explicit form of the A-matrix for the RLC 
network. Yarlagadda and Tokad (12) and Branin (9) formalized 
these results with slight variations. All of these state 
3 
equations considered only independent sources in the network. 
However, lumped circuit models of common multi-terminal network 
elements such as mutually coupled coils, transistors, gyrators, 
etc. require the inclusion of controlled sources as possible 
network elements (the equivalent controlled-source representations 
of mutually coupled coils with a positive definite inductance 
matrix, gyrators, and negative impedance converters are discussed 
in Chapter III). This has motivated much current research on the 
formulation of state equations of linear active RLC networks. 
State equations have been written in normal form for certain 
types of linear active RLC networks (15-17). In 1964 Dervisoglu 
(15) developed a formulation technique for the active RLC network 
with order of complexity equal to the number of reactive elements 
in the network. Furthermore, he assumed that the controlled 
sources were not controlled by independent sources in the network. 
Purslow (17) removed these restrictions. Purslow's formulation 
of state equations requires replacing the controlled sources by 
suitable independent sources and choosing some variables 
associated with the controlled sources as state variables. This 
technique usually creates difficulties if a network graph is used 
when choosing the state variables (17). In 1974 a computer-
oriented algorithm for formulating the state equations of active 
RLC networks was given by Tosun and Dervisoglu (16) . However, 
a general state equation which is explicitly expressed in terms 
of the fundamental circuit submatrices, the network element 
submatrices, and the dependency submatrices is not presented in 
4 
previously published work. 
This dissertation presents explicit representation of the 
state model for a general linear active network containing 
two-terminal resistors, inductors, capacitors, and the four types 
of controlled sources. Since multi-terminal elements or devices 
of practical interest such as mutually coupled coils, ideal 
transformers, transistors, gyrators, and impedance converters 
can be modeled using only those controlled sources and the 
two-terminal elements allowed in this dissertation, the derived 
state model representation is sufficiently general for 
application to any linear active RLC network. The topological 
relationships of the various types of network elements and 
controlled sources appear explicitly in various submatrices of 
the state model representation. Such a formulation is helpful 
in providing an in-depth investigation of the qualitative 
properties of linear active networks. 
b. Order of Complexity 
Research on the formulation of a general linear active RLC 
network state model motivates an interest in the study of the 
state model's order of complexity. Likewise, the order of 
complexity gives insight into the formulation of state equations 
of complicated networks. Because network parameters are usually 
described symbolically in network analysis and synthesis, this 
part of the dissertation is directed at evaluating the least 
upper bound of the order of complexity of a general linear active 
RLC network. 
The order of complexity of an active RLC network has been 
presented using different approaches (17,19,20). Purslow and 
Spence (20) determined topologically the upper bound of the order 
of complexity of an RLC network containing controlled current 
sources by finding a completely normal tree. Tow (19) determined 
topologically the upper bound of the order of complexity of an 
active RLC network by finding a maximal common tree. However, a 
simple algorithm for finding these trees (19,20) has not been 
determined. In 1970 Purslow (17) presented a method for 
examining the upper bound of the order of complexity of a linear 
active network through the state variable approach. He expressed 
sufficient conditions for the upper bound in terms of the rank 
of a matrix resulting from the process of formulating the state 
equation of the network. However, it is not a simple matter to 
calculate the rank of the matrix if the network is complicated 
or if the network parameters are given symbolically. In this 
sense Purslow's result is not satisfactory. From the discussion 
above it is obvious that the development of a simple method for 
evaluating the least upper bound of the order of complexity of a 
general linear active network is needed. 
This dissertation presents an algorithm using a unified 
procedure for evaluating the least upper bound of the order of 
5 
complexity of a general linear active network. The derivation of 
this algorithm is based upon the transformation of the original 
network into an equivalent network containing only resistors, 
6 
inductors, capacitors, and controlled sources. The algorithm 
is simple and easy to apply. There is no need for finding a 
particular tree or making complicated calculations. 
2. State-Space Synthesis of Linear Active RLC Networks 
It is shown (6,7,8) that the following set of first order 
linear differential equations with constant coefficients can be 
used as a network description: 
Ax1 (t) + Kfs(t) (l.B.la) 
y(t) Px1 (t) + Qfs(t) ( 1. B. lb) 
in which x 1 is the state vector consisting of branch-capacitor 
voltages and chord-inductor currents, fs is the input source 
vector, y is the output vector, and the set of real constant 
matrices, A, K, P, Q, contain both the element values and the 
topological network information and completely characterizes the 
network. The state-space description of a network emphasizes 
the internal structure as well as the input-output behavior. 
Take the Laplace transformation of Eqn. (l.B.l) and assume 
zero initial conditions. This yields: 
Y (s) 
-1 (sU-A) KF (s) 
s 





from which the network transfer function matrix, T(s), is found 
as: 
T(s) -1 P(sU-A) K + Q (l.B.3) 
This is another representation of the network. It describes only 
the input-output relationship of the network under any 
excitation. No information about the interconnection of the 
network elements appears in the transfer function. Note that the 
zeros of the det(sU-A) are the poles of the transfer function. 
Eqn. (l.B.3) relates the driving-point and transfer function 
concepts of classical network analysis and synthesis to the 
state-space technique of modern network theory. The network 
state model representation of Eqn. (l.B.l) shows that the 
A-matrix contains the complete description of the network in 
terms of the elements and their interconnections (8,15). At the 
same time, the network transfer function representation of 
Eqn. (l.B.3) shows that the eigenvalues of the A-matrix are the 
poles of the network transfer function and are also the network 
natural frequencies (18). Thus, the A-matrix completely 
describes not only the network element values and the 
interconnections but also the natural response of a network. 
The problem considered in the state-space synthesis portion 
of this dissertation is the realization of a given A-matrix with 
an active nondegenerate RLC-ladder network or an active RLC 
network without any particular structure. The systematic 
synthesis technique uses matrix factorization based upon the 
derivation of the A-matrix of an active RLC network. This 
permits realization of the corresponding network, N, defined by 
the A-matrix as two separate interconnected networks, Np and Nd, 
as shown in Fig. 1.1. The network, N , is the passive part of p 
the realization and Nd contains all of the controlled sources. 
It must be pointed out that a very practical state-variable 
synthesis technique using operational amplifiers is presently 
well-known (35). The objective of this portion is primarily 
concerned with theoretical results rather than practical 
synthesis techniques. 
a. Active Nondegenerate RLC-Ladder Network Synthesis 
Various methods (13,21-23) of realizing passive RLC-ladder 
o~o----o 
Fig. 1.1 Realize network, N, as two separated 
interconnected networks, Np and Nd 
networks by state-space techniques have already been developed. 
Marshall (23) in 1965 presented a method to synthesize an 
RLC-ladder network with similarity transformations. His 
synthesis is accomplished by making use of these transformations 
on the given A-matrix to obtain the desired ladder network form. 
Yarlagadda (22) derived procedures for obtaining a tridiagonal 
8 
matrix with prescribed eigenvalues and a transformation matrix 
that transforms the obtained tridiagonal matrix into a desired 
form of A-matrix. Fowler (13) developed unified state-space 
procedures to determine a state model from the s-domain transfer 
function that can be represented by an RLC-ladder network with 
or without transformers. All of these synthesis techniques use 
similarity transformations. 
In this dissertation a systematic method is presented for 
the realization of a given A-matrix with an active nondegenerate 
RLC-ladder network. The synthesis procedure is accomplished by 
factoring the A-matrix into three matrices of the form: 
9 
A -A(H-D) (l.B.4) 
The A-matrix is a diagonal real matrix with positive entries by 
which the values of the reactive elements are determined. The 
H-matrix is a symmetric-skewsymmetric matrix and yields the 
topological structure of the passive elements. The D-matrix is 
a real constant matrix indicating the types, locations, and 
controlling functions of the controlled sources in the realized 
network. 
b. Active RLC Network Synthesis without any Particular Structure 
Various techniques to realize certain classes of networks 
from a given A-matrix have been developed by several authors 
(24-26). Within this literature, Dervisoglu (24) developed a 
technique to realize the A-matrix with a passive RLC network under 
10 
the condition that the number of state variables is equal to the 
number of reactive elements in the network and the resistive 
subnetwork is connected. The realization is based on the fact 
that if a given A-matrix has a realization under certain 
assumptions, then the given A-matrix can be factored as -AH. The 
diagonal matrix, A, fixes only the element values of the reactive 
elements. On the other hand, from the symmetric-skewsymmetric 
matrix, H, the fundamental circuit matrix of the reactive part 
and the terminal matrix of the resistive part of the network can 
be obtained. Then the network is realized. Kyriakopoulos (26) 
presented a technique to realize a given A-matrix with an active 
RC network which contains an all-capacitor tree and no 
all-capacitor circuits. The active devices are controlled 
voltage or current sources. Each controlled voltage source is 
connected in series with a chord resistor, and each controlled 
current source is in parallel with a branch capacitor. The 
controlling variables for the voltage sources are capacitor 
voltages, and for the current sources the controlling variables 
are either resistor voltages or currents. The synthesis 
procedure consists of factoring the given A-matrix into a 
product, -AA1 , where the elements of the diagonal matrix, A, 
determine the values of the capacitors in the network. The 
matrix, A1 , is partitioned into a paramount matrix (27,28) and a 
dependency matrix. The paramount matrix, after its decomposition 
into a triple matrix product, B' G B , yields the fundamental 
rc c rc 
circuit matrix for the all-capacitor tree of the network. The 
dependency matrix determines the controlling functions and the 
locations of the controlled sources in the fundamental circuit 
of the realized passive part of the network. 
ll 
In Kyriakopoulos' approach, the decomposition of a paramount 
matrix into the form of ~A1~· is required, where ~ is a 
unimodular matrix and A1 is a diagonal matrix with real positive 
entries. However, the paramount character of a matrix is only a 
necessary condition for its decomposition. The decomposition, 
~A 1~·, may fail when either the ~-matrix is not unimodular or 
the A1-matrix has some negative diagonal elements. Therefore, 
partitioning of the given A-matrix before factoring it into -AA1 
or partitioning of the A1-matrix in Kyriakopoulos' synthesis 
procedure does not guarantee that decomposition of the paramount 
matrix is possible. If the decomposition fails, he suggests 
that one should try another partitioning of the A-matrix. 
The synthesis technique which is presented in this 
dissertation follows entirely different partitioning procedures 
than those previously appearing in the literature. The approach 
to this realization problem is to examine the A-matrix for 
certain properties, identify them, and then synthesize a network 
from the given A-matrix. Furthermore, the sufficient conditions 
for decomposition of a paramount matrix of order three are 
established. The trial and error process is avoided if the 
number of capacitors and the number of inductors both are not 
more than three in the realized active RLC network. 
II. GENERAL STATE MODEL REPRESENTATIONS 
FOR LINEAR ACTIVE RLC NETWORKS 
A. INTRODUCTION 
12 
General state model representations of a linear active RLC network 
containing mutually coupled coils with a positive definite inductance 
matrix, ideal transformers, gyrators, impedance converters, and 
controlled sources of all types are presented in this chapter. These 
general state model representations are expressed explicitly in terms 
of the fundamental circuit submatrices, the network element submatrices, 
and the dependency submatrices. The branch-capacitor voltages and the 
chord-inductor currents are uniformly chosen as the state variables. 
The topological relationships of the network elements and the 
controlled sources appear explicitly in the various submatrices of the 
state model representations. Such an explicit formulation is helpful 
in providing an in-depth investigation of network properties, and it 
is not presented in previously published work. 
B. PRELIMINARY CONSIDERATIONS 
Consider a linear active RLC network consisting of controlled 
sources of all types and other devices such as mutually coupled coils, 
ideal transformers, gyrators, and impedance converters which have been 
transformed into their equivalent controlled-source representations. 
We assume that the given network has a unique solution (20,30,31,32), 
is connected, and the controlled sources are controlled by the variables 
of the passive elements and the independent sources. Since a controlled 
voltage (current) source controlled by more than one element variable 
can be considered as equivalent controlled voltage (current) sources 
connected in series (parallel), it is assumed that each controlled 
source is controlled by a distinct variable. In order to derive the 
13 
state equations in a consistent manner, each element of the network is 
considered as a separate edge of the network's linear graph. A tree is 
chosen such that all the voltage (current) sources, independent and 
controlled, are treated as branches (chords). Also it contains as many 
capacitors as possible in its branch set and as many inductors as 
possible in its chord set. 
Before the derivations of the general state model representations 
of linear active RLC networks and the three special cases of network 
state models are presented, it is helpful to consider the following 
definitions. 
Definition 2.1: Edge (29). 
An edge is defined as an element of the network's linear graph. 
Definition 2.2: Branch (29). 
A branch is defined as an element of a tree. 
Definition 2.3: Chord (29). 
A chord is defined as an element of the complement of a tree. 
Definition 2.4: Proper Tree (2). 
A proper tree of an RLC network with controlled sources is defined as 
one whose branches only contain every independent and controlled voltage 
source, every capacitor of the network, and, if necessary, resistors. 
Definition 2.5: Normal Tree (2). 
A normal tree of an RLC network with controlled sources is defined as 
one whose branches only contain every independent and controlled 
voltage source, the maximum number of capacitors, the minimum number 
of inductors, and, if necessary, resistors. 
Definition 2.6: Dependency Matrix. 
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A dependency matrix is defined as a real constant matrix whose entries 
express the controlling function coefficients of the controlled sources 
and have compatible units. For example, if a controlled voltage 
(current) source is controlled by a voltage (current) variable, the 
controlling coefficient is constant and real without any units. 
However, for a voltage (current) controlled current (voltage) source, 
then the controlling coefficient is constant and real with a conductance 
(resistance) dimension. 
C. THE STATE MODEL REPRESENTATION OF A GENERAL LINEAR ACTIVE 
RLC NETWORK 
1. Development of the General State Model Representation 
Consider a general linear active RLC network with a normal 
tree. The fundamental circuit equations, the fundamental cutset 
equations, and the terminal equations of the components for such 





B B B 0 0 u 0 0 0 0 vbc cv ce cc 
B B B B 0 0 u 0 0 0 vbr 
rv re rc rr 





B. B. B. B . Bi2 0 0 0 u 0 lV le lC lr v 
cr 








u 0 0 0 0 -B' -B' -B' -B~ -B'. I CV rv 2v lV JV be 
0 u 0 0 0 -B' -B' -B' -B: -B~ Ibr 
ce re 2e le Je 
-B' -B' -B' -B~ 
1b2 (2.C.2) 0 0 u 0 0 -B~ 0 
cc rc 2c lC JC I 
cc 
0 0 0 u 0 0 -B' -B' -B: -B~ 
rr 2r lr Jr I cr 
0 0 0 0 u 0 0 





d 0 0 0 0 v be dt 0 be 
I c d 0 0 0 0 v 0 
cc c dt cc 
0 0 d 0 0 0 I vb£ Lb dt b£ 
d (2.C.3) 
vc£ 0 0 0 L dt 0 0 I c c£ 
Ibr 0 0 0 0 Gb 0 vbr 
v 0 0 0 0 0 R I 
cr c cr 
From Eqns. (2.C.l) through (2.C.3) I two sets of explicit 
relations are obtained as shown in Eqns. (2.C.4) and (2.C.5). 
d -B~ 0 d -B~ (C + BJ C B )-- -B~ v B1 C B --b ee e ee dt Q.e re be ee e ev dt le 
BQ.e I )d BQ.r 0 I Q, BQ.v BH~Bit ~t [ V l (Le + BQ,Q,~BQ,Q, dt e + 
0 -B~ Gb -BI v 0 -B ~ I I Q.r rr br 1r 
B 0 B R I B 0 
re rr e er rv 
d -B~ B1 C B -
ee e ee dt Je 
BQ.e B H Lb B j £ ~t [ E l ; O 
+I 
0 -B~ J jr 
B 0 
re 
v cv c cc d be Q.v be rv br iv 
[
I l r-B 1 C B 0 l [V ] [ 0 B 1 ] [V ] [ 0 B 1 ] [V j [ 0 B 1 ][ Vl 
Vi ; 0 -Bi£LbB££ dt Ic£ + -Bic 0 Ic£ + -Bir 0 Icr + -Biv 0 I 
0 ] [V l [ 0 B :4 [E l [-B 1 C B 0 ] [E] 
-Bi£LbBit ~t I+ -Bie : J J + cvOc ce -Bi£LbBj£ ~t J [
-B 1 C B 







According to Eqns. (2.C.l) through (2.C.3), the relationships between the controlled sources and 




E D D . D D . D D . D 0evdll Icr evbc e1c£ evbr e1 ev e1 eibc cr 
I (2.C.6a) 






d (D + D L ~) 11 Ic£ El I (D + D . Cb d) D D . D D . 
evbc e1bc t eic£ eve£ c dt evbr e1 ev e1 cr v 
= I brl (2.C.6b) 
d (D.. + D. L ~) I Jl I (D . + D. . Cb dt) D. D D D .. cr 
JVbc Jlbc Jlc£ JVc£ c dt JVbr jicr jv Jl 
II 
v 
I I 1-' (X) 
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where all the entries of the dependency submatrices in Eqn. (2.C.6) 
are real constants with compatible units. 
* * * * Let V = V, I = I, v. = -v. , and I 
l l v 
-I , where the 
v 
asterisk variables represent the vectors of the terminal variables 






Substitute Eqn. (2.C.6b) into Eqn. (2.C.4), Eqn. (2.C.S), and 
obtain the following mathematical description of the network: 
1 T~l Tl] 
xl xl 
Tll 12 ~ [Tll 0 :12] 
1 dt 
xl + T21 xl T21 0 0 0 22 
x2 x2 








Mo Nl]dt xl +[M2 
X 
2 
B' C B D . C 
cc c ce el.bc b 
(C + B' C B b cc c cc 
+ B' C B D 
cc c ce evbc 
X 
l 
0 N2] xl + S2y 
x2 
B' C B D L 
cc c ce evc.Q, c 
B L B' D L 
Q,.Q, b j.Q, jvc.Q, c 
(B' C B D . 
cc c ce el.c.Q, 
- B~ D. L) 
JC ]VcQ. C 
- B~ D .. C) 
l JC J 1bc b 
Tll 
+ B 0 D . C ) Ne el.bc b 
-B' D jc jvbc 
B + B D 
.Q,c .Q,e ev 
be 
B' C B D 
cc c ce ev br 
B L B' D 
.Q,Q, b '.Q, • J JVbr 
+ B D L ) 
Q.e evc.Q, c 
-B~c- B~ D .. 
JV JC Jl.C.Q, 
B' C B D . 
cc c ce e1 
cr 
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* d * 





-B' D jc jvbr 
B 0 r + B D ;v te evbr 
-B' 
rc 
- B ~ D .. 
JC Jlcr 
B 0 D . ;v e el 
cr 
-B ~ D.. C 
Jr Jlbc b 
B D . C 
re elbc b 
-B' D L l jr jvct c 
B D L 
re evct c 






+ B D 
re evbc 
- B'. D. Jr JVbr 
+ B D 
re evbr 
-B' - B' D 
tr jr jict 
-B' - B'. D . . 
rr Jr J 1 cr 
R + B D 
ei c re 
cr 
t
B' C B + B' C B D 
= cc c cv cc c ce ev 
BttLbBjtDjv 
B' C B D . l cc c ce e1 
Btt~Bit + Btt1bBj t Dji 
[ 
-B' D jc jv 
= Btv + BteDev 
-B ~ - B ~ D "] lC JC J l 
B 0 D . ;ve e1 
[ 
-B' D jr jv 
= Brv + BreDev 
-B~ - B~ D .. ] 1r Jr Jl 
B D . 
re el 
B' C B D C 
cv c ce ei b be 
B . n LbB ~ n D .. C l;v J;v Jlbc b 
B' C B D L 
cv c ce evct c 






(B I c B 
ev e ee 
+ B 1 C B D 
(B I c B D . 
ev e ee elet 
ev e ee evbe - B~ D. L) 
JV ]Ve£ e 
- B ~ D.. Cb) 
JV Jlbe 
(B.nLB~nD. 
lx, b Jx, JVbe 
+ B. D . C 




+ B. D 
le evbe 
B 1 C B D 
ev e ee evbr 




+ B. D 
le evbr 
+ B . n LbB ~ n D .. lx, Jx, ]let 
+ B. D L ) 
le eve£ e 
-B 1 - B 1 D 
tv jv jiet 
B. D . 
le elet 
B 1 C B D . 




- B ~ D .. 
JV Jler 
B. D . le el 
er 
[
B 1 C B + B 1 C B D 
ev e ev ev e ee ev 
B.nL B~nD. l x, b ] x, JV 
B
1 
C B D . l ev e ee el 
BitLbBit + BitLbBjQ,Dji 
[ 
-B 1 D jv jv 
B. + B. D lV le ev 
-B~ - B~ D .. ] lV ]V Jl 
B. D . le el 
22 
In order to obtain the network state model from Eqn. (2.C.7), x
2 
must be eliminated. Thus from the 
second tier of Eqn. (2.C.7a): 
T22x2 
1 • * 
= -(T2lxl + T2lxl + W2y ) (2.C.8) 
Assume T22 is nonsingular, then: 
-1 1 • * 
x2 = -T22(T2lxl + T2lxl + W2y ) (2.C.9) 
Substitute x2 of Eqn. (2.C.9) into the first tier of Eqn. (2.C.7a) and into Eqn. (2.C.7b). This yields: 
t 1 1 -1 -1 1 (TO T1 T -1T1 j [ l [ (T -1 ) (T11 - T12T22T:1 - T12T22T21) 11 - :2 22 21 ~t :: = - 11 - T:2T22T21 0 II xl 
U 11x1 
[ -1 ] [ 1 -1 1] Tl2T22w2 - wl * Tl2T22w2 - wl d * 
+ y + - y 




_:it -1 -1 1 d -1 -1 1 
[
xl] [xl] y = [M1- N1T22T21 MO- N1T22T21]dt ~1 +[M2- N2T22T21 -N2T22T21] ~1 
Assume the matrix, (T~ 1 
-1 * -1 d * 
+[S2- N2T22W2]y +[Sl- NlT22W2]dt y 
T1 T-lTl ) , is nonsingular. Also let: 
12 22 21 
0 1 -1 1 -1 -1 1 1 -1 1 





0 1 -1 1 -1 -1 
A2 = (T11 - T12T22T21) (T12T22T21 - Tll) 





= ( O - T1 T-1T1 )-1 (T T- 1W - W ) 
K T11 12 22 21 12 22 2 1 
= [K11 K12] 
K21 K22 
0 1 -1 1 -1 1 -1 1 




-1 1 0 1 -1 1 -1 -1 1 1 -1 1 
(MO- N1T22T21) (T11 - T12T22T21) (T12T22T21 + T12T22T21- T11) 
-1 -1 1 
+(M1- N1T22T21- N2T22T21) 
[





-1 1 0 
p2 = {MO- NlT22T21) {Tll 
= [: 211 : 212] 
221 222 
1 -1 1 -1 -1 -1 
Tl2T22T21) (Tl2T22T21 - Tll)+(M2 - N2T22T21) 




-1 1 0 1 -1 1 -1 1 -1 1 -1 
R = (MO- NlT22T21) (Tll- Tl2T22T21) (Tl2T22W2- Wl)+(Sl- NlT22W2) 
[:11 :12] 21 22 
Then from Eqn. (2.C.l0), the normal-form state model representation of a general linear active RLC 





+ B11B~ D. 
Jr JVbc 
* Qy d * + R dt y 
+ S (B + B D ) 
12 rc re evbc 
+ (B' + B ~ D. . ) a - B ~ D. a ] 
rc JC Jlcr 21 JC JVbr 11 
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( 2. C. 11a) 
(2.C.1lb) 
-6 [(B' C B D. - B~ D. L) + S 11 (B~r + B~ D .. ) 4 cc c ce e1c£ JC JVc£ c N Jr Jlc£ 
+ S12B D . + (B' + B~ D .. )a 22 - B~ D. a 12 J re e1c£ rc JC Jlcr JC JVbr 
+ B 21 (B~r + B~ D .. ) + S B D . N Jr Jlc£ 22 re e1c£ 
+ (B2r + B D )a - BneDel· a22] 2e evbr 12 N cr 
+ B 11B~ D. Jr JVbc + B (B + B D ) 12 rc re evbc 
+ (B' + B ~ D ) a - B ~ D. a 11 ] rc JC jicr 21 JC JVbr 
-1 -~ 3 [(B~~h B~~D. + B~ D . Cb) + B 1B' D. b J JVbc e e1bc 2 jr JVbc 
-1 -1 ~ 3 F 21F 11 [(B' C B D . cc c ce e1c~ - B~ D. L) JC JVC~ C 
+ B 11 (B~r + B~ D .. ) + B B D . N Jr Jlc~ 12 re e1c~ 
+ (B' 
rc 
+ B~ D.. )a 22 - B~ D. a 12 J JC Jlcr JC JVbr 
+ B 21 (B~r + B'. D. . ) + B B D . N Jr Jlc~ 22 re e1c~ 
+ (B~r + B D )a - BneDel· a22] ~e evbr 12 N cr 
28 
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6 [y B I D + y (B + B D ) + B 1, D . ] 4 11 . . 12 Jr JVbc rc re evbc JC JVbc 
6 4 [y 11 (B~r + B~ D .. ) + y B D + (B~c + B~ D .. )] ~ Jr Jlc,Q, 12 re eic,Q, ~ JC Jlc,Q, 
-f:.. - 1 F F- 1 [y B 1 D + (B + B D ) + B ~ D. ] 




[y 21B~ D. + y 2 (B + B D )+(Bn + Bn D )] Jr JVbc 2 rc re evbc ~c ~e evbc 
+ (B~c+B 1• D .. )] 
~ JC Jlc,Q, 
-1 
-6 3 [y 21 (BQ_r + B ~ D.. ) + y B D . + B,Q, D . ] Jr Jlc,Q, 22 re e1c,Q, e e1c,Q, 
-1 -1 
+ F F 6 [y B 1 D + y (B + B D )+(Bn + Bn D )] 11 12 3 21 jr jv 22 rv re ev ~v ~e ev 
K -6-1F F- 1 [y B' D + y (B + B D ) + B~ D. ] 
21 3 21 11 11 jr jv 12 rv re ev JC JV 
6- 1 [y B' D + y (B + B D )+(B 0 + Bn D )] 
- 3 21 jr jv 22 rv re ev NV Ne ev 
G11 -6 [(B' C B + B' C B D ) + S 11B~ D. 4 cc c cv cc c ce ev Jr JV 
+ S (B + B D )] 12 rv re ev 
G12 -6 [B' C B D + S (B' + B~ D .. ) + S12B D.] 4 cc c ce ei 11 ir Jr Jl re e1 
+ S22B D .] re e1 
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-1 -1 ~ F F [B' C B D + S (B' + B' D ) + S12B D.] 3 21 11 cc c ce ei 11 ir jr ji re e1 
+ S22B D .] re e1 
+ (B' C B D E - B' C B D . E ) 
cv c ce evbr 11 cv c ce e1cr 21 
+ (B~v + B~ D .. )a21 - B' D a JV Jlcr jv jvbr 11 
v A + V A + (B' C B D . - B~ D. L ) 
11 112 12 122 cv c ce e1c£ JV JVc £ c 
+ (B' C B D E - B' C B D E ) 
cv c ce ev 12 cv c ce ei 22 br cr 
+ (B' + B' D ) - B' D a 
rv jv jicr a22 jv jvbr 12 
B~ D.. C ) 
JV Jlbc b 
+ (B. + B D )a - B. D . a 
1r ie evbr 11 1e elcr 21 
+ (B. + B, D ) a 
1r 1e evbr 12 
- B D a ie ei 22 
cr 
V A + V A - B' D - B' D E 
11 211 12 221 jv jvbc jv jvbr 11 
+ ( B ~v + B '. D . . ) E 21 JV Jlcr 
+ (B I + B ~ D . . ) E 
rv JV Jl 22 
cr 
v A + V A + 21 211 22 221 (B. 
- B. D . E le e1 21 
cr 
lC 
+ B. D ) +(B. 
1e evbc 1r 
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+B. D ) E 
1e evbr 11 
- B. D . t.
22 1e e1 
cr 
+ (B~v + B~ D .. )n 21 JV Jlcr 
+ (B~v + B ~ D . . ) n 22 JV Jlcr 
v K + v K + 21 11 22 21 
- B. D . n 21 1e e1 
cr 
- B. D . n 1e e1 22 
cr 
(B. +B. D )+(B. 1v 1e ev 1r 
+ B' C B D n - B' C B De
1
. n21 cv c ce ev 11 cv c ce br cr 
3 3 
+ B. D ) n 11 1e evbr 
Rl2 vllG12 + v G + B' C B D + B' C B D 1l 12 22 CV c ce ei cv c ce evbr 12 
- B' c B D ll22 CV c ce e1 
cr 
R21 v21Gll + v22G21 + B . .Q,LbB~.Q,D. + Bi.Q,LbBj.Q,Djvbrllll l J JV 
In the expressions of Aijk' Pijk (i=l,2; j=l,2; k=l,2) and 
K .. , G .. , Q .. , R .. (i=l,2; j=l,2), the submatrices are defined 





Gb - B~ D. Jr JVbr 
-B' - B'. D .. 





+ B D 
re evbr 








B' c B D cb + B' c B D all cc c ce eibc cc c ce ev br 
B' c B D L + B' c B D al2 cc c ce ev 
c£ c cc c ce evbr 
-1 -1 ~ 2B~ D. L + TllTl 2~l B D L Jr JVc£ c re eve£ c 
-1 -1 -1 ~1 T21TllB'. D.. Cb + ~l B D . Cb Jr Jlbc re e1bc 
-1 -1 ~ T 2 lTllB~ D. L Jr JVc£ c 
- B' c 
cc 
- B' c 
cc 
B' C B D ~ -1 -1 B' C B D . ~ T T 
cc c ce e1 1 21 11 
cr 
cc c ce ev 2 br 
c 
c 
B' C B D T-lT ~-1 
cc c ce ev 11 12 1 br 
-1 B' C B D . ~ 
cc c ce e1 1 
cr 
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B D a21 ce e1 
cr 
B D a 






-1 -1 B~ D. 6 - (B' + B~ D .. )61 T 21T 11 JC JVbr 2 rc JC Jlcr 
-1 -1 -1 B ~ D. T T 6 - (B' + B ~ D. . ) 6 1 JC JVbr 11 12 1 rc JC Jlcr 
-1 -1 (B + B D )6 - B0 D . 6 1 T 21 T 11 £r £e evbr 2 ~e e1cr 
B' C B (D a CV C ce evbr 11 














B 0 D . 6 1 ~e e1 
cr 
+ D . Cb) 
elbc 
+ D L ) 
ev 
c £ c 
+D .. Cb) 21 J 1bc 
0 .
1
. a 22 +D. L ) J cr JVc~ c 
-1 -1 6 2 (B~r + B ~ D. . ) + T T 6 B D . ~ Jr Jlc£ 11 12 1 re e1c£ 
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-1 -1 -1 
E 22 6 1 T 21 T 11 (B~r + B~ D .. ) + 6 B D. N Jr Jlc£ 1 re elc£ 
" I + -1 6-1 ( B D ) u 2 B . D. T T l B + Jr JV 11 12 rv re ev 
-1 -1 -1 6 1 T 21T 11 (Bl~r + B~ D .. ) + 6 B D . Jr Jl re el 
where 6 1 , 6 2 , 6 3 , and 6 4 are obtained by matrix factorization for 
representation of the inverse of the matrices, T22 and 
(See Appendix A) 
-1 Should 6 3 not exist, this merely indicates that the matrix 
factorization for representing the inverse of either T22 or 
(T~1 T~ 2T;~T~1 ) is not valid for use here. Under this condition, 
-1 0 1 -1 1 -1 
we can calculate T22 or (T11 - T12T22T21 ) directly. Let: 
and 
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respectively. Then the general linear active RLC network state 
model can still be obtained by using the representation of 
Eqn. ( 2 . C. ll) . 
From the general state model representation shown in 
Eqn. (2.C.ll), there are two points worth noting: 
(l) The controlled sources in the network may modify the 
number of states, i.e., the order of complexity 
required to describe the network. They may cause an 
increase or a decrease in the order of complexity of 
the network from that which would be obtained if the 
controlled sources were suppressed in the network to 
yield a passive network. 
(2) When the matrix, 
the derivative functions of the independent sources 
exist in the state model if Theorem 2.1, which 
follows, is satisfied. This state model property is 
different from that of linear passive networks with 
independent source derivatives (33,34). 
Theorem 2.1: If a state model of a general linear active RLC 
network has terms corresponding to the derivatives of the 
independent sources, then the network graph contains either 
(a) at least one fundamental circuit consisting only of 
capacitors and independent voltage sources and/or controlled 
voltage sources controlled by voltages of independent voltage 
sources and/or currents of independent current sources, or 
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(b) at least one fundamental cutset consisting only of inductors 
and independent current sources and/or controlled current sources 
controlled by voltages of independent voltage sources and/or 
currents of independent current sources. 
Proof: From Eqn. (2.C.ll) it is obvious that for derivatives of 
the independent sources to be present in the state model at least 
one of the submatrices, G11 , G12 , G21 , G22 , R11 , R12 , R21 , and 
R22 , is not equal to zero. From the symbolic expressions of 
these submatrices in Eqn. (2.C.ll) it is evident that this is true 
only if one of the following groups of submatrices is not null. 
(1) c and B with/without B 
c cv cc 
(2) B , c , B , and D and/or D 
ei cc c ce ev 
(3) B , c , B , D , and B. 
cc c ce evbr 1r 
(4) B , c , B , D , B. ' and D. and/or D .. cc c ce evbr Jr JV ]1 
( 5) B , c , B , D , B , and B 













and D , and/or D 












c , B 
' 
D 
ei ' B , and D and/or D ei c ce re ev 
cr 






B , and B. 




c , B 
' 
D , B , B. , and D. and/or D .. 
cc c ce ei rr Jr JV ]1 
cr 
(11) Lb and Bi£ with/without B££ 
(12) BQ,Q,' L b' Bj£' and D. and/or D .. JV J1 
(13) BQ,£' L b' Bj£' D. , and B. JVbr 1r 
(14) B££' Lb, Bj£' D. , B. , and D. and/or D .. JVbr Jr JV ]1 
(15) B££' Lb, Bj£' D. , B rr' and B JVbr rv 
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(16) BQ,Q,' Lb' BjQ,' D. ' B ' B ' and D and/or D ei JVbr rr re ev 
(1 7) BQ,Q,' L b' BjQ,' D .. ' and B Jlcr rv 
(18) BQ,Q,' Lb, BjQ,' D .. ' B ' and D and/or D ei Jlcr re ev 
( 19) BQ,Q,' Lb' BjQ,' D .. ' B ' and B. Jlcr rr 1r 




B. ' and D. and/or D .. 
J 1cr rr Jr JV Jl 
From the topological relationships of these groups of 
submatrices, groups (1) to (10) are for condition (a), and groups 
(11) to (20) are for condition (b). Therefore, the proof of the 
theorem follows. 
It should be noted that either (a) or (b) is the necessary 
condition for a state model of a general linear active RLC 
network to have terms corresponding to the derivatives of the 
independent sources. However, they are not sufficient conditions 
since the controlling function coefficients of the controlled 
sources can be constants of any real value and thus it is possible 
to make the matrices, G and R, null. 
2. 0 1 -1 1 Results of Either T22 or (T11 - T12T22T21 ) Being Singular 
The existence of Eqn. (2.C.ll) is based upon the assumption 
0 1 -1 1 that T22 and (T - T T T ) are nonsingular. When the 11 12 22 21 
submatrix, T22 , of a linear active RLC network having a unique 
solution is singular, Eqn. (2.C.8) is transformed by elementary 
row operations so that at least one row of T22 is zero (31). A 
relation results which is a linear combination of the defined 
state variables, the elements of x 1 and its first derivatives, 
* and the independent sources, y . Therefore, there is a 
redundancy, and the number of states required for describing the 
network is reduced from that given in the original state vector. 
Note that T is positive definite and therefore nonsingular for 22 
a passive RLC network. Thus, a singular T22 is only possible 
when controlled sources exist in the network. 
1 -1 1 ) . . 1 d . . 1 T12T22T21 1s s1ngu ar an T22 1s nons1ngu ar, a 
new degeneracy in the originally defined state variables exists. 
Nevertheless, the redundancy elimination problem identified by 
0 
a singular T22 or (T11 T
1 T-lTl ) is an elementary one in 
12 22 21 
mathematics and has been solved (40). Therefore, it will not be 
presented. Examples 2.1 and 2.2 are given below to illustrate 
0 1 -1 1 
the case of a singular T22 and (T11 - T12T22T21 ) , respectively. 
Example 2.1: Consider the network and its associated linear 
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graph shown in Fig. 2.1. Show that T22 is singular and write the 
state equation of the given network. 
Using the network graph of Fig. 2.l(b), the symbolic 
expressions of various submatrices of Eqn. (2.C.7), and 
Eqn. (2.C.8), it is not difficult to obtain: 
0 
[ 0 -1] 
-1 0 
and 
Therefore the T22 matrix is singular and i£ = -i . s 
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(2.C.l2) 
The state equation for the given network can be written 
directly and is: 
v 
c 
-(1/cr )v + (l/cr1 )v 1 c s (2.C.l3) 
It is seen that i£ is not needed as a state variable due to 
the controlled source j = g 2v in the cutset defined by the 1 r 2 
branch resistor, r 2 • However, if the controlling function 
coefficient of the controlled source changes to any value other 
than g 2 , i£ is required as a state variable to describe the 
network. 
Example 2.2: Consider the network and its associated linear 
h h . F . 2 h . ( 0 1 T-lT 1 ) grap s own ln lg. .2. Show that t e matrlx, T11 - T12 22 21 , 
is singular and write the state equation of the network. 





jl = g v 2 r 2 
(a) (b) 
Fig. 2.1 (a) Network of Example 2.1 and 




.... .Q, -~, l 








Fig. 2.2 (a) Network of Example 2.2 and 
(b) its associated graph 
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44 
expressions of various subrnatrices in Eqn. ( 2 . C . 7) , and 
Eqn. (2.C.10a), it is obtained that: 
0 0 0 
0 0 0 0 T11 
0 0 gt1.Q,2 
c 
1 0 0 
1 
T11 0 c2 -g.Q, 1 
0 0 Q, +t 1 2 
0 0 
-: l T11 0 0 
-1 1 
1 
r: :J T12 
0 1 







[ _: 0 :] T21 1 
and 
T22 = [ :
1 :J 
T;; = [:1 :J 
wi = :] 
W1 = [:] 
W2 = [ :] 
45 
cl 0 0 0 0 0 I lvcl -g g2 -1 0 0 0 II vel I I g2 2 
0 c2 -g£ 0 0 0 I lvc2 g2 -g 1 0 0 0 vc21 l-g2 1 2 
0 0 £1+£2 0 0 g£1 £21 i£ 1 -1 0 0 0 0 i£ I I 0 
d 1 ~ 11+1 0 lvs (2.C.l4) - = dt . 
1 0 0 0 0 0 I v 0 0 0 1 0 0 
cl cl 
0 1 0 0 0 0 I IV 0 0 0 0 1 0 v I I 0 
c2 c2 
. 
0 0 1 0 0 0 I li£ 0 0 0 0 0 1 i£ I I 0 
1 1 
L-
It is obvious that the matrix, 0 1 -1 1 ) . . 1 (T11 - T12T22T21 , 1s s1ngu ar. Delete the fourth and fifth rows and 
. . 
columns of the coefficient matrices, and the state variables, v and v , in Eqn. 
cl c2 
( 2. c .14) . This yields: 
cl 0 0 0 I I vel -g 2 g2 -1 ~ r vel I I g2 
0 c2 -g£ 0 ld 
v g2 -g2 1 0 v -g2 1 c2 c2 
= + lvs (2.C.l5) dt 
0 0 £1+£2 g£1 £21 i£ 1 -1 0 0 i£ 0 
1 1 
. . 
0 0 1 0 I li£ 0 0 0 1 i£11 I 0 I 1 ~ 01 
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Then the normal form of the state equation of this example 
is: 
v -g /c g2/cl -1/c 0 v 
cl 2 1 1 cl 
v g2/c2 -g2/c2 l/c2 gQ.l/c2 v c2 c2 
d 
dt 
iQ, 0 0 0 1 i 
1 Q,l 
. 
-(Q, +Q. )jgQ, Q, iQ, 1/g£122 -l/g21Q,2 0 iQ, 








Note that the presence of the controlled current source in 
the all-inductor cutset, which is controlled by one of the 
inductor voltages, causes an increase in the order of the state 
vector of the network from that of the passive network obtained 
by suppressing the controlled source. 
D. STATE MODEL REPRESENTATIONS FOR SPECIAL CASES OF LINEAR ACTIVE 
RLC NETWORKS 
A general state model representation of linear active RLC networks 
is presented in the preceding section. However, sometimes the state 
model representations for special cases of linear active RLC networks 
are desired. Several are presented in this section. 
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According to the topology of the network elements and the 
controlling functions of the controlled sources, three different 
special cases are considered. 
Definition 2.7: Special Case 1 Network. 
A Special Case 1 Network is defined as a linear active RLC network with 
a proper tree and general controlling functions of controlled sources. 
Definition 2.8: Special Case 2 Network. 
A Special Case 2 Network is defined as a linear active RLC network with 
a normal tree and the controlling function of the controlled sources 
contains no voltages across inductors nor currents through capacitors. 
Definition 2.9: Special Case 3 Network. 
A Special Case 3 Network is defined as a linear active RLC network with 
a proper tree and the controlling function of the controlled sources 
contains no voltages across inductors nor currents through capacitors. 
Now the three special cases are presented separately. 
1. Special Case 1 Network State Model Representation 
Consider a Special Case 1 Network - a linear active RLC network 
with a proper tree and general controlling functions of controlled 
sources. The relationship between the controlled sources and 
controlling variables is the same as that given in Eqn. (2.C.6). 
However, the network element matrices, Cc and Lb, and the fundamental 
circuit submatrices, B , B , B , 
cv ce cc 







C - B'. 0.. C 
b JC J1bc b 
B 0 0 . C 
x,e e1bc b 
[
-B ~ 0.. Cb 
JV J1bc 
B. 0 . C 
1e e1bc b 
(2.0.lb) 
-B' 0 L l jv jvc,Q, c 
B. 0 L 
1e evc,Q, c 
d h h b · l T T T W an t e ot er su matr1ces, T21 , 11 , T12 , 21 , 22 , 1 , w2 , M2 , N2 , 
and s 2 are the same as those in Eqn. (2.C.7). 
In order to obtain the network state model from Eqn. (2.0.1), 
x 2 must be eliminated. Thus from the second tier of Eqn. (2.0.la): 
Assume T22 is nonsingular; then: 
Substitute x 2 of Eqn. (2.0.3) into the first tier of Eqn. (2.D.la) and 




Assume the matrix, (Tl - T T-lTl ) is nonsingular. 11 12 22 21 I Also let: 
1 A (Tll T-lTl )-1( T-lT 





1 -1 1 -1 -1 






Then from Eqn. (2.D.4) the normal-form state model representation of 





* Ax1 + Ky 






A12 !:,. [ y ( B ~ + B 
1
• D . . ) + y B D . + ( B ~ c + B 1, D .. ) ] 
4 11 Nr Jr Jlc>!, 12 re e1c9, N JC Jlc>!, 
+ y (B + B D ) + B~ D. ] 
12 rc re evbc JC JVbc 
-1 
-6 3 [y 21B~ D. + y 22 (B + B D )+(Bn + Bn D )] Jr JVbc rc re evbc Nc Ne evbc 
-1 
-6 3 [y 21 (B~r + B ~ D . . ) + y B D . + Bn D . ] N Jr Jlc>!, 22 re e1c>!, Ne elc>!, 
K11 = 6 4 [y 11B~ D. + y (B + B D ) + B~ D. ] Jr JV 12 rv re ev JC JV 
K = !:,. [y (B I + B I D ) + y B D + (B ~ + B 1, D .. )] 
12 4 11 ir jr ji 12 re ei 1c JC Jl 
-1 
-6 3 [y 21B~ D. + y (B + B D )+(Bn + Bn D )] Jr JV 22 rv re ev NV Ne ev 
pll VllAll + Vl2A21- B~ D. - B' D s + (Br'v + B~ D .. ) s 21 JV JVbc jv jvbr 11 JV J1cr 
v A + v A - (B' + B' D ) 
11 12 12 22 ~v jv jic~ 
+ (B I + B ~ D. . ) E 
rv JV J1 22 
- B. D . s 21 1e e1 
cr 
cr 
- B'. D. s 
JV ]Vbr 12 
p v A + v A +B . D . + (B . +B. D )s - B D s 22 22 21 12 22 22 1e e1c~ 1r 1e evbr 12 ie eicr 
Q12 v 11K12 + v K - (B~ + B~ D .. ) - B~ D. n12 12 22 1V JV ]1 JV ]Vbr 
+ (B' + B' D )n 
rv jv ji 22 
- B. D . n 1e e1 21 
cr 
cr 
In the expressions of A .. , K .. , P . . , and Q. . (i, j=l, 2) , the 1] 1] 1] 1] 







-B' - B~ D .. 
rr Jr J 1 er 
B + B D 
rr re evbr 
R + B D . 
e re e1 
er 
{c - B' D C ) - B' D a + (B' + B' D )a 
b je jibe b je jvbr 11 re je jier 21 
-B' D L - B' D a + je jve£ e je jvbr 12 (B I re + B ~ D. . ) a 22 Je Jler 
F 21 B£ D . C + (B + B D )a - B£eDei a 21 e e1be b £r £e evbr 11 er 
F 22 {L + Bn D )+{Bn + B D )a - BneDe1. a 22 e Ne eve£ ~r £e evbr 12 N er 
-1 -1 t:. 2B~ D .. C + T T L} B D . Cb Jr Jlbe b 11 12 1 re e1be 
al2 
-1 -1 t:. 2 B~ D. L + Tl1 T12t:. 1 B D L Jr JVe£ e re eve£ e 
54 
-1 -1 
6l T 2 lTllB~ D. L Jr JVc_Q, c 
-1 -1 
B'. D. T lT 2 6 1 JC JVbr 1 1 
+ 6-lB D L 




+ B'. D.. )6
1 JC Jl 
cr 
-1 -1 (B 0 r + B D )6 - B 0 D . 6 1 T2 lTll ~ _Q,e evbr 2 ~e e1cr 
-B~ D .. Cb- B~ D. a 11 + (B' + B~ D .. )a21 JV Jlbc JV JVbr rv JV Jlcr 
-B' D L jv jvc_Q, c 
B . D . C + (B. + B. D )a 
1e e1bc b 1r 1e evbr 11 
B. D L + (B. + B. D )a 
1e evc_Q, c 1r 1e evbr 12 
B. D . a 21 1e e1 
cr 




-1 -1 + A-l(B 6.1 T T B~ D. Dl + B D ) 21 11 Jr JVbc rc re evbc 
-1 -1 lJ. (B' + B' D ) + T T lJ. B D . 2 ir jr ji 11 12 1 re e1 
where 6. 1 , 6. 2 , 6. 3 , and 6. 4 are obtained by matrix factorization for 
representation of the inverse of the matrices, T22 and 
(See Appendix A) 
-1 Should 6. 3 not exist, this merely indicates that the matrix 
factorization for representing the inverse of either T22 or 
(T~ 1 - T12T;~T~ 1 ) is not valid for use here. Under this condition, 
-1 1 -1 1 -1 
we can calculate T22 or (T11 - T12T22T21 ) directly. Let: 
and 
respectively, the Special Case 1 Network state model can still be 
obtained by using the representation of Eqn. (2.D.6). 
Following a similar presentation as that in Section C.2, when 
nonsingular, the number of states required for describing the network 
is reduced from that given originally in x1 because of the nonzero 
1 -1 1 
nullity of the matrices, T22 or (T11 - T12T22T21 ). However, T22 and 
(T~1 - T12T;~T~1 ) are positive definite and therefore nonsingular for 
a passive RLC network. Thus a singular T22 or (T1
1
1 - T T-
1T1 ) is 12 22 21 
only possible when controlled sources exist in the network. 
Compare the Special Case 1 Network state model representation 
shown in Eqn. (2.D.S) with the general state model representation of 
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Eqn. ( 2. D. 11) . It is seen that ~l is not a required state variable in 
the Special Case 1 Network. Therefore the order of complexity of such 
a network is never greater than that which would be obtained had the 
network been passive. In the general state model representation of 
. 
Eqn. (2.C.ll) the elements of the state vector include x 1 , and 
therefore it is possible for an increase in the order of complexity 
to result. However, this only happens when the controlling function 
of the controlled sources contains inductor voltages and/or capacitor 
currents and the network has a normal tree. 
2. Special Case 2 Network State Model Representation 
Consider a Special Case 2 Network - a linear active RLC network 
with a normal tree and the controlling function of the controlled 
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sources contains no voltages across inductors nor currents through 
capacitors. Thus the dependency submatrices, D . , D , D .. , and 
e1bc eve£ J1bc 











(C + B I c B b cc c cc 
+ B' C B D ) 
1 cc c ce evbc 
Tll 
[
B' C B + B' C B D 
cv c cc cv c ce evbc 
B. n LbB ~ nD. 
1x.. Jx.. JVbc 
other submatrices, 1 T12' Tll' 
Sl, and 82, are the same as 
order to obtain the Special 
B' C B D . 
cc c ce e1c£ 
0 
1 T 12' T21' T 22' w 1' w 2' wl, 
those in Eqn. (2.C.7). 
Case 2 Network state model 
(2.D.7a) 
( 2. D. 7b) 
M2, 
from 
Eqn. (2.D.7), x 2 must be eliminated. Thus from the second tier of 
Eqn. ( 2. D. 7 a) : 
T X 22 2 




Substitute x 2 of Eqn. (2.0.9) into the first tier of Eqn. (2.0.7a) and 
into Eqn. (2.D.7b). This yields: 
-* y 
Assume the matrix, T1 T-lT ) is nonsingular. 12 22 21 , 
A 
K (Tl Tl T-1 )-1( T-lW 









1 1 -1 -1 1 -1 





Then from Eqn. (2.D.l0) the normal-form state model representation of 




* d * Ax1 + Ky + G dt Y 
* Px1 + Qy 






All 6 4 [y 11B~ D. + y (B + B D ) + B~ D. ] Jr JVbc 12 rc re evbc JC ]Vbc 
-1 -1 
+ FllF1263 [y lB~ D. + y22(Brc + B D )+(Bn + Bn D )] 2 Jr JVbc re evbc Nc Ne evbc 
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-1 
-6 3 [y 21B~ D. + y 22 (B + B D )+(B 0 + B 0 D )] Jr JVbc rc re evbc Nc Ne evbc 
-1 I 
-6 3 [y 21 (B 0 r + B~ D .. ) + y B D. + B~ D. ] N Jr Jlc~ 22 re e1c.Q, e elc.Q, 
K11 = 6 4 [y 11B~ D. + y (B + B D ) + B~ D. ] Jr JV 12 rv re ev JC JV 
K12 = 6 4 [y 11B~ + B~ D .. ) + y 12B D . + (B~ + B~ D .. )] 1r Jr Jl re e1 1c JC Jl 
6- 1 F- 1 [ B' D + y (B + B D ) + B~ D. ] K21 - 3 F21 11 y11 jr jv 12 rv re ev JC JV 
-6-1 [y B~ D. + y 22 (Brv + B D )+(B 0 + B0 D )] 3 21 Jr JV re ev Nv Ne ev 
K -6-1F F-1 [y (B' + B' D ) + y B D + (B' + B~ D .. )] 
22 3 21 11 11 ir jr ji 12 re ei ic JC Jl 
-1 
-6 [y (B' + B~ D .. ) + y B D + B 0 D.] 3 21 ir Jr Jl 22 re ei Ne e1 
G11 = -6 [(B' C B + B' C B D ) 4 cc c cv cc c ce ev + B 11B ~ D . + B ( B + B D ) ] Jr JV 12 rv re ev 
G12 = -6 4 [B' C B D. + s 11 (B~ + B~ D .. ) + S B D. cc c ce e1 1r Jr Jl 12 re e1 
+ S22B D .] re e1 
+ s12 (B + B D )] rv re ev 
-1 
-6 3 [(B 00 LbB1~n + B 00 LbBJ~nDJ. 1.) + S (B' + B~ D .. ) + S B D .] NN N NN N 21 ir Jr Jl 22 re el 
P11 V A + v A - B~ D. - B' D E + (Br'v + B~ D .. )E 21 11 11 12 21 JV JVbc jv jvbr 11 JV Jlcr 
P v A + v A - (B' + B' D ) 12 = 11 12 12 22 £v jv jic£ - B~ D. E JV ]Vbr 12 
+ (B~v + B~ D .. )E 22 JV Jlcr 
v A + v A + 21 11 22 21 (B. lC 
- B. D . E 21 l.e el. 
cr 
+ B. D ) +(B. + B. D ) E 
1e evbc 1r 1e evbr 11 
B. D . E 22 1.e el. 
cr 
B ~ D. n11 + (B' + B ~ D.. ) n JV JVbr rv JV Jlcr 21 
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Q v K + v K - (B~ + B~ D .. ) - B' D n 
12 11 12 12 22 1v JV ]1 jv jvbr 12 
+ (B' 
rv 
+ B' D )n 
. . . 22 JV J1cr 
Q v K + v K + B D + (B. + B. D )n - B. D . n 22 21 12 22 22 ie ei 1r 1e evbr 12 1e e1cr 22 
R - v G + v G + (B' C B + B' C B D ) 11 - 11 11 12 21 cv c cv cv c ce ev 
+ B' C B D n - B' C B De; n21 cv c ce evbr 11 cv c ce ~cr 
R12 V G + v G + B' C B D . + B' C B D n 11 12 12 22 cv c ce e1 cv c ce evbr 12 
- B' C B D . n 
cv c ce e1 22 
cr 
+ B. L B~ D. n - B L B' D n 
1t b Jt JVbr 12 it b jt jicr 22 
In the expressions of A .. , K .. , G .. , P .. , Q . . , and R .. 
l] lJ 1] l] l] lJ 
(i=l,2; j=l,2), the subrnatrices are defined as follows: 







- B'. D .. 
Jr Jlcr 
+ B D 
re evbr 
R + B D . 
c re e1 
cr 
-1 
T22 - T21T11T12 
(Cb + B I c B 
cc c cc 
+ B' C B D ) + B' C B D E 
cc c ce evbc cc c ce evbr 11 
- B' C B De
1
. E 21 cc c ce 
cr 
F B' C B D . + B' C B D E - B' C B De
1
. E 22 12 cc c ce e1c~ cc c ce evbr 12 cc c ce cr 
F-1F F 22 - F 21 11 12 and nonsingu1ar 
-1 -1 
F11 + F11F12(F22 
B' C B D 6 




-1 -1 -1 
B' C B D TllTl 2~ - B' C B D . ~ cc c ce evbr 1 cc c ce e1cr 1 
-1 -1 (Bnr + B D )T T ~ 
><- Q,e evbr 11 12 1 
B' C B 
cv c cc 
+ B' C B (D 
cv c ce evbc 
-1 
Bn D . ~1 ><-e e1 
cr 
+ D E - D . E ) 
evbr 11 e1cr 21 
B C B (D . + D E - De
1
. E 22 ) cv c ce elcQ, evbr 12 cr 
B.nLbB~n (D. +D. Ell- D.l. E21) 
l><- ]><- JVbc JVbr J cr 
-1 -1 ~2B~ D. + Tl1Tl2~1 (B + B D ) Jr JVbc rc re evbc 
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A ( ' I ) + T-lT /}-lB D . 
u Bn +B. D.. 11 12 1 2 Nr Jr Jlc,Q, re elc,Q, 
where {} 1 , {} 2 , {} 3 , and {} 4 are obtained by matrix factorization for 
representation of the inverse of the matrices, T 22 and 
(See Appendix A) 
Following the same presentation as that in Section D.l, should 
-1 {} 3 not exist, 
Then the Special Case 2 Network state model can still be obtained by 
using the representation of Eqn. (2.D.l2). 
( 1 1 -1 ) b . . The results of either T 22 or T11 - T12T22T21 e1ng s1ngular 
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and the property of the order of the complexity in the Special Case 2 
Network are the same as those in the Special Case 1 Network of 
Section D.l. 
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3. Special Case 3 Network State Model Representation 
Consider a Special Case 3 Network - a linear active RLC network 
with a proper tree and the controlling function of the controlled 
sources contains no voltages across inductors nor currents through 
capacitors. The dependency submatrices, D . , D , D.. and D. 
e 1 bc ev c£ J 1 bc' J v c£ 
in Eqn. (2.C.6), the network element matrices, Cc and Lb, and the 
fundamental circuit submatrices, Bcv' Bee' Bee' B.Q,.Q,' Bi£' and Bj.Q,' in 





and the other submatrices, T11 , T12 , T21 , T22 , w1 , w2 , M2 , N2
, and 
s 2 , are the same as those in Eqn. (2.C.7). 
1 It is obvious that T11 is 
a diagonal matrix with positive entries and always nonsingular. 
Following the procedure of Section D.2 and the relationships 
shown in Eqn. (2.D.8) and Eqn. (2.D.9), the vector, x 2 , is 
eliminated if T 22 is nonsingular. This yields: 
(2.D.l4a) 
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Then from Eqn. (2.D.l4) the normal-form state model representation 
of a Special Case 3 Network is: 




y * Px + Qy 1 
-1 
Cb [y11B~ D. + y12(Brc + B D ) + B~ D . ] 






Cb [y 11 (B~r + B~ D .. ) + y B D . + (B~c + B~ D .. )] N Jr J1c£ 12 re e1c£ N JC J1c£ 
-1 
-L [y 21B~ D. + y 22 (Brc + B D )+(Bn + Bn D )] c Jr JVbc re evbc Nc Ne evbc 
-1 
-L [y (B' + B' D ) + y B D + Bn D . ] 
c 21 Q.r jr jic£ 22 re eic£ Ne e1c£ 
-1 
Cb [y 11B~ D. + y (B + B D ) + B~ D. ] Jr JV 12 rv re ev JC JV 
-1 
-Lc [y21B]~rD].V + y22(B + B D )+(Bn + Bn D )] 




-L [y 21 (B~ + B~ D .. ) + y B D . + B 0 D .] c 1r Jr Jl 22 re e1 Ne e1 
-B~ D. - B~ D. s 11 + (Br'v + B~ D .. )s 21 JV ]Vbc JV ]Vbr JV Jlcr 
-(B~v + B~ D .. ) - B~ D. s 12 + (Br'v + B~ D . . ) s 22 N JV Jlc£ JV JVbr JV Jlcr 
(B. 
lC 
+B. D )+(B. +B. D )s11 - B. D . s 21 1e evbc 1r 1e evbr 1e e1cr 
B. D . 
1e e1c£ 
+ (B. 1r 
- B ~ D . - B ~ D . T1 ll + ( Br' v + B ~ D .. ) T1 21 JV JV JV ]Vbr JV Jlcr 
-(B~ + B~ D .. ) + B~ D. T) 12 + (B I + B~ D .. >n22 lV JV Jl JV JVbr rv JV J 1 cr 
(B. + B. D . ) +(B. + B. D >n11 - B. D T)21 lV 1e e1 1r 1e evbr 1e ei cr 
Q22 B. D . + (B. + B. D )n - B. D . n 22 1e e1 1r 1e evbr 12 1e e1cr 
In the expressions of A .. 1 K .. , P .. 1 and Q .. (i~j=l,2) 1 the lJ lJ l] l] 
submatrices are defined as follows: 
Gb - B~ D. 
Jr JVbr 
T12 -B' B~ D .. rr Jr Jlcr 
T21 B + B D rr re evbr 
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and -1 exists. T22 - T 21 T 11 T 12 ill 
il2 
-1 -1 -1 -1 -1 
T 11 + Tl1Tl2(T22 - T21T11Tl2) T21Tll 
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where 6 1 and 6 2 are obtained by matrix factorization for representation 
of the inverse of the T22 matrix. (See Appendix A) 
-1 Should 6 1 not exist, this merely indicates that the matrix 
factorization for representing the inverse of T22 is not valid for use 
-1 






t,; 22 , respectively, Eqn. (2.D.l6) still yields the Special Case 3 
Network state model representation. 
The result of T22 being singular and the property of the order of 
the complexity in the Special Case 3 Network are the same as those 
described previously. 
The following example illustrates the systematic and straight-
forward procedures for obtaining the state model representation of 
a Special Case 3 active RLC network. 
Example 2.3: Write the state model representation of the given linear 



















(a) Network of Example 2.3 and 
(b) its associated graph 
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in Fig. 2. 3 (b) . 
Using this network graph and the given controlling function of 
the controlled source, the fundamental circuit equations, the 
fundamental cutset equations, the terminal equations of the network 
components, and the dependency matrix of the controlled source are 
obtained and written out in Eqn. (2.D.l7), Eqn. (2.0.18), 








0 0 1 0 0 I 1 0 0 0 0 0 rl 
-1 1 0 0 0 0 1 0 0 0 0 v 
r2 
0 1 -1 0 0 0 0 1 0 0 0 
v 
r3 0 
0 -1 0 1 0 0 0 0 1 0 0 
(2.0.17) 
v 
0 0 -1 0 1 0 0 0 0 1 0 r4 
















1 0 0 0 0 0 1 0 0 0 0 r1 
0 0 1 0 0 i 0 1 0 0 -1 -1 r2 
0 0 1 0 0 -1 0 1 0 1 0 i 0 (2.0.18) 
r3 
0 0 0 1 0 0 0 0 -1 0 0 i 










i d 0 0 0 0 0 0 0 0 c1 v 
cl dt cl 
i 0 d 0 0 0 0 0 0 0 c2 v 
c2 dt c2 
0 0 d v£ £1 dt 0 0 0 0 0 0 i£ 1 1 
0 0 0 £2 
d 
0 0 0 i£ v£ dt 0 0 2 2 
i 0 0 0 0 gl 0 0 0 0 v (2.D.l9) rl rl 
i 0 0 0 0 0 g2 0 0 0 v r2 r2 
v 0 0 0 0 0 0 r3 0 0 i r3 r3 
v 0 0 0 0 0 0 0 r4 0 i r4 r4 
v 0 0 0 0 0 0 0 0 rs i rs rs 
and 




The fundamental circuit submatrices, the network element 
























Substituting these submatrices into Eqn. (2.D.l6), a nonsingular 




Therefore the state model representation for this given Special 
Case 3 Network is: 
v 
-(g4+g5)/cl gs/cl -1/c 0 v 
cl 1 cl 
v gs/cl -(g3+g5)/c2 0 -1/c v 
c2 2 c2 
i.Q, 1/.Q,l 0 -rlj.Q,l 0 i 
1 .Q,l 





















The state model representations of linear active RLC networks are 
obtained. They are sufficiently general to include mutually coupled 
coils with a positive definite inductance matrix, gyrators, impedance 
converters, and controlled sources of all types. In these state 
model representations there are several points worth noting: 
(1) For a given active network, it is only necessary to write 
the fundamental circuit matrix, the network element matrix, 
and the dependency matrix. Substitute their submatrices 
into the derived state equation and output equation. Then 
the state model representation of the given active network 
results. 
(2) It appears that the derived coefficient matrices of the 
state models are complicated; however, in most cases there 
are many zero entries in the dependency matrix. Therefore 
the algebraic state models presented in this chapter appear 
much more complicated than they would be in any numerical 
state model resulting from a particular active network. 
(3) Since the topological relationships of the network elements 
and controlled sources appear explicitly in the various 
submatrices of the state model representation, they are 
properly applied to investigate in-depth the network order 
of complexity which provides insight into the formulation 
of the state equation of a complicated network. 
80 
(4) From the state model representation of the general linear 
active RLC network and the three special cases, it is seen 
that the order of complexity of a linear active network 
depends not only upon the network topology and the number of 
reactive elements but also upon the type, location, and the 
controlling function of the controlled sources existing in 
the network. In general, the location and the controlling 
variables of the controlled sources mainly govern the upper 
bound of the order of complexity; the values of the 
controlling function coefficients of the controlled sources 
may reduce the required state variables of the network. 
Furthermore, the controlled sources in a linear RLC network 
having a proper tree can only reduce the required number of 
states. However, for an active RLC network with a normal 
tree, the controlled sources may cause either a decrease or 
an increase in the order of complexity of the network from 
that which would be obtained had the network been passive. 
III. ORDER OF COMPLEXITY OF LINEAR ACTIVE RLC NETWORKS 
~- INTRODUCTION 
The order of complexity gives insight into the formulation of 
state equations of complicated networks. It has become quite 
important since the state variable approach came into vogue in both 
network analysis and synthesis problems. 
Definition 3.1: Order of Complexity (18). 
The order of complexity of an electrical network is defined as the 
number of natural frequencies of the network. In state variable 
analysis it is defined as the dimension of the state space. 
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For a linear passive RLC network, the order of complexity 
depends upon the network topology and the number of reactive elements. 
It equals the total number of reactive elements, less the number of 
chord capacitors and the number of branch inductors. However, when 
a linear RLC network with controlled sources is considered, its order 
of complexity depends on the network topology, the number of reactive 
elements, and the network parameter values. In general, the type, 
location, and the controlling functions of the controlled sources 
which exist in the network may cause an increase or a decrease in 
the order of complexity of the network from that which would be 
obtained had the network been passive. In network analysis, and even 
synthesis, the network parameters are often given in symbols rather 
than numerals. If the network elements are given in symbolic form, 
it is generally true that only the upper bound of the order of 
complexity can be determined. 
In previous literature (17,19,20) either finding a particular 
tree or calculating the rank of a matrix is required for evaluating 
an upper bound of the order of complexity of a linear active network. 
Therefore the development of a simple method is needed. This chapter 
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presents a technique for evaluating the least upper bound of the order 
of complexity of a general linear active network in a unified manner. 
The technique calculates the least upper bound of the order of 
complexity from the network graph. It is not necessary to find a 
particular tree or to make complicated calculations. 
B. PRELIMINARY CONSIDERATIONS 
Without loss of generality, assume that the linear connected 
network, N, is one that contains resistors, inductors, capacitors, 
mutually coupled coils with a positive definite inductance matrix, 
ideal transformers, gyrators, impedance converters, and controlled 
sources of all types. Independent sources and initial conditions 
are not considered since they have no effect on the upper bound of 
the order of complexity of an active RLC network. Each controlled 
source is assumed to be controlled by the current (voltage) through 
(across) a network element with real constant controlling 
coefficients. Each element is considered as a separate edge of the 
network graph. 
For convenience, the following definitions are considered 
before continuing the discussion. 
Definition 3.2: RLCICVS Network. 
An RLCICVS network is a network that consists only of resistors, 
inductors, capacitors, and current-controlled voltage sources. 
Definition 3.3: RLCVCVS Network. 
An RLCVCVS network is a network that consists only of resistors, 
inductors, capacitors, and voltage-controlled voltage sources. 
Definition 3.4: RLCICIS Network. 
An RLCICIS network is a network that consists only of resistors, 
inductors, capacitors, and current-controlled current sources. 
Definition 3.5: RLCVCIS Network. 
An RLCVCIS network is a network that consists only of resistors, 
inductors, capacitors, and voltage-controlled current sources. 
Definition 3.6: RLCM Network. 
An RLCM network is a network that consists only of resistors, 
inductors, capacitors, and mutually coupled coils with a positive 
definite inductance matrix. 
Definition 3.7: RLCG Network. 
An RLCG network is a network that consists only of resistors, 
inductors, capacitors, and gyrators. 
Definition 3.8: RLCNIC Network. 
An RLCNIC network is a network that consists only of resistors, 
inductors, capacitors, and negative impedance converters. 
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Definition 3.9: Fundamental C-circuit. 
A fundamental C-circuit is a fundamental circuit that consists only 
of capacitors. 
Definition 3.10: Fundamental L-cutset. 
A fundamental L-cutset is a fundamental cutset that consists only of 
inductors. 
C. ORDER OF COMPLEXITY 
Some theorems, which are the basis of the development of an 
algorithm using a unified procedure for evaluating the least upper 
bound of the order of complexity of a general linear active network, 
are presented in this section. 
Only RLC networks with controlled sources and no independent 
sources and initial values are considered in this section. From 
Eqn. (2.C.l0) and Eqn. (2.C.ll) in Chapter II it is seen that if the 
coefficient matrix, 0 1 -1 1 • (T11 - T12T2 LT21 ), of the vector (d/dt)x1 is 
nonzero, it is possible for the order of complexity of this active 
network to be greater than that of the passive network obtained after 
suppressing all of the controlled sources. 
0 1 -1 1 The condition for (T11 - T12T22T21 ) to be zero is obtained by 
examining the submatrices, F11 , F12 , F 21 , and F 22 , of Eqn. (2.C.ll). 
This yields the following theorem. 
Theorem 3.1: The coefficient matrix, 
(d/dt)~l in Eqn. (2.C.l0) is a null matrix if there are no controlled 
voltage (current) sources in a fundamental C-circuit (L-cutset) 
controlled directly or indirectly by either a capacitor current or an 
inductor voltage in the network. 
Proof: From the relationship in Eqn. (2.C.ll) 
[
F 11 F 12] 
F21 F22 
It is obvious that if all of the submatrices, F11 , F12 , F 21 , and F 22 , 
are zero, the matrix, 
-1 T22 exists, and let it be symbolically represented as: 
[~ 11 ~12:] ~ 21 ~ 22 
Then from the symbolic expressions of these submatrices: 
B' C B [D. + D (~ B~ D.. - ~ B D . ) 
cc c ce e1bc evbr 11 Jr J1bc 12 re e1bc 
+ D . ( ~ 21 B ~ D . . - ~ 2 2 B D . ) ] Cb e1cr Jr J1bc re e1bc 
B' C B [D + D ( ~ 1B~ D. cc c ce eve£ evbr 1 Jr JVc£ ~ B D ) 12 re eve £ 
+ D . (~ B ~ D. - ~ B D ) ] L 
e1cr 21 Jr JVc£ 22 re eve£ c 
~ B D . ) 
12 re e1bc 




F22 B,Q,,Q,LbB'. ,Q, [D. + D (t,: 11B~ D. - t,: B D ) J JVc,Q, evbr Jr JVc,Q, 12 re evc,Q, 
+ D (t,:21B~ D. - t,: B D ) ] L 
e1 Jr JV ,Q, 22 re ev c,Q, c cr c 
It is evident that Fll' F12' F21' and F 22 are null when all of the 
products of the following groups of submatrices are null. 
(1) B' c , B , and D 
cc' c ce eibc 
(2) B' , c , B , and D 
cc c ce evc,Q, 
(3) B,Q,,Q,' Lb, Bj,Q,' and D .. J 1bc 
(4) B,Q,,Q,' L b' Bj,Q,' and D. JVc,Q, 




D , t,:ll' B~ , and D .. cc' evbr Jr J 1bc 
(6) B' , c 
c' 
B , D , t,:ll' B ~ ' and D. cc ce evbr Jr JVc,Q, 




D , t,:l2' B , and D cc' evbr re eibc 




D , t,:l2' B , and D cc' evbr re eve)/, 
(9) B I , c 
c' 
B , D 
ei , t,:21' B~ , and D .. cc ce Jr J 1bc cr 
( 10) B' c , B , D 
' t,:21' B ~ ' and D. cc' c ce ei Jr JVc,Q, cr 





ei ' t,: 22' B 
, and D 
eibc cc re cr 





' t,:22' B ' and D cc' ce ei re ev 
cr c)/, 
(13) B,Q,,Q,' Lb' Bj,Q,' D. ' t,:ll' B~ ' and D .. JVbr Jr J 1bc 
( 14) B,Q,,Q,' ln, Bj,Q,' D. ' t,:ll' B~ ' and D. JVbr Jr JVc,Q, 
(15) B,Q,,Q,' Lb, Bj,Q,' D. ' t,:l2' B , and D eibc JVbr re 
(16) B,Q,,Q,' Lb' Bj,Q,' D. 
' t,:l2' B ' and D JVbr re ev c,Q, 
(1 7) B,Q,,Q,' Lb' Bj,Q,' D .. 
' t,:21' B~ ' and D .. J 1cr Jr J 1bc 
( 18) B,Q,,Q,' Lb' Bj,Q,' D .. ' t,:21' B' ' and D. J 1 cr Jr JVc,Q, 
(19) B 
,Q,,Q,' Lb' Bj,Q,' D .. ' t,:22' B and D J 1 cr re' eibc 
( 20) B,Q,,Q,' Lb, Bj,Q,' D .. ' t,:22' B re' and D J 1cr ev c,Q, 
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From the topological relationships of these groups of 
submatrices, if there exists no controlled voltage (current) source 
in a fundamental C-circuit (L-cutset) controlled directly by either 
a capacitor current or an inductor voltage in the network, it is 
apparent that all of the products of group (1) through group (4) are 
zero. Furthermore, assume that there exists no fundamental C-circuit 
(L-cutset) with a controlled voltage (current) source controlled 
indirectly by either a capacitor current or an inductor voltage in 
the network. This assumption implies that there is no fundamental 
C-circuit (L-cutset) with a controlled voltage (current) source 
controlled by the voltage or current of a resistor which is related 
to another fundamental circuit or cutset containing at least a 
controlled voltage source or current source controlled by either a 
capacitor current or an inductor voltage. Thus all of the products 
of group (5) through group (20) are zero. Therefore the coefficient 
matrix, 0 1 -1 1 (T11 - T12T22T21 ), is a null matrix, and this completes the 
proof of this theorem. 
This result gives sufficient but not necessary conditions for 
the order of complexity to not exceed that which results when all of 
the controlled sources are suppressed. The necessary and sufficient 
conditions for the order of complexity of an active RLC network to 
not exceed that of the passive network are presented in the next 
theorem. Also an algorithm to evaluate, in a unified manner, the 
least upper bound of the order of complexity of a general linear 
active RLC network is developed on the basis of this theorem. 
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Theorem 3.2: The order of complexity of a linear RLC network with all 
types of controlled sources is not greater than the order of complexity 
that results when all of the controlled sources are suppressed, if and 
only if there exists: 
(a) no controlled voltage source in a fundamental C-circuit 
controlled directly or indirectly by a capacitor current 
in this C-circuit; and 
(b) no controlled current source in a fundamental L-cutset 
controlled directly or indirectly by an inductor voltage 
in this L-cutset. 
Proof: 
(i) Sufficiency: 
Consider an active RLC network with a normal tree, controlled 
sources of all types, and no independent sources. Let x
1 
be the 
state vector that defines the network and whose elements are the 
voltages of branch capacitors and the currents of chord inductors; 
let Sd be the vector of controlled sources, and let some of the 
controlled voltage (current) sources be located in C-circuits 
(L-cutsets) . 
Since some controlled voltage (current) sources are located in 
the fundamental C-circuits (L-cutsets) of the network graph, the 
state equation for the network has the form: 
(3.C.l) 
Let the new state vector, x 1 , be: 
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(3.C.2) 
Then Eqn. (3.C.l) is expressed in terms of the new state vector, x 1 , 
as: 
(3.C.3) 
Assume that no controlled voltage (current) source exists in a 
fundamental C-circuit (L-cutset) controlled directly or indirectly by 
a capacitor current (an inductor voltage) in this C-circuit (L-cutset). 
Express Sd in terms of its controlling functions as: 
(3.C.4) 
where n1 and D2 are the coefficient matrices which are related to the 
controlled sources and are obtained from their controlling functions. 
Substitute Eqn. (3.C.4) into Eqn. (3.C.3). Eqn. (3.C.3) becomes: 
(3.C.5) 




Therefore since the order of x 1 is equal to that of x 1
, the 
order of complexity for the active RLC network under consideration is 
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not greater than the order of complexity that results when all of the 
controlled sources are suppressed. 
(ii) Necessity: 
Follow the same procedures as those in part (i) and rewrite the 
state equation expressed in terms of the new state vecotr, x 1 , as: 
(3.C.3) 
Assume that the order of complexity of the active RLC network is 
not greater than that of the passive network obtained by suppressing 
all of the controlled sources, and suppose that there is a 
fundamental C-circuit or a fundamental L-cutset of the type 
excluded by the theorem. 
the above equation can never be combined with the state vector, x 1 , 
and its derivatives by expressing Sd in terms of its controlling 
. 
functions. Therefore the term, (d/dt)x1 , which is caused from the 
controlled sources in the C-circuit or L-cutset in the state equation 
is not eliminated by transforming x 1 into x 1 shown in Eqn. (3.C.2). 
Then the order of complexity of the network must be greater than that 
of the passive network by suppressing all of the controlled sources 
which contradicts the given condition above. This implies that the 
assumption of a fundamental C-circuit (L-cutset) including a 
controlled voltage (current) source controlled by a capacitor current 
(an inductor voltage) in this C-circuit (L-cutset) is incorrect. 
Part (i) and (ii) complete the proof of the theorem. 
The following example illustrates the above theorem. 
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Example 3.1: Consider the network and its associated graph shown in 
Fig. 3.1. Write the network state equation in terms of the new state 
vector, x 1 , if necessary. 
Using the network graph of Fig. 3.l(b), write the state equations 
directly: 
(3.C.7) 
For eliminating the term, (d/dt)v , which is caused by the 
c2 
controlled source e 1 , let the new state variables be: 
(3.C.8) 
Then Eqn. (3.C.7) is expressed in terms of the new state variables, 




(1/r c 2 )v 1 c 1 






Substitute Eqn. (3 . C.l0) into Eqn. (3.C.9). The final form of the 
state equation for the given network is: 
. 
v mrc 2c 3/(c1 + c3) 
v 
cl -me mc 2 cl 2 
. 
v v (3.C.ll) 
c2 m(c1 + c2) -m(c + c3) -mr1 (c 1 + c3) c2 1 
. 
i.Q, i 0 1/.Q,l 0 .Q, l 1 
From Theorem 3.2 several corollaries concerning the order of 
complexity of the linear RLC network with various active devices 
result and are presented below. Before continuing with the 
presentation, the following notations which are listed in the symbols 







The order of complexity of a linear RLC network 
with controlled sources. 
The number of capacitors in the network. 
The number of inductors in the network. 
The number of chord capacitors. 
The number of branch inductors. 
The number of fundamental C-circuits which include 
a current-controlled voltage source controlled by a 
capacitor current in the C-circuit. 
The number of fundamental L-cutsets which include a 
voltage-controlled current source controlled by an 
inductor voltage in the L-cutset. 








- n + n . 
b£ elbc 
(3.C.l2) 
Proof: The proof is straightforward by using Theorem 3.2. 
The following example illustrates the evaluation of the order of 
complexity of an RLCICVS network. 
Example 3.2: Consider the RLCICVS network and its associated graph 
shown in Fig. 3.2. Determine the order of complexity of this network. 
From the network graph shown in Fig. 3.2(b) we have: 
n + n - n - ~ n 3 









el = ri 
c2 
(b) 
Fig. 3 . 1 (a) Network of Example 3.1 and 
(b) its associated graph 











el ri el ri 
cl cl 
(a) (b) 
Fig. 3.2 (a) An RLCICVS network and 
(b) its associated graph 
Therefore 
0 < 4 
a 




< n + n - n - nbo C ~ CC N (3.C.l3) 




Corollary 3.2.4: For an RLCVCIS network, the order of complexity is: 
~ < n + n~ - n n + n u - bo · 
a C CC N JVC~ 
(3.C.l5) 
The proofs of Corollaries 3.2.2, 3.2.3, and 3.2.4 are obvious by 
using Theorem 3.2. 
An example is given below for illustrating the application of 
Corollary 3.2.4. 
Example 3.3: Consider an RLCVCIS network and its associated graph 
shown in Fig. 3.3. Determine the order of complexity of this network. 
and 







0 < 6 
a 
Corollary 3.2.5: For an RLCM network, the order of complexity is: 
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o < n + n 0 - n - n a c N cc b£ (3.C.l6) 
Proof: Consider the mutually coupled coils with a positive definite 
inductance matrix shown in Fig. 3.4(a). The equivalent controlled-
source representation is expressed in Fig. 3.4(b). (See Appendix B) 
Therefore an RLCM network can be expressed by an equivalent 
RLCICIS network. The controlling coefficients of current-controlled 
current sources are M/£ 1 and M/£ 2 in which M is the mutual inductance. 
From the equivalent network and Corollary 3.2.3, the order of 
complexity of an RLCM network is: 
o ~ n 
a c 
+ n - n - nb 0 
.Q, CC N 
The statement is proved. 







Proof: Consider an ideal gyrator shown in Fig. 3.5(a). 
(3.C.l7) 
Its . 
equivalent controlled-source representation (35,36) is expressed by 






Fig . 3 . 3 
(a) 
(b) 
(a) Network of Example 3.3 and 
(b) its associated graph 
jl t 
jl 









Fig. 3.4 (a) Mutually coupled coils with a positive definite 
inductance matrix and 




voltage sources as shown in Fig. 3.5(b) and Fig. 3.5(c), 
respectively. Therefore an RLCG network may be expressed by one of 
the three possibilities, an equivalent RLCVCIS network, an 
equivalent RLCICVS network, or an RLC network containing both VCIS 
and ICVS. Thus from these equivalent networks and Corollaries 3.2.1 
and 3.2.4 the order of complexity of an RLCG network is: 
8 ~ n + n 0 - n - n + n . + n. 
a c N cc b£ elbc JVc£ 
Corollary 3.2.6 is proved. 
A cascade connection of two gyrators (35) is equivalent to an 
ideal transformer. Thus RLC networks having ideal transformers are 
considered as RLCG networks. 
il 
~:1 • 
i i2 1 acJ-----;;;....-
+ + 
jl j2 v2 
(b) 
Fig. 3.5 Ideal gyrator 






i , e 






(b) its equivalent controlled-current source representation 
and 
(c) equivalent controlled-voltage source representation 
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An example illustrating the evaluation of the order of complexity 
of an RLCG network is given below. 
Example 3.4: Consider the RLCG network (41) shown in Fig. 3.6(a). 
Its equivalent network and associated graph are shown in Fig. 3.6(b) 
and Fig. 3.6(c), respectively. Determine the order of complexity of 
this network. 





+ n£ - n cc 
n. 0 
JVc£ 
0 < 2 
a 
2 
Corollary 3.2.7: For an RLCNIC network, the order of complexity is: 





Proof: Consider the current-conversion negative impedance converter, 
INIC, and the voltage-conversion negative impedance converter, VNIC, 
shown in Fig. 3.7(a) and Fig. 3.7(b). Their equivalent 
controlled-source representations (35,36) are shown in Fig. 3.7(c) 














ihk' el gl 
f rn 
(c) 
Fig. 3.6 (a) Network of Example 3.4 
(b) its equivalent network and 







ibk e2 gl 
Therefore an RLCNIC network can be expressed by either an 
equivalent RLCICIS or RLCVCVS network. From Corollaries 3.2.2 and 




Corollary 3.2.7 is proved. 
The following example illustrates the application of the above 
result. 
Example 3.5: Consider the network containing an INIC and its 
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equivalent network shown in Fig. 3.8. Determine the network's order 
of complexity. 
is: 
It is obvious that the order of complexity of the given network 
0 < 2 
a 
D. THE LEAST UPPER BOUND OF THE ORDER OF COMPLEXITY OF A GENERAL 
ACTIVE RLC NETWORK 
In the preceding section we discussed the order of complexity 
for networks containing various devices' controlled-source 
representations. In this section we generalize the results of 
Section C and evaluate the least upper bound of the order of 
complexity of a general linear active RLC network. Furthermore, an 
algorithm to evaluate the least upper bound of the order of complexity 











Fig. 3. 7 
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e 1 i2 !j1 '4 =~: aO+ .. ~ • Oc + vl v2 bO- -o d 
(k+l)il el (k+l)v2 
(c) (d) 
(a) Current-conversion negative impedance converter (INIC) 
(b) voltage-conversion negative impedance converter (VNIC) 
(c) equivalent controlled-source representation of 
INIC and 





Fig . 3.8 (a) Network of Example 3.5 and 




Consider a linear active RLC network containing all types of 
devices as mentioned in Section C. The technique for evaluating the 
least upper bound of the order of complexity is to transform the 
network into an equivalent network containing resistors, inductors, 
capacitors, controlled voltage sources, and controlled current sources. 
Then apply the corollaries of the preceding section. The justification 
for this algorithm is stated in the following theorem. 
Theorem 3.3: For a linear network containing resistors, inductors, 
capacitors, mutually coupled coils with a positive definite 
inductance matrix, ideal transformers, gyrators, impedance converters, 
and controlled sources of all types, the least upper bound of the 






- n . )-(nbn 
e1bc N 
(3.D.l) 
Proof: The proof of this theorem is obvious from Corollary 3.2.1 
through Corollary 3.2.7 in Section C. 
Note that in Eqn. (3.D.l) the following relations are always 
true for any active RLC network: 
n 
cc 
> 0 > 0 
Thus the resultant value of sup 8 is not greater than the total 
a 
number of reactive elements, nc + n~, in the network. 
The sup 8 is calculated by the algorithm as presented in the 
a 
flow graph below. 
Given a linear active network, N, containing 
resistors, inductors, capacitors, mutually 
coupled coils, ideal transformers, controlled 
voltage sources, controlled current sources, 
gyrators, and negative impedance converters. 
Transform the network, N, into an equivalent 
network, N , containing only resistors, 
e -
inductors, capacitors, controlled voltage 
sources, and controlled current sources by 
making use of the equivalent controlled source 
representations of mutually coupled coils, 
gyrators, and negative impedance converters. 
! 
Draw the network graph, G, of N • 
e 
Evaluate nc' nn, n Q in the network 











sup 6 of 
a 
l 
n. in the network graph, 
JVc£ 
! 
the network, N, by the 




The following example illustrates the calculation of the order 
of complexity of a general linear active network by using the derived 
algorithm. 
Example 3.6: A linear active network, N, containing R, L, C, gyrator, 
controlled voltage source , and controlled current source is shown in 
Fig. 3.10{a). Transform N into an equivalent network, N , which is 
e 
shown in Fig. 3.10(b). Draw the network graph, G, of N as shown in 
e 
Fig. 3.10{c). 














Therefore the least upper bound of the order of complexity, sup 6 , 
a 
of the given network is: 
sup 6a n + n 0 - n - n 0 + n . + n. 







Fig. 3.10 (a) The linear active network of Example 3.6 
(b) its equivalent network and 
(c) network graph 
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E. CONCLUSION 
For a linear active RLC network the necessary and sufficient 
conditions for the order of complexity to not exceed that of the 
network obtained by suppressing all of the controlled sources are 
presented. Following these necessary and sufficient conditions, an 
algorithm is derived for evaluating the least upper bound of the 
order of complexity of a general linear active network. Derivation 
of this algorithm is based upon the transformation of the original 
network into an equivalent network containing only resistors, 
inductors, capacitors, and controlled sources. The algorithm is 
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simple and easy to apply. There is no need for finding a particular 
tree or making complicated calculations. 
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IV. ACTIVE NONDEGENERATE RLC-LADDER NETWORK SYNTHESIS OF THE A-MATRIX 
A. INTRODUCTION 
In this chapter a systematic method is presented for the 
realization of a given A-matrix by an active nondegenerate RLC-ladder 
network. The synthesis of a given A-matrix whose diagonal elements 
are all zero with a nondegenerate or half-degenerate active LC-ladder 
network is considered as a special case. The active elements are 
controlled voltage and current sources. This synthesis procedure uses 
the technique of matrix factorization based on the concepts given in 
Section B.2 of Chapter I. 
B. PRELIMINARY CONSIDERATIONS 
In the preceding chapters it is shown that the properties of 
active network A-matrices are different from those for passive networks. 
The existence of controlled sources in the network may affect the 
dimension of the state vector required to specify the network. 
Therefore the given A-matrix to be realized by a nondegenerate 
RLC-ladder network is assumed to have an order equal to the number of 
reactive elements in the realized network. In other words it is 
assumed that no degeneracy occurs due to the controlled sources. 
The passive low pass ladder structure obtained by suppressing 
the controlled sources of the realized network, has the topologies 
shown in Fig. 4.2, Fig. 4.3, and Fig. 4.4. The realized network has 
two types of elements which are associated with the controlled sources, 
and these are shown in Fig. 4.1. Every controlled source has an 
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associated inductor or capacitor, but not every inductor or capacitor 
has an associated controlled source. The polarity designations as 
shown in Fig. 4.1 are only used for symbolic uniformity and have no 
special meaning in the development of the synthesis procedure. 
The controlled sources are controlled by capacitor voltages or 
inductor currents. Let m and q be the number of inductors and 
capacitors, respectively. A typical controlled source, either a 
controlled voltage source, ek, or a controlled current source, jk, 
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equations imply that ek can be realized as controlled voltage sources 
in series and jk as controlled current sources in parallel. 
Definition 4.1: Nondegenerate RLC-Ladder Network (15,24). 
A nondegenerate RLC-ladder network is an RLC-ladder network in which 
there exists no cutset consisting only of inductors or only of 
capacitors and no circuit consisting only of inductors or only of 
capacitors. 
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Definition 4.2: Half-Degenerate LC-Ladder Network (24). 
A half-degenerate LC-ladder network is an LC-ladder network in which 
there exists no cutset consisting only of inductors and no circuit 
consisting only of capacitors. 
C. PROPERTIES OF THE A-MATRIX 
Consider an active nondegenerate RLC-ladder network as described 
in Section B. Using the multicomponent edge as shown in Fig. 4.1, 
the fundamental circuit equations, the fundamental cutset equations, 
the terminal equations of the components, and the dependency matrix 
for such a network are obtained and written in Eqns. (4.C.l), (4.C.2), 














I be Cb(d/dt) 0 0 0 v be 
v 0 L (d/dt) 0 0 ret ct c 
(4.C.3) 
Ibr 0 0 Gb 0 vbr 
v 0 0 0 R I 
cr c cr 
and 
[:::] [D. :jbc1 d][:bc l Jbcvbc (4.C.4) 
ectvbc ectlct ct 
From Eqns. (4.C.l) and (4.C.2) we extract the following set of 
explicit relations: 
(4.C . 5) 
(4.C.6) 
Substitute Eqns. (4.C.3) 1 (4.C.4) 1 and (4.C.6) into Eqn. (4.C.5). 
Then the A-matrix of the active nondegenerate RLC-ladder network under 
consideration has the form: 
-1 0 B' cb G B -B' D. D rc c rc 9-c Jbcvbc jbc i ct 
A (4.C. 7) 
-1 
0 L Btc Btr~BQ,r D D c e ctvbc ectict 
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or written in simplified form: 
A -A(H- D) (4.C.8) 
Eqn. (4.C.8) is the explicit form of the A-matrix which is needed for 
the synthesis technique. It is seen that A is a diagonal real matrix 
with positive entries from which the values of the reactive elements 
are determined; H is a symmetric-skewsyrnmetric matrix and yields the 
topological structure of the passive elements; D is a real matrix 
which indicates the types, locations, and controlling functions of the 
controlled sources in the active nondegenerate RLC-ladder network. 
Besides the order of complexity, another characteristic of the 
A-matrix that can be altered by simply changing the controlling 
function coefficients of the controlled sources is the value of 
network's natural frequencies (the eigenvalues of the A-matrix). For a 
nondegenerate passive network, the A-matrix never has zero eigenvalues 
(2). However, some natural frequencies of an active nondegenerate 
RLC network may be zero, even though the network contains neither all 
capacitor cutsets nor all inductor circuits. This property is proved 
in the following theorem. 
Theorem 4.1: Consider an active nondegenerate RLC network which is 
described by the state matrix, A, of Eqn. (4.C.7). One or more of 
the natural frequencies of this network, i.e., the eigenvalues of the 
A-matrix, may be zero. 
Proof: Let q and m be the number of branch capacitors and the number 
of chord inductors, respectively. Also let r(A) be the rank of the 
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A-matrix. From Eqn. (4.C.8) it is obvious that: 
r(A) r[J\(H- D)] (4.C.9) 
where 
and 
[B' G B -D. -B' - 0 jbcid ] rc c rc Jbcvbc £c 
(H - D) 
B - D B R B' D . £c ec£vbc £r b £r ec£1c£ 
The matrix, 1\, is a real positive diagonal matrix of order 
[(m+q)x(m+q)] and it is nonsingular. Therefore: 
r(A) r(H - D) 
Since the entries of the dependency matrix, D, can be of any real 
value, the matrix, (H- D), of order [(m+q)x(m+q)] may be singular 
or nonsingular and: 
r(H - D) < (m + q) 
Therefore the rank of the A-matrix is: 
r (A) ~ (m + q) 
When r(A) is less than (m + q), the A-matrix is singular; that is: 
det A 0 
Therefore at least one of the eigenvalues of the A-matrix is zero. 
Thus the theorem is proved. 
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This theorem shows that the eigenvalues of the A-matrix may be 
altered by changing the magnitude of the controlling function 
coefficients of the controlled sources. Thus even though the 
classification of the network is determined from the location of the 
eigenvalues of the A-matrix in passive network synthesis, in general 
this classification procedure cannot be applied in active network 
synthesis. 
D. ACTIVE NONDEGENERATE RLC-LADDER NETWORK SYNTHESIS 
1. A-Matrix of the Passive RLC-Ladder Network 
Before presenting the synthesis procedure, it is necessary 
to discuss the topology of passive nondegenerate RLC-ladder 
networks and their corresponding A-matrix form. These networks 
may consist of either an even or odd number of reactive elements. 
The even and odd cases are discussed separately. 
a. Passive Nondegenerate RLC-Ladder Network with an Even 
Number of Reactive Elements 
The A-matrix used in the synthesis procedure for a passive 
nondegenerate RLC-ladder network with an even number of reactive 
elements is presented in this section. The source-free 
RLC-ladder network which is fundamental to the realizations and 









Fig. 4.1 General configurations of reactive 
(a) 
(b) 
elements in the realized network 
Q, l Q, 2 





A source-free nondegenerate RLC-ladder network with 
an even number of reactive elements, m = q, and 
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It is seen that the four submatrices in A are of order 
ea 
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(qxq) and that the fundamental circuit submatrix, B£c' is a lower 
triangular unimodular matrix. (Compare Eqns. (4.C.7) and (4.D.l) .) 
b. Passive Nondegenerate RLC-Ladder Network with an Odd Number 
of Reactive Elements 
The A-matrix used in the synthesis procedure for a passive 
nondegenerate RLC-ladder network with an odd number of reactive 
elements is presented in this section. Two source-free RLC-ladder 
networks which are fundamental to the realizations and their 
associated graphs are shown in Fig. 4.3 and Fig. 4.4. 
Fig . 4 . 3 
Fig. 4.4 
m = q+l 
(a) 
(b) 
(a) A source-free nondegenerate RLC-ladder network with 
an odd number of reactive elements, m = q+l, and 













(a) A source-free nondegenerate RLC-ladder network with 
an odd number of reactive elements, m = q-1, and 
{b) its linear graph 
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Let A and A be the state matrices of the graphs shown in Fig. 4.3 and Fig. 4.4 1 respectively. 
oa ob 
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Since the number of capacitors is not equal to the number of 
inductors in the network, the submatrix, Btc' in Eqns. (4.D.2) 
and (4.D.3) is a rectangular unimodular matrix. 
2. Active Nondegenerate RLC-Ladder Network Synthesis 
Using Eqn. (4.C.7) the A-matrix of an active nondegenerate 
RLC-ladder network is: 
-C-lB' G B c-1 B' -1 c-1D cb D. b rc c rc b tc Jbcvbc b jbcic£ 
A + (4.D.4a) 
-L-lB 
-L-lB ~B' L-lD L-lD 
ectic£ c t c c tr tr c ectvbc c 
or 
A (4.D.4b) 
It is seen that the matrix, A1 , identifies the element values and 
the fundamental circuit submatrices, Brc' Bt c' and Btr· Then the 
matrix, A2 , mainly gives information about the locations, types, 
and controlling functions of the controlled sources. 
Consider the information given above to realize A-matrices 
with active nondegenerate RLC-ladder networks. The ladder 
network topology yields the form and entry values of submatrices, 
B , B0 , and B0 • rc Nc Nr Therefore the element values of the branch 
capacitors, Cb' the chord inductors, Lc' the resistors, Gc and 
~' and the entries of the dependency matrix, D, can always be 
determined from Eqn. (4.D.4a). The following theorem proves this 
result and describes the synthesis procedure. 
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Theorem 4.2: A given A-matrix of any order with real-valued 
entries can be realized by an active nondegenerate RLC-ladder 
network. The capacitor voltages and inductor currents are the 
state variables with the controlled sources controlled by 
capacitor voltages or inductor currents. 
Proof: As expressed in Eqn. (4.D.4) the given A-matrix is 
partitioned into the form: 
A (4.D.4b) 





b in Eqn. (4.D.2) and Eqn. (4.D.3). The order and 
form of the given A-matrix determine which of these is chosen. 
Let A be a diagonal matrix with real positive entries. Let 
H be a symrnetric-skewsymmetric matrix and be partitioned as: 





Therefore the given A-matrix is factored as: 
A -1\H + A2 
(4.D.6) 
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Comparing Eqn. (4.D.6) with Eqn. (4.C.7) yields: 




Since the submatrices, Brc' B£c' and B£r' are known from the 
passive nondegenerate RLC-ladder network topology of the realized 
network, the values of the branch capacitors, Cb, chord 
inductors, L , the resistors, G and R , and the controlling 
c c b 
function coefficients of the controlled voltage and current 
sources are uniquely determined by equating the equivalent terms 
in Eqn. ( 4 . D. 7) . 
The theorem is proved. 
The eigenvalues of the given A-matrix remain the same if 
some rows and their corresponding columns are interchanged. 
Therefore matrices, A1 and A2 , are chosen to maximize the number 
of zero entries in the dependency matrix shown in Eqn. (4.D.7c). 
If necessary a symmetric permutation of rows and columns is 
performed. This procedure minimizes the number of controlled 
sources in the realized network. 
The synthesis procedure is described in the flow graph of 
Fig. 4.5. 
The synthesis of a given A-matrix whose diagonal elements 
are all zero is considered as a special case of this section. 
This synthesis procedure yields a nondegenerate or half-
degenerate LC-ladder network, as shown in Fig. 4.6, with 
controlled sources added as shown in Fig. 4.1. 
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I Given A-matrix I 
even ~ odd 
After a symmetric 
permutation of rows and 
columns, if necessary, 
decompose A-matrix into: 
where A1 is of the form 
A shown in Fig. (4.D.l). 
ea 
, 
After a symmetric 
permutation of rows and 
columns, if necessary, 
decompose A-matrix into: 
A = A + A 1 2 
where A1 is one of the 
forms of A and A b 
oa o 
shown in Eqns. (4.D.2) 
and ( 4 . D . 3 ) . 
Extract a positive diagonal 
matrix, A, such that: 
and 
A = -1\.H 1 
A = -1\.(H- A-lA ) 2 
! 
Calculate Cb, L 
' 
and G 
' c c lb 
from Eqn. (4.D.7a) and (4.D.7b). 
I Evaluate the dependency matrix, D, from Eqn. (4.D.7c). I 
l I Synthesize the active nondegenerate RLC-ladder network. 1 
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m = q 
(a) 
m = q+l 
(b) 
I 












1r I q 
(a) A source- free LC-ladder network with an 
even number of reactive elements, m = q 
(b) a source-free LC-ladder network with an odd 
number of reactive elements, m = q+l, and 
(c) a source-free LC- 1adder network with an odd 





3. Synthesis Examples 
Two examples are given to illustrate the synthesis procedure. 
The first is an active nondegenerate RLC-ladder network synthesis 
of a given A-matrix. The second shows the realization of the 
special case which yields an active nondegenerate LC-ladder 
network. 
Example 4.1: Given an A-matrix as: 
0 -4xl0 4 0 0 
107 -SxlO 3 0 0 
A 
-104 -106 4 0 -2xl0 
-16xl05 -8xl04 16xlo5 0 
An active nondegenerate RLC-ladder network is realized following 
the steps below. 
Step 1. Perform a symmetric permutation of the first 
column (row) and fourth column (row) in the given A-matrix for 
the purpose of maximizing the zero entries in the dependency 
matrix. Then the given A-matrix becomes: 
0 -8xl0 4 l6x105 -16xl0 5 
0 -SxlO 3 0 107 
A 
4 
-106 -104 -2xl0 0 
0 -4xl0 4 0 0 
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Step 2. A in Eqn. 
ea 
(4.D.l) is chosen as A1 . Decompose the 
A-matrix into the following form: 
A Al + A2 
where 
0 0 16xl05 -16xl0 5 
0 -5xl0 3 0 107 
Al 
4 
-106 -2xl0 0 0 
4xl04 -4xl0 4 0 0 
and 
0 -8xl0 4 0 0 
0 0 0 0 
A 
2 
-104 0 0 0 
-4xl0 4 0 0 0 






16xl05 0 0 0 
0 107 0 0 
A 4 
0 0 2xl0 0 
0 0 0 4xlo4 
0 0 -1 1 
0 Sxl0-4 0 -1 
H 
1 0 50 0 
-1 1 0 0 
0 -0.05 0 0 
0 0 0 0 
A-lA 
2 0 0 0 -0.5 
-1 0 0 0 
Step 4. Calculate the values of Cb, Lc' G 
c' and ~ by 
making use of Eqns. (4.D. 7a) and (4. D. 7b) : 
16xlo5 
-1 
cl 0 0 0 0 0 0 
0 7 0 0 c2 0 0 10 0 
0 0 
_Q,l 0 0 0 2x104 0 
0 0 0 _Q,2 0 0 0 4xl04 
B' G B [: 5:lo-4] B ~B' = [5: :] rc c rc _Q,r _Q,r 
Hence 
0.05 mh; 
0.025 mh; r 1 50~ 2k~. 
Step 5. Determine the dependency matrix by making use of 
Eqn. ( 4 • D • 7 c) : 
0 -0.05~ 0 0 
Q Q I Q Q 
---- - - - _1_ - - - --I 
0 0 I 0 -0.5 
-1 0 0 0 
Thus 
Step 6. Using the A 1-matrix determined in Step 2 which 
specifies the ladder network of Fig. 4.2 and the dependency 
matrix elements determined in Step 5 with the reactive edge 




Example 4.2: Consider the given A-matrix whose diagonal elements 
are zero. 
0 -4xl0 4 0 0 
107 0 0 0 
A 
4 4 
-10 0 0 -2xl0 
-16xl0 5 -8xl0 4 l6x105 0 
Following the Example 4.1 procedure, without including a detailed 
explanation, an active nondegenerate LC-ladder network is 
realized below. 
Step 1. Rewrite the given A-matrix as: 
0 -8xl0 4 16xl05 -16xl0 5 
0 0 0 107 
A 
-2xl0 4 0 0 -104 
0 -4xl0 4 0 0 




16xl05 5 0 0 -16xl0 
0 0 0 10
7 
A 1 4 
-2xl0 0 0 0 
4 4 4xl0 -4xl0 0 0 
0 -8xl0 4 0 0 
0 0 0 0 
A 2 
-104 0 0 0 
-4xl0 4 0 0 0 
Step 3. Extract the positive diagonal matrix, A, such that: 
Al -AH 
and 
A -1\.(H- /\. -1A2) 
where 
16xl05 0 0 0 
7 0 0 10 0 
A 
4 0 0 0 2xl0 
0 0 0 4xl04 
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0 0 -1 1 
0 0 0 -1 
H 
1 0 0 0 
-1 1 0 0 
0 -0.05 0 0 
0 0 0 0 
1\.-lA 
2 0 0 0 -0.5 
-1 0 0 0 
Step 4. Calculate the values of Cb and L by making use of 
c 
Eqn. (4.0. 7a): 
-1 
cl 0 0 0 16xl0
5 0 0 0 
0 c2 0 0 0 10
7 0 0 
0 0 Q,l 0 0 
4 0 0 2xl0 
0 0 0 Q,2 0 0 0 4xl0
4 
Hence 
0.625 lJf; c 2 0.05 mh; 
t 2 0.025 mh 
Step 5. Determine the dependency matrix. The same 
submatrices as those in Example 4.1 are obtained, and they are: 
134 
D. [: -0~05] D. [: :] Jbcvbc Jbcic.Q, 
D [_: :] D ec.Q,ic.Q, [: -0~ 5] ec.Q, vbc 
Step 6. An active nondegenerate LC-ladder network is 
realized as shown in Fig. 4.8. 
E. CONCLUSION 
In this chapter it is shown that an A-matrix of any order is 
realizable as an active nondegenerate RLC-ladder network. The 
synthesis procedure is accomplished by factoring the A-matrix into 
three matrices of the form, -A(H- D). The A-matrix is a diagonal 
matrix with positive real entries from which the values of the 
reactive elements are determined. The H-matrix is a 
symmetric-skewsymmetric matrix and gives the resistor values and the 
topology of the passive nondegenerate RLC-ladder network which is 
obtained by suppressing the controlled sources. The D-matrix 
indicates the types, locations, and controlling functions of the 
controlled sources in the realized network. 
For a nondegenerate passive network, the A-matrix never has zero 
eigenvalues. However, some natural frequencies of an active 




cl 0.625 ll f, c2 0.1 1-!f, Q,l 0.05 mh, 
Q,2 0.025 mh, rl 50~ r2 2kst 
el 0.5 iQ, , el v jl 0.05 v 
2 cl c2 
Fig. 4.7 Synthesized network of given A-matrix in Example 4.1 
cl 0.625 1-!f, jl 0.05 v c 2 
Q,l 0.05 mh , c2 0.1 llf 
el 0.5 i Q, e2 v 
2 cl 
Q, 0 . 025 mh 2 
Fig. 4.8 Synthesized network of given A-matrix in Example 4.2 
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V. ACTIVE RLC NETWORK SYNTHESIS OF THE A-MATRIX 
A. INTRODUCTION 
A systematic procedure for the synthesis of an active 
nondegenerate RLC-ladder network from a given A-matrix of any order 
is presented in the preceding chapter. This chapter develops a 
technique for the realization of a given A-matrix by an active RLC 
network without any particular topology. An approach to this 
realization problem is to examine the A-matrix for certain properties, 
identify them, and then synthesize a network from the given A-matrix. 
The A-matrix realization procedures which are presented in this 
chapter use algebraic computations and decompositions. Furthermore, 
the sufficient conditions for decomposition of a paramount matrix 
of order three are established. The trial and error method is 
avoided if the number of capacitors and the number of inductors are 
both not more than three in the realized active RLC network. 
B. PRELIMINARY CONSIDERATIONS 
The network realizations under consideration have a proper tree 
and no branch resistors in the fundamental circuits defined by chord 
resistors. The active elements which are included in the network 
are controlled voltage and current sources. Each controlled source is 
always associated with a passive element, and the corresponding 
configurations are shown in Fig. 5.1. Not every passive element has 
an associated controlled source. The controlling variables of the 
controlled sources are the voltages or currents of the passive 
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elements. Since the controlled voltage (current) sources which are 
controlled by more than one variable can be realized as a controlled 
voltage (current) source in series (parallel), it is assumed that 
each source is controlled by only one controlling variable. These are 










Fig. 5.1 General network elements in the realized network 
Within the general class of active RLC networks, two special 
classes are considered in this chapter. One class, N1 , is concerned 
with networks containing controlled sources with resistors and 
controlled by capacitor voltages or inductor currents. This class is 
presented in Section D. The other class of networks, N
2
, contains 
controlled sources associated with reactive elements and controlled 
by voltages or currents of resistors. This class is presented in 
Section E. 
Definition 5.1: Paramount Matrix (27,28). 
A real symmetric matrix, K, is a paramount matrix if each principal 
minor of the matrix is not less in magnitude than any other minor 
built from the same rows. 
Definition 5.2: Dominant Matrix (27,28). 
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A real symmetric matrix, K, is a dominant matrix if each of its main-
diagonal elements is not less than the sum of the moduli of all the 
other elements in the same row. 
Definition 5.3: Strictly Dominant Matrix. 
A real symmetric matrix, K, is defined to be a strictly dominant 
matrix if each of its main-diagonal elements is greater than the sum 
of the moduli of all the other elements in the same row. 
Definition 5.4: Principal Submatrix. 
A submatrix of a matrix, K, is a principal submatrix if it is 
obtained by deleting certain rows and the same numbered columns of 
K such that the diagonal elements of the resulting principal 
submatrix are diagonal elements of K. 
C. SUFFICIENT CONDITIONS FOR DECOMPOSITION OF A PARAMOUNT 
MATRIX OF ORDER THREE 
For the state-space realization of a RLC network, an often 
required process is the decomposition of a given paramount matrix, 
K, into the form, ~A 1~·, where~ is a unimodular matrix, A1 is a 
diagonal matrix with positive and real entries. In 1959 Cederbaurn 
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(27) developed a technique to decompose a paramount matrix into such 
a product, ~A 1~·, and later this technique was simplified by Winter 
(37). However, the paramount character is only a necessary condition 
for its desired decomposition. In general, the sufficient conditions 
have not yet been determined. In this section, the sufficient 
conditions are established for the decomposition of a paramount 
matrix of order three into the form, ~A1~ · ~ A modified algorithm of 
such a decomposition, equivalent to the rules of Cederbaum's 
technique, is presented before the sufficiency condition proof. This 
modified algorithm provides guidance for obtaining the sufficient 
conditions. 
1. A Modified Algorithm for Decomposition of a Paramount 
Matrix, K, of Order Three 
Consider a given paramount matrix, K, of order three. Let 
~ be the qth column matrix such that: q 
~ . 
2 ~ q 
. ] 
and ~. be the ith element of column matrix ~ . Also let A be 
lq q q 
the qqth element of the diagonal matrix, A1 A modified 
algorithm for decomposition for the matrix, K, into the desired 
matrix product, ~A 1~·, is presented below. 
Step l. Consider the nonzero upper off-diagonal elements, 
k (s >r), of the given paramount matrix, K, of order three. 
rs 
For each k greater than zero, let A be equal to k , and 
rs q rs 
choose ~ such that ~ is equal to l, ~ is equal to l, and q rq sq 
the remaining element is zero. For each k smaller than zero, 
rs 
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let A be equal to the absolute value of k , and choose ~ such q rs q 
that ~ is equal to l, ~ is equal to -1, and the remaining 
rq sq 
element is zero. Repeat this procedure until all nonzero upper 
off-diagonal elements of K are considered. 
Step 2. Let A~ be a diagonal matrix whose entries are the 
absolute values of the nonzero upper triangular off-diagonal 
elements of K. Let ~ll be the matrix whose columns are chosen 
in Step l. 
If the given K-rnatrix has zero off-diagonal elements, or 
if the ~ll matrix has neither all nonnegative elements nor an 
even number of negative elements, proceed to Step 4 as ~ ll is 
unimodular. Otherwise proceed to Step 3. 
Step 3. This step insures ~ll to be unimodular. 
(a) Select the ~q column of ~ ll which corresponds to the 
smallest diagonal element, Aq' of A ~. 
(b) Replace the zero element of ~ by l or -1 such that q 
the sign of the additional multiplication of two 
elements, caused by this replacement in ~ , agrees 
q 
with the sign of the corresponding multiplication 
of nonzero elements in the other two columns of the 
~ll matrix. 
( ) • f II 1 • c Reduce the d1agonal elements o Hl correspond1ng to 
the other two columns of the ~ 11-matrix by the 
magnitude of A . If one or both of the diagonal q 
elements after this reduction become zero, this zero 
diagonal element should be deleted. Also its 
corresponding column in the ~ 11-matrix should be 
deleted. 
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(d) 1 The entries of ~ll and 1\.
1 
are those resulting from the 
above procedures (a) , (b) , and (c) . 
Step 4. Calculate K1 such that: 
K
1 
is a diagonal matrix with nonnegative entries; otherwise the 
given paramount matrix, K, fails to decompose into the desired 
form. 
Step 5. 1 Let 1\.
2 
be a diagonal matrix whose entries are the 




can be written as: 
where ~ 12 has columns with only one nonzero elements, 1, 
corresponding to the position of the elements of !\.~. 
Step 6. The final form of the decomposition of the paramount 




For ease of understanding, the above procedure is expressed 
in the flow graph of Fig. 5.2. 
The following example, which uses the same K-matrix as that 
in Appendix D, illustrates the modified algorithm for 
decomposition of a paramount matrix. 
Example 5.1: A paramount matrix, K, of order three is: 
10 -4 1 
K -4 13 4 
1 4 9 
1 Decompose K into the matrix product ~A~·-
First, determine ~ll and A~ as: 
1 1 0 
~ 0 -1 1 11 
1 0 1 
and 
1 0 0 
A1 0 4 0 1 
0 0 4 
Second, since ~ll has an odd number of negative elements, 
calculate K1 as: 
Step 1 
nonnegative entries 
an even number of 
Step 3 no 
yes 
Fig. 5.2 Flow graph of the decomposition procedures 
of a paramount matrix, K, of order three 
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Third, determine ~ 12 and A~ as: 
~12 r: : :J 
and 
5 0 0 
A1 
2 0 5 0 
0 0 4 
Fourth, the given paramount K-rnatrix is decomposed as: 
K [~ 11 
[A1 ~ 121 01 :~][:~:] 
'¥A1'¥' 
where 
1 1 0 1 0 0 
~ 0 -1 1 0 1 0 
1 0 1 0 0 1 
1 0 0 0 0 0 
0 4 0 0 0 0 
Al 
0 0 4 0 0 0 
0 0 0 5 0 0 
0 0 0 0 5 0 
0 0 0 0 0 4 
and 
1 0 1 
1 -1 0 
0 1 1 
~· 
1 0 0 
0 1 0 
0 0 1 
This example shows that this algorithm is simpler than 
Cederbaum's and Winter's techniques (See Appendix D) which 
require a matrix multiplication and subtraction in each step. 
The above procedures can be extended to the case of a 
paramount K-matrix of order, n, which is greater than three. 
This extension is presented in Section C.3. 
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2. Sufficient Conditions for the Decomposition of a 
Paramount K-Matrix of Order Three 
The paramount character of the K-matrix is only a necessary 
condition for its successful decomposition into the form, ~Al~,, 
where ~ is a unimodular matrix and A1 is a diagonal matrix with 
real positive entries. A paramount matrix, K, may fail to be 
successfully decomposed in two possible ways. First the 
~-matrix may not be a unimodular matrix, and secondly the diagonal 
A1-matrix may have negative elements. The sufficient conditions 
for a successful decomposition of a (3x3) paramount K-matrix 
1 into the desired form, ~A ~', are presented in the following 
theorems. 
Theorem 5.1: Consider a paramount K-matrix of order three with 
either: (a) all positive nonzero entries, or (b) an even 
number of negative upper off-diagonal entries and no zero 
off-diagonal entries. Then the sufficient condition for this 
K-matrix to be successfully decomposed into the form, ~Al~,, 
where ~ is a unimodular matrix and A1 is a diagonal matrix with 
real positive entries, is: 
k f; I k . I + I k . I qq ql q] - I k . . I , q 'I i , j and j > 1 l] (5.C.2) 
where k .. is the smallest absolute valued off-diagonal entry. lJ 
Proof: (a) Assume that the K-matrix is a paramount matrix of 
order three with all positive nonzero entries. Also let k .. 
l] 
with j >i be the smallest upper off-diagonal entry of the K-matrix. 
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According to the decomposition algorithm described in 
Section C.l, the unimodular matrix, ~ll' corresponding to the 
given K-matrix is one of the forms shown in Table 5.1. 
Table 5.1 The ~ 11-matrix corresponding to a 
different K-matrix ; s denotes the 
element with the smallest absolute value 
[ +s :] [ + +:] [ + +:] K . . . 
. . . 
[: 
1 
:J [: 1 :J [: 1 :J ~ 0 1 0 11 1 1 1 
In Table 5.1 the column without a zero element in ~ ll 
corresponds to the smallest absolute valued off-diagonal entry 
lkijl. The other columns of ~ll correspond to the diagonal 
elements, lk .1 - lk .. 1 and lk . 1 - l k . . 1, with q =f i,j, in the q1 1] q] 1] 
diagonal A11-matrix. The diagonal elements in A
1 
are k .. 2 11 
k . . - I k . I , and k - I k . I - I k . I + I k . . I . JJ q] qq q1 q] 1] 
Since the K-matrix is assumed to be paramount and k .. is 
1] 
the smallest off-diagonal element, the following conditions are 
true for q =f i,j with j >i: 
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lk .1 > lk .. 1 ql l] 
lk . 1 > lk .. I = q] l] 
k .. > lk .I ll ql 
and 
k.. > lk .1 JJ q] 
Therefore, since all of the entries of A~ and A ~ must be 
nonnegative, the required sufficient condition is: 
k > I k . I + I k . I - I k . . I , q :~ i , j and j > i qq ql q] l] 
(b) Assume that the K-matrix is a paramount matrix of order 
three with an even number of negative upper off-diagonal entries 
and no zero off-diagonal entries. Also let k .. with j >i be the 
l] 
smallest absolute valued upper off-diagonal entry of the K-matrix. 
Following the same reasoning as that given in part (a) , 
Table 5.2 shows the forms of the unimodular matrix, ~ ll' 
corresponding to the given K-matrix. The column without a zero 
element in ~ll corresponds to the smallest absolute valued 
off-diagonal entry, lk .. 1, of the K-matrix. lJ The other columns 
in the ~-matrix correspond to the elements of the diagonal 
matrix, A1 , which are lk . I -ql 
k . . - I k . I , and k - 1 k . 1 -JJ q] qq ql 
lk .. l' l] 
lk . 1 + lk .. 1 
q] lJ 
j >i. Therefore the sufficient condition is: 
lk .. l' k .. -l] ll 
for q i i,j and 
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k > I k . I + I k . I - I k . . I , q t i , j and j > i qq ql q] l] 
Parts (a) and (b) complete the proof of this theorem. 
Theorem 5.2: Consider a paramount K-matrix of order three with 
one zero upper off-diagonal entry, k .. , and either two positive 
l] 
or two negative upper off-diagonal entries. Then the sufficient 
condition for this K-matrix to be successfully decomposed into 
the desired form ~A 1~· is: 
k > lk . I + l k .1, q t i,j and j >i qq ql q] (5.C.3) 
Proof: For these given K-matrices it does not matter which of 
the remaining nonzero upper off-diagonal entries, k . and k . ql q] 
with q t i,j, is of the smallest absolute value. The resulting 
unimodular matrix, ~ 11 , shown in Table 5.3 results when the 
column without a zero element is deleted in the corresponding 
~ 11-matrix shown in either Table 5.1 or Table 5.2. Therefore 
the required sufficient condition is: 
k > lk . I + lk .1, q t i,j and j >i qq ql q] 
Thus the theorem is proved. 
Theorem 5.3: Consider a paramount K-matrix of order three with 
either: (a) an odd number of negative upper off-diagonal 
entries, or (b) one positive and two zero upper off-diagonal 
entries. Then the sufficient condition for this K-matrix to be 




> I I k . I, q 1,2,3 (5.C.4) 
i=l ql 
i~q 
Proof: For the given K-matrix in Section C.l, the final form of 
the desired decomposition is: 
K 
Each column of ~ll which corresponds to the nonzero upper 
off-diagonal term of the K-matrix has only one zero element. 
Each column of ~ 12 corresponds to one of the entries of the 






I k . I, q ql 1,2,3 







I k . I, q ql 
Thus the theorem is proved. 
1,2,3 
Corollary 5.1: Given a paramount K-matrix of order three with 
all zero off-diagonal entries. The sufficient condition for 
this K-matrix to be successfully decomposed into the desired 




1 1 0 
~ 11 1 0 1 
-1 -1 -1 
Table 5.2 The ~ 11-rnatrix corresponding to a different K-rnatrix; 
s denotes the element with the smallest absolute value 
. + -s + - . -s + - +s - + . -s - - -s 
- . -s - . - . -s . + . + 
. . . . . . . . . . 
1 1 0 1 1 1 1 1 0 1 1 0 1 1 -1 1 1 0 1 1 0 
1 1 1 1 0 1 -1 0 1 -1 -1 1 -1 0 1 -1 0 1 -1 -1 1 
0 -1 -1 0 -1 -1 1 1 -1 0 1 -1 0 1 -1 -1 -1 1 0 -1 1 
Table 5.3 The ~ 11-matrix corresponding to a different K-rnatrix 
-
0 + . + 0 . + + 0 - . - 0 . - -
K + . + . 0 . - - 0 
. . . . . . . 
-
-
1 0 1 0 1 1 1 0 1 0 1 1 
~ 11 0 1 1 1 
1 0 0 1 -1 1 -1 0 
1 1 0 1 0 1 -1 -1 0 -1 0 -l~ 
- -
. . +s 
. 
1 1 -1 
-1 0 1 





equal to zero. 
The proof of this theorem is obvious. 
3. Decomposition of a Paramount K-matrix of Order, n, Larger 
Than Three 
In the case of a paramount K-matrix of order, n, larger 
than three, the procedures described in Section C.l can be 
extended. 1 After Step 1 is performed, let A1 be a diagonal 
matrix whose entries are the absolute value of the nonzero 
upper triangular off-diagonal elements of K. Also let ~ ll be 
the matrix whose columns are chosen in Step 1 and correspond to 
1 the elements of A1 . Form the principal submatrices of order 
three which include the smallest absolute nonzero valued 
off-diagonal element, k .. , of K. lJ According to these (n-2) 
principal submatrices of order three and the procedures of 
Section C.l, Step 3, replace the zero elements of the column 
matrix, ~q' of ~ll corresponding to the smallest diagonal 
1 
element, Aq' of A1 by Aq if necessary. (See example in Appendix 
E ) Replace the original smallest absolute nonzero valued 
off-diagonal entries, k . . and k . . , of K with zeros. lJ Jl The absolute 
value of the other off-diagonal elements of K are replaced by 
1 the corresponding magnitude of the new diagonal elements of A
1
. 
Similarly, form the (n-2) principal submatrices of order three 
including the new smallest absolute nonzero valued upp er 
off-diagonal element, k .. , of K. 
l] Then follow the same procedures 
to arrange the column, ~ , and the other diagonal elements of q 
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Repeat this until no more arrangements or deletions are 
needed. The following steps are the same as Steps 4, 5, and 6 
presented in Section C.l. If some of the resulting entries in 
the ~ 1-matrix are negative or the ~-matrix is not unimodular, 
then the decomposition fails. 
An example is given in Appendix E to illustrate these 
decomposition procedures. 
D. SYNTHESIS WITH ACTIVE RLC NETWORKS OF THE N1 CLASSIFICATION 
1. A-Matrix Identification and Classification 
A required step before proceeding with the synthesis 
procedures is to determine the classification of the active RLC 
network to which the given A-matrix corresponds. Therefore the 
symbolic algebraic form of the A-matrix resulting from a class 
N1 network is derived. The class N1 active RLC network has a 
proper tree and no branch resistors in the fundamental circuits 
defined by chord resistors. The controlled sources which are 
controlled by capacitor voltages or inductor currents are 
associated with the resistors as shown in Fig. 5.l(a) and (b). 
Using the procedures as presented in Chapter II, the 
fundamental circuit equations, the fundamental cutset equations, 
the element terminal equations, the dependency matrix, and the 
resulting A-matrix are obtained for the class N1 network and are 
given in Eqns. (S.D.l) through (5.D.5). 
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vbe 
[:rc 0 u :] 
v [E:r] br (S.D.l) 









c ~ 0 0 0 v b dt be 
d 
v 0 L 0 0 1
et et e dt 
(S.D.3) 
1br 0 0 Gb 0 vbr 
v 0 0 0 R I 
er e er 
~br l = [:jbrvbc D. i ][vbc l Jbr et (5.D.4) 
D . I 




C 0 ] -l [B ' G B b rc c rc 
0 L Bn 
C x- C 
rc c ecrlc ,Q, -B' G D . ] 
(5.D.5a) 
B RD . . 
,Q,r b Jbrlc ,Q, 
or written in simplified form as: 
A ( 5. D. 5b) 
The following theorems which further characterize the 
realization of the A-matrix by a class N1 network are stated 
and proved below. 
Theorem 5.4: The necessary and sufficient conditions for an 
A-matrix to be realized as a class N1 network are: 
(a) The given A-matrix can be factored into the form: 
A -i\(H + M) (5.D.6) 
where i\ , H, and M are expressed in terms of the network 
parameters and the fundamental circuit subrnatrices. 
(b) The H-matrix is realized as a passive network, N , 
p 
which has a proper tree and no branch resistors in 
the fundamental circuits defined by the chord resistors. 
(c) The set of simultaneous equations resulting from 
Proof: 
equating the numerical M-matrix of Eqn. (5.D.6) and 
the corresponding submatrices in Eqn. (5.D.5a) can 
be solved for the elements of the dependency matrix 
of Eqn. (5.D.4), by which the topological structure, 
Nd, of the controlled sources is obtained and Nd is 
interconnected with N . p 
(i) Necessity: 
Necessity results directly from the analysis of 
Eqn . ( 5 . D . 5) . 
(ii) Sufficiency: 
Suppose the conditions (a), (b), and (c) are true. Then 
following the inverse process of obtaining Np and Nd from N1 , 
we can obtain the network, N1 , described by the A-matrix from 
Np and Nd. 
Parts (i) and (ii) complete the proof of this theorem. 
Theorem 5.5: The entries of the dependency submatrices of 
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Eqn. (5.D.4), D , D . , D. , and D. . , can always 
ecrvbc ecr1 c~ Jbrvbc Jbr1c ~ 
be determined if the submatrices, H11 and H22 , in the H-matrix 
of Eqn. (5.D.6) are strictly dominant. 
Proof: Equate the numerical M-matrix of Eqn. (5.D.6) and its 
equivalent terms in Eqn. (5.D.5a). Four matrix equations are 
obtained as: 
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-B' G D M 
rc c ecrvbc 11 
(5.D.7a) 
-B' G D i M rc c e 




M 21 (5.D . 7c) 
B.Q, ~D . . M22 
r JbrJ...c.£ 
(5.D.7d) 
First consider the matrix equation (5.D.7a). Let q and p 
be the number of branch capacitors and chord resistors, 
respectively. Therefore submatrices, B' , G , D , and M11 , rc c ecrvbc 
have orders of (qxp), (pxp), (pxq), and (qxq), respectively. 
Then the q set of simultaneous equations whose solution yields 
the entries, dlj, d 2 j, ... , dpj; (j=l, 2, .•. ,q), of the 
submatrix, D , are written in matrix form as: 
ecrvbc 
g b d . pp pl l] 
m . 
2] 
j=l,2, . . . ,q 
d . 
PJ 
m . q] (5.D.8) 
where the b .. , d .. , or m . . is the (i,j)th element of submatrices, 
1.] l...J 1.] 
B , D , or M , respectively; gkk is the diagonal element 
rc e v 11 
cr be 
of the diagonal matrix G . 
c 
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If H11 is strictly dominant, then after applying the 
modified algorithm of decomposition in Section C.l, it is 
observed that: 
and ~ 12 is an identity matrix of order q. The rank of the 
coefficient matrix and the augmented matrix of Eqn. (5.D.8) are 
the same and equal to q. Therefore the q set of unknowns dlj' 
., d ,; (j=l,2, ... ,q) always has a solution from the 
PJ 
well-known property (38) that a system of q simultaneous linear 
equations in p unknowns has a solution if and only if the 
coefficient matrix and the augmented matrix of the q simultaneous 
equations have the same rank. When q is equal to p, this 
condition yields a unique solution for the p unknowns, and when 
q is less than p, the solution is not unique. 
Similarly, if H11 and H22 are strictly dominant, the 
entries of D . , D. , and D. i can always be determined 
ecr1c~ Jbrvbc Jbr c~ 
from the different sets of simultaneous equations similar to 
that of Eqn. (5.D.8). 
This completes the proof of the theorem. 
Consider partitioning the A-matrix into the form: 
A 
[
A A l 11 12 
A21 A22 
(5.D.9a) 
From Eqns. (5.D.5) and (5.D.6) the A-matrix is written as: 
where 
A -AA 1 [
A O][A 
11 111 
O A22 Al2l 
-B' - B' G D . ] £c rc c e 1 n 
cr Cx, 
Bn R (B~ + D. . ) 




Now let q, m, p, and s be the number of branch capacitors, 
chord inductors, chord resistors, and branch resistors, 
respectively. Also let gkk (k=l,2, ... ,p), rkk (k=l,2, ... ,s), and 
A .. (i=l,2.,,,.q+m) be the entries of the positive diagonal 11 
matrices, Gc' ~, and A, respectively. Then for a class N1 
network the elements of the A-matrix expressed in terms of 
network parameters are explicitly shown below. 
a .. 
1] 
-A . . I bk.gkk(bk. - dk.) 
11k=l 1 J J 
A .. (b. . + ~ bk.gkkdk ·- ) 11 J-q,1 k=l 1 ,J q 
s 
-A .. (b. . + L b.- krkkdk.) 11 1-q,J k=l 1 q, J 
s 
i,j 1,2, ... ,q 
(S.D.lla) 
i l,2, ... ,q 
j q+l, ... ,q+m 
i 
j 
q+l, ... ,q+m 
l,2, ... ,q 
(S.D.llb) 
(S.D.llc) 
-A . . L b . r (b . + dk . ) ; i, j 11k=l 1-q,k kk J-q,k ,J-q q+l, ... ,q+m (S.D.lld) 
where the b .. 'sand d .. 's are the (i,j)th entries of the 
l] l] 
fundamental circuit submatrices B (m = r, n 
rnn 
c; m 
r) and the dependency submatrices D (m = e , jbr; n 
mn cr 
£' n 
ic£). Further from Eqn. (S.D.lla) and/or Eqn. (S.D.lld) it is 
observed that when D and/or D. . is null, then A11 ecrvbc Jbr1 c£ 
and/or A22 is symmetric in sign pattern. 
Figure 5.3 consolidates the above properties into a flow 
graph which gives the steps to identify and classify the 
subclass of the N1 network that realizes the given A-matrix. 
2. A-matrix Synthesis with a Class N1 Network 
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c, 
The synthesis procedure is in three parts. First, identify, 
after a symmetric permutation of columns and rows if necessary, 
and partition the given A-matrix into the form: 
such that the submatrices, A11 and/or A22 , are arranged to have 
as many off-diagonal elements symmetric in sign as possible. 
Second, factor the A-matrix into the matrix product, -A(H + M), 
and decompose the paramount submatrices, H11 and H22 , of the 
H-matrix into the form, ~A 1~·. Matrices, A and A1 , are diagonal 
matrices with real positive entries which determine the values of 
the reactive and the resistive elements, respectively. The 
H-matrix is a symmetric-skewsymrnetric matrix which is realizable 
Given an A-matrix 
Partition the A-matrix, after a symmetric permutation 
of rows and columns if necessary, into: 
[
All A12l 
A = - A2l A22J 
A11 and A22 are both symmetric in 
(b) positive diagonal matrices, A11 and A22 , 
can be factored out such that: 
and A22 
0 






All (or A22) 
symmetric in sign. 
yes (b) a positive diagonal matrix, A11 
(or A22 ) can be factored out such 
AllAlll (or A22 = A22A122). 
Active RLC network 
without VCVS (or ICIS) no 
realization in the Active RLC network 
synthesis. with all types of 
controlled sources 
realization in the 
synthesis. 
Fig. 5.3 (continued) 
0) 
Active RLC network 
without VCVS and 
ICIS realization 





as the passive RLC part of the realized network. The M-matrix 
is a square real matrix which determines the types, controlling 
function coefficients, and the locations of the controlled sources 
in the realized active RLC network. The matrix, ~' is a 
unimodular matrix corresponding to the fundamental circuits 
defined by the chord resistors or the chord inductors. Third, 
solve the set of simultaneous equations resulting from the 
M-matrix of Eqn. (S.D.6) and the corresponding submatrices in 
Eqn. (S.D.S) for the elements of the dependency matrix of 
Eqn. (S.D.4). The resulting reactive and resistive element 
values, the fundamental circuit matrix of the passive part of 
the realized network, and the elements of the dependency matrix 
give sufficient information to realize the given A-matrix with 
a class N1 network. 
Using the above discussed ideas, the synthesis procedure 
is presented in the form of a flow graph shown as Fig. 5.4. 
.I Given an . A-matrix j 
l 
Identify and partition the given A-matrix, after a 
symmetric permutation of columns and rows if 
necessary, such that: 
[
All Al2l 
A = - A2l A22J 
and (1) if both A11 = A11A111 and A22 
then go to (a), 
A22A122' 
(2) if either All = AllAlll or A22 = A22Al22' 
then go to (b), 
(3) otherwise go to (c), 
where A
111 
and A122 are paramount matrices, A11 and 
A
22 
are diagonal matrices with real positive entries Ai. 
1 -l l 
(a) (b) (c) 






Solve the simultaneous equations, 
(1/A.) a . . = (1/A.) a .. ; (j>i), obtained 
1. 1.] J ]1. 
from A and A22 , where A. corresponds 11 1. 
to the values of the reactive elements 
such that: 
A. = 1/c. or 1/~. 
1. 1. 1. 
_l 
Factor the A-matrix as: 





where Alll = /1.11All = Hl1 
-1 
A112 = /1. 11Al2 
-1 
A121 = /1. 22A21 
-1 
A122 = /1. 22A22 = H22 
t 
G) 











1 1] J ]1 
A, corresponds to the values of one variable of the reactive elements, say branch capacitors (or 
1 
chord inductors) such that A. = 1/c. (or A, = 1/£ . ). 
1 1 1 1 
~ 
Partition A22 (or A11 ) into the form, A22 = A~2 + M~2 (or A11 = A~1 + M~1 ), such that A~2 (or A~1 ) 
is symmetric in sign pattern and a positive diagonal matrix A22 (or A11 ) can be factored. 
T 
Solve the simultaneous equations, (1/A.)a~. = (1/A.)a~.; (j >i), obtained from A2°2 (or A011), where 1 1] J J1 
A. corresponds to the values of chord inductors (or branch capacitors) such that A. = 1/£. 
1 1 1 
(or A.= 1/c.). 
1 1 
' Factor the A-matrix as: 
A = - r:l 0 l [A :112] 111 
A22 Al2l 122 
-1 -1 0 0 -1 
where Alll = AllAll = Hll (or Alll = All (All + Mll) = Hll + Mll); All2 = AllAl2; 
Al21 
-1 
= A22A21; Al22 - A-1( 0 + MO) - H + M ( A - 22 A22 22 - 22 22 or 122 
-1 
= A22A22 = H22) 
~ 





Partition A11 and A22 into the following forms: 
_ o + Mo 
All - All ll 
0 0 A =A + M 22 22 22 
such that A~1 and A~2 are symmetric in sign and the diagonal 
matrices, A11 and A22 , can be factored, respectively. 
~ 
Solve the simultaneous equations, (l/1-..)a .. = (1/A.)a .. ; (j>i), 
1 1] J ]1 
obtained from A~1 and A~2 , where Ai corresponds to the values 
of reactive elements such that A.= 1/c. and 1/£ .. 
1 1 1 
+ 
Factor the A-matrix as: 





-1 0 0 
= All (All + Mll) 
-1 
- H + M · A - A A 
- ll ll' 112 - ll 12 
-1 -1 0 0 A - A A · A - A (A + M ) - H + M 121 - 22 21' 122 - 22 22 22 - 22 22 
CD 






Decompose the submatrices, H11 and H22 , into the desired matrix product, 
B' G B and B£ ~B£ , respectively. 
rc c rc r r 
+ 
Refer to the obtained B and B£ from the previous block, partition 
rc r 
A112 and A121 into the forms: 
A - -B' + M - H + M 112 - £c 12 - 12 12 
A = B + M = H + M 121 £c 21 21 21 
! 
Solve the set of simultaneous equations for the entries of the 
dependency matrix by the M-matrix in Eqn. (S.D.S). 
! 
Synthesize the class N1 network by using the values of network parameters, 
the fundamental circuit matrix, and the dependency matrix obtained above. 





3. Class N1 Network Synthesis Example 
An example is given below to illustrate the class N1 
network realization procedure. 
Example 5.2: Realize the A-matrix given below by a class N1 
network. 
3/5 1/4 1/2 0 
-1/2 3/2 0 1 
A 
-1 0 10 0 
6 -1 0 3 
Step 1. From the given A-matrix, an A22 is identified 
as being symmetric and there is a diagonal matrix, A22 , which 





-1/2 3/2 I 1 I 0 
I 
A --------.&.------I 
-1 0 I 10 0 
6 -1 0 3 
Since A22 is symmetric in sign and a positive diagonal 
matrix, A22 , can be factored out, follow procedure (b) as shown 
in Fig. 5.4. 
Step 2. For: 
a diagonal matrix, ~ 22 , is: 
Therefore the values of the chord inductors are: 
l i .Q,2 l 
Step 3. Partition A11 into the form: 










Step 4. From: 
0 [ 3/5 -1/4] 
All 
-1/2 3/2 
an equation is obtained as: 
A.2 2A. 1 
0 Therefore a diagonal matrix, ~ll' can be factored out of A
11
, 
and it is: 
170 
Thus the values of the branch capacitors are: 
cl 2; c 2 1 
Step 5. Factor the A-matrix as: 
-[A:l 0] [ Alll All2] A 
11.22 Al21 Al22 
3/5 1/4 1/2 0 1/2 0 0 0 6/5 1/2 1 0 
-1/2 3/2 0 1 0 1 0 0 -1/2 3/2 0 1 
-1 0 10 0 0 0 1 0 -1 0 10 0 





-l/2l + [0 
3/2J 0 
Step 6. Decompose the submatrices, H11 and H22 , into the 











B' G B 














G 0 7/10 
c 
0 0 
~ [1: :] 
to the obtained B 
rc 
into the form: 
H12 + M12 
[: :]+ [: :] 
[
-1 0]+[0 OJ 









[-1 OJ 0 -1 
Step 8. A set of simultaneous equations is obtained from 
theM-matrix in Eqn. (5.D.5) such that: 
Let: 
dll dl2 dl3 dl4 
D d2l d22 D e i d23 d24 e v 
cr be cr c.Q, 
d31 d32 d33 d34 
[d4l :4j; [d :44] 43 D. D. . 
Jbrvbc d51 Jbr
1
c.Q, d53 52 54 
Then: 
1/2 0 0 dll dl2 
- [_: 1 :] 0 7/10 0 d2l d 22 0 [: :] 
0 0 1 d31 d32 
1/2 0 0 dl3 dl4 
- ~: 1 :] 0 7/10 0 d23 d24 0 [: :] 
0 0 1 d33 d34 




o 3 ldsJ [: : l 








From the fundamental circuit submatrices, B 
rc 
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B~r' and B~ c' obtained in Steps 6 and 7, the fundamental circuit 
matrix, Bf, is: 
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cl c2 r4 r5 rl r r Q,l Q, 2 3 2 
1 -1 0 0 1 0 0 0 0 
1 0 0 0 0 1 0 0 0 
Bf 
0 1 0 0 0 0 1 0 0 
-1 0 1 0 0 0 0 1 0 
0 -1 0 1 0 0 0 0 1 
Converting Bf to the fundamental cutset matrix, Qf, yields: 
cl c2 r4 r5 rl r2 r3 Q, Q,2 1 
1 0 0 0 -1 -1 0 1 0 
Qf 0 1 0 0 1 0 -1 0 1 
0 0 1 0 0 0 0 -1 0 
0 0 0 1 0 0 0 0 -1 
By Gould's (39) technique the node incidence matrix is then: 
cl c2 r4 r5 rl r2 r3 Q,l Q,2 
1 1 0 0 0 -1 -1 0 1 0 
2 0 1 0 0 1 0 -1 0 1 
3 0 0 1 0 0 0 0 -1 0 
4 0 0 0 1 0 0 0 0 -1 
5 -1 -1 -1 -1 0 1 1 0 0 
Finally using the node incidence matrix, the dependency 
matrix, and the values of the network elements, the class Nl 




cl 2; c2 1 Q,l 1; £2 1 
rl 2· r 10/7; r3 1; r4 10; I 2 
r5 3; el (10/7) v ; jl 2V 
c2 cl 
Fig. 5 . 5 A class N1 network realization of Example 5.2 
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E. SYNTHESIS WITH ACTIVE RLC NETWORKS OF THE N2 CLASSIFICATION 
1. A-Matrix Identification and Classification 
The class N2 active RLC network has a proper tree and no 
branch resistors in the fundamental circuits defined by the 
chord resistors. The controlled sources controlled by the 
voltages or currents of resistors are associated with reactive 
elements as shown in Fig. S.l(c) and {d). The choice of either 
a resistor voltage or a resistor current as the controlling 
variable of the controlled sources does not affect the 
development of the A-matrix. Since the voltage-current 
relationship is linear for the resistors being considered, the 
effect of the choice only appears as a multiplicative constant 
in the final form of the A-matrix. 
Using the procedures as presented in Chapter II, the 
fundamental circuit equations, the fundamental cutset equations, 
the element terminal equations, the dependency matrix, and the 
resulting A-matrix are obtained for the class N2 network and 
are given in Eqns. (S.E.l) through (S.E.S). 
vbc 































Cb 0 ] -l [B 1 G B 
0 L Bn 
-B' l 
B B' Q.r~ Q.r C x, C 
+ 
[
D . B 
Jb v rc c cr 
D B 
ectvcr rc 
-D. . B~ ] Jbc 1 br x,r 
-D B' 
ectibr tr 






( 5. E . Sb) 
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Two theorems, similar to Theorem 5.4 and Theorem 5.5, are 
stated below. They further characterize the realization of the 
A-matrix by a class N2 network. The proofs of these theorems 
are the same as for Theorems 5.4 and 5.5; therefore they are 
not presented. 
Theorem 5.6: The necessary and sufficient conditions for an 
A-matrix to be realized as a class N2 network are: 
(a) The given A-matrix can be factored into the form: 
A -A(H + M) (5.E.6) 
where A, H, and M are expressed in terms of the 
network parameters and the fundamental circuit 
submatrices. 
(b) The H-matrix is realizable as a passive RLC network, 
N , which has a proper tree and no branch resistors p 
in the fundamental circuits defined by the chord 
resistors. 
(c) The set of simultaneous equations resulting from 
equating the numerical M-matrix of Eqn. (5.E.6) and 
its equivalent submatrices in Eqn. (5.E.5) can be 
solved for the elements of the dependency matrix of 
Eqn. (5.E.4), by which the topological structure, 
Nd, of the controlled sources is obtained and Nd 
is interconnected with N . 
p 
Theorem 5.7: The entries of the dependency submatrices of 
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Eqn. (5.E.4), D. , D .. , D , and D . , can always 
Jbcvcr Jbc1 br ec£vcr ec£ 1 br 
be determined if the submatrices, H11 and H22 , in the H-matrix 
of Eqn. (5.E.6) are strictly dominant. 
Consider partitioning the given A-matrix into the form: 
A (5.E.7a) 
and from Eqn. (S.E.S) and (5.E.6) the A-matrix is written as: 
11 111 
A -AA l [ 0 ][A ( 5 .E. 7b) O A22 A121 
where 
Now using the same notational definitions as those in 
Eqn. (S.D.ll), the entries of the A-matrix for a class N2 




-A ii i,j 1,2, ... ,q (S.E.9a) 
s 1,2, ... ,q 
A .. (b. . + ll J-qll I k=l 
d.kb. k) 
l J-q, i j q+l 1 ••• 1q+m 
(S.E.9b) 
a .. lJ 
p 
-A . . ( b . . + I d . kbk . ) ll l-ql] k=l l-ql J i j 
q+l 1 ••• 1q+m 
112, •.. 1q 
(S.E.9c) 
s 
-A. . I (b. r - d. k) b . k; i, j ll k=l l-qlk kk l-q, J-ql q+l 1 • •• ,q+m (5.E.9d) 
where the b .. 'sand d .. 's are the (i 1 j)th entries of the lJ lJ 
fundamental circuit submatrices B (m = r1 n 
mn 
c; m 
r) and the dependency submatrices D (m 
mn jbc 1 ec£ ; n 
9.- 1 n 
= V 1 
cr 
i ) . Further, from Eqn. (5.E.9a) and/or Eqn. (S.E.9d) it is br 
observed that when D . and/or D . is null, then A11 Jbcvcr ec£lbr 
and/or A22 is symmetric in sign pattern. 
Figure 5.6 consolidates the above properties into a flow 
c, 
graph which gives the steps to identify and classify the subclass 
of the N network which realizes the given A-matrix. 
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2. A-matrix Synthesis with a Class N2 Network 
Since the synthesis procedure utilizing a class N2 network 
is the same as that described in Section D.2 for a class N1 
network, only a class N2 network synthesis example is given below. 
Given an A-matrix 
Partition the A-matrix, after a symmetric permutation 
of rows and columns if necessary, into: 
[
All Al2] 
A = - A21 A22 
A11 and A22 are both symmetric in 
(b) positive diagonal matrices, A11 and A22 , 
can be factored out such that: 
@ 






All (or A22) 
symmetric in sign. 
yes (b) a positive diagonal rnatrice, A11 
(or A22 ) can be factored out such 
All = AllAlll (or A22 = A22Al22) . 
Active RLC network 
without VCIS (or ICVS) no 
realization in the Active RLC network 
synthesis . with all types of 
controlled sources 
realization in the 
synthesis. 
Fig. 5.6 (continued) 
Q) 
Active RLC network 
without VCIS and 
revs realization 





Example 5.3: Realize the following A-matrix by a class N2 
network. 
2 -1 0 1 0 
-1 3 -1 0.5 0 
A 0 -1 4 0 1 
-1 0 0 5 0 
0 2 -1 0 4 
Step 1. Partition the given A-matrix as: 
2 -1 0 1 0 
-1 3 -1 0.5 0 
A 0 -1 4 I 0 l I 
---------~-----
-1 0 0 I 5 0 
I 
I 
0 2 -1 I 0 4 I 
Synthesis procedure (a), shown in Fig. 5.4, is followed, 
since A11 and A22 are identified as being symmetric and there 
are diagonal matrices, A11 and A22 , which are factors of A11 
and A22 , respectively. 
Step 2. (a) For: 
a set of simultaneous equations is obtained as: 
1/A. 2 
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Therefore to simplify the calculation, a choice for the diagonal 
matrix, A11 , is: 
1 0 0 
A11 0 l 0 
0 0 l 
Thus the values of the branch capacitors are: 
1 
(b) For: 
the unknowns, A.., can be chosen as having any value. Therefore 
l 
to simplify the calculation, a choice for the diagonal matrix, 
Thus the values of the chord inductors are: 
9, 2 l 
Step 3. Factor the given A-matrix into: 
A :112] 
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Since A is an identity matrix, then: 
2 -1 0 
H11 -1 3 -1 M11 [0] 
0 -1 4 
H22 = [: :] 
Step 4. Decompose the submatrices, H11 and H22 , into the 
desired matrix products, B' G B and B 0 R B~ , as: rc c rc Nr b Nr 
and 
where 
B' G B 
rc c rc [-: :: -:] 
[: :] 
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1 -1 0 1 0 0 0 0 
0 1 -1 0 1 0 0 0 
B 1 0 0 G 0 0 1 0 0 rc c 
0 1 0 0 0 0 1 0 
0 0 1 0 0 0 0 3 
B.£r [: :] ~ [: :] 
Step 5. Referring to the B and B.£r obtained in Step 4, rc 
partition A112 and Al21 into the forms: 
All2 Hl2 + Ml2 
[: :} [0:5 :J 
and 
Al21 H21 + M 21 
[-: 0 _:}~ 0 :] 0 2 
Step 6. A set of simultaneous equations is obtained from 
the M-matrix in Eqn. (S . E.S) such that: 
[
D. B 




Since M11 and M22 are null, all the entries of D. Jbcvcr 
D . are zeros. Let: 





and the entries of D. . 


















0 0 1 
d 
54 
[: : :] 





d d 0 0 11 12 
d21 d22 -0.5 0 
d31 d32 0 0 
and 
[:41 d42 d43 d44 :45] [: 
0 0 0 
:] d d d54 0 0 2 51 52 53 55 
Step 7. From the submatrices, B , BQ,r' and BQ,c' which rc 
are obtained in Steps 4 and 5, the fundamental circuit matrix, 
Bf, is: 
cl c2 c3 r6 r7 rl r2 r3 r4 r5 Q,l Q, 2 
1 -1 0 0 0 1 0 0 0 0 0 0 
0 1 -1 0 0 0 1 0 0 0 0 0 
1 0 0 0 0 0 0 1 0 0 0 0 
Bf 0 1 0 0 0 0 0 0 1 0 0 0 
0 0 l 0 0 0 0 0 0 1 0 0 
-l 0 0 1 0 0 0 0 0 0 1 0 
0 0 -1 0 1 0 0 0 0 0 0 1 
Convert Bf to the fundamental cutset matrix, Qf. It is: 
1 9 0 
cl c c3 r6 r7 rl r2 r3 r4 r5 9, 1 9, 2 2 
1 0 0 0 0 -1 0 -1 0 0 1 0 
0 1 0 0 0 1 -1 0 -1 0 0 0 
Qf 0 0 1 0 0 0 1 0 0 -1 0 1 
0 0 0 1 0 0 0 0 0 0 -1 0 
0 0 0 0 1 0 0 0 0 0 0 -1 
By Gould's ( 39) technique, the node incidence matrix is then: 
cl c2 c3 r6 r7 rl r2 r3 r4 r 9, £ 5 1 2 
1 1 0 0 0 0 -1 0 -1 0 0 1 0 
2 0 1 0 0 0 1 -1 0 -1 0 0 0 
3 0 0 1 0 0 0 1 0 0 -1 0 1 
4 0 0 0 1 0 0 0 0 0 0 -1 0 
5 0 0 0 0 1 0 0 0 0 0 0 -1 
6 -1 -1 -1 -1 -1 0 0 1 1 1 0 0 
Finally using the node incidence matrix, the depe ndency 
matrix, and the values of the network elements, the class N2 
network is constructed as shown in Fig. 5. 7. 
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® 
c1 1; c 1; c3 2 1; £1 1; £2 1 
rl 1; r2 1; r3 1; r4 1; r5 1/3; 
r5 5; r7 4; el 2v jl 0.5i 
r4 r6 
Fig. 5.7 A class N
2 
network realization of Example 5.3 
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F. CONCLUSION 
The sufficient conditions are established and presented for the 
decomposition of a paramount matrix of order three into the form, 
~A 1~·, where ~ is a unimodular matrix and A1 is a diagonal matrix with 
real positive entries. 
The necessary and sufficient conditions on the A-matrix for its 
realization as a class N1 or N2 active RLC network are presented and 
proved. Although the controlled sources in the realized network have 
a specified configuration, the approach to this realization is general 
enough to be applied to other configurations of controlled sources. 
The synthesis procedure is systematic. First, identify and 
partition the given A-matrix into the form: 
If necessary, perform a symmetric permutation of the columns and rows 
of the A-matrix such that the submatrices, A11 and/or A22 , have as 
many as possible off-diagonal elements symmetric in sign. Second, 
factor the A-matrix into the matrix product, -A(H + M). Then 
decompose the symmetric submatrices, H
11 
and H22 , of the H-matrix into 
the form, ~A 1~'. Thus the values of the network elements and the 
fundamental circuit matrix of the passive RLC part of the realized 
network are obtained. Third, solve the set of simultaneous equations 
resulting from equating the M-matrix and its equivalent terms for the 
entries of the dependency matrix. Then a class N1 or N2 active RLC 
network can be realized from the given A-matrix. 
If a real state matrix, A, is of order not greater than six and 
there are no more than three branch capacitors nor three chord 
inductors in the realized network, then this A-matrix is realized 
without a trial and error procedure. Also the algebraic 
realization procedure is relatively simple. 
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VI. SUMMARY AND CONCLUSIONS 
A. SUMMARY AND CONCLUSIONS 
Three main results are presented in this dissertation. They are: 
(1) A general state model representation of linear active RLC 
networks which include mutually coupled coils with a 
positive definite inductance matrix, ideal transformers, 
gyrators, impedance converters, and controlled sources of 
all types. 
(2) An algorithm using a unified procedure for evaluating the 
least upper bound of the order of complexity of a general 
linear active RLC network. 
(3) A state-space realization of the A-matrix with a linear 
RLC network having controlled sources. The objective of 
this portion is primarily concerned with theoretical 
results. 
The general state model representations for linear active RLC 
networks are presented in Chapter II. Also three special cases of 
network state models are derived. Based upon the results of 
Chapter II, Theorem 3.2 presents the necessary and sufficient 
conditions for the order of complexity of a linear active RLC network 
to not be greater than that of the network obtained by suppressing 
all of the controlled sources. By this theorem a unified procedure 
algorithm for evaluating the least upper bound of the order of 
complexity of a general linear active RLC network is developed in 
Chapter III. A state-space approach to the realization of the 
195 
A-matrix with a linear RLC network having controlled sources is 
included in Chapters IV and V. In Chapter IV it is shown that by 
making use of matrix factorization, an A-matrix of any order is 
realizable as an active nondegenerate RLC-ladder network. Chapter V 
presents a technique for the realization of two classes, N1 and N2 , 
of active networks from a given A-matrix. Theorems 5.1, 5.2, and 
5.3 present the sufficient conditions for which the decomposition of 
a paramount matrix, K, of order three into the desired form, ~Al~,, 
is accomplished. Theorem 5.4 and Theorem 5.6 present the necessary 
and sufficient conditions for which an A-matrix is realized as a 
class N1 and a class N2 network, respectively. 
are used in the synthesis procedures. 
All of these theorems 
Some properties of the results of this thesis are stated as 
follows: 
{1) The general state model representation is satisfactory 
for active RLC networks which are general enough to contain 
mutually coupled coils with a positive definite inductance 
matrix, ideal transformers, gyrators, impedance converters, 
and all other types of elements and devices which can be 
replaced by their equivalent controlled-source 
representations. 
{2) The general state model representations are explicitly 
expressed in terms of the fundamental circuit submatrices, 
the network element submatrices, and the dependency 
submatrices. Since the topological relationships of the 
network elements and controlled source appear explicitly 
in the various submatrices of the state model 
representations, they present a valid mathematical format 
for an in-depth investigation of the network properties. 
(3) The derived algorithm for evaluating the least upper bound 
of the order of complexity for describing a general linear 
active network is a unified approach; i.e., the procedure 
is the same regardless of the network topology or 
characteristics. Also compared with other order of 
complexity algorithms it is simple and easy to apply. 
There is no need for finding a particular tree or making 
complicated calculations. 
196 
(4) The A-matrix realization procedures of Chapters IV and V are 
systematic and simple. The synthesis procedures use only 
algebraic computations and decompositions. However, it is 
possible that ungrounded controlled sources may appear in 
the realized networks. 
(5) The general state model representation is easily applied to 
active RC or LC networks by making the appropriate 
coefficient submatrices zero. Thus if it is desirable to 
use the A-matrix synthesis procedure to realize active RC or 
LC circuits, simply follow the same matrix factorization 
technique as given in Chapters IV and V only employ the 
appropriate RC or LC general state model representation. 
(6) The A-matrix realization using the class N1 or N2 networks 
of Chapter V is assured if the order of the A-matrix is not 
greater than six. Otherwise the A-matrix realization 
requires a trial and error decomposition procedure. 
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(7) The realized network has topological constraints as 
mentioned in the definitions of class N1 or N2 networks in 
Chapter V. 
B. RECOMMENDATIONS FOR FURTHER STUDY 
An interesting extension of this research would be to find the 
sufficient conditions for decomposition of a paramount matrix of order 
greater than three into the desired form ~A1~·, where ~ and A1 
correspond to the fundamental circuit submatrix and the network 
resistor submatrix, respectively. If the sufficient conditions were 
determined, the restriction on the number of reactive elements in 
the realized network for realizing the A-matrix without a trial and 
error procedure would be eliminated. 
Another useful research topic is the development of a technique 
for decomposing a symmetric matrix into a matrix product, BSB', such 
that B is a fundamental circuit submatrix, S is a symmetric matrix 
that has the properties of the inverse of the matrix, Gb + B' G B 
rr c rr 
or R 
c 
+ B R B' . 
rr b rr 
Then the realized network topological constraint 
of both branch resistors and chord resistors not being permitted in 
the same fundamental circuit is eliminated. 
Another area of investigation is the active RLC network 
realization of state model representations which are in the form: 
-* y 
* Ax1 + Ky 




The suggested technique is to factor the state-space matrix: 
[
A Kl [-A 0] [Hll H12]+[:U :12] (6.B.2) 








and the submatrices, M .. (i,j=l,2), are in terms of the fundamental lJ 
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APPENDIX A 
THE INVERSE OF A MATRIX BY MATRIX FACTORIZATION 
A valid matrix factorization established by Balabnian (2) is used 
frequently in obtaining a matrix inverse in the development of the 
state model representations for linear active RLC networks in 
Chapter II. It is presented here to facilitate understanding the 
results of Chapter II. 
Let the (nxn) matrix, A, be partitioned as: 
where the submatrix, A11 , is of order (rnxrn) for some 1 ~ m < n. 
Assume A11 is nonsingular. 
-1 Then A11 exists, and the matrix, A, is 
factored as: 
-1 -1 
Therefore, if (A22 - A21A11A12 > exists, the inverse of the matrix, 
A, can be represented as: 
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where 8. 1 
-1 
and 8. 2 
-1 -1 -1 -1 A - A21AllA12 All + AllA128,1 A21A11· 22 
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APPENDIX B 
AN EQUIVALENT CONTROLLED-SOURCE REPRESENTATION 
OF MUTUALLY COUPLED COILS 
Mutually coupled coils with a positive definite inductance matrix 
can be replaced by an equivalent network which includes inductances 
and current-controlled current sources. It is presented here to 
facilitate understanding the proof of Corollary 3.2.5 in Chapter III. 
Consider the mutually coupled coils with a positive definite 
inductance matrix and its equivalent network shown in Fig. B.l. Two 
equations which describe their equivalent relationships are: 
dil di2 
.Q, + M 










Solving for dt and dt in Eqn. (B.l) yields: 
di di 
(.Q, .Q, /6)~ - (M.Q, /6)__y 
2 X dt y dt 


















(~ ~ /~)i - (M~ /~)i 2 X X y y 
-(M~ /~)i + (~l~ /~)i 
X X y y 
i 
X 
Eqn. (B.4) shows that the equivalent controlled-source 
representation of mutually coupled coils is satisfied. 
I ' I 
'--------------- -------
(a) (b) 







(b) their equivalent controlled-source representation 
APPENDIX C 
THE A-MATRIX FOR NONDEGENERATE RLC-LADDER NETWORKS 
C.l. THE A-MATRIX FOR A NONDEGENERATE RLC-LADDER NETWORK WITH 
AN EVEN NUMBER OF REACTIVE ELEMENTS 
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Consider the source-free nondegenerate RLC-ladder network with an 
even number of reactive elements, m=q, and its associated graph shown 
in Fig. 4.2. 
According to the fundamental circuits shown in Fig. C.l, the 
fundamental circuit submatrices, Brc' Bt c' and B£ r are of order (lxq), 
(mxq), and (mxl), respectively. They are: 
B 
rc 













































a -a 2,q+2 2,q+3 0 
-a -a q- 1n-1 - q-1,n 
a q,n 
---- -------- ----- - ------ -- ·--- -- ------------ -------------
-:-a q+l,l 
a -a q+ 2 ' 1 . q+ 2 , 2 






n,q-1 -a n,q 
-a 









C.2 THE A-MATRIX FOR NONDEGENERATE RLC-LADDER NETWORKS WITH AN 
ODD NUMBER OF REACTIVE ELEMENTS 
a. State Matrix, A 
oa 
Consider the source-free nondegenerate RLC-ladder network 
with an odd number of reactive elements, m = q+l, and its 
associated graph shown in Fig. 4.3. 
According to the fundamental circuits shown in Fig. C.2, 
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the fundamental circuit submatrices, Brc' B~ c' B~r and the state 




l 0 0 
-1 l 0 
0 -1 l 
0 0 0 


























a q,n-1 -a q,n 
-------------------------- + -------------------- ------------
-a q+1,1 


















b. State Matrix, A
0
b 
Consider the source-free nondegenerate RLC-ladder network 
with an odd number of reactive elements, m = q-1, and its 
associated graph shown in Fig. 4.4. 
According to the fundamental circuits shown in Fig. C.3, 
the fundamental circuit submatrices, Brc' B£c' B£r' and the 




































-all 0 0 
0 0 
I -al ,q+l 0 a -a 2,q+l 2,q+2 
-a q-l,n 0 aq-l,n-1 a 
q,n 
-a ' - - ·- -- -- -- -q,q I ---------~--------- -------------------------
a -a 
· q+l,l q+l,2 0 a -a q+2,2 q+2,3 
0 
0 a -a n-l,q-2 n-l,q-1 
a -a 
n,q-1 n,q 





m = q 
Fig. C.1 Linear graph of the network shown in Fig. 4.2(a) 
m q+1 
Fig . C.2 Linear graph of the network shown in Fig . 4.3(a) 
....... " 









Fig. C.3 Linear graph of the network shown in Fig . 4.4(a) 
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APPENDIX D 
CEDERBAUM'S AND WINTER'S TECHNIQUES OF MATRIX DECOMPOSITION 
Cederbaum {27) has developed a technique to decompose a given 
1 paramount matrix, K, into the triple matrix product, ~A~·, where~ 
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is a unimodular matrix and A1 is a diagonal matrix with positive real 
entries. Later a set of simplified rules which are formally equivalent 
to the rules given by Cederbaum was presented by Winter {37). 
D.l. CEDERBAUM'S DECOMPOSITION 
Cederbaum's algebraic decomposition technique was basically 
developed for a paramount matrix, K, of order three and subsequently 
was extended to matrices of higher order. 
Cederbaum's technique obtains one column of the ~- matrix and 
h . . Ill determines one element of t e dlagonal matrlx, H , at each step of the 
decomposition. During each decomposition step, one of the upper 
off-diagonal elements of the K-matrix with the smallest absolute value 
is chosen. The absolute value of this element is the element of the 
diagonal matrix, A1 , determined at this step. The column of the 
~-matrix corresponding to the smallest absolute valued element, lk .. 1 
lJ 
with j >i, is determined such that the rows i and j overlap exactly in 
one column. 
After each step, the product of the column of the ~ -matrix, the 
diagonal A1-matrix element, and the transpose of the ~-matrix column 
is subtracted from the original matrix, K., to form the matrix, K. , 
l l+l 
for the next step. The process continues until a diagonal matrix 
remains. A unit matrix of order equal to that of the remaining 
218 
diagonal matrix forms the last columns of the ~-matrix, and the 
elements of the remaining diagonal matrix complete the formation of 
the diagonal matrix. 
In the case of a paramount matrix, K, of order larger than three, 
the above procedure can be extended when the nonzero off-diagonal 
element of K with the smallest absolute value is chosen. Assume the 
element, k .. , is chosen; then all the principal submatrices of order 
1] 
(3x3) including elements, k .. and k .. , can be formed, and for each of 11 JJ 
these principal submatrices the previous procedure can be used. 
D.2. WINTER'S DECOMPOSITION 
The procedure for the formation of the column of the ~-matrix 
in Cederbaum's decomposition is quite complicated. A set of rules 
which simplify the formation of the column of the ~-matrix was given 
by Winter, and the steps are written out as follows: 
(1) Assume k is the nonzero upper off-diagonal element 
rs 
with the smallest absolute value. 
(2) By multiplying the column K by k /lk I, a column K 
.s rs rs .s 
(3) 
is obtained. 
The elements of the column ~ of ~-matrix are obtained 
.1 
by applying the following rules: 
1 if k. > 0 and k. > 0 1s 1r 
ljJil k . < 0 and k . < 0 1s 1r 
0 otherwise 
An example illustrating both Cederbaum's and Winter's 
decompositions is given in the next section. 
D.3. EXAMPLE FOR CEDERBAUM'S AND WINTER'S DECOMPOSITIONS 
Consider the following paramount matrix: 
10 -4 1 
K -4 13 4 
1 4 9 
Cederbaum's technique: 
(1) The smallest absolute nonzero off-diagonal element of K is 
k 13 = 1. Therefore: 
1' I¥ 1 
10 -4 1 1 0 1 
-4 13 4 - 0 0 0 
1 4 9 
9 -4 0 
-4 13 4 
0 4 8 




2 [ -:l 
(3) K = K - I!' A I!'' 2 1 2 22 2 
= [-: :: :]- [-: -: 




[ : : : l 
0 4 8 
[
5 0 0] [0 0 0] 
0 9 4 - 0 4 4 





(5) The decomposition of the K-matrix may then be assembled as: 
l 0 0 0 0 0 l 0 l 
0 4 0 0 0 0 l -1 0 
[: 
l 0 1 0 
:] 
0 0 4 0 0 0 0 1 1 
K -1 1 0 1 
0 0 0 5 0 0 1 0 0 
0 1 0 0 
0 0 0 0 5 0 0 1 0 
0 0 0 0 0 4 0 0 1 
Winter's technig,ue: 
(1) ;\11 = lk131 1, K.1 K. 3 '¥1 
+ + 1 
+ 0 
+ + 1 
(2) K1 K- 'l'1;\11'l'i 
[-: 
-4 
:J 13 4 
"-22 jk121 4, K.1 K 
.2 '¥2 




(3) K2 K1 - '¥2;\22'¥2 
[: 
0 
:] 9 4 
\33 lk231 4, K .2 K. 3 'l! 3 
0 0 0 
+ + 1 
+ + 1 
(4) K3 K2 - 'l! ;\ 'l!' 3 33 3 




AN EXAMPLE FOR THE DECOMPOSITION OF A PARAMOUNT 
K-MATRIX OF ORDER, N, LARGER THAN THREE 
Consider the paramount K-matrix of order four: 
4 3 -1 -2 
3 12 -8 -1 
K 
-1 -8 9 1 
-2 -1 1 2 
(1) Determine the original ~ll 1 and A1 from the nonzero 
off-diagonal elements of the K-matrix. 
~11 [~ 1 ~2 ~3 ~4 ~ 5 '¥ 6] 
1 0 0 1 1 0 
0 1 0 0 1 1 
-1 0 1 0 0 -1 
0 -1 1 -1 0 0 
and 
:\1 0 0 0 0 0 
0 :\2 0 0 0 0 
/\1 
0 0 :\3 0 0 0 
l 
0 0 0 :\4 0 0 
0 0 0 0 J..s 0 
0 0 0 0 0 :\6 
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1 0 0 0 0 0 
0 1 0 0 0 0 
Al 
0 0 1 0 0 0 
1 0 0 0 2 0 0 
0 0 0 0 3 0 
0 0 0 0 0 8 
(2) Consider the off-diagonal element with the smallest absolute 
value, lkl31 1, and the corresponding principal 
submatrices of order three: 
[: 1: ~:] 
-1 -8 9 
and 
[_: -: -:] 
-2 1 2 
According to the modified algorithm described in 
Section C Chapter V, from the first and second principal 
















and the elements of the 11 1 -matr1x become: 
1 - 1 0 
1 - 1 0 
2 - 1 1 
3 - 1 2 
8 - 1 7 
Thus A2 , A3 , and their corresponding column matrices, ~ 2 
and ~ 3 , are deleted. 
(3) 
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Arrange the K-matrix as: 
4 2 0 -1 
2 12 -7 0 
Kl 
0 -7 9 0 
-1 0 0 2 
The new smallest absolute nonzero valued upper off-diagonal 
element is jk14 1 = 1, and the corresponding (3x3) principal 
submatrices are: 
and 
4 2 -1 
2 12 0 
-1 0 2 
Following a similar procedure as that in (2), from the 





Since th~s is the same as the original ~ 4 in the ~ 11-matrix, 
the corresponding element values in the A~-matrix are not 
changed. 
(4) Arrange the K1-matrix as: 
4 2 0 0 
2 12 -7 0 
0 -7 9 0 
0 0 0 2 
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The nonzero off-diagonal element with the smallest absolute 





4 2 0] 
2 12 -7 
0 -7 9 
[
4 2 0] 
2 12 0 









Arrange the K2-matrix as: 
4 0 0 0 
0 12 -7 0 
K3 
0 -7 9 0 
0 0 0 2 
Since ]k23 ] = 7 is the smallest absolute nonzero valued 
off-diagonal element and the corresponding (3x3) principal 
submatrices are: 
and 





(6) The final forms of the ~ 11-matrix and the A~-matrix are: 
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1 1 1 0 
1 0 1 1 
'¥ 
11 
-1 0 0 -1 
-1 -1 0 0 
and 
1 0 0 0 
J\1 
0 1 0 0 
1 0 0 2 0 
0 0 0 7 
(7) Determine '¥ 12 and 
1 
J\2. 
K4 K - A 1 I '¥11 1'¥11 
4 3 -1 -2 4 3 -1 -2 
3 12 -8 -1 3 10 -8 -1 
-1 -8 9 1 -1 -8 8 1 
-2 -1 1 2 -2 -1 1 2 
0 0 0 0 
0 2 0 0 
0 0 1 0 
0 0 0 0 
Then: 








(8) The paramount K-matrix is decomposed as: 
K ['¥ 11 
[Al 
'¥12] 01 :~][:~:] 
'¥A.1'¥' 
where 
1 1 1 0 0 0 
1 0 1 1 1 0 
'¥ 
-1 0 0 -1 0 1 
-1 -1 0 0 0 0 
and 
1 0 0 0 0 0 
0 1 0 0 0 0 
A.1 
0 0 2 0 0 0 
0 0 0 7 0 0 
0 0 0 0 2 0 
0 0 0 0 0 1 
