Abstract. We call a finite-dimensional K-algebra A geometrically irreducible if for all d ≥ 0 all connected components of the affine scheme of d-dimensional A-modules are irreducible. We show that the geometrically irreducible algebras without loops (this includes all algebras of finite global dimension) are the hereditary algebras. We also show that truncated polynomial rings are the only geometrically irreducible local algebras. Finally, we formulate a conjectural classification of all geometrically irreducible algebras.
1. Introduction and main result 1.1. Introduction. Let A be a finite-dimensional K-algebra with K an algebraically closed field, and for d ≥ 0 let mod(A, d) be the affine scheme of d-dimensional A-modules.
The connected components of mod(A, d) correspond to the different dimension vectors (which count the Jordan-Hölder multiplicities) of d-dimensional modules.
In general, the connected components of mod(A, d) are reducible and singular. The following result due to Bongartz [Bo] determines when mod(A, d) is smooth (i.e. nonsingular) for all d, see also [AGV] for related aspects. Recall that A is hereditary if gl. dim(A) ≤ 1. Theorem 1.1 (Bongartz [Bo] ). The following are equivalent:
(i) mod(A, d) is smooth for all d;
(ii) A is hereditary.
We call A geometrically irreducible if for each d all connected components of mod(A, d) are irreducible. Note that Theorem 1.1 implies that all hereditary algebras A are geometrically irreducible.
In this article, we deal with the following problem. Problem 1.2. Find a necessary and sufficient condition for A to be geometrically irreducible.
We did not find a complete answer to Problem 1.2. But we have a list of partial results and also a general conjecture.
Thanks to the work of Bongartz [Bo] on the behaviour of mod(A, d) under Morita equivalence, we can assume without loss of generality that A = KQ/I, where KQ is the path algebra of a quiver Q and I is an admissible ideal in KQ. For a dimension vector d ∈ N n , where n is the number of vertices of Q, let rep(A, d) be the affine scheme of representations of Q which are annihilated by I. Then A is geometrically irreducible if and only if rep(A, d) is irreducible for all d.
Main result.
Recall that an arrow ε in Q is a loop if ε starts and ends in the same vertex. Theorem 1.3. Let A = KQ/I. Assume that Q does not contain any loop. Then the following are equivalent:
(i) A is geometrically irreducible; (ii) A is hereditary.
As a relatively straightforward consequence of Theorem 1.3 combined with the No-Loop Theorem (cf. [I] and [L] ) we get the following characterization of geometrically irreducible algebras of finite global dimension.
Corollary 1.4. Assume that gl. dim(A) < ∞. Then the following are equivalent:
An easy example of geometrically irreducible and non-hereditary algebras are truncated polynomial rings K[X]/(X m ) with m ≥ 2. (Note that these are isomorphic to the algebra KQ/I, where Q has exactly one vertex and one loop ε, and I is generated by ε m .) The following proposition shows that these are the only examples of geometrically irreducible local algebras. Proposition 1.5. Assume that A = KQ/I is local, i.e. Q has just one vertex. Then the following are equivalent:
Note that each finite-dimensional local K-algebra is of the form KQ/I.
Back to the general case, assume that A = KQ/I is geometrically irreducible. It is not hard to show that each oriented cycle in Q is a power of a loop. In particular, there is at most one loop at each vertex.
Let Q be the quiver
For n ≥ 2 let
For m, n ≥ 2 let B(m, n) := KQ/I, where the ideal I is generated by {ε m 0 , ε m 1 , ρ n }.
Up to some trivial glueing procedure explained in Section 2.3, we conjecture that hereditary algebras, truncated polynomial rings, and the algebras B(m, 2) and B(m, m) are the only geometrically irreducible algebras. In [BS1] we prove that (modulo glueing) geometrically irreducible algebras A = KQ/I, where Q has at most two vertices, belong to one of the four classes mentioned above, and in [BS2] we show that the algebras B(m, 2) are indeed geometrically irreducible.
1.3. Finitely generated algebras. Instead of studying finite-dimensional algebras A, we could assume that A is finitely generated, and ask when all connected components of mod(A, d) are irreducible. The following example shows that this more general classification problem includes some interesting classical examples.
Namely, let A = K[X, Y ] be the polynomial ring in two commuting variables. Then
is the famous commuting variety. It follows from [MT, Theorem 6] 
is geometrically reducible, see for example [Gu, Theorem 3(b) ].
One should also keep in mind that there are numerous finitely generated algebras A which do not have any finite-dimensional modules. In this case, mod(A, d) is empty for all d.
1.4. Notation. Throughout, let K be an algebraically closed field. By a module we mean a finite-dimensional left module, if not mentioned otherwise.
Schemes of representations
2.1. Quivers with relations. A quiver is a quadruple Q = (Q 0 , Q 1 , s, t) where Q 0 and Q 1 are finite sets of vertices and arrows, respectively, and s, t : Q 1 → Q 0 are maps. We say that an arrow a starts in s(a) and ends in t(a).
A path of length m ≥ 1 in Q is a sequence p = (a 1 , . . . , a m ) of arrows a 1 , . . . , a m ∈ Q 1 such that s(a i ) = t(a i+1 ) for all 1 ≤ i ≤ m−1. We set length(p) := m. Define s(p) := s(a m ) and t(p) := t(a 1 ). Let supp(p) := {s(a 1 ), . . . , s(a m ), t(a 1 )} be the support of p, and let Q p be the subquiver of Q with vertices supp(p) and arrows {a 1 , . . . , a m }. An arrow a occurs in p if a = a i for some 1 ≤ i ≤ m. The path p is a cycle if we have additionally s(p) = t(p). We usually write a 1 · · · a m instead of (a 1 , . . . , a m ). A loop is a cycle of length one. Clearly, the t-fold compositon p t := p · · · p of a cycle p is again a cycle. A cycle (a 1 , . . . , a m ) is primitive if the vertices s(a 1 ), . . . , s(a m ) are pairwise different.
Lemma 2.1. For each non-primitive cycle (a 1 , . . . , a m ) there exists some 1 ≤ u ≤ v ≤ m such that v − u < m − 1, (a u , . . . , a v ) is a primitive cycle and (a 1 , . . . , a u−1 , a v+1 , . . . , a m ) is a cycle.
Proof. Let (a 1 , . . . , a m ) be a cycle in Q which is not primitive. Thus there exists some 1 ≤ u ≤ v ≤ m such that s(a v ) = t(a u ) and
Then (a u , . . . , a v ) is a primitive cycle, and the sequence (a 1 , . . . , a u−1 , a v+1 , . . . , a m ) is a cycle.
Additionally to the paths of length m ≥ 1, there is a path e i of length 0 with s(e i ) = t(e i ) = i for each vertex i ∈ Q 0 . Let KQ be the path algebra of Q. (The set of all paths (including the length 0 paths) form a K-basis of KQ, and the multiplication is defined via the composition of paths.)
A relation for Q is a linear combination
where λ i ∈ K * and the p i are pairwise different paths of length at least two in Q such that s(p i ) = s(p j ) and t(p i ) = t(p j ) for all 1 ≤ i, j ≤ t. We say that a path p occurs in ρ if p = p i for some i, and an arrow a occurs in ρ if a occurs in some p i . Let Q ρ be the union of the subquivers Q p 1 , . . . , Q pt .
An ideal I in KQ is admissible if the following hold:
(i) I is generated by a set R = {ρ 1 , . . . , ρ m } of relations; (ii) There exists some m ≥ 2 such that all paths of length at least m are contained in I.
From now we assume that A = KQ/I with Q a quiver and I an admissible ideal.
Schemes of representations. Let
and for a relation ρ =
be the affine space of representations
Clearly, rep(A, d) is an affine scheme.
The group For some basic properties of the schemes mod(A, d) and rep(A, d) we refer to [Bo] and [Ga] .
2.3. Minimal algebras. We call A = KQ/I minimal if I = 0, or if for each set R = {ρ 1 , . . . , ρ m } of relations for Q such that R generates I the following hold:
If A = KQ/I is not minimal, then there are algebras A ′ = KQ ′ /I ′ and A ′′ = KQ ′′ /I ′′ with Q ′ and Q ′′ proper subquivers of Q such that the following hold:
Here d ′ and d ′′ are obtained from d by deleting the entries d i with i not a vertex of Q ′ , respectively Q ′′ .
More precisely, if there is an arrow a ∈ Q 1 with a / ∈ Q ρ 1 ∪ · · · ∪ Q ρm , then A ′ := KQ ′ /I ′ , where Q ′ is obtained from Q by deleting a and I ′ := I ∩ KQ ′ , and A ′′ := KQ ′′ , where Q ′′ is the subquiver of Q with vertices {s(a), t(a)} and a single arrow a. Next, assume (ii) holds, and assume that (
Thus, if we want to classify geometrically irreducible algebras, we can restrict our attention to the minimal ones.
Classification of minimal geometrically irreducible algebras.
Conjecture 2.2. Assume that A = KQ/I is minimal geometrically irreducible and that I = 0. Then Q has at most two vertices.
In [BS1] we prove Conjecture 2.2 for a large class of quivers Q.
Recall Proposition 1.5 describes all geometrically irreducible algebras A = KQ/I with Q having just one vertex.
The following theorem deals with the two vertex case and is the main result of [BS1] .
Theorem 2.3. Assume that A = KQ/I is minimal geometrically irreducible and that I = 0, and assume that Q has at most two vertices. Then (up to isomorphism), A is defined by one of the following quivers with relations:
e e and I = (ε m 0 , ε m 1 , ρ 2 ) for some m ≥ 2;
e e and I = (ε m 0 , ε m 1 , ρ m ) for some m ≥ 3.
The relations ρ m appearing in parts (ii) and (iii) of Theorem 2.3 are defined in Section 1.2.
Clearly, the algebras mentioned in (i) are geometrically irreducible. We show in [BS2] that the algebras listed in (ii) are geometrically irreducible. It remains open if the algebras in (iii) are geometrically irreducible as well.
Cycles and loops
As before, let A = KQ/I be a finite-dimensional K-algebra with Q = (Q 0 , Q 1 , s, t) a finite quiver and I an admissible ideal in the path algebra KQ. Let Q 0 = {1, . . . , n}.
Clearly, if A is geometrically irreducible, then for all subsets E ⊆ Q 0 we know that
is also geometrically irreducible, where
Lemma 3.1. Assume that A is geometrically irreducible. Then any primitive cycle in Q is a loop.
Proof. Assume that p = (a 1 , . . . , a m ) is a primitive cycle in Q which is not a loop. Thus we have supp(p) = {s(a 1 ), . . . , s(a m )} and m ≥ 2. Let d = (d 1 , . . . , d n ) with
We claim that rep(A, d) is reducible. Clearly, for each 1 ≤ i ≤ m there exists a representation M i ∈ rep(A, d) such that for a ∈ Q 1 we have
Thus the open set
U i has to be empty. Otherwise, we would get some M ∈ rep(A, d) with M ((a 1 · · · a m ) t ) = 0 for all t ≥ 1, a contradiction since A is finite-dimensional. Thus rep(A, d) cannot be irreducible.
Lemma 3.2. Assume that A is geometrically irreducible. Then for each vertex i of Q there is at most one loop ε with s(ε) = i.
Proof. We can assume without loss of generality that Q has just one vertex, and that Q has n ≥ 2 loops. Let P := A A and I := D(A A ) (here D := Hom K (−, K) denotes the usual K-dual) and let S be the simple A-module. Set d := dim(P ) = dim(I) = dim(A). Since A is geometrically irreducible and P and I are both rigid, we get P ∼ = I. Thus A is selfinjective. We consider rad(P ) and P/ soc(P ). Since the ideal I is by definition generated by paths of length at least two, we know that top(rad(P )) ∼ = S n . Set d = (d−1). We have
The sets S and T are both non-empty and open in rep(A, d). Thus they have to coincide. It follows that top(rad(P )) is simple, a contradiction. Proof. Let c := (a 1 , . . . , a m ) be a cycle. If c is primitive, then c is a loop by Lemma 3.1. Next, assume that c is non-primitive. Thus by Lemma 2.1 there is some 1 ≤ q ≤ p ≤ m with p−q < m−1 such that (a q , . . . , a p ) is a primitive cycle and (a 1 , . . . , a q−1 , a p+1 , . . . , a m ) is a cycle. By induction (a 1 , . . . , a q−1 , a p+1 , . . . , a m ) is a power of a loop and by Lemma 3.1 (a q , . . . , a p ) is also a loop. Thus c is a composition of loops, which necessarily all start (and end) at the same vertex. Now Lemma 3.2 implies that c is a power of a loop.
Locally free modules
Assume that A = KQ/I is geometrically irreducible. By Lemma 3.4, A i := e i Ae i is a truncated polynomial ring for each vertex i ∈ Q 0 . An A-module M is locally free if e i M is a free A i -module for each i. In this case, let rank(M ) := (rank(e i M )) i∈Q 0 be the rank vector of M , where rank(e i M ) denotes the rank of the free A i -module e i M . A finite-dimensional algebra A is an Iwanaga-Gorenstein algebra if proj. dim(D(A A )) < ∞ and inj. dim( A A) < ∞. In this case, [AR, Lemma 6.9] and [Iw, Theorem 5] imply that m := proj. dim(D(A A )) = inj. dim( A A), and that for M ∈ mod(A) the following are equivalent:
Proposition 4.2. Assume that A = KQ/I is geometrically irreducible. Then A is an Iwanaga-Gorenstein algebra. Furthermore, for M ∈ mod(A) the following are equivalent:
Proof. We follow the lines of the proof of [GLS, Proposition 3.5] . By Lemma 4.1, all projective and also all injective A-modules are locally free. We know from Lemma 3.1 that all cycles in Q are loops. Let Q • be the quiver obtained from Q by removing all loops. Assume without loss of generality that Q 0 = {1, . . . , n} and that for each arrow a of Q • we have s(a) > t(a).
For each 1 ≤ i ≤ n, the algebra e i Ae i is isomorphic a truncated polynomial ring
) with c i ≥ 1. Now E i := e i Ae i is a uniserial A-module which is free of rank 1 as an e i Ae i -module.
Since Q • does not have oriented cycles, M ∈ mod(A) is locally free if and only if there is a chain
Let P 1 , . . . , P n be the indecomposable projective A-modules, and let I 1 , . . . , I n be the indecomposable injective A-modules corresponding to the vertices of Q. Clearly, we have E 1 ∼ = P 1 and E n ∼ = I n .
Let j be maximal such that e j M = 0. There is a short exact sequence
The subcategory of locally free modules is clearly closed under kernels of epimorphisms and cokernels of monomorphisms.
It follows that Ω(M ) is locally free and that [Ω(M ) :
Dually, one shows that inj. dim(M ) < ∞ for all locally free M ∈ mod(A).
Since A A and D(A A ) are locally free, we get that A is an Iwanaga-Gorenstein algebra. In particular, this implies that (i) and (ii) are equivalent for all M ∈ mod(A).
Finally, assume that M ∈ mod(A) is not locally free. Thus there exists some 1 ≤ i ≤ n such that e i M is not a free e i Ae i -module. Let
be a short exact sequence with P projective. It follows that 0 → e i Ω(M ) → e i P → e i M → 0 is a short exact sequence of e i Ae i -modules. Now e i P is free as an e i Ae i -module, but e i M is not. This implies that also e i Ω(M ) is not free. By induction this implies that proj. dim(M ) = ∞. This finishes the proof.
Linear quivers
5.1. Linear quivers. Throughout Section 5, let Q = Q(n, t 1 , . . . , t n ) be the quiver
where n ≥ 1 and t 1 , . . . , t n ≥ 1.
Let A = KQ/I with I an admissible ideal in KQ. We assume that A is geometrically irreducible.
5.2. Definition of a grading. Define deg(ε i ) := 0 and deg(α ij ) := 1. This definition extends to all paths and relations in the obvious way. This turns A into an N-graded algebra. If R is a minimal set of relations generating I, then R decomposes as
where for i ≥ 1, R i is the set of relations of degree i in R. In particular, we have
5.3. Stratification by partitions. Let A = KQ/I be defined as before, and assume that I is generated by relations of degree one. Let
be the obvious projection.
is an affine space whose dimension does not depend on the choice of (M 1 , . . . , M n ).
Proof. The representations (M 1 , . . . , M n , M α ij ) of A have to satisfy relations of degree one. When we fix (M 1 , . . . , M n ) this amounts to solving systems of linear equations given by the relations. The result follows.
As a consequence we get a stratification
where the disjoint union is taken over all
In the obvious way, the orbits O are parametrized by tuples p = (p 0 , . . . , p n ) of partitions 
5.4.
Relations of degree one and tensor algebras. If P is a projective A-module, then P is locally free by Lemma 4.1. It follows that for each 1 ≤ i ≤ n, the bimodule B i := e i−1 Ae i is free both as a left A i−1 -module and as a right A i -module.
We first investigate a structure of the algebra A ′ := KQ/I ′ , where I ′ is the ideal generated by the relations ρ ∈ I of degree at most one. Let
Obviously, B is an S-S-bimodule. We denote by T S (B) the corresponding tensor algebra.
Proposition 5.2. We have a natural isomorphism A ′ ≃ T S (B).
Proof. By the universal property of the path algebra, we have a natural epimorphism KQ → T S (B), whose kernel contains I ′ , hence we get an epimorphism A ′ → T S (B). On the other hand, by the universal property of T S (B) we have an epimorphism T S (B) → A ′ . Since both algebras are finite-dimensional, the claim follows.
For each i let r i be the rank of B i as a left A i−1 -module. We have the following formulas for the rank vectors of projective A ′ -modules.
Proof. By induction, it is sufficient to prove that e 0 A ′ e i has rank r 1 · · · r i over A 0 . Proposition 5.2 and induction implies that e 0 A ′ e i ≃ B 1 ⊗ A 1 e 1 A ′ e i . By induction e 1 A ′ e i has rank r 2 · · · r i over A 1 . By definition, the rank of B 1 over A 0 equals r 1 . Now the claim follows.
5.5. No relations of degree bigger than one. We use the above to prove the following.
Proposition 5.4. If A is geometrically irreducible, then R 2 = · · · = R n = ∅.
Proof. By induction we may assume that R 2 = · · · = R n−1 = ∅, and to get a contradiction we assume that R n = ∅. 
, and let X be the closure of the orbit of P . Since P is projective, the orbit of P is open. Thus X is an irreducible component of rep(A, d).
We have rank(Ae n ) = (r 1 · · · r n − s, r 2 · · · r n , . . . , r n , 1) and rank(Ae 0 ) = (1, 0, . . . , 0) where s ≥ 1. Here we used Proposition 5.3 and our assumptions on the sets R i .
Thus we get rank(P ) = (r 1 · · · r n − s, r 2 · · · r n , . . . , r n , 1) + (k + l, 0, . . . , 0). For Q we get rank(Q) = (r 1 . . . r n , r 2 . . . , r n , . . . , r n−1 r n , r n , 0) + (k, 0, . . . , 0) + (0, . . . , 0, 1).
Here we used again Proposition 5.3.
We get rank(P ) = rank(Q) if and only if −s + (k + l) = k if and only if l = s. Thus, from now on let l := s.
Let Y be the closure of the orbit of Q. Note that Hom(D(e n A), (Ae n−1 ) rn ⊕(Ae 0 ) k ) = 0, since the modules D(e n A) and (Ae n−1 ) rn ⊕ (Ae 0 ) k have disjoint supports. Consequently, we get dim End
Note that neither r n , nor l nor d n−1 depend on k. Moreover, when k increases, d 0 increases. So we may choose k such that ld 0 > r n d n−1 . This finishes the proof.
. . , t n ) be the quiver obtained from Q by deleting all loops. Let
• where I • is generated by all relations ρ ∈ I such that none of the loops occurs in ρ.
Proof. Suppose that A • is geometrically irreducible. Let B be obtained from A • by adding a loop ε i to each vertex i, and by adding relations ε Proof. As a consequence of Theorem 1.1 we know that (ii) implies (i).
To prove the converse, assume that A = KQ/I is geometrically irreducible. We assume that Q does not have loops. Now Lemma 3.4 implies that Q does not have any oriented cycles. Assume that I = 0.
Let m be the minimum over the lengths of all paths occuring in some relation in I, and let p = (a 1 , . . . , a m ) be such a path with length(p) = m. It follows that m ≥ 2.
Let Q ′ be the full subquiver of Q with vertices the support supp(p) of p. By minimality, the arrows a occuring in the relations in I ′ satisfy s(a) = s(a i ) and t(a) = t(a i ) for some i. Taking these arrows we obtain a geometrically irreducible algebra A ′′ = KQ ′′ /I ′′ with Q ′′ ∼ = Q • (m, t 1 , . . . , t m ) with t i ≥ 1 and 1 ≤ i ≤ m, and by construction we have I ′′ = 0.
Since there are no loops, all relations in I ′′ have degree at least two, a contradiction to Corollary 5.5. This shows that I = 0, and therefore A is hereditary.
Corollary 6.2. Let A = KQ/I. Assume that gl. dim(A) < ∞. Then the following are equivalent:
Proof. Since by assumption gl. dim(A) < ∞, the No-Loop Theorem (cf. [I] and [L] ) implies that the quiver Q does not have any loops. Now the statement follows from Theorem 6.1.
