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a b s t r a c t
A graph G is said to be well-covered if every maximal independent set of vertices has
the same cardinality. A planar (simple) graph in which each face is a triangle is called
a triangulation. It was proved in an earlier paper Finbow et al. (2004) [3] that there
are no 5-connected planar well-covered triangulations, and in Finbow et al. (submitted
for publication) [4] that there are exactly four 4-connected well-covered triangulations
containing two adjacent vertices of degree 4. It is the aim of the present paper to complete
the characterization of 4-connectedwell-covered triangulations by showing that each such
graph contains two adjacent vertices of degree 4.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In 1969, the fourth author first proposed the study of graphs in which each maximal independent set of vertices has
the same size and suggested that the name well-covered be applied to them [11]. Although it is now well-known that
the independent set problem is NP-complete for graphs in general (cf. Karp [7]), for certain interesting sub-families of
graphs, such as those called claw-free, the problem becomes polynomially solvable (cf. Minty [10] and Sbihi [14].) Clearly,
the independent set problem has a polynomial solution for the class of well-covered graphs, but how does one recognize
this class? It was shown independently by Chvátal and Slater [2] and by Sankaranarayana and Stewart [13] that the
recognition problem forwell-covered graphs is co-NP-complete. In contrast, if the graphs are claw-free, then the recognition
problem becomes polynomial. (See Tankus and Tarsi [15,16].) For more comprehensive surveys of well-covered graphs, see
Plummer [12] and more recently, Hartnell [5].
A widely studied subclass of graphs are those which are maximal planar and which are commonly called (planar)
triangulations. Let G be such a graph with more than three vertices. It is well-known that G cannot have vertex connectivity
greater than 5. Clearly,Gmust be connected and cannot have a cutvertex. SupposeG has a cutset of size two {x, y}. Then x and
ymust be adjacent since G is a triangulation. Scanning N(x) clockwise from edge xy, let z1 and z2 be consecutive members
of N(x) which belong to different components of G − x − y. Then z1 and z2 cannot be adjacent. But this contradicts the
assumption that G is a triangulation. Hence any planar triangulation with more than three vertices must be either 3-, 4- or
5-connected.
Lebesgue [9], Kotzig [8], Borodin [1] and Jendrol’ [6] have extensively investigated what kind of configurations must
always exist in any triangulation.
In an earlier paper [3] these results were used to prove that there is no 5-connected planar well-covered triangulation. In
[4] we show that there are exactly four 4-connected well-covered triangulations containing two adjacent vertices of degree
4, namely the graphs labeled R6, R7, R8, and R12 in Fig. 1.1.
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Fig. 1.1. The 4-connected well-covered triangulations.
Fig. 2.1. The graphs Q1 and Q2 .
It is the aim of the present paper to show that these are the only 4-connected well-covered triangulations by showing
that each such graph contains two adjacent vertices of degree 4.
Note that in this paper all graphs are finite and simple and if v is a vertex of a graph, N[v] will denote the closed
neighborhood of the vertex v; namely, N[v] = N(v) ∪ {v}. Moreover, α(G)will denote the independence number of graph
G, i.e., the size of a largest independent set of vertices in G.
2. Preliminary results
The first two results, although quite elementary, will be used extensively throughout the remainder of this paper.
Lemma 2.1. If G is well-covered and v ∈ V (G), then G− N[v] is also well-covered.
Proof. Suppose G − N[v] is not well-covered, so there must exist in G − N[v] two maximal independent sets S1 and S2 of
different cardinalities. But then S1 ∪ {v} and S2 ∪ {v} are both maximal in G and of different sizes, contradicting the fact that
G is well-covered. 
Definition 2.1. Let C be a cycle which appears as an induced subgraph of a fixed plane representation of a planar graph G,
and let v be a vertex of G that is not on C . Then In(C, v) (respectively, In(C,−v)) is the subset of vertices in V (G) − V (C)
that lie on the side of C containing v (respectively, not containing v).
Note that In(C,−v) could be empty.
Remark. Let C be an induced 4-cycle in a 4-connected maximal planar graph G, let v be a vertex of G that is not on C and
let S be the subgraph induced by C ∪ In(C, v). If |In(C, v)| = 1, then S is isomorphic to Q1 (see Fig. 2.1).
Proof. Obvious. 
Lemma 2.2. Let C = abcd be an induced 4-cycle in a 4-connected well-covered maximal plane graph G, let v be a vertex of G
that is not on C and let S be the subgraph induced by C ∪ In(C, v). If all the neighbors of a that lie in In(C, v) are adjacent to c,
then S must be isomorphic to either Q1 or Q2. (And therefore, In(C, v) ⊆ N[x] for both x = a and x = c.)
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Fig. 2.2. A separating 4-cycle enclosing exactly five vertices.
Proof. This is just Corollary 2.7 of [4]. 
Definition 2.2. Let C be a cycle which appears as an induced subgraph of a fixed plane representation of a planar graph
G, and let H be a subset of V (G). Then we say that C is accessible from H provided that V (C) is contained in N[I] for some
independent set I in H . If C is not accessible from H , we say that C is inaccessible from H .
Proposition 2.3. Let C be an induced 4-cycle in a 4-connected well-covered maximal planar graph G containing no two adjacent
vertices of degree 4. Let v be a vertex of G that is not on C. Then C is accessible from In(C, v).
Proof. [4, Proposition 2.3] implies that the cycle C is not accessible from In(C, v) only when In(C, v) contains two adjacent
vertices of degree 4. 
The following is Proposition 2.4 from [4].
Proposition 2.4. Let C be a cycle of any length which is an induced subgraph of a plane well-covered graph G and, let v be a
vertex of G that is not on C. If C is accessible from In(C, v), then G[In(C,−v)] is well-covered.
Proposition 2.5. Let G be a 4-connected well-covered triangulation containing no two adjacent vertices of degree 4, and suppose
that G contains a separating 4-cycle C. If x is a vertex of G not on C, then both G[In(C, x)] and G[In(C,−x)] are well-covered and
α(G) = α(G[In(C, x)])+ α(G[In(C,−x)]).
Proof. By Proposition 2.3, the cycle C is accessible from In(C, x) and, since C is separating, is also accessible from In(C,−x).
Then by Proposition 2.4 it follows that both G[In(C, x)] and G[In(C,−x)] are well-covered. Finally, note that if I and J are
maximal independent sets in G[In(C, x)] and G[In(C,−x)] respectively, such that V (C) is contained in N[I], then I ∪ J is a
maximal independent set in G. 
Proposition 2.6. Let G be a 4-connected well-covered triangulation containing no two adjacent vertices of degree 4, and let C
be a separating 4-cycle in G. Then if z is a vertex of G that is not on C, it follows that |In(C, z)| 6= 2, 3, 4 or 5.
Proof. Denote C by abcd. Observe that In(C, z) can contain neither exactly two nor exactly three vertices, for otherwise it
would contain two adjacent vertices of degree 4 by [4, Proposition 2.2(b) and (c) respectively]. Moreover, by [4, Proposition
2.8] In(C, z) cannot contain exactly four vertices. Thus itwill suffice to show that In(C, z) cannot contain exactly five vertices.
To see this assume that In(C, z) contains exactly five vertices. First we note that if any pair of opposite vertices of C share
an internal neighbor, then one of the two 4-cycles created must contain either two, three or four vertices. Hence
no pair of opposite vertices of C share an internal neighbor. (2.1)
So let x, y, u and v be the interior facial neighbors of the edges ab, cd, bc and ad respectively. Note that x, y, u and v
are all distinct by (2.1). Now if all the edges xv, vy, uy and ux are in G, then by the Remark following Fig. 2.1, G[In(C, z)]
is isomorphic to Q1 contradicting Proposition 2.5, since Q1 is not well-covered. Thus we may assume that the fifth vertex
belonging to In(C, z), call it w, is, without loss of generality, adjacent to a. In view of (2.1), 4-connectedness and maximal
planarity, it follows that all the edges xu, uy, yv, vw andwx are present in G (see Fig. 2.2).
Now if either xy or uv is present in G, eachwould form part of an induced 4-cycle having two vertices in its interior which
we have seen above is impossible. Thus maximal planarity demands that edges wy and wu are in G. But then both {w} and
{v, x} are maximal independent sets in G[In(C, z)] contradicting Proposition 2.5 and the proposition is proved. 
Proposition 2.7. Let C be an induced 4-cycle in a 4-connected well-covered triangulation G and v be a vertex of G that is not on
C. Let a be any vertex of C and let c be the vertex of C diagonally opposite to a. If all the neighbors of a that lie in In(C, v) are
adjacent to c, then In(C, v) = {v}. Furthermore, the subgraph of G induced by V (C)∪ In(C, v) is isomorphic to Q1 (see Fig. 2.1).
A.S. Finbow et al. / Discrete Applied Mathematics 158 (2010) 894–912 897
Fig. 2.3. The case where v has two interior neighbors.
Proof. Lemma 2.2 implies that In(C, v) contains either 1 or 2 vertices and hence the first assertion follows from
Proposition 2.6. The last assertion then follows from Lemma 2.2. 
Definition 2.3. Let C be a cycle which appears as an induced subgraph of a fixed plane representation of a planar graph G.
Let z be a vertex of G that is not on C , and let v ∈ V (C). We will say that In(C, z) has a foothold at v provided there is a set I
that is maximal independent in G[In(C, z)] such that v 6∈ N[I].
The following lemma is now clear.
Lemma 2.8. Let C be a cycle which appears as an induced subgraph of a fixed plane representation of a planar graph G and
suppose v ∈ V (C). If z is a vertex of G that is not on C, the following are equivalent:
(1) In(C, z) has a foothold at v.
(2) There is an independent set I ⊆ In(C, z)− N(v) such that N(v) ∩ In(C, z) ⊆ N[I].
Proposition 2.9. Let G be a well-covered triangulation containing no two adjacent vertices of degree 4, and let C be a separat-
ing 4-cycle in G with v ∈ C. Suppose that s is a vertex of G that is not on C, and that |In(C, s)| > 1. Then:
(a) exactly one of In(C, s) or In(C,−s) has a foothold at v; and
(b) if |N(v) ∩ In(C, s)| ≤ 2, then In(C, s) has a foothold at v; and
(c) if there is a nonempty set F ⊆ In(C,−s) ∩ N(v) with the property that there is an independent set J ⊆ In(C,−s) − N(v)
such that In(C,−s)− N[J] = F , then In(C, s) has a foothold at v.
Proof. To prove part (a), first observe that by Proposition 2.5
α(G) = α(G[In(C,−s)])+ α(G[In(C, s)]). (2.2)
Let a be the vertex of C opposite v and (by Proposition 2.7) choose w ∈ In(C, s) such that wa ∈ E(G), but wv 6∈
E(G). Then choose a maximal independent set I for G which contains {v,w} and observe that if I1 = I ∩ In(C, s) and
I2 = I ∩ In(C,−s), then either |I1| = α(G[In(C, s)]) or |I2| = α(G[In(C,−s)]), for otherwise we would have (by (2.2))
α(G) = |I1| + |I2| + 1 ≤ α(G[In(C, s)]) − 1 + α(G[In(C,−s)]) − 1 + 1 = α(G) − 1, a contradiction. But, for example, if
|I1| = α(G[In(C, s)]), then I1 is amaximal independent set in G[In(C, s)] and by the choice of I , v 6∈ N[I1]. Thus v is a foothold
for In(C, s).
On the other hand, if v were a foothold for both In(C,−s) and In(C, s), then, if we let J1 be a maximal independent set
in G[In(C, s)] and J2 be a maximal independent set in G[In(C,−s)] such that v 6∈ N[Ji], for both i = 1 and 2, we have that
J1∪J2∪{v} is an independent set inG containing (by (2.2))α(G)+1 vertices, thus contradicting the fact thatG iswell-covered.
This establishes (a).
Next consider part (b).
Case 1. If N(v) ∩ In(C, s) = {x}, then since |In(C, s)| > 1, there must be a vertex in In(C, s) which is adjacent to x. Then
any independent set I in In(C, s) containing that vertex must be such that v 6∈ N[I]. Therefore In(C, s) has a foothold at v.
Case 2. If N(v)∩ In(C, s) = {x, y}, then, without loss of generality, we may assume that G[In(C, s)] is partially configured
as shown in Fig. 2.3.
Now the facial neighbor of xy not equal to v, call it z, cannot be either a or c , for otherwise there is a separating 3-cycle.
Moreover, if z = b, then x and y would be two adjacent vertices of degree 4 violating the hypothesis. Hence z ∈ In(C, s).
Now let I be any maximal independent set in G[In(C, s)] containing z. Because z is adjacent to both x and y and x and y are
the only neighbors of v in In(C, s), it follows that v 6∈ N[I]. Hence v is a foothold for In(C, s). This concludes the proof of
part (b).
Finally, we turn our attention to part (c). If the hypotheses of part (c) are met, then the graph contains the configuration
shown in Fig. 2.4.
Since |In(C, s)| > 1, there is by Proposition 2.7 a vertex x that is adjacent to b in In(C, s) such that xv 6∈ E(G). Let J be the
independent set given in the hypothesis of (c). Choose a maximal independent set I in G containing J ∪ {x, v}. Observe that,
for anyw ∈ F , I ′ = (I−{v})∪ {w} is still independent and hence by the well-coveredness of G, I ′ is a maximal independent
set in G. In particular, I ′ ∩ In(C, s) = I ∩ In(C, s) and hence N[I ∩ In(C, s)] contains all neighbors of v which lie in In(C, s).
Therefore, v is a foothold for In(C, s). 
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Fig. 2.4. The graph for Part (c).
Fig. 2.5. A BW-configuration with its extension.
Corollary 2.10. Suppose G is a 4-connected well-covered triangulation containing no two adjacent vertices of degree 4, and C is
a separating 4-cycle in G with s ∈ V (G)− V (C).
(a) Further suppose that |In(C, s)| > 1 and |In(C,−s)| > 1. Then each vertex v ∈ C has the property that either |N(v)∩In(C, s)|
≥ 3 or |N(v) ∩ In(C,−s)| ≥ 3.
(b) Suppose |In(C, s)| > 1 and v ∈ C. Then, if there exists a nonempty set F ⊆ In(C,−s)∩N(v) and if there exists an independent
set J ⊆ In(C,−s)− N(v) such that F = In(C,−s)− N[J], then |In(C,−s) ∩ N(v)| ≥ 3.
Proof. If part (a) were not true, then by part (b) of Proposition 2.9, both In(C, s) and In(C,−s) would have a foothold at v.
But this contradicts part (a) of Proposition 2.9.
To prove part (b), suppose v, F and J are as hypothesized. Then by part (c) of Proposition 2.9, In(C, s) has a foothold
at v. Then by part (a) of Proposition 2.9, In(C,−s) does not have a foothold at v. Thus by part (b) of Proposition 2.9,
|N(v) ∩ In(C,−s)| ≥ 3. 
Definition 2.4. Let H be an induced subgraph of a graph G. Suppose x ∈ V (H) has neighbors a1 and a2 in V (H) and that
there is a set J which is maximal independent in H and two vertices b1, b2 ∈ V (H) such that the following properties are
satisfied:
(i) vertices a1 and a2 have no common neighbor in V (G)− (V (H) ∪ NG(x)), and
(ii) {a1, a2} ⊆ J , (and hence x 6∈ J) and
(iii) (J − {a1, a2}) ∪ {x} is maximal independent in H , and
(iv) for i = 1 and 2, NG(bi) ⊆ H , and (J − {ai}) ∪ {bi} is maximal independent in H . (Hence ai is adjacent to bi, for i = 1, 2.)
Then the 7-tuple (H, J, a1, a2, b1, b2, x) is called a BW-configuration in G.
Lemma 2.11. If G is a 4-connected well-covered triangulation containing no two adjacent vertices of degree 4, then G cannot
contain a BW-configuration.
Proof. Suppose G contains a BW-configuration (H, J, a1, a2, b1, b2, x). Then by [4, Lemma 3.1], there exist distinct vertices
w1,w2 and z ∈ V (G)− [V (H) ∪ N(J − {a1, a2})] such that
(a) wiai ∈ E(G),wiz ∈ E(G) and aiz 6∈ E(G), for both i = 1 and 2; zx ∈ E(G), and
(b) w1a2 6∈ E(G),w2a1 6∈ E(G), and xwi 6∈ E(G), for both i = 1 and 2.
Note that it follows by the maximality of (J − {a1, a2}) ∪ {x} that x is adjacent to bi, i = 1, 2.
Let Ci = aixzwi, for i = 1 and 2. (See Fig. 2.5.) We first establish that
Claim 1: |In(Ci,−bi)| > 1, for both i = 1 and 2.
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Fig. 2.6. Both extended 4-cycles enclose one vertex.
Fig. 2.7. B1 and B2 are now determined.
Note that since G is a triangulation, In(Ci,−bi) 6= ∅, for i = 1, 2.
By way of contradiction, suppose that In(C1,−b1) = {e}. In the case that |In(C2,−b2)| > 1, by Proposition 2.7 we can
find a vertex p ∈ In(C2,−b2) which is adjacent to z and not adjacent to a2. Then, if J is as given in the hypothesis of this
lemma, extend J ∪ {p} to a maximum independent set S in G and observe that (S − {a1}) ∪ {b1, e} is still independent by
part (iv) of Definition 2.4, thus contradicting well-coveredness.
Hence we may assume that |In(C2,−b2)| = 1, so let In(C2,−b2) = {f }. If
there are (i) two independent vertices u1 and u2 ∈ V (G) such that ui is adjacent to ai and ui is not adjacent to z,
for i = 1 and 2, or (ii) there exists one vertex uwhich is adjacent to both a1 and a2, but not adjacent to z. (2.3)
We now complete the proof of Claim 1 as follows.
Suppose (i) holds. Then let K be amaximum independent set forG containing {z, u1, u2} and observe that (K−{z})∪{e, f }
is independent, contradicting the well-coveredness of G.
So suppose (ii) holds. Then let K be a maximum independent set containing {z, u}. Then (K − z) ∪ {e, f } is independent,
contradicting the well-coveredness of G.
Hence it remains only to show that (2.3) holds. Note that if b1b2 6∈ E(G), we can take ui = bi. Hence assume that
b1b2 ∈ E(G). For both i = 1 and 2, let ti be the facial neighbor of aibi which is not x. Note that since ti is adjacent to bi, it
follows by Definition 2.4(iv) that ti 6∈ {w1, w2} (see Fig. 2.6).
Also observe that tiz 6∈ E(G), for i = 1, 2. For suppose t1z, say, is an edge of G. But then either the 4-cycle C = t1a1ez violates
Corollary 2.10(a) at e, or else In(C, w1) = {w1}. But the latter cannot be true either since then w1 and e would be adjacent
vertices of degree 4.
Now if either ti = tj or titj 6∈ E(G) for i 6= j, then ui = ti would satisfy (2.3).
If, on the other hand, t1 6= t2 and t1t2 ∈ E(G), we find that by planarity, one of t1b2 or t2b1must fail to be in E(G). Suppose,
without loss of generality, that t1b2 6∈ E(G). Then u1 = t1, u2 = b2 satisfy (2.3). Hence (2.3) is true in all cases, so we have
established Claim 1: namely, that |In(Ci, ai)| > 1 for both i = 1 and 2.
Claim 2: x is a foothold for In(Ci,−bi), for both i = 1 and 2.
By symmetry, to prove Claim 2, without loss of generality, it suffices to prove that x is a foothold for In(C2,−b2). Note
that bi is not adjacent to any vertex in J−{ai} by Definition 2.4(iv). Note also that Bi = V (H)−N[J−{ai}] is a set containing
both ai and bi and if y ∈ Bi and y 6= ai and y 6= bi, then y is adjacent to both ai and bi. To see this, note that V (H) ⊆ N[J] and
so y is adjacent to some element of J . Thus y is adjacent to ai. Also note that by Definition 2.4(iv), V (H) ⊆ N[(J−{ai})∪{bi}]
for both i = 1 and 2. Thus y is adjacent to bi.
By Definition 2.4(iii), all elements of Bi are also adjacent to x, for both i = 1 and 2. If |B1| ≥ 3, then {a1, b1, y′} ⊆ B1
for some y ∈ B1. But then G[{a1, b1, y′, x}] is isomorphic to K4, which is impossible since G is 4-connected. So |B1| ≤ 2 and
similarly, |B2| ≤ 2. So Bi = {ai, bi}, for both i = 1 and 2. (See Fig. 2.7).
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Fig. 2.8. r1 is adjacent to r2 .
Now consider J ′ = (J−{a1, a2})∪{w1}. The set J ′ is independent inH[(In(C2, b2))]. We assert that G[In(C2, b2)]−N[J ′] =
{b1, b2}.
To establish this assertion we first show that
V (H)− N[J − {a1, a2}] = B1 ∪ B2 ∪ {x} = {a1, a2, b1, b2, x}. (2.4)
Indeed, note that V (H) − N[J − {a1, a2}] ⊇ B1 ∪ B2 ∪ {x} by the definition of the Bi’s and Definition 2.4(iii). Now suppose
y ∈ [V (H)−N(J −{a1, a2})] − (B1 ∪ B2 ∪ {x}). Then y is adjacent to both a1 and a2 and by Definition 2.4(iii), y is adjacent to
x. But then there exist two separating triangles a1yxa1 and a2yxa2 contradicting the 4-connectedness of G. Thus (2.4) is true.
Then by the definition of J ′, it follows that V (H)− N[J ′] = {b1, b2, a2, x}.
Now let L be a maximal independent set in In(C2, b2)− N(x) containing J ′.
We assert that In(C2, b2)− N[L] 6= ∅ and In(C2, b2)− N[L] ⊆ N(x).
First we show that {b1, b2} ⊆ In(C2, b2) − N[L]. To see this, consider, say, b1. Clearly, b1 ∈ In(C2, b2). So it remains to
show that b1 6∈ N[L]. But then it is enough to show that b1 6∈ N[L− J ′], since b1 6∈ N[J ′] from above. But L− J ′ ⊂ V (G)−V (H).
Moreover, N(b1) ⊆ V (H) by Definition 2.4(iv). So N(b1) ∩ (V (G)− V (H)) = ∅. Hence b1 6∈ N[V (G)− V (H)]. But N[L− J ′]
⊆ N[V (G)− V (H)], and hence b1 6∈ N[L− J ′].
Similarly, b2 6∈ N[L− J ′].
Hence In(C2, b2)− N[L] 6= ∅. Moreover, In(C2, b2)− N(x) ⊆ N[L] by the maximality of L. So our assertion is true.
Therefore by Proposition 2.9(c), x is a foothold for In(C2,−b2). Similarly, x is a foothold for In(C1,−b1) and Claim 2 is
proved.
Claim 3: Vertices b1 and b2 are adjacent.
Suppose not. Then, since x is a foothold for N(Ci,−bi), we can choose Ji to be maximal independent in G[In(Ci,−bi)]
such that x 6∈ N[Ji], for both i = 1 and 2. Extend J1 ∪ J2 ∪ [(J − {a1, a2}) ∪ {x}] to a maximum independent set I for
G. (Note that (J − {a1, a2}) ∪ {x} is independent by the definition of a BW-configuration.) Now (I − {x}) ∪ {b1, b2} is
independent since (J − {a1}) ∪ {b1} and (J − {a2}) ∪ {b2} are independent and the bi’s have no neighbors outside of H .
But now |(I − {x}) ∪ {b1, b2}| = |I| + 1 > |I|, a contradiction, and thus Claim 3 is proved.
Let J1 be a maximum independent set in In(C1,−b1) as before such that x 6∈ N(J1). Now let r1 be the outside facial
neighbor of a1b1 different from x, r2 be the facial neighbor of a2b2 different from x and s be the outside facial neighbor of
b1b2 different from x.
Suppose first that r1 = s or {r1, s} is independent. Let M be a maximal independent set in G[In(C2, b2)] containing
J1 ∪ {r1, s}. Then N[M] does not contain the vertex x, and so x is a foothold for In(C2, b2). This contradicts Proposition 2.9(a).
So r1 6= s and r1 is adjacent to s.
Similarly, r2 6= s and r2 is adjacent to s and, moreover, r1 6= r2 since G is 4-connected.
We now claim that r1 and r2 are adjacent (see Fig. 2.8). For suppose not. Let M ′ be a maximal independent set in
G[In(C2, b2)] containing J1 ∪ {r1, r2}. Then N[M ′] does not contain x and so again x is a foothold for In(C2, b2). But this is
a contradiction of Proposition 2.9(a). So r1 and r2 are adjacent.
By Definition 2.4(iv), s ∈ V (H) and so by Definition 2.4(iv), s 6∈ J . Since a1 and a2 are in J , it follows by planarity and
4-connectivity that r1sr2r1 is a face and so s 6∈ N[J]. But this contradicts the maximality of J in H . 
3. The main result
In order to prove the main result of this paper, we will make extensive use of the work of Kotzig [8], Borodin [1], and
Jendrol’ [6] on the structure of triangulations. After Jendrol’, we shall call a trianglewith vertex degrees a, b and c , an (a, b, c)-
triangle. The results of the above three authors which we shall need can be summarized as follows. (See [6, Theorem 4].)
Theorem 3.1. Each 4-connected planar triangulation of order at least five contains an (a, b, c)-triangle satisfying at least one of
the following
(a) a = 4, b = 4 and c ≥ 4,
(b) a = 4, b = 5 and 5 ≤ c ≤ 13,
(c) a = 4, b = 6 and 6 ≤ c ≤ 17,
(d) a = 4, b = 7 and 7 ≤ c ≤ 8,
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Fig. 3.1. The local structure about a vertex of degree 4 and a vertex of degree 5.
Fig. 3.2. Part of G if b1 = b2 .
(e) a = 5, b = 5 and 5 ≤ c ≤ 7,
(f) a = 5, b = 6 and c = 6.
Before proceeding to the proof of the main theorem, we prove the following structural lemma.
Lemma 3.2. Let G be a 4-connected well-covered triangulation containing no two adjacent vertices of degree 4 (respectively,
containing no two adjacent vertices of degree 4 and no vertex of degree 4 adjacent to a vertex of degree 5) and let x be a vertex
of degree n, where n = 4 (respectively, n = 5). Then G must contain as a subgraph, the graph H in Fig. 3.1(a) (respectively,
Fig. 3.1(b)), where
(a) The vertices b1, b2, . . ., and bn are distinct.
(b) if H ′ is the subgraph of G induced by H, then E(H ′)− E(H) ⊆ {b1b2, b2b3, . . . , bnb1}.
(c) Each pair ai and aj, i, j ∈ {1, 2, . . . , n}, i 6= j, has no common neighbor in G− H.
(d) Suppose ai and bj, i, j ∈ {1, 2, . . . , n}, are such that aibj 6∈ H and ai and bj have a common neighbor in H. Then ai and bj have
no common neighbor in G− H.
(e) if bi and bj, i, j ∈ {1, 2, . . . , n}, i 6= j, have a common neighbor a in {a1, a2, . . . , an} and have a common neighbor v in
G− H, then In(biabjv,−x) contains at most one vertex.
Proof. Note that because G is a plane triangulation, the edges a1a2, a2a3, . . . and ana1 must have facial neighbors outside of
H , say b1, b2, . . . and bn respectively (see Fig. 3.1). Moreover, since G is 4-connected, {b1, b2, . . . , bn} ∩ {a1, a2, . . . , an} = ∅.
To prove (a), we begin by noting that by symmetry we need only show that b1 6= b2 and b1 6= b3. If b1 = b2, then G
would contain the configuration in Fig. 3.2 in which the adjacent vertices x and a2 would both be of degree 4 (respectively,
of degrees 5 and 4) violating the hypotheses.
If b1 = b3 (and since we have just shown that b2 6= b1), then G contains the configuration shown in Fig. 3.3 in which b2
is contained inside the triangle b1a2a3 in violation of 4-connectivity. This completes the proof of (a).
Turning our attention to (b), we first note that if ai and aj, i, j ∈ {1, 2, . . . , n}, i 6= j, are such that aiaj 6∈ E(H), then
aiaj 6∈ E(G), by 4-connectivity.
To dispose of possible edges between the ai’s and bi’s, by symmetry it suffices to show that a1b2 6∈ E(G) and, if deg x = 5,
then a1b3 6∈ E(G). When n = 4, a1b2 6∈ E(G) by 4-connectivity. When n = 5, a1b2 6∈ E(G) by 4-connectivity, whereas if
a1b3 ∈ E(G), then the 4-cycle a1xa3b3 would violate Corollary 2.10(a) at x.
To complete the proof of part (b), by symmetry, it suffices to show that b1b3 6∈ E(G). If b1b3 ∈ E(G), we would obtain one
of the configurations shown in Fig. 3.4(a) and (b).
Let C1 = b1b3a3a2 and let H1 = G[In(C1,−x)]. We claim that H1 cannot consist of the vertex b2 alone. Assume, by way
of contradiction, that V (H1) = {b2}. In the case when n = 4, the 4-cycle b1b3a4a1 would contain the non-well-covered
graph induced by {x, b2, a3, a2}, contradicting Proposition 2.5. In the case when n = 5, Gwould contain the adjacent pair of
vertices b2 and a2 of degree 4 and 5 respectively, contradicting our hypothesis.
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Fig. 3.3. Part of G if b1 = b3 .
a b
Fig. 3.4. The local structure if b1 is adjacent to b3 .
a b
Fig. 3.5. The local structure if a1 and b2 have a common external neighbor v.
Now let G1 = G[In(C1, x)], G2 = G1 − N[a2] and G3 = G2 − N[x]. Then G1 is well-covered by Proposition 2.5. Since
H1 cannot consist of the vertex b2 alone and since G is a well-covered triangulation containing no two adjacent vertices of
degree 4, Proposition 2.7 implies the existence of a vertex v ∈ V (H1)which is adjacent to b3, but not adjacent to a2. Thus, if
J is any maximal independent set in G − G2 that contains v and a2, it is easy to see that G − N[J] = G2 showing that G2 is
well-covered. Finally, applying Proposition 2.3, we let I be any maximal independent set in H1 such that N[I] ⊇ V (C1). It is
then easy to see that G− N[I ∪ {x}] = G3, showing that G3 is well-covered.
Clearly, any maximal independent set for G2 that contains an is a maximal independent set for G1 and hence α(G2) =
α(G1). Also, any maximal independent set for G3 that contains b4 is a maximal independent set for G2 and hence α(G3) =
α(G2). It follows thatα(G3) = α(G1). If howeverK is amaximal independent set forG3, thenK∪{x} is amaximal independent
set for G1 and thus α(G3) = α(G1)+ 1, a contradiction. This completes the proof of (b).
To prove (c), note first that if ai and aj are adjacent, then any common neighbor of ai and ajwould violate 4-connectivity. If
theywere not adjacent, and vwere any common neighbor of ai and aj, then the 4-cycle aixajvwould violate Corollary 2.10(a)
at x.
Next to prove (d), first note that without loss of generality we may assume that i = 1 and j = 2. Suppose by way of
contradiction that there exists a v ∈ V (G)− V (H) such that va1 and vb2 are both in E(G) (see Fig. 3.5).
Let C be the 4-cycle a1vb2a2 and set G1 = G[In(C, b1)]. We distinguish two cases.
Case 1. Suppose |V (G1)| > 1. Let H1 = G[In(C,−b1)], H2 = H1 − N[a2] and H3 = H2 − N[x]. Then H1 is well-covered
by Proposition 2.5. Since G1 does not consist of the vertex b1 alone, and since there are no adjacent vertices of degree 4,
Proposition 2.7 implies the existence of a vertex y in G1 which is adjacent to v, but not adjacent to a2. Let J be a maximal
independent set in G[G1 ∪ {a2}]which contains both y and a2. It is easy to see that G− N[J] = H2 thereby showing that H2
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Fig. 3.6. The case when a1vb2a2 encloses one vertex.
a b
Fig. 3.7. The local structure if b1 and b2 have a common external neighbor v.
is well-covered. Finally, applying Proposition 2.3, we let I be any maximal independent set in G1 such that N[I] ⊇ V (C). It
is then easy to see that G− N[I ∪ {x}] = H3 thereby showing that H3 is also well-covered.
Now anymaximal independent set forH2 that contains a4 is amaximal independent set forH1 and henceα(H2) = α(H1).
Also any maximal independent set for H3 that contains b4 is a maximal independent set for H2 and hence α(H3) = α(H2). It
then follows that α(H1) = α(H3). If however K is a maximal independent set for H3, then K ∪ {x} is a maximal independent
set for H1 and thus α(H3) = α(H1)+ 1, a contradiction. This completes the proof in Case 1.
Case 2. So suppose |V (G1)| = 1. If n = 5, then Gwould contain the pair of adjacent vertices b1 and a2 of degrees 4 and 5
respectively, contradicting our hypothesis, hence we can assume that n = 4. In this case the graph must be as pictured in
Fig. 3.6.
Let u be the external facial neighbor of the edge b2a3. Now u 6= a4 by 4-connectivity. Therefore by (c), ua1 6∈ E(G)
and hence u 6= v. Also u 6= b4 by part (b). Next choose a maximal independent J in G containing {u, a1} and observe that
(J − {a1}) ∪ {x, b1} is independent, contradicting the well-coveredness of G.
Thus in both cases we obtain a contradiction, establishing part (d).
We now proceed to prove part (e) by contradiction. Suppose without loss of generality that b1 and b2 have a common
neighbor v in V (G)− V (H) and that In(b1a2b2v,−x) contains at least two vertices (see Fig. 3.7).
Let C be the 4-cycle b1a2b2v and set G1 = G[In(C,−x)]. Let H1 = G[In(C, x)], H2 = H1 − N[a2] and H3 = H2 − N[x].
ThenH1 is well-covered by Proposition 2.5. Since G1 does not consist of a single vertex alone, and since there are no adjacent
vertices of degree 4, Proposition 2.7 implies the existence of a vertex w in G1 which is adjacent to v, but not adjacent to a2.
Thus if J is any maximal independent set in G1 ∪ {a2} that contains vertices a2 and w, it is easy to see that G − N[J] = H2
thereby showing that H2 is well-covered. Finally, applying Proposition 2.3, we let I be any maximal independent set in H1
such that N[I] ⊇ V (C). It is then easy to see that G− N[I ∪ {x}] = H3 thus showing that H3 is well-covered.
Now anymaximal independent set forH2 that contains a4 (respectively {a4, b5}) is a maximal independent set forH1 and
hence α(H2) = α(H1). Also any maximal independent set for H3 that contains b4 is a maximal independent set for H2 and
hence α(H3) = α(H2). Thus we can conclude that α(H3) = α(H1). If however K is a maximal independent set for H3, then
K ∪ {x} is a maximal independent set for H1 and thus α(H3) = α(H1)+ 1, a contradiction. This completes the proof of part
(e) and hence the proof of the lemma. 
Theorem 3.3. If G is a 4-connected triangulation containing no pair of adjacent vertices of degree 4, then G is not well-covered.
Proof. In view of Theorem 3.1, Gmust contain an (a, b, c)-triangle satisfying one of the conditions (a)–(f) of that theorem.
We complete the proof by showing, in successive steps, that none of these conditions can hold.
Condition (a) implies the existence of a pair of adjacent vertices of degree 4, and hence cannot hold.
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Fig. 3.8. The local structure at x for Step 1.
Fig. 3.9. The updated local structure at x for Step 1.
Fig. 3.10. The local structure at x for Step 2.
Step 1. It is claimed that G contains no pair of adjacent vertices of degrees 4 and 5 respectively. Hence Condition (b) of
Theorem 3.1 cannot hold.
Proof of Step 1: Let x be a vertex of degree 4 and observe that by Lemma 3.2 the configuration must be as in Fig. 3.8.
Suppose at least one of the ai, i = 1, . . . , 4, is of degree 5. If all the ai, i = 1, . . . , 4 are of degree 5, then all edges bibi+1
(where the subscripts are takenmodulo 4) would be inG. But then the 4-cycle b1b2b3b4 would contain the non-well-covered
graph generated by {x, a1, a2, a3, a4} contradicting Proposition 2.5. Hence we may assume without loss of generality that
deg(a1) = 5 and deg(a2) 6= 5. Thus b1b4 ∈ E(G) and b1a2 has an ‘‘outside’’ facial neighbor u 6= b2 (see Fig. 3.9).
Observe that Lemma 3.2, parts (b), (c) and (d) imply that u 6∈ {a1, a2, a3, a4, b1, b2, b3, b4, x} and that ua3 6∈ E(G), ub4 6∈
E(G) and ua4 6∈ E(G). Note that J ′′ = {u, a3, b4} is independent. So if H ′′ is the graph spanned by {u, b1, b4, a1, a2, a3, a4, x},
then (H ′′, J ′′, b4, a3, a1, x, a4) is a BW-configuration in G.
But this contradicts Lemma 2.11, and thus the proof of Step 1 is complete.
Step 2. It is claimed that G contains no pair of adjacent vertices of degrees 4 and 6 respectively. Hence Condition (c) of
Theorem 3.1 cannot hold.
Proof of Step 2: Suppose byway of contradiction that there are two adjacent vertices x and y in G such that deg(x) = 4 and
deg(y) = 6. Then by Lemma 3.2 and Step 1, Gmust contain as an induced subgraph the configuration F shown in Fig. 3.10
where the following pairs of vertices have no common neighbor outside F :
bi and d, for both i = 1 and 2;
ai and bj, for i, j ∈ {1, 2}, i 6= j;
ai and cj, for i, j ∈ {1, 2}, i 6= j; and
a1 and a2.
Note by 4-connectivity, z 6∈ {c1, c2, d}.
Now let si be the external facial neighbor of biz and let ri be the external facial neighbor of aibi, for both i = 1 and 2. Since
a1 and b2 have only y as a common neighbor, we see that r1 6= r2 and r1 6= s2. Similarly, r2 6= s1.
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Fig. 3.11. Assume r1 = s1 .
Fig. 3.12. Assume s1 = s2 .
Fig. 3.13. The enhanced local structure at x for Step 2.
Now if r1 = s1, let J be a maximum independent set in G containing {a1, b2} and observe that (J − {a1}) ∪ {b1, x} is
independent, a contradiction (see Fig. 3.11).
Hence r1 6= s1 and similarly, r2 6= s2.
Next, suppose s1 = s2. Then deg(z) = 4 and by Lemma 3.2, the edges b1s1 and b2s2 have external neighbors u1 and u2
respectively with u1 6= u2 (see Fig. 3.12).
By planarity, however, one of c1u2 and c2u1 is not in E(G), say without loss of generality, c1u2 6∈ E(G). Let J be amaximum
independent set for G containing {c1, u2, y} and observe that (J − {y}) ∪ {x, z} is independent. Thus s1 6= s2 (see Fig. 3.13).
Claim 1: The edges risi 6∈ E(G), for both i = 1 and 2.
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Fig. 3.14. The further enhanced local structure at x for Step 2.
Indeed assume (without loss of generality) that r1s1 ∈ E(G) and let u be an outside facial neighbor of s1z. We observe
that since F is induced, then u 6∈ V (F), and u = r1 would result in the separating triangle r1b1z. Similarly, u = r2 would
result in the separating triangle r2b2z, because r2 6= s2. Hence u 6= ri, for both i = 1 and 2.
Also a1u 6∈ E(G), for otherwise (see Fig. 3.14) we note that the 4-cycle a1b1zu violates Corollary 2.10(a) at the vertex b1.
To complete the proof that risi 6∈ E(G) for both i = 1 and 2, it suffices to show that there is a vertexw in N(a2)−{d, x, y}
which is not adjacent to u. Indeed if this is the case, then {u, w, a1} is independent. (Recall here that a1 and a2 have
no common neighbor outside of F .) If we choose a maximum independent set in G, say J , containing {u, w, a1}, then
(J − {a1}) ∪ {x, b1} remains independent, contradicting the well-coveredness of G.
If every vertex in N(a2) − {d, x, y} were adjacent to u, then since ub2 ∈ E(G), we would have u = s2 by 4-connectivity.
Hence, by Proposition 2.7, the 4-cycle ub2a2c2 would be the boundary of the Q1 induced by {u, b2, a2, c2, r2}, but then r2
would be a vertex of degree 4 that is adjacent to b2 which would be a vertex of degree 5, thus contradicting Step 1. This
establishes Claim 1.
Next db2 6∈ E(G) and r1d 6∈ E(G) by 4-connectivity. Furthermore, r1b2 6∈ E(G) because a1 and b2 have no common
neighbor outside of F ; sid 6∈ E(G), for both i = 1 and 2, because d and bi have no common neighbor outside of F ; and both
r1a2 and s1a2 6∈ E(G) because b1 and a2 have no common neighbor outside of F .
Let H ′′ be the subgraph of G induced by {r1, s1, a1, a2, b1, b2, x, y, z, d} and let J ′′ = {r1, s1, d, b2}. We saw above that J ′′
was independent and hence (H ′′, J ′′, d, b2, x, y, a2) is a BW-configuration in G, contrary to Lemma 2.11, and the proof of Step
2 is complete.
Step 3. It is claimed that G contains no pair of adjacent vertices of degrees 4 and 7 respectively. Hence Condition (d) of
Theorem 3.1 cannot hold.
Proof of Step 3: Suppose by way of contradiction that G has a pair of adjacent vertices x and y of degrees 4 and 7 respectively.
Then by Lemma 3.2 and Step 1, G must contain as an induced subgraph the configuration F shown in Fig. 3.15, where the
following pairs of vertices have no common neighbor outside F :
bi and d, for both i = 1 and 2;
ai and bj, for i, j ∈ {1, 2}, i 6= j;
ai and cj, for i, j ∈ {1, 2}, i 6= j;
ci and zi, for both i = 1 and 2 and a1 and a2.
Let si be the external facial neighbor of bizi, let ri be the external facial neighbor of aibi and let t be the external facial
neighbor of z1z2. Now since a1 and b2 have y as their only common neighbor, we see that r1 6= r2 and r1 6= s2. Similarly,
r2 6= s1.
We also observe that Lemma 3.2(e) implies that neither of the edges cisi is in E(G), for both i = 1 and 2, since deg(ai) > 6
by Step 2. Similarly, s1 6= s2, for otherwise this vertex is a common neighbor of both b1 and b2 in violation of Lemma 3.2(e).
Now if r1 = s1, let J be a maximum independent set for G containing {a1, c2, z2} and observe that (J − {a1}) ∪ {b1, x} is
independent. Hence r1 6= s1 and similarly r2 6= s2.
Claim 2: si 6= t , for both i = 1 and 2 (see Fig. 3.16).
Suppose by way of contradiction that s1 = t . Then deg(z1) = 4 and by Proposition 2.9(a), the edges b1t and b2t have
external neighbors u1 and u2 respectively, where u1 6= u2 (see Fig. 3.17). We note that Lemma 3.2(d) also forbids the edges
u1s2 u2r1 from belonging to E(G).
Also note that by Step 1 and Step 2, none of the edges in the set {u1u2, u1r1, s2u2} is present in G.
If r1 and s2 are adjacent, then the set {c1, u1, c2, u2} is independent by planarity and Step 1. Then let J be a maximum
independent set in G containing {c1, u2, u1, c2, y} and observe that (J −{y})∪ {x, z1} is independent contradicting the well-
coveredness of G. So r1 and s2 are not adjacent.
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Fig. 3.15. The local structure at x for Step 3.
Fig. 3.16. The larger local structure at x promised by Claim 2.
Fig. 3.17. Assume s1 = t .
Now consider the case when c2 is adjacent to both u1 and u2. Since by Step 1 and Step 2, deg(t) > 6, by Proposition 2.7
(applied to the 4-cycle u1tu2c2), theremust be a vertexw inN(t)−{b1, z1, z2, u1, u2} such that tw ∈ E(G), while c2w 6∈ E(G).
This implies that G − N({w, r1, c2, s2}) contains, as a component, the non-well-covered graph induced by {x, y, z1}. Hence
c2 must be adjacent to at most one of u1 and u2.
If c2 is not adjacent to u1, then {u1, r1, c2, s2} is independent and G − N({u1, r1, c2, s2}) contains, as a component, the
non-well-covered graph induced by {x, y, z1}. Thus c2 is adjacent to u1 and c2 is not adjacent to u2. But then {u2, r1, c2, s2}
is independent and G− N({u2, r1, c2, s2}) contains, as a component, the non-well-covered graph induced by {x, y, z1}.
Thus s1 6= t and similarly, s2 6= t . This completes the proof of Claim 2.
It in turn follows that t 6= ri, for both i = 1 and 2, because of 4-connectivity (see Fig. 3.16).
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Fig. 3.18. Assume r1t ∈ E(G).
Fig. 3.19. Assume dt ∈ E(G).
Next we claim that rit 6∈ E(G), for both i = 1 and 2.
Suppose, to the contrary, that r1t ∈ E(G) and let C be the 4-cycle r1tz1b1 (see Fig. 3.18).
By Lemma 3.2(d), ds2 6∈ E(G), for otherwise d and b2 would have a common outside neighbor. The subgraph spanned
by In(C, y) − N({d, s2}) has {y} as a singleton component and hence Corollary 2.10(b) is violated at v = b1, unless
In(C,−y) = {s1}. This, in turn, would violate Step 1, since s1 and b1 would be an adjacent pair of vertices with degrees
4 and 5 respectively. Thus r1t 6∈ E(G) and by symmetry, r2t 6∈ E(G).
Finally we show that td 6∈ E(G). Suppose by way of contradiction that td ∈ E(G) (see Fig. 3.19).
Note that N[{c2, z2}] ⊇ {t, z1, y, a2, d}, N[{a2, z2}] ⊇ {t, z1, y, x, d} and N[{x, z2}] ⊇ {t, z1, y, a1, d}. Now the graphs
H1 = G[In(tz1ya2d, c1)], H2 = G[In(tz1yxd, c1)] and H3 = G[In(tz1ya1d, c1)] are all well-covered by Proposition 2.4.
Now H2 is a subgraph of H1 and any maximal independent set J2 for H2 that includes a1 has the property that V (H1) ⊆
N[J2] and thus α(H1) = α(H2). Similarly, H3 is a subgraph of H2 and any maximal independent set J3 for H3 that includes r1
has the property that V (H2) ⊆ N[J3] and thus α(H2) = α(H3). Hence α(H1) = α(H2) = α(H3).
However, if I is a maximum independent set for H3, then I ∪ {x} is independent in H1, showing that α(H1) > α(H3), a
contradiction. Thus td 6∈ E(G).
Next let H ′′ be the subgraph of G induced by {r1, t, a1, a2, b1, b2, x, y, z1, z2, d}, and let J ′′ = {r1, t, d, b2}. Now r1 is not
adjacent to d by 4-connectivity, r1 is not adjacent to b2 by Lemma 3.2(d), and t is not adjacent to b2 by 4-connectivity.
Therefore set J ′′ is independent. Hence (H ′′, J ′′, d, b2, x, y, a2) is a BW-configuration in G, contradicting Lemma 2.11, and
Step 3 is complete.
Step 4. It is claimed that no pair of degree 5 vertices in G are adjacent. Hence Condition (e) of Theorem 3.1 cannot hold.
Proof of Step 4: Suppose G contains a pair of adjacent vertices of degree 5, say x and a3. Applying Lemma 3.2 to x shows that
Gmust contain a subgraph isomorphic to that shown in Fig. 3.20.
A.S. Finbow et al. / Discrete Applied Mathematics 158 (2010) 894–912 909
Fig. 3.20. The local structure at x for Step 4.
Fig. 3.21. The enhanced local structure at x for Step 4.
Next we apply Lemma 3.2 to the vertex a3 to get outside facial neighbors r1 of a2b2, r2 of b2b3 and r3 of b3a4 such that
the ri’s are distinct from each other and are distinct from the other vertices shown in Fig. 3.20, except possibly b1, b4 and b5
(see Fig. 3.21).
Now r2 6= b1, r2 6= b4 and r2 6= b5 by Lemma 3.2(d) and r1 6= b4 by Lemma 3.2(c). (And by symmetry, r3 6= b1.) It follows
that r1 6= b5 6= r3 by Lemma 3.2(c).
If b1 = r1 (or if b1 is not adjacent to r1), let H1 be the subgraph spanned by {b1, r1, a1, a2, a4, a5, b3, a3, b2, x}. Setting
J1 = {b1, r1, a5, b3}, we see that (H1, J1, a5, b3, x, a3, a4) is a BW-configuration, contradicting Lemma 2.11.
So b1 6= r1 and b1 and r1 are adjacent. Similarly, b4 6= r3 and b4 is adjacent to r3.
Next, suppose r1 and r2 are not adjacent. Let t1 be the outside facial neighbor of the edge r1b2. Then by Lemma 3.2(b),
t1 6∈ V (H1) ∪ {r2, r3, b4, b5}; that is, t1 is a ‘‘new’’ vertex (see Fig. 3.22).
If t1 and b1 are adjacent, then r1 and a2 are adjacent vertices of degree 4 and 6, respectively, contradicting Step 2. So t1
and b1 are not adjacent.
Similarly, if r2 and r3 are not adjacent, there exists a new vertex t2, the outside facial neighbor of the edge b3r3 such that
t2 and b4 are not adjacent.
Now by planarity, the edges t1a5 and t2a1 cannot both be in G, so without loss of generality, suppose t1 and a5 are not
adjacent (see Fig. 3.23).
Let H2 be the subgraph spanned by {t1, b1, r1, b2, a1, x, a3, a5, a4, b3} and let J2 = {t1, b1, a5, b3}. Thus (H2, J2, a5, b3, x,
a3, a4) is a BW-configuration, a contradiction to Lemma 2.11.
So r2 and r3 must be adjacent. Suppose, then, that t1 and a5 are not adjacent. Then as before, we get a BW-configuration
resulting in a contradiction. Thus t1 and a5 must be adjacent (see Fig. 3.24).
Now, if t1 and r2 are adjacent, then G−N[{t1, b1, t4}] contains, as a connected component, a path on three vertices, which
is not well-covered. Thus t1 and r2 are not adjacent.
Letting H3 be the subgraph spanned by {b4, r3, r2, a4, b3, a5, x, a3, b2, a2, t1} and letting J3 = {a2, b4, t1, a2}, we obtain
yet another BW-configuration, (H3, J3, b4, r2, a4, b3, r3), a contradiction to Lemma 2.11.
So r1 and r2 are adjacent. Furthermore, by symmetry, we may also suppose that r2 and r3 are adjacent. By symmetry,
without loss of generality, let us suppose that b4 and b5 are not adjacent (see Fig. 3.25).
ThenG−N[{b4, b5, r1}]has as a component the path P3 = xa3b3which is notwell-covered. So againwe reach a contradiction.
So b4 and b5 are adjacent and by symmetry b1 and b5 are also adjacent. Now if r2 and b5 are not adjacent, then
G− N[{r2, b5}] is not well-covered and we have a contradiction. So r2 and b5 are adjacent (see Fig. 3.26).
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Fig. 3.22. The new vertex t1 .
Fig. 3.23. The proposed new vertex t2 .
Fig. 3.24. Therefore t2 does not exist and both r2r3 and t1a5 are in E(G).
Now set C = r1r2b5b1 and note that In(C,−x) is nonempty since the presence of either of the edges r1b5 or r2b1 in
G would violate Step 1. Hence by Proposition 2.3 we can choose a maximal independent set I for G[In(C,−x)], such that
N[I] ⊇ V (C).
However, G−N[I ∪{a4}], has as a component the non-well-covered path a1a2b2. This contradiction completes the proof
of Step 4.
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Fig. 3.25. Assume b4 and b5 are not adjacent.
Fig. 3.26. The enhanced local structure at x for Step 4.
Fig. 3.27. The local structure at x for Step 5.
Step 5. It is claimed that G does not contain a (5, 6, 6)-triangle. Hence Condition (f) of Theorem 3.1 cannot hold.
Proof of Step 5: Suppose G does contain such a triangle and let x be the vertex of this triangle having degree 5.
Since, by Step 1 there is no degree 4 vertex adjacent to a degree 5 vertex, by Lemma 3.2 we have a subgraph H as shown
in Fig. 3.1(b).
Without loss of generality let a2 and a3 have degree 6. So suppose a2 has a sixth neighbor c1 and a3 has a sixth neighbor
c2 (see Fig. 3.27.) Let s1 be the external facial neighbor of the edge a1b1 and s2, the external facial neighbor of a4b3. Let r be
the external facial neighbor of the edge c1b2 (see Fig. 3.28).
By 4-connectivity s1 6= c1. Also s1 6= b5, for otherwise a1 and xwill be a pair of adjacent vertices of degree 5, contradicting
Step 4. Moreover, s1 6= c2, for otherwise b1 and a3 have a common neighbor contradicting Lemma 3.2(d). Similarly, s1 6= r .
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Fig. 3.28. The enlarged local structure at x for Step 5.
Also s1 6= ai, i = 1, . . . , 5 and s1 6= bi, i = 1, . . . , 5 by Lemma 3.2(b). Similarly, s2 is also a new vertex. Finally s1 6= s2
because of Lemma 3.2(c).
Claim 3: Vertices r and a5 are adjacent.
Suppose not and let J = {r, b3, a5, b1}. Now let H be the subgraph of G spanned by {a1, b1, a5, a2, c1, x, a4, a3, b2, r, b3}.
If r and b3 are adjacent, then b2 and b3 have a common neighbor and by Lemma 3.2(e), In(rb2a3b3, c2) contains only the
vertex c2. Now c2 and a3 are adjacent vertices of degrees 4 and 6 respectively, contradicting Step 2. Therefore r and b3 are
not adjacent.
Similarly, r and b1 are not adjacent. By Lemma 3.2(b), b3 is not adjacent to a5, b3 is not adjacent to b1 and a5 is not adjacent
to b1. So J is independent showing that (H, J, b1, a5, a2, x, a1) is a BW-configuration, contradicting Lemma 2.11, and Claim
3 is proved.
Since r and a5 are adjacent, it follows from planarity that s1 and s2 are not adjacent. Now let J ′ = {s1, a5, s2, c1, c2}. We
claim that J ′ is independent. To see this note that vertices s1 and a5 are not adjacent by 4-connectivity. Further, s1 and c1 are
not adjacent by Step 2, s1 and c2 are not adjacent by planarity, a5 and s2 are not adjacent by 4-connectivity, a5 and c1 are
not adjacent by Lemma 3.2(c), and a5 and c2 are not adjacent also by Lemma 3.2(c). Continuing, s2 and c1 are not adjacent
by planarity, s2 and c2 are not adjacent by Step 2, and c1 and c2 are not adjacent by planarity. So J ′ is independent.
So let H be the subgraph spanned by {s1, s2, a5, a1, x, a4, b1, a2, a3, b3, c1, b2, c2}. Then (H, J ′, c1, c2, a2, a3, b2) is a BW-
configuration, thus contradicting Lemma 2.11 and completing the proof of Step 5 and the theorem. 
4. Closing remark
It would be interesting to know if the number of 4-connected well-covered triangulations of any fixed surface is also
finite.
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