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This paper is concerned with the bounds of the Perron root ρ(A) of a nonnegative
irreducible matrix A. Two newmethods utilizing the relationship between the Perron root
of a nonnegative irreduciblematrix and its generalized Perron complements are presented.
The former method is efficient because it gives the bounds for ρ(A) only by calculating
the row sums of the generalized Perron complement Pt(A/A[α]) or even the row sums of
submatrices A[α], A[β], A[α, β] and A[β, α]. And the latter gives the closest bounds (just
in this paper) of ρ(A). The results obtained by these methods largely improve the classical
bounds. Numerical examples are given to illustrate the procedure and compare it with
others, which shows that these methods are effective.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and notation
If A = (aij) is a nonnegative irreducible n× nmatrix, then the Perron root ρ(A) of A satisfies the classical inequalities of
Frobenius [1,2]:
min
i
ri(A) = r(A) 6 ρ(A) 6 R(A) = max
i
ri(A), (1.1)
where ri(A) denotes the ith row sum of A, i.e., ri(A) = ∑nj=1 aij (i = 1, 2, . . . , n). Moreover, we have a strict inequality in
(1.1) unless all the ri(A)s are equal.
Other bounds for ρ(A) have been found by [3–6].
In connection with a divide and conquer algorithm for computing the stationary distribution vector for a Markov chain,
Meyer introduced, for an n× n nonnegative irreducible matrix A, the notion of the Perron complement. From then on, many
applications involving the Perron complement have been emerging in the literature. In 2002, L.-Z. Lu has defined and used
the generalized Perron complement. In order to introduce these concepts, we first give the following notations:
Let N = {1, 2, . . . , n}, and α denote a nonempty ordered subset of N and β = N \α, both consisting of strictly increasing
integers. We also denote the submatrix of the matrix A whose rows and columns are determined by α and β respectively
by A[α, β]. The matrix A[α] is just equal to the matrix A[α, α], the principal submatrix of A based on α, and |α| denotes the
cardinality of set α.
In addition, for an arbitrary matrix B = (bij)m×n, we let
ri(B) =
n∑
j=1
bij (i = 1, 2, . . . ,m), r(B) = min
16i6m
ri(B), R(B) = max
16i6m
ri(B).
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And for an n× n nonnegative irreducible matrix A discussed in this paper, we let
γ = {l | rl(A) = R(A)}, δ = {l | rl(A) = r(A)}. (1.2)
Definition 1.1 ([4,8]). Let A = (aij) be a nonnegative irreducible matrix of order n with the spectral radius ρ(A). For some
α and β , A[α, β] denotes a matrix with elements of aij, where i ∈ α and j ∈ β . Then the Perron complement of A[α] in A is
defined as
P(A/A[α]) = A[β] + A[β, α](ρ(A)I − A[α])−1A[α, β], (1.3)
and the generalized Perron complement of A[α] is defined as
Pt(A/A[α]) = A[β] + A[β, α](tI − A[α])−1A[α, β], (1.4)
where t > ρ(A[α]).
Recently, a lot of approaches for estimating the sharper bounds of ρ(A) have been developed. For example, Yang and
Huang [7], utilizing the definition of the Perron complement (1.3), develop a method of getting sharper bounds of ρ(A) by
increasing the minimum row sum and decreasing the maximum row sum. And according to the relationship between the
Perron roots and the generalized Perron complement, Lu [8,9] and Ren [10] improve greatly the inequality (1.1) by using the
generalized Perron complement Pt(A/A[α]). The purpose of this paper is to give some new practical approaches to improve
the inequality (1.1) just by directly calculating the range of parameter t in the generalized Perron complement Pt(A/A[α])
and calculating the Perron root of matrix Pt(A/A[α]).
2. Closer upper and lower bounds
Lemma 2.1 ([9]). If A is a nonnegative irreducible matrix, then for any t > ρ(A), Pt(A/A[α]) is also a nonnegative irreducible
matrix and ρ(Pt(A/A[α])) is a strictly decreasing function of t.
Lemma 2.2 ([10]). If A is a nonnegative irreducible matrix, and ρ(A) ≤ t ≤ R(A), then
r(A) < r(Pt(A/A[α])) < ρ(Pt(A/A[α])) < ρ(A), (2.1)
where r(Pt(A/A[α])) denotes the minimum row sum of matrix Pt(A/A[α]).
Lemma 2.3 ([10]). If A is a nonnegative irreducible matrix, and ρ(A[α]) ≤ t ≤ ρ(A), then
ρ(A) < ρ(Pt(A/A[α])) < R(Pt(A/A[α])) < R(A) (2.2)
where R(Pt(A/A[α])) denotes the maximum row sum of matrix Pt(A/A[α]).
Suppose
A =
a11 a12 · · · a1na21 a22 · · · a2n· · · · · · · · · · · ·
an1 an2 · · · ann
 .
For brevity in our proofs, we shall adopt the following notations: if A ∈ Rn,n, α ⊂ N , β = N \ α, then
Aˆ = Pt(A/A[α]), Aα = A[α], Aβ = A[β], Aαβ = A[α, β], Aβα = A[β, α]
and rj(Aˆ) denotes the jth row sum of Aˆ, then according to the above notations, we have
rj(A) = rj(Aβ)+ rj(Aβα), ri(A) = ri(Aα)+ ri(Aαβ), i ∈ α, j ∈ β, (2.3)
and for each j ∈ β , the following equalities hold:
rj(Aˆ) = rj(Aβ)+ ri(Aαβ)t − ri(Aα) · rj(Aβα)
= rj(A)− rj(Aβα)+ ri(A)− ri(Aα)t − ri(Aα) · rj(Aβα)
= rj(A)+ ri(Aα) · rj(Aβα)− t · rj(Aβα)+ ri(A) · rj(Aβα)− ri(Aα) · rj(Aβα)t − ri(Aα)
= rj(A)− t − ri(A)t − ri(Aα) · rj(Aβα). (2.4)
Now let us illustrate that we can estimate the bounds of ρ(A) only by calculating the row sum rj(Aˆ) if α and t can be
chosen properly.
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Since for each i ∈ α, the inequalities ri(A) > ri(Aα) and
min
i
ri(Aα) = r(Aα) 6 ρ(Aα) 6 R(Aα) = max
i
ri(Aα),
hold, so we have
(1) If t > maxi ri(A), then
t−ri(A)
t−ri(Aα) > 0, and therefore, the inequality
rj(Aˆ) 6 rj(A), j ∈ β (2.5)
holds.
(2) If R(Aα) < t 6 min ri(A), then
t−ri(A)
t−ri(Aα) 6 0, and therefore, the inequality
rj(Aˆ) > rj(A), j ∈ β (2.6)
holds.
As we can see, the dimension of matrix Aˆ is determined by |β|, while α is nonempty. Hence, the dimension of the matrix
is reducedwhile the parameter t is preserved. Furthermore, if α and t can be chosen properly, the row sums of Aˆwill change
in the desired direction. The inequality (2.5) just demonstrates that themaximum row sumof Aˆ decreases and the inequality
(2.6) demonstrates that the minimum row sum increases. So we can get
If t > max
i
ri(A), then ρ(A) < R(Aˆ) < R(A); (2.7a)
If R(Aα) < t 6 min ri(A), then r(A) < r(Aˆ) < ρ(A). (2.7b)
Example 1. Consider the matrix [9]
A =
[1 1 2
2 1 3
2 3 5
]
.
From inequality (1.1), we have 4 ≤ ρ(A) ≤ 10. Now we take α = {1}, then β = {2, 3} and
Aα = a11 = 1, Aαβ = [1, 2], Aβ =
[
1 3
3 5
]
, Aβα =
[
2
2
]
,
the generalized Perron complement of Aα is
Aˆ =
[
1 3
3 5
]
+
[
2
2
]
(t − 1)−1[1, 2] =
[
1 3
3 5
]
+ 1
t − 1
[
2 4
2 4
]
.
According to (2.7a), t satisfies t > r1(A) = 4, so if we take t = 5, then Aˆ =
[
1.5 4
3.5 6
]
, furthermore, we have ρ(A) < R(Aˆ) =
9.5.
According to (2.7b), t satisfies 1 < t 6 r1(A) = 4, so if we take t = 3, then Aˆ =
[
2 5
4 7
]
, furthermore, we have
ρ(A) > r(Aˆ) = 7.
Remark. If t = ρ(A), and the kth row attains the minimum row sum in A, then we let α = {k}, and in this case, the
conclusion (2.7a) is just the Theorem 3.1 in [7]. And when the K th row attains the maximum row sum in A, then we let
α = {K}, and in this case, the conclusion (2.7b) is just the Theorem 3.2 in [7].
Although (2.7a) and (2.7b), in a certain extent, improved the inequality (1.1), the results are still not satisfactory.
Moreover, this approach also needs to select a different properα and t , but ifwe consider Lemmas 2.2 and 2.3, thenwe obtain
Theorem 2.1. Assume that A be an n × n nonnegative irreducible matrix, for certain nonempty subset α ⊂ N and β = N \ α,
let 
bij = ri(Aα)+ rj(A)− rj(Aβα),
cij = ri(Aα) · rj(A)− ri(A) · rj(Aβα),
dij = 12
(
bij +
√
b2ij − 4cij
)
, i ∈ α, j ∈ β.
(2.8)
and t1 = max{dij}, t2 = min{dij}. Then we have
(i) if t > max{ρ(A), ri(Aα)}, then r(A) 6 ρ(A) 6 t1;
(ii) if t < min{ρ(A), ri(Aα)}, then t2 6 ρ(A) 6 R(A).
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Table 1
The lower and upper bounds of ρ(A) for Example 2.
α t2 t1 daver
{1} 5.3723 8.7720 7.0721
{2} 4.4495 8.8990 6.6742
{3} 7 8 7.5
{1, 2} 7 8 7.5
{1, 3} 4.4495 8.8990 6.6742
{2, 3} 5.3723 8.7720 7.0721
Proof. We consider the equality (2.4),
(i) if t > max{ρ(A), ri(Aα)}, then according to (2.1), we let rj(Aˆ) 6 t , i.e.,
rj(A)+ ri(A)− tt − ri(Aα) · rj(Aβα) 6 t, (i ∈ α, j ∈ β).
Simplify it and we will get
t2 − {ri(Aα)+ rj(A)− rj(Aβα)} · t + {ri(Aα) · rj(A)− ri(A) · rj(Aβα)} > 0.
that is t2 − bijt + cij > 0, so the parameter t satisfies the following inequality
t >
1
2
(
bij +
√
b2ij − 4cij
)
= dij (2.9)
let t1 = maxi∈α,j∈β{dij}, and we obtain the upper round of ρ(A), i.e., ρ(A) 6 t1.
(ii) if t < min{ρ(A), ri(Aα)}, then according to (2.2), we let rj(Aˆ) > t , i.e.,
rj(A)+ ri(A)− tt − ri(Aα) · rj(Aβα) > t, (i ∈ α, j ∈ β).
Simplify it and we will get
t2 − {ri(Aα)+ rj(A)− rj(Aβα)} · t + {ri(Aα) · rj(A)− ri(A) · rj(Aβα)} 6 0
that is t2 − bijt + cij 6 0, so the parameter t satisfies the following inequality
t 6
1
2
(
bij +
√
b2ij − 4cij
)
= dij (2.10)
let t2 = mini∈α,j∈β{dij}, then we get the lower bound of ρ(A), i.e., ρ(A) > t2. 
Example 2. Consider again the 3× 3 matrix in Example 1, and we also take α = {1}, and β = {2, 3}, then in terms of (2.8),
we have
b12 = r1(Aα)+ r2(A)− r2(Aβα) = 1+ 6− 2 = 5;
c12 = r1(Aα) · r2(A)− r1(A) · r2(Aβα) = 1× 6− 4× 2 = −2;
b13 = r1(Aα)+ r3(A)− r3(Aβα) = 1+ 10− 2 = 9;
c13 = r1(Aα) · r3(A)− r1(A) · r3(Aβα) = 1× 10− 4× 2 = 2;
and
d12 = 12
(
b12 +
√
b212 − 4c12
)
= 1
2
(
5+√33
)
≈ 5.3723;
d13 = 12
(
b13 +
√
b213 − 4c13
)
= 1
2
(
9+√73
)
≈ 8.7720.
Let t1 = max{d12, d13} = 8.7720, t2 = min{d12, d13} = 5.3723, we finally obtain the bounds of ρ(A), that is, 5.3723 6
ρ(A) 6 8.7720.
Hence, the result obtained by Frobenius is improved. Nevertheless, the bounds of ρ(A) by using our method here are still
not closer than Lu’s result, i.e., 5.3333 6 ρ(A) 6 8.0000 (see [9]) and 6.7089 6 ρ(A) 6 7.9082 (see [8]). But if we choose α
properly, the result above can be improved largely. For the comparison, we also take different values of α,and by applying
Theorem 2.1, we obtain the bounds of ρ(A) listed as in Table 1.
From the above table we can see that, when we take α = {3} or α = {1, 2}, the lower bound of ρ(A) is 7, and the upper
bound is 8, note that ρ(A) ≈ 7.5311.
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On the other hand we can find from the table that the bounds of ρ(A) are obtained only by calculating the certain row
sums of matrices A, Aα and Aβα . We also find that the results are greatly affected by different choices of α. If the principal
submatrixAα can be chosenproperly, the lower andupper bounds can be improved largely, such asα = {3} andα = {1, 2} in
this example, and in these cases, we can even obtain the very close approximate values of the Perron root only by computing
the average of dij (denoted by daver listed in Table 1, it equals
∑
i∈α,j∈β dij/max{|α|, |β|}).
Remark. Although Lu’s method (see [9]) has greatly improved the lower and upper bounds of ρ(A) only by calculation the
row sums of Aˆ, it depends on different choices of t and α, in other words, the method has not only to choose the proper
t , but also to choose the proper α, and it is more complicated because the method needs to distinguish the lower bound
from upper bound when we choose t and α. Theorem 2.1 doesn’t need to choose t but needs to choose the proper α only,
so we can say that our method, to a large extent, reduces the difficulty of estimating the bounds of ρ(A) by applying the
generalized Perron complement.
3. The choice of α
Example 2 illustrates the importance of choosing α by using the generalized Perron complement to estimate the bounds
of ρ(A). In this section, we will discuss how to choose α properly such that (1.1) can be improved.
Theorem 3.1. Let A be an n × n irreducible nonnegative matrix with n > 3 and R(A) > r(A). If we choose α (or β = N \ α)
such that
r(Aα)+ r(Aβ) > r(A) (3.1a)
and
r(Aα) · r(Aβ) > r(Aαβ) · r(Aβα) (3.1b)
then the lower bound in (1.1) can be improved, and we have r(A) < t2 6 ρ(A);
If we choose α such that
R(Aα)+ R(Aβ) 6 R(A) (3.2a)
and
R(Aα) · R(Aβ) 6 R(Aαβ) · R(Aβα) (3.2b)
then the upper bound in (1.1) can be improved, and we have ρ(A) 6 t1 < R(A)
where t1 and t2 are given as in Theorem 2.1.
Proof. Here we only prove the lower bound, and the upper bound can be proved similarly.
Since t2 > r(A)means for all i ∈ α, j ∈ β the inequality dij > r(A) follows, that is, in terms of (2.8),
1
2
(
bij +
√
b2ij − 4cij
)
> r(A).
Simplify it and we will get
r(A) · bij − cij > r2(A).
By the expression of (2.3), it means
r(A)[ri(Aα)+ rj(A)− rj(Aβα)] − [ri(Aα) · rj(A)− ri(A) · rj(Aβα)]
= r(A){ri(Aα)+ [rj(Aβ)+ rj(Aβα)] − rj(Aβα)} − {ri(Aα) · [rj(Aβ)+ rj(Aβα)] − [ri(Aα)+ ri(Aαβ)] · rj(Aβα)}
= r(A)[ri(Aα)+ rj(Aβ)] − [ri(Aα) · rj(Aβ)− ri(Aαβ) · rj(Aβα)]
> r2(A).
Therefore, when
r(Aα) · r(Aβ)− r(Aαβ) · r(Aβα) > 0,
then
r(Aα)+ r(Aβ)− r(A) > 0.
So the result follows. 
Example 3. Consider the matrix [9]
A =
[ 4 1 2
6.5 1 3
3.5 1.5 2
]
.
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Table 2
The lower and upper bounds of ρ(A) for Example 3.
α t2 t1
{2} 7.4686 7.6446
{3} 7 9.5
{1, 3} 7.4686 7.6446
{1} or {2, 3} 7 8.4159
Table 3
The lower and upper bounds of ρ(A) for Example 4.
α t2 t1 daver
{4} 25.0880 37.1187 33.3043
{1, 2, 3, 4, 5} 32.8962 35.3654 34.1138
{8} 30 37.0880 33.0501
{7, 8} 30.5529 35.5472 33.1630
{6, 7, 8} 32.6941 35.3654 33.9598
{2, 6, 7, 8} 31.3824 35.6740 33.9816
From inequality (1.1), we have r(A) = 7 6 ρ(A) 6 10.5 = R(A).
Now we take α = {2, 3}, then β = {1} and Aα =
[
1 3
1.5 2
]
, Aβ = a11 = 4, Aαβ =
[
6.5
3.5
]
, Aβα = [1, 2], so we have
r(Aα)+ r(Aβ) = 3.5+ 4 = 7.5 > 7 = r(A),
r(Aα) · r(Aβ) = 3.5× 4 = 14 > 10.5 = 3.5× 3 = r(Aαβ) · r(Aβα),
and
R(Aα)+ R(Aβ) = 4+ 4 = 8 < 10.5 = R(A),
R(Aα) · R(Aβ) = 4× 4 = 16 < 19.5 = 6.5× 3 = R(Aαβ) · R(Aβα).
It shows that both the inequalities (3.1) and (3.2) are satisfiable. So we know from the Theorem 3.1, that both the upper
bound and lower bound of ρ(A) can be improved, and the new bounds will be 7 6 ρ(A) 6 8.4159. The other bounds with
the different choices of α satisfied the inequalities (3.1) and (3.2) are reported in Table 2.
Althoughwe can see, from the Table 2, the upper bound can be improvedwhenwe takeα = {2, 3}, the tighter bounds are
obtained when α = {2} or α = {1, 3}, because in these cases we have 7.4686 6 ρ(A) 6 7.6446, note that ρ(A) ≈ 7.5311.
Then, how do we choose proper α so that we can get closer bounds of ρ(A)? Obviously we can not choose it according
to Theorem 3.1. In fact, we needn’t do it at all, though the theorem is essential, the practice is more important. A simple
and perfectly feasible method is that the elements of α should contain those rows which have the biggest or smallest row
sums. And an extreme case is that, we take α = γ or α = δ (see (1.2)), and in this extreme case, we can evenly obtain the
approximate value of ρ(A) by using the average value of dij (that is daver , see Example 2).
Example 4. Consider the matrix [8]
A =

8 6 3 5 7 0 7 1
0 7 3 8 5 6 4 1
1 2 6 1 3 8 8 7
2 8 4 0 7 7 8 2
2 4 6 2 5 7 6 5
4 1 0 4 8 4 8 2
3 1 6 6 4 5 5 0
0 1 1 6 7 0 3 4

.
It is easy to check that
[r1, r2, r3, r4, r5, r6, r7, r8] = [37, 34, 36, 38, 37, 31, 30, 22],
where ri (i = 1, 2, . . . , 8) denotes the ith row sum.
In the paper [8], Lu obtains the best result 27.3333 6 ρ(A) 6 35.6341 by using the different α and different t . Now let
us see how to improve the the above result with our method. Since the maximum row sum 38 and minimum row sum 22
are obtained on the 4th and the 8th row respectively, we can choose α containing the above rows, for example, if we take
α = {6, 7, 8}, then we can get 32.6941 6 ρ(A) 6 35.3654. We see that the bounds largely improve the bounds obtained by
Lu, and the other estimates of the lower and the upper bounds obtained by taking different α are reported in Table 3.
In the table, we see that when α = {4} or α = {8}, then we can get very close approximate value of ρ(A) by the average
value of dij, that is, 33.3043 and 33.0501 respectively, we note that ρ(A) ≈ 33.2418.
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Finally, we can guess that in the use of our method, we should choose α containing those rows which have the smallest
row sums or relatively smaller row sums.
In terms of the Theorem 2.1, here we propose the following algorithm:
Algorithm 1. For an n× n nonnegative irreducible matrix A, this algorithm estimate the shaper bounds of the Perron root
of A, that is ρ(A).
Step 1: Calculate all the row sums ri(A) and set R(A) = maxi ri(A), r(A) = mini ri(A);
Step 2: If R(A) r(A), then go to the next step, otherwise, go to Step 6;
Step 3: Let γ = {l|rl = r(A)}, l ∈ N , get some elements from γ and assign their values to the set α, then delete them from γ
and let β = N \ α;
Step 4: For all i ∈ α, j ∈ β , compute bij, cij and dij, which are given as in (2.8);
Step 5: Take t1 = maxi∈α,j∈β{dij}, t2 = mini∈α,j∈β{dij}, then go to Step 7;
Step 6: Let γ = {l|rl = R(A)}, l ∈ N , get some elements from γ and assign their values to the set α, then delete them from
γ and let β = N \ α, then go to Step 4;
Step 7: Finally we can obtain the new bounds of the Perron root: t2 < ρ(A) < t1.
4. Comparison of t2 and r(Pt1), t1 and R(Pt2)
For the sake of convenience, here we let Pt1 and Pt2 denote Pt1(A/A[α]) and Pt2(A/A[α]) respectively. In this section we
discuss the relationships between t2 and r(Pt1), t1 and R(Pt2).
From the Lemmas 2.2 and 2.3 we know that
when ρ(A) 6 t1 6 R(A), then the inequalities r(A) < r(Pt1) < ρ(A) hold;
when ρ(Aα) 6 t2 6 ρ(A), then the inequalities ρ(A) < R(Pt2) < R(A) hold.
Since t2 < t1, that is, t1 and t2 satisfy the inequalities
ρ(Aα) 6 t2 6 ρ(A) 6 t1 6 R(A). (4.1)
Therefore, there should be
r(A) < r(Pt1) < ρ(A) < R(Pt2) < R(A). (4.2)
By comparing (4.1) and (4.2), we naturally propose the following question: which is the closer lower bound between t2 and
r(Pt1)? And which is the closer upper bound between t1 and R(Pt2)?
Theorem 4.1. Let A be an irreducible nonnegative matrix. If the kth row attains the minimum row sum in A, let α = {k}, and
assume that akk 6 minj∈β{ajk}. Then the minimum row sum of the generalized Perron complement Pt1 is less than or equal to t2.
That is,
r(Pt1) 6 t2, where t2 = mini∈α,j∈β{dij}.
Proof. Since α = {k}, so we have ri(A) = r(A), ri(Aα) = akk (i ∈ α), and
Aβα = [a1k, a2k, . . . , ak−1,k, ak+1,k, . . . , ank]T,
it also means rj(Aβα) = ajk, and in this case we know from (2.8) that the following equalities hold:
bij = bj = rj(A)+ r(A)− ajk,
cij = cj = akk · rj(A)− r(A) · ajk
dij = dj = 12
(
bj +
√
b2j − 4cj
)
.
Because r(A) < rj(A), and akk 6 ajk (j ∈ β), so the inequalities
cj < r(A)(akk − ajk) 6 0,
√
b2j − 4cj > bj and dj =
1
2
(
bj +
√
b2j − 4cj
)
> bj
follows. On the other hand, since t1 > r(A) > akk, ajk > 0, and r(A)−minj∈β ajk > 0, so from the equality (2.4) we can get
r(Pt1) = minj∈β rj(A)+
(r(A)− t1) ·min
j∈β {ajk}
t1 − akk
6 min
j∈β rj(A) < minj∈β rj(A)+ (r(A)−minj∈β {ajk})
= min
j∈β (rj(A)+ r(A)− ajk)
= min
j∈β {bj} 6 minj∈β {dj} = t2. 
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Table 4
The lower and upper bounds of ρ(A) for Example 4.
α r(Pt1 ) t2 t1 R(Pt2 )
{4} 22.1425 25.0880 37.1187 39.5733
{8} 30 30 37.0880 37.3846
{7, 8} 14.1042 30.5529 35.5472 27.8031
{6, 7, 8} 16.5430 32.6941 35.3654 31.9792
Similarly, we can prove the following theorem:
Theorem 4.2. Let A be an irreducible nonnegative matrix. If the Kth row attains the maximum row sum in A, let α = {K}, and
assume that aKK > maxj∈β{ajK }. Then the maximum row sum of the generalized Perron complement Pt2 is more than or equal to
t1. That is,
r(Pt2) > t1, where t1 = maxi∈α,j∈β{dij}.
Remark. Combining the above two theorems we can get:
r(Pt1) 6 t2 6 ρ(A) 6 t1 6 R(Pt2).
But we must notice that the result obtained only when α = {k} and α = {K}, otherwise, the result may not be set up. For
example, for the 8 × 8 matrix given in Example 4, if we take α = {7, 8}, then 27.8031 = R(Pt2) < t1 = 35.5472, so is the
case α = {6, 7, 8} (See the Table 4).
5. The more accurate bounds of ρ(A)
In this section we will further considerate the generalized Perron complement Pt(A/A[α]), if we use t1 and t2 given in
Section 2, then we will have the following generalized Perron complement ρ(Pt1) and ρ(Pt2). By using the Lemmas 2.2 and
2.3 we have the following propositions.
Theorem 5.1. Let t1 = max{dij}, then for a certain α, if t1 satisfies ρ(A) 6 t1 6 R(A), then ρ(Pt1) is a closer lower bounds of
ρ(A), that is, ρ(Pt1) < ρ(A) < t1.
Theorem 5.2. Let t2 = min{dij}, then for a certain α, if t2 satisfies ρ(Aα) 6 t2 6 ρ(A), then ρ(Pt2) is a closer upper bounds of
ρ(A), that is, t2 < ρ(A) < ρ(Pt2).
Remark. (1) The proof of the above two theorems can be done by using the Lemmas 2.2 and 2.3 immediately, therefore
they are omitted.
(2) Combining the above two theorems we obtain
when t2 < t1, then ρ(Pt1) < ρ(A) < ρ(Pt2).
That is just the Lemma 2.1.
(3) For a certain α, we can evenly obtain the following result
t2 < ρ(Pt1) < ρ(A) < ρ(Pt2) < t1,
hence ρ(Pt1) and ρ(Pt2) are the tighter lower and upper bounds of ρ(A) respectively.
Example 5. Consider the matrix [8]
An =

1 1 1 · · · 1 1
1 2 2 · · · 2 2
1 2 3 · · · 3 3
...
...
...
. . .
...
...
1 2 3 · · · n− 1 n− 1
1 2 3 · · · n− 1 n
 .
In the paper [8], Lu obtains the lower bound, i.e., 114.5 6 ρ(A20) when α = {10, 11, . . . , 20} and t = 114.5; and the
upper bound, i.e., ρ(A20) 6 194.5 when α = {1, 2, . . . , 10} and t = 194.5. That is, 114.5 6 ρ(A20) 6 194.5. Obviously,
the calculation process is more complicated, because it needs to choose different and proper α and t when calculating the
lower bound and upper bound respectively.
Then how much that our method improve the bounds of ρ(A)? In order to facilitate comparison, we have the results
obtained by different α listed in Table 5.
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Table 5
The lower and upper bounds of ρ(A) for Example 5.
α t2 ρ(Pt1 ) ρ(Pt2 ) t1
{1} 38.5066 170.3863 170.7452 209.0913
{20} 33.2931 167.0838 338.8591 209.0913
{1, 2} 55.0185 154.1875 154.3798 154.3798
{19, 20} 49.0238 154.3302 208.3896 153
Table 6
The lower and upper bounds of ρ(A) for Example 4.
α t2 t1 ρ(Pt1 ) ρ(Pt2 )
{4} 25.0880 37.1187 32.7136 34.8933
{8} 30 37.0880 33.0501 33.4480
We can see from the above table that if we use Theorem 2.1 we have
38.5066 < ρ(A) < 209.0913,
and if we use Theorems 5.1 and 5.2 we can get closer bounds, i.e.,
170.3863 < ρ(A) < 170.7452.
The result, we can say, is the closest bounds of ρ(A), because ρ(A) ≈ 170.4043. Noticing that both of the above results are
obtained when we take α = {1}, the row which the minimum row sum gotten. But when we take another α, for example,
α = {1, 2} or α = {19, 20}, the results will be not credible. Here, once again, we realize the importance of selecting α.
It seems that we can guess that in the estimation of the bounds of ρ(A), by using the generalized Perron complement
Pt(A/[A]), the rowwhich has the maximum row sum and the minimum row sum plays a decisive role. And in general, if the
minimum row sum is close to themaximum row sum, we use themaximum row sum; otherwise, we use theminimum row
sum.
In terms of the Theorems 5.1 and 5.2, we give the following algorithm:
Algorithm 2. For an n× n nonnegative irreducible matrix A, this algorithm estimate the shaper bounds of the Perron root
of A, that is ρ(A).
Step 1: Calculate all the row sums ri(A) and set R(A) = maxi ri(A), r(A) = mini ri(A);
Step 2: If R(A) r(A), then go to the next step; otherwise, go to Step 6;
Step 3: Let γ = {l|rl = r(A)}, l ∈ N , get some elements from γ and assign their values to the set α, then delete them from γ
and let β = N \ α;
Step 4: For all i ∈ α, j ∈ β , compute bij, cij and dij, which given as in (2.8);
Step 5: Take t1 = maxi∈α,j∈β{dij}, t2 = mini∈α,j∈β{dij}, then go to Step 7;
Step 6: Let γ = {l|rl = R(A)}, l ∈ N , get some elements from γ and assign their values to the set α, then delete them from
γ and let β = N \ α, then go to Step 4;
Step 7: Calculate the Perron complements Pt1 and Pt2 respectively;
Step 8: Calculate the maximum eigenvalues of the matrices Pt1 and Pt1 , then the desired new bounds will be
ρ(Pt1) < ρ(A) < ρ(Pt2).
As the comprehensive use of the Algorithms 1 and 2, we discuss the 8× 8 matrix in Example 4 again. In the Table 6, we
just take α = {4} and α = {8}, which have the maximum row sum and the minimum row sum respectively. Here, t1 and t2
are obtained by using the Algorithm 1, and ρ(Pt1) and ρ(Pt2) are obtained by using the Algorithm 2.
We can see from the above table that when we take α = {8}, the new bounds 33.0501 6 ρ(A) 6 33.4480 will be very
close to its exact value (≈33.2418).
Conclusion.Although the bounds obtained by Theorem2.1 are notmore accurate than the bounds obtained by Theorems 5.1
and 5.2, it is relatively simple to calculate by Theorem 2.1, because when we use Theorems 5.1 and 5.2 we need to compute
the Perron roots of two generalized Perron complements Pt1 and Pt2 , the calculation is obviously more complicated. But the
two algorithms proposed in this paper have greatly improved the inequality (1.1), and also largely improved the results
obtained by Lu. In addition, when we use these algorithms, the elements of α tend to those rows which have the maximum
row sum and the minimum row sum, as we discussed earlier, the two rows play a decisive role in the application of the
generalized Perron complement.
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