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Introduzione all'econometria
Obiettivi di questo laboratorio:
 Introdurre i modelli econometrici e le tipologie di dati che possono 
essere usate
 Capire come “ragiona” l'analisi econometrica
 Capire come stimare le relazioni economiche
 Capire quanto affidabili sono le stime ottenute
  
I dati su cui si può lavorare
I dati che gli econometrici possono usare sono di tre tipi
1. Serie temporali
2. Dati cross-section (longitudinali)
3. Dati panel (una combinazione di 1 e 2)
I dati possono essere quantitativi (il valore del PIL procapite) o qualitativi (il 
genere), i quali possono / devono essere trasformati in variabili quantitative per 
essere analizzati.
E' solito etichettare ogni osservazione con x(it), con x  il valore che assume la 
variabile nel paese i al tempo t. Il numero totale di paesi è N e il numero totale di 
osservazioni è T.
Le variabili possono essere cardinali, ordinali e nominali; il tipo di dato richiede 
modelli econometrici specifici.
  
Il modello procedurale econometrico
Economic Theory (Previous Studies)
Formulation of an Estimable Theoretical Model
        
Collection of Data
        Model Estimation
           Is the Model Statistically Adequate?
  No                           Yes
 Reformulate Model              Interpret Model  
                                 Use for Analysis 
  
Come ragiona l'analisi econometrica
La regressione è lo strumento più importante di cui dispone l'econometria
La regressione descrive e valuta la relazione tra una certa variabile (la variabile 
dipendente) e una o più variabili altre (le variabili indipendenti)
La regressione si dice semplice se esiste una sola variabile indipendente, 
multipla se le variabili indipendenti sono più di una.
La regressione implica una relazione stocastica che non c'è invece nella 
correlazione. Nella regressione, le variabili indipendenti sono dei “dati”, hanno 
valori fissi, la variabile dipendente è invece stocastica, cioè si distribuisce 
secondo una certa funzione di densità
Esempio: una serie temporale con dati su Consumo e Reddito
T C Y
1 23 35
2 26 42
3 33 47
4 32 48
5 35 56
  
Modello economico e modello econometrico
Abbiamo l'idea che il consumo possa dipendere dal reddito. Il modello di 
riferimento è quello Keynesiano: C = f(Y) => C = a + bY
Primo passo: rappresentare lo scatter plot della relazione
plot Y C
Secondo passo: trasformare la relazione da deterministica a stocastica
C(t) = a + bY(t) + ε(t)
L'errore stocastico cerca di catturare: (i) variabili omesse dal modello; (ii) errori 
di misurazione; (iii) eventi casuali che non possono essere modellati
L'obiettivo dell'analisi eonometrica è STIMARE il valore dei coefficienti a e b.
Come? Scegliamo a  e b  in modo che la distanza (verticale) tra i dati e la linea 
sia minimizzata (stima dei MINIMI QUADRATI ORDINARI - OLS)
  
I minimi quadrati ordinari
E' il metodo che minimizza Σ[y(t) – y^(t)]2
Rispetto ad a e b.
reg C Y
Dalla lettura della tabella dell'output
stimiamo che:
C^(t) = 1.51 + 0.62Y^(t)
        y
        x
      Source |       SS       df       MS            Number of obs =       5
-------------+------------------------------           F(  1,     3) =   27.80
       Model |   92.786733     1   92.786733           Prob > F      =  0.0133
    Residual |   10.013267     3  3.33775567           R-squared     =  0.9026
-------------+------------------------------           Adj R-squared =  0.8701
       Total |       102.8     4        25.7           Root MSE      =   1.827
------------------------------------------------------------------------------
           C |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
           Y |   .6202322   .1176356     5.27   0.013     .2458633     .994601
       _cons |   1.517413   5.426048     0.28   0.798    -15.75069    18.78552
------------------------------------------------------------------------------
  
Linearità ed errore stocastico
Lo stimatore OLS può essere usato quando il modello è lineare.
Lineare nei parametri, non necessariamente nelle variabili.
Modelli non lineari possono essere facilmente trasformati in lineari per poter 
essere stimati attraverso OLS
E, considerando   yt=ln Yt   e   xt=ln Xt
E' fondamentale riportare le assunzioni che si fanno sull'errore stocastico (white 
noise):
1. E(ut) = 0 Gli errori hanno media zero;
2. Var (ut) = σ2 La varianza degli errori è costante e di valore finito
3. Cov (ui,uj)=0 Gli errori non sono correlati gli uni con gli altri
4. Cov (ut,xt)=0 Gli errori non sono correlati con le variabili indipendenti
Se le ipotesi 1-4 sono verificate, allora lo stimatore OLS è BLUE (Best Linear Unbiased 
Estimator)
Ricordiamoci infatti che i parametri sono “stime” dei veri parametri, che sono sconosciuti
ttt
u
tt uXYeXeY t ++=⇔= lnln βαβα
ttt uxy ++= βα
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Significatività statistica delle stime
Il modello econometrico arriva sempre a stimare i parametri, ma bisogna 
controllare che le stime siano “significativamente diverse da zero”.
Il test avviene attraverso l'analisi dell'errore standard del coefficiente
Test statistico, condotto normalmente attraverso il confronto tra una 
ipotesi H0 e una ipotesi alternativa H1:
H0: b=b*
H1: b not equal to b*
  
Significatività statistica delle stime (2)
Riprendiamo le stime del modello econometrico:
Un valore (assoluto) alto della statistica t  significa che è molto probabile che il 
vero valore del coefficiente sia diverso da zero
Un basso valore indica che il coefficiente non è statisticamente diverso da zero, e 
quindi la stima non è “affidabile”
In questo modello, c'è il 98,7% di probabilità che b sia diverso da zero, mentre a 
ha solo una probabilità del 20,2% di essere diverso da zero.
Una variabile il cui coefficiente non è significativo dovrebbe essere rimossa dal 
modello, ma: (i) ci deve essere coerenza tra modello teorico e modello 
econometrico; (ii) è sempre meglio avere la costante nel modello, anche se non è 
significativa.
      Source |       SS       df       MS            Number of obs =       5
-------------+------------------------------           F(  1,     3) =   27.80
       Model |   92.786733     1   92.786733           Prob > F      =  0.0133
    Residual |   10.013267     3  3.33775567           R-squared     =  0.9026
-------------+------------------------------           Adj R-squared =  0.8701
       Total |       102.8     4        25.7           Root MSE      =   1.827
------------------------------------------------------------------------------
           C |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
           Y |   .6202322   .1176356     5.27   0.013     .2458633     .994601
       _cons |   1.517413   5.426048     0.28   0.798    -15.75069    18.78552
------------------------------------------------------------------------------
  
La regressione lineare multipla
Diretta generalizzazione della regressione lineare semplice
Es:
C(t) = a + bY(t) + c i(t) + ε(t)
Il consumo non dipende solo dal reddito ma anche dal tasso d'interesse
reg C Y i
      Source |       SS       df       MS              Number of obs =       5
-------------+------------------------------           F(  2,     2) =   29.89
       Model |  99.4715307     2  49.7357654           Prob > F      =  0.0324
    Residual |  3.32846926     2  1.66423463           R-squared     =  0.9676
-------------+------------------------------           Adj R-squared =  0.9352
       Total |       102.8     4        25.7           Root MSE      =  1.2901
------------------------------------------------------------------------------
           C |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
           Y |   .7485383   .1048727     7.14   0.019     .2973076    1.199769
           i |   6.813616   3.399702     2.00   0.183    -7.814119    21.44135
       _cons |  -24.93772    13.7448    -1.81   0.211     -84.0768    34.20136
------------------------------------------------------------------------------
In questo caso è utile vedere la significatività del modello del suo complesso (test 
F, la cui H0 ipotizza che tutti i coefficienti siano contemporaneamenti nulli).
Inoltre: test per controllare quanta della variabilità nella variabile dipendente sia 
spiegata dalle variabili indipendenti: R2 e R2 aggiustato (per il numero di variabili 
indipendenti inserite nel modello).
  
R-quadro: casi limite
R2 = 0 R2 = 1
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