We propose a measure for image sharpness, which facilitates automatic image sharpness enhancement. This way blurry images will be sharpened more whereas sufficiently sharp images will not be sharpened at all. The measure employs localized frequency content analysis in a feature-based context. The proposed sharpness measure correlates well with perceived sharpness, and is to a large degree invariant to image content. Furthermore, we show that the proposed measure can be used to drive an enhancement algorithm, which will sharpen an input image to a nominal measure. Last but not least, the proposed sharpness measure is computationally efficient, and requires fewer computations than a 3x3 convolution.
INTRODUCTION
The data current imaging applications face can involve sources as diverse as disposable camera images, scanned at home versus manually enhanced high-resolution images. A printer or any other imaging device for that matter cannot perform well in such diverse conditions, unless it can estimate the quality of its input images and process them accordingly.
Thus, the notion of adaptive image processing has recently crystallized to the notion of convergent image processing algorithms: We have to make sure that we converge to the same image quality (IQ) -no matter what the input IQ is. The notion of convergence implies an IQ space, a mapping of images into that space, and a mapping of imaging algorithms to displacements in that space.
While this ideal objective is still out of reach, this paper presents a significant step towards that goal, namely, a measure for image sharpness (an important IQ feature). The results we have to date indicate a good fit between the proposed measure and perceptual sharpness. Furthermore, the measure may be used to drive an image enhancement algorithm practically placing a given image on a given sharpness target.
Adaptive image enhancement and specifically adaptive sharpening have been widely investigated. A large body of research appears under blind deconvolution. Most of the blind deconvolution methods reviewed in [3] are prohibitively complex for most practical applications. Feature based methods are a notable exception to that rule, however they require a well-defined image model such as single stars in astronomical images.
More practical algorithms include one by Eschbach and Fuss [2] who locate a sharp region (maximal local gradient), and tune a sharpening algorithm such that the gradient-based sharpness in the region will reach a nominal target. Their measure is problematic since it mixes sharpness and contrast, which are perceptually similar though technically different IQ elements.
Tretter [8] assumes a fractal image model, which translates to a 1/f model in the frequency domain. This implies a nominal ratio between the low and high frequency bands, which can be tuned with the appropriate amount of sharpening.
The sharpness measure presented here has a little from each of the above methods, which makes it, so we argue, better than the alternatives. An important differentiator of the proposed measure is that it is implemented in a highly efficient form.
In the next section we motivate and derive the outline of the proposed measure. Section 3 details its implementation and focuses on efficiency considerations. Results are presented in Section 4. Section 5 is a summary.
DERIVATION
According to the fractal image model, natural images exhibit fractal behavior, which could be modeled in the It follows, that if we knew the Hurst parameter H, the image spectrum would be well defined and any deviations may be attributed to linear acquisition degradations. We could then, in theory, reconstruct the original image by inverting the degradation. This however, would be taking the model too far. The frequency distribution could nevertheless be useful for estimating single parameter model-based degradations such as in [8] , where the chosen model parameter was the enhancement algorithm's sharpening parameter. Our initial single parameter sharpness model was based on the high to band-pass frequency content ratio. and H, B are respectively high and low-band pass frequency ranges, see [7] for implementation details. Note that by substituting (3) into (2), α of (1) is canceled out.
As may be expected from (1), we found out that m Sh performs very well comparing sharpness of images of similar scenes. However it fails comparing the sharpness of images of different scene types.
What seems to be missing is a prevalent feature to replace the common scene, which would also serve to reduce the variation of the Hurst parameter H in (1). Indeed we can safely assume that all images have some sharp edges, which we can use as features.
Whereas the notion of feature based sharpness estimation is hardly new, feature-based estimators will either assume the existence of a particular feature in the image, such as a singular point in astronomical images, or else work in the spatial domain, such as in the case of some gradient-based sharpness estimators.
We propose to use a localized measure similar to (3), localized on feature locations 2 R F ⊂ . For that we will need to define a local Fourier description. For now it will suffice to denote it by ( )
ξ . The proposed sharpness measure is thus 
and
for some threshold T.
IMPLEMENTATION DETAILS
The following are design considerations that turned out to be critical in the development of the sharpness estimation module. 1. As was already implied by the move to local frequency analysis in (5), we use spatial filters rather than a full 2D Fourier transform. In [7] we show that
are ideal highpass hp(x) and bandpass bp(x) filters. In practice we require sharp frequency profiles for hp(x), and bp(x).
2. All the above could be repeated for 1D rather than 2D. The input m in (8) is thus a collection of image rows and columns, and bp, hp are 1D filters. We are aware that a down side of working in 1D is that diagonal edges appear more blurry than similar horizontal or vertical edges. 3. Since in most images the feature region F is large enough a good estimation is obtained even if only a small part of F is considered. We therefore redefine m as a sample collection of image rows and columns. For the purpose of estimating sharpness in photographic images sampling one in every 10 image rows or columns is usually sufficient 4. In order for the formulation in (4-8) to work well the approximating spatial filters should be narrow and have a sharp frequency profile, which in turn requires large spatial support. Straightforward convolution kernels will necessarily be overly large. The obvious solution is IIR filtering. IIR filters are computationally efficient filters more commonly used in signal processing [5] than in image processing [1] . Let n denote the output of a linear filter. Equation (9) details the generic formulation of an IIR filter
5. Substituting (7) into (4) measure (8) implemented as IIR filters (9), and substituting (7) into (6) to obtain
RESULTS
The proposed sharpness estimation (see [7] for implementation details) is designed for efficiency and accuracy. The results reported below were obtained for measures using 5 multiplications per pixel per filter applied on one of every 10 rows and columns of the measured images. On the average less than 3 multiplications per pixel had to be performed.
To evaluate the proposed sharpness measure we applied it to a database of 115 images scanned from 5 different rolls of film. Two rolls were taken using disposable cameras, two using Point&Shoot cameras, and one using an SLR camera.
The images contained scenes with highly variable scene texture (single person against a mosaic wall as opposed to a blank wall). One of the major sanity checks regarding the proposed sharpness measure was to make sure mosaic background images do not cluster separately (as they did in some of the earlier versions of the measure). Figure 1 visualizes the sharpness measure for the 115 images. The horizontal axis is the log of the sharpness measure WF m Sh . Each dot represents an image. The 5 films are color-coded and separated on the vertical axis. Small vertical lines mark the average of a specific roll.
Our expectation was that better camera optics would result in sharper images (namely, SLR > P&S > Disposable). Evidently, the proposed sharpness measure agrees with our expectations, with an exception for Disposable-1 especially as compared to P&S-2. This mismatch is easily explained by looking at the image sets. Many images in Disposable-1 were taken from scenes at or close to the fixed focus distance of the disposable camera. Those are indeed perceptually sharper than most of the P&S-2 images.
A similar apparent paradox is depicted in Figure 2 , which presents two image parts (same crop size). Oddly enough we noted that although the two images were of a similar scene, the Disposable-1 image (left) rated higher than the corresponding SLR-1 image (right). The reader would hopefully agree that the image on the left is sharper than the image on the right. Most other IQ parameters are, as one would expect, in favor of the SLR image, however, perceived sharpness goes the other way, as is predicted by the sharpness measure.
The ultimate test for the proposed measure is however, to fulfill its goal as a means towards automatic image enhancement. A minimal requirement is the ability to use the measure to drive a sharpness enhancement algorithm and align the measure of the enhanced images on a predetermined target. Results in this spirit are reported below.
We analyzed the sharpness measure of a different set of images that were sharpened using [4] with a variable sharpening parameter and a fixed denoising threshold (T=3). We found empirically that the sharpness measure ratio of enhanced images with respect to originals is approximately linearly proportional to the respective sharpening parameter. As a consequence, we determined an empiric sharpness parameter map λ
Notice that for images whose sharpness measure is higher that the target measure, the ratio is smaller than unity, and consequently the images are not enhanced and their sharpness measure remains higher than the target. Figure 3 visualizes the sharpness measure for the 115 images enhanced using λ in (13), and considering target sharpness of 0.05, and 0.1 (the target sharpness for a sub figure is marked by a solid line). The original measure appears in Figure 1 . Note the way images below the target measure converge to the target.
SUMMARY
In this paper we proposed an image sharpness measure as a step towards automatic image enhancement. The proposed measure is based on localized frequency analysis. Its low computational requirement makes it suitable for commercial applications. We have shown empirically that the measure is consistent with the selected enhancement algorithm and provides convergent sharpening.
In order to provide for automatic image enhancement we still need to show that it can also provide for perceptual convergence. In a sequel we combine this measure with image noise estimation and other measures into an adaptive automatic image enhancement algorithm. 
