Today, computer vision is used in different applications for intelligent transportation systems like: traffic surveillance, driver assistance, law enforcement etc. Amongst these applications, we are concentrating on speed measurement for law enforcement. In law enforcement applications, the presence of the license plate in the scene is a presupposition and metric parameters like vehicle's speed are to be estimated with a high degree of precision. The novelty of this paper is to propose a new precise, practical and fast procedure, with hierarchical architecture, to estimate the homraphic transform of the license plate and using this transform to estimate the vehicle's speed. The proposed method uses the RANSAC algorithm to improve the robustness of the estimation. Hence, it is possible to replace the peripheral equipment with vision based systems, or in conjunction with these peripherals, it is possible to improve the accuracy and reliability of the system. Results of experiments on different datasets, with different specifications, show that the proposed method can be used in law enforcement applications to measure the vehicle's speed. key words: feature extraction, RANSAC estimator, license plate, speed measurement, law enforcement
Introduction
In the modern intelligent transportation industry, visionbased measurement systems are widely replacing other means of traffic information gathering. This is because of their lower installation and maintenance costs and their non-intrusive nature compared with conventional methods like induction loop. Vision-based methods have the ability to provide more detailed information compared with other methods. Instances of this information are metric traffic parameters like: vehicle's dimensions, location, traversed path and speed.
The usage of vision-based measurement in ITS (Intelligent Transportation System) can be divided into traffic surveillance, driver assistance, law enforcement and so forth. So far, vision-based measurement using driver assistance and traffic surveillance cameras have been well studied [2] , [10] , unlike the field of law enforcement cameras.
Most existing law enforcement cameras, like speed cameras, capture an image of the scene while speed is detected by peripheral systems like radar or lasers. In the taken images, the vehicle's license plate is to be clearly observable so that the vehicle can be identified. Moreover, the label of speed, measured by the peripheral system, is attached to the image. What distinguishes the vision-based law enforcement applications from the traffic surveillance applications is the need for high precision metric parameter estimation like vehicle speed. In addition to the high precision, the method needs to be practical, i.e. to be applicable in real situations during day and night, with different camera specifications and setups. Finally, the method needs to be fast so that it can be used in on-line applications. Searching the literature, we were unable to find such an algorithm.
Common vision-based vehicle speed measurement methods use two types of cameras: un-calibrated and calibrated. No intrinsic camera parameters are required for the un-calibrated camera methods; however, in most of these methods [4] , [17] a scale factor and a vanishing point are the only two required parameters. The scale factor represents the mapping of specific sizes that remain unchanged during the measurement process from the ground plane to the image plane. The vanishing point is used for rectification of road images and the vehicle displacement is measured in 1-D direction on the rectified image plane [3] . Most of the un-calibrated methods require the camera to be mounted at a fixed high location on a bridge crossing the target street and tilted downward. Therefore, installation of these cameras is not flexible and they cannot be placed arbitrarily on the roadside.
The second type of cameras used in vehicle speed measurement systems are calibrated ones [9] , [11] , [12] , [22] . Methods used in these systems, by using calibration parameters, allow the camera to be set on the roadside with a wide variety of Pan-Tilt angles. However, they have certain limitations regarding light conditions, camera setup and achieved error rates. The results of the method introduced in [12] were reported on videos captured during day using highly elevated cameras. Moreover, [9] , [11] , [22] methods have reported high error rates and cannot be used in law enforcement applications.
A comparison between different speed measurement methods is given in Table 1 . Vision-based vehicle speed measurement methods, using both un-calibrated and calibrated cameras, have two limitations in common. They need manual and imprecise measurements from the real world Copyright c 2016 The Institute of Electronics, Information and Communication Engineers like measuring distances on the road or some measurements from the input image, like the lanes' vanishing point. They also need the contact point of the vehicle and the ground plane, which are not necessarily always available in all situations especially at night or when these points are being occluded. This limitation is shown in table 1 with H = 0 condition.
The only previous vision-based law enforcement method shown in Table 1 is the method proposed in [4] . However, this method needs zero height of the vehicle. Thus, it is only tested on day times with camera installed at high heights. Moreover, it requires that the vehicles be separated from each other which dose not always happen, especially in crowded scenes.
In order to give a solution to the above mentioned problems regarding high error rates, dependency upon zero height of vehicle or physical measurements and restrictions on camera height and angles, we have introduced a novel, precise, practical and fast algorithm to measure vehicles' speed using vehicle's license plate. In the proposed solution, it is assumed that the camera is calibrated and there are at least two readable images available from each license plate. License plates are printed with a known font and standard dimensions. Replacing generally inaccurate measurements like camera height or distances on the road with these standard dimensions can improve speed measurement results.
It is worth mentioning that the license plates are to be extracted and read in law enforcement applications to identify the vehicle [4] , [6] . A complete suvery on the usage of license plate readers for law enforcement is presented in [7] . In a license plate reader unit, features like the 4 corners of license plates or bounding boxes of license plate's characters are extracted. Therefore, these features are available to the proposed method, with no additional computational cost. Moreover, the proposed method is fully automatic and imposes no restrictions on the camera parameters like its height or rotation angles. The measurements are all done in the camera coordinate system based on the license plate. Therefore, they are independent from zero height point of the vehicles. All these characteristics along with its tested accuracies, evaluated on two different datasets with differ- 
The Proposed Algorithm
The block diagram of the proposed algorithm is described in Fig. 1 . This algorithm is composed of the following units: license plate reader unit introduced in the following paragraph; license plate synthesis unit introduced in Appendix; homographic transform estimation unit described in Sect. 4 and vehicle localization and speed measurement described in Sect. 5.
In the first step, the image of the vehicle is captured and passed to the license plate reader unit. In this unit, the input image is smoothed using Gaussian blurring and the vertical edges are extracted using vertical Sobel filter. Then, by thresholding the achieved image and performing morphological operations as well as blob filtering according to dimensions and aspect ratio, the location of the license plate is extracted. This procedure is shown in Fig. 2 . Then, characters of the license plate are segmented using adaptive threshold. Finally, the segmented characters are recognized using the fast normalized cross-correlation algorithm which is described in [13] .
In the second step, the image of the license plate is synthesized using the license plate number and its standard format, regarding font and dimensions. Standard format of the license plates implies that the dimensions, font and format of the license plates are not arbitrary but they are specified according to the laws. If in a certain country different formats are used, only one of them is specified to any li- cense plate [1] . Therefore, in case of different formats, it is necessary to form a bank of authorized and standard formats in license plate synthesis unit.
Using the synthesized image as a precise metric pattern along with the input image, the homographic transformation is estimated. After that, using these homographic transformations as well as the internal camera calibration matrix, the vehicle location and displacement can be estimated in the camera coordinate system. Multiplying the displacement vector by the camera frame rate, the speed of the vehicle is estimated. Thus, using license plate images and its synthesized one along with the internal camera parameters, the vehicle speed measurement is reduced to homographic transformation estimation. The proposed homographic estimation method of this paper is presented in Sect. 4. However, prior to it, the common text-based and goal oriented homographic estimation methods are examined in the following section.
A Review of Homographic Transform Estimation
In this section, a review of common text-based and goal oriented homographic estimation methods is presented and shortcomings of these methods for our purpose are mentioned. In Sect. 4, our homographic estimation method proposed to overcome these shortcomings is presented.
Text-Based Homographic Transformation Estimation
In literature, the homographic transformation estimation from text images is used in document analysis [15] , [23] and natural scene text recognition systems [5] , [14] , [18] , [19] . Documents used in document analysis systems usually have multiple lines and these lines are used to extract the homographic transformation.
Natural scene recognition systems are not suitable for the current application. Methods introduced in [5] , [19] impose restrictions in determining the homographic transformation. For example, [5] reduces the homographic to affine transformation and [19] assumes that only the horizontally parallel lines can have vanishing points and vertically parallel lines stay almost parallel in the taken image. The methods presented in [14] , [18] can estimate the homographic transformation in general. Among the characteristics of these two methods is their independency on knowing the font of the text under investigation.
All in all, it is seen that the above mentioned assumptions are not valid in the homographic transform estimation of the license plates. Firstly, license plates do not necessarily have multiple lines of text. Secondly, the homographic transformation is to be extracted with 8 degrees of freedom to achieve acceptable accuracies in estimating metric parameters. Thirdly, these methods do not consider that the font of the license plate is standard and is known in advance. These useful information can be used in a goal oriented manner to improve the accuracy and the speed of the algorithm. Finally, it should be mentioned that in common textbased homographic estimation methods, the precision of the extracted homographic transformation is not important and this transformation is only used to eliminate the perspective distortion.
Goal Oriented Homographic Transformation Estimation
The objects being matched in two different images are license plate characters. So, the homographic transformation estimation can be performed using shape matching between these characters. Most of the methods proposed to match shapes are based on dynamic time warping algorithm [20] , [21] , [24] . These algorithms search through all probable matching answers and select the best one. But, these methods are time consuming and cannot be used in practical applications. Assuming that the synthesized image is available, the homographic transformation can be estimated by extracting and matching features from both images. One of the most well-known features used for homographic transform estimation is the SIFT [16] method. As a benchmark, the algorithm proposed in Sect. 4 is compared with SIFT [16] feature based matching algorithm and the results are reported in Sect. 6.
The Proposed Method to Estimate the Homographic Transformation
To extract the homographic transformation between the input image and vehicle license plate, some features of these two images should be extracted and matched. In the proposed method, to have sufficient precision and speed, the corner features are used in a hierarchical way. The steps taken to extract homographic transformation are shown in Fig. 3 . As can be seen, the features used in estimation of H 1 transformation are the four corners of the license plate. Correcting the input image of license plates using H 1 results in better estimation of character contours as it can compensate for sever perspective distortions. To estimate H 2 transformation, the bounding boxes of the license plate characters are used. Correcting the input image with H 2 × H 1 results in more precise alignment of the input image and the synthesized image. This more precision plays an important role while estimating H 3 . In estimating H 3 transformation, the character contour corners as well as their bounding boxes are used. The criterion for corner matching is the distance between the two corners in the synthesized image and corrected image from the previous step. If this correction is not performed precisely, it can lead to mismatches between the contour corners and degrade the achieved results.
Finally, in H R estimation, a subset of characters contour corners and their bounding boxes having errors less than a limit are adopted as inliers and used. This is done by using the RANSAC estimator and eliminating outliers while making the homographic transformation more resistant to the kinds of noises and distortions. Due to the concatenated algorithm blocks, to calculate H T as the transformation of the obtained equivalence from the four introduced steps, the obtained transformations from the subsequent steps are multiplied by each other based on Eq. (1).
H 1 , H 2 , H 3 and H R blocks shown in Fig. 3 are of the same internal structure. The internal structure of H 1 block is shown in Fig. 4 . The input of any step block is a corrected license plate image of the previous step together with the synthesized image of the license plate. The output of each block is the corrected image as well as the reconstruction error.
The matching section in blocks related to H 1 and H 2 , i.e. the matching of license plate four corners and the corners of the character bounding boxes in two images is a simple task, as each of these four corners is unique and different from the three others. However, in H 3 and H R steps, due to the effects imposed on corner detection operator by the image lighting and opaquing, the number of the obtained corners in two images can be different and hence, matching between the corners is not a simple task. In these two steps, matching between the corners is carried out by the criterion of location closeness. Using location closeness to match the corners in steps H 3 and H R is justifiable due to the fact that the input image has been rectified in previous steps. Thus, in these two steps, two corners of two images whose distance is less than a threshold level are considered as the matching corners. The corners for which there is no match are not considered in calculations.
There are 8 unknown quantities in each homographic transformation and any point in each image together with its match in the other image provide two equations. Thus, four points in an image together with their matches in the other image provide the necessary equations to obtain the transformation. In the image, no triplex subset of four points may be located on a line. Otherwise, the obtained set of equations become degenerated. In H 1 estimation, the above conditions are held, but due to noise in image and as a result, the error in determination of corner locations, the transformation is not of sufficient precision. In calculating H 2 , H 3 and H R , more than 4 points are matched and used in two images. For instance, in H 2 , 32 points related to 4 corners of the 8 character bounding boxes are used and in H 3 , the contours corners are added to these points.
As a result the number of equations will become more than the number of unknown quantities and because of the noise, the estimation error will not be zero. Using SVD (Singular Value Decomposition) algorithm, the optimized answer is calculated in such a way that the error of all equations will be minimized [8] . In what follows, the details of different steps are presented.
Using the Four Vertices of the License Plate to Esti
In the first step, the H 1 homographic transformation is calculated using the four vertices of license plate in the input image (I Input ) and the synthesized image (I S ynth. ). In order to extract the four vertices of license plates, the binary picture is produced using adaptive threshold, Fig. 5 (a) . Then, the blobs of characters are removed from the binary image according to their size and aspect ratio, as shown in Fig. 5 (b) . After that, the main edges of the resulted shape are extracted using the canny edge detector, Fig. 5 (c) . These edges are then used to evaluate the validity of bounding lines. Having the blob of the license plate frames available, the four vertices of license plate can be extracted using diagonal scan lines, Fig. 5 (d) . It should be mentioned that the input image of this step is the cropped image of the license plate. So, to compute the homographic transform with respect to the original input image, the location of the cropped image of the license plate is added to the location of the extracted four corners of the license plate. After determining the four vertices in the input image, Fig. 6 (a) , and the synthesized image, Fig. 6 (b) , the first homography, H 1 , is estimated by these vertices using the four point algorithm. The rectified image using this homographic transformation is shown in Fig. 6 (c) . The pixel-wise XOR between characters in rectified and synthesized images results in the reconstruction error image shown in Fig. 6 (d) .
Character Contour Extraction
Contours of characters are needed to extract features and evaluate results in H 2 , H 3 and H R steps of the proposed algorithm. In order to extract contours, the first step is to extract binary image using adaptive threshold which was carried out in the previous step, Fig. 7 (a) . Then, connected component analysis was used to filter components according to their sizes and aspect ratios, Fig. 7 (b) . Thus, the contours of the characters are extracted.
There are texts in upper right and left strip in addition to license plate characters. However, such texts do not normally exist in the images taken from the license plate in a clear and legible form, and have no effects on vehicle identification. They are not, thus, used in calculating the 
Using the Vertices of Character Bonding Box to Estimate H 2
The second homographic transformation, H 2 , is estimated using the character bonding boxes. Inputs concerning the H 2 block include the synthesized image (I S ynth. ) as well as the corrected image of the previous step (H 1 × I Input ) and its outputs include the corrected image and the reconstruction error. The bonding boxes are extracted using the maxima and minima of the positions of the points in character contours. Thus, each character adds 4 points and all 8 existing characters have totally 32 points in each license plate. A sample of extracted character bonding boxes is shown in Fig. 8 . Here, the SVD algorithm is used to estimate H 2 .
Using the Character Corners to Estimate H 3
The third homographic transformation, H 3 , is estimated using corners of the character contours. The H 3 block inputs are the synthesized image (I S ynth. ) and the corrected image of the previous step (H 2 × H 1 × I Input ) and its outputs are the corrected image and the reconstruction error. This transformation uses the contour corners of the characters and their bounding box in the corrected image of the previous step.
To extract these corners from the contour, the character contours are smoothed using a mean filter. Then, the points of the contour, whose distances from their smoothed counterparts are greater than a threshold and the distance function undergoes a local maximum, are labeled as the contour corners. Instances of these points are shown in Fig. 9 . There are about 70 corner points in a license plate. In this step, the corners of characters in the two images are matched with their nearest neighbor. As mentioned in the introduction of this section, the criterion for corner matching is the distance between the two corners in the corrected image from the previous step (H 2 × H 1 × I Input ) and the synthesized image. Thus, the two corners can be matched only if their distance is less than a threshold limit. In this case, if there is a corner in an image and no corner close to it in another image, then that corner is not considered in calculating the transformation. These points are shown with red circles in Fig. 9 (b) . After matching the corners, the homographic transformation is calculated by SVD. Considering the characteristics of RANSAC estimator to eliminate the outliers, it is used to increase the resistance of the proposed method to error sources such as motion blurriness especially in interlaced cameras, dirtiness of the license plate surface or the effect of the reflected light which cause the inaccurate feature extraction from the images. The assumption of the precise reconstruction of the distorted areas of the license plate and detecting the matched corners in these images may not be verified if the license plate is darkened, dirty or there are uneven and severe lightings on the surface of the license plate. Thus, the data of these regions as the outliers, cause the reduction of the precision of the estimated homographic transformation.
Robust Transformation Estimation by Calculating
Using RANSAC estimator, the outliers can be eliminated. Having eliminated the outliers, the final answer may be calculated by the implementation of SVD on the inliers. Hence, instead of minimizing the errors of the whole data, by the elimination of the outliers, the errors of the whole inliers will be minimized. The results of this algorithm implementation as well as the obtained data errors are illustrated in Fig. 10 . The outliers are shown with red points and inliers with yellow ones. The obtained transformation in this step is shown by H R .
The Vehicle Speed Estimation
Using the homographic transform estimated so far, it is possible to localize the license plate in the camera coordinate system. In most of the other vehicle localization and speed measurement methods, vehicles are localized in the world coordinate system which is located on the ground plane. However, in these methods, the contact point of the vehicle and the ground plane, which is not always available in the scene, is needed for the localization task. But, in our proposed method, vehicles are located in the camera coordinate system which is independent from the ground plane and the height of the vehicle or the height of its license plate with respect to the ground plane.
According to [25] , the location vector of the license plate in the camera coordinate system in terms of camera calibration matrix and the homographic transform is described as follows:
in which, K is the intrinsic camera calibration matrix, h 3 is the third column of the homographic transform and λ is the needed coefficient to change the scale from pixel to meter. As license plates available in the 2 datasets have dimensions of 520 mm × 110 mm and their synthesized images have dimensions of 766 pixel × 162 pixel , the λ coefficient becomes 0.769. The vehicle speed can be estimated by subtracting the location vector achieved from two consecutive frames and multiplying it by the camera frame rate.
Results
In this section, the results of evaluating the proposed method using two different datasets are presented. Firstly, the two datasets are described. Secondly, samples of extracted features from the license plates available in these datasets are demonstrated. Finally, the precision of the proposed method in estimating the vehicle's speed is given.
Specifications of the Datasets
There are two datasets used to evaluate the proposed method. The specifications of the two datasets are shown in Table 2 . These datasets contain two images from each vehicle with labels of the measured speed using Radar or Laser. The location of the license plate in the input images and the contents of the license plates are also available in the datasets. Samples of these image pairs are shown in Fig. 11 .
The images in the first dataset are captured using GSN-RCV 301 radar speed camera during day and night with different conditions from 4 lanes of a highway. Two samples of these conditions are shown in Fig. 12 . As the speed limit was set to 115 kmph and the greatest measured speed was 134 kmph , the measured speed range was 115 kmph − 134 kmph . In each pair of images, the amount of vehicle displacement measured in pixel depends on the location and the speed of the vehicle as well as the camera parameters. However, to have a sense of displacement in pixel, with the camera setup in the first dataset, i.e. the low tilt angle of the camera, a vehicle with speed of 120 kmph displaces about 170 pixels in each pair of images.
The images in the second dataset are captured using an IR video camera from 2 lanes of a crowded highway with frame rate of 25 f ps . But, one sixth of the frames were saved to restrict the size of the dataset. Thus, the equivalent frame rate in the second dataset is 25/6 f ps . The range of speed labels is 70 kmph − 105 kmph and they are measured using a FamaLaser III laser gun. Samples of these speed labels are shown in Fig. 13 and the histogram of speed labels from the two datasets are shown in Fig. 14. Here, in the second dataset, a vehicle with speed of 100 kmph displaces about 360 pixels in each pair of images in the second dataset.
In the method proposed in this paper, it is assumed that there are at least 2 readable images available from the scene. Thus, the current proposed method fails if this assumption is not held true. Amongst the images captured by the 2 cameras, there are instances in which the license plates and especially their characters are not readable. Samples of these images are shown in Fig. 15 . In Fig. 15 (a) , the characters of the license plate are not readable due to bad lighting. In Fig. 15 (b, c) , because of occlusion and truncation of the vehicle's license plate, it cannot be used to estimate vehicle's speed using the proposed method. As a result, these images were excluded from the datasets. Moreover, there were several speed labels in which the variance of measured value was more than 1 kmph . In these cases, the corresponding images were also excluded. The overall number of excluded images is shown in Table 2 .
Feature Extraction and Matching Results
In this sub-section, samples of features extracted from license plates in the two datasets are descripted. All experiments are done using an Intel Core i5 Laptop in MATLAB and C++ programming environments. Figure 16 shows the intermediate results of the first dataset using regular, darkened, blurred and lightened license plates. In this figure, for each license plate, characters and their features extracted from the corrected image in the third step, the synthesized image and reconstruction error are shown. In these images, inliers are shown with yellow circles and outliers are shown with red ones. In order to protect the identity of the vehicle holders, one character of the license plates is blurred.
Samples of the images from the second dataset are shown in Fig. 17 . As the used camera is an interlaced one, the quality of the captured images is degraded. As it can be seen in these images, the RANSAC algorithm could Table 3 Processing time of different homographic transform estimation steps (in ms).
Step 1 Step 2 Step 3 Step 4 SIFT [16] 85 10 42 57 ∼800 Table 3 . As it can be seen in this table, the processing time of all algorithm steps is about 200 ms which is about one fourth of the SIFT algorithm.
Speed Measurement Results
In this sub-section, the results of applying different steps of the proposed algorithm on estimated vehicle speed are evaluated. To evaluate different methods, different criteria like error mean, variance and maximum as well as the percent of vehicles with errors less than 1 kmph , resolution of the speed labels, and 2 kmph are used. Table 4 shows the speed measurement results for the first dataset. As it can be seen in this table, in each step of the proposed algorithm, the mean, the variance and the maximum error of estimation decrease and in about half of the times, the estimation error is less than 2 kmph . It is also seen that the proposed algorithm outperforms the SIFT algorithm from the second step on. Table 5 contains the speed measurement results for the second dataset. As it is seen in this table, by taking consecutive steps in the proposed algorithm, the estimated speed error criterion decreases and about 63% of the estimated speed errors are less than 2 kmph . It is also seen that the proposed method performs better than the SIFT algorithm from the second step on.
Comparing the results of the proposed method on the two datasets, it is seen that the measurement errors in the second dataset are evidently less than those in the first dataset, despite the fact that the images of the license plates in the first dataset has better quality and higher resolution. This phenomenon can be justified by the fact that according to installation of the camera, the mean displacement of the license plates in the second dataset is more than 2 times greater than the first one (measured in pixels). In fact, the longer the displacement vectors, measured in pixels, the less the sensitivity to noises occurring during feature estimation process and hence more precisely estimated displacement vectors.
Conclusion
In this paper, a precise, fast and robust hierarchical feature extraction and matching method was proposed to estimate homographic transform between input images and synthesized images of license plates. This homographic transform was used to estimate vehicle's speed for law enforcement purposes. In the proposed method, by extracting and matching different features in the first 3 steps and using the RANSAC estimator in the last step, the homographic transformation was robustly estimated. Evaluation of the proposed algorithm with 2 different speed datasets gathered from real law enforcement cameras with different specifications during day and night and the achieved accuracy showed that the proposed method can be used in law enforcement applications.
Appendix: License Plate Synthesis
In the license plate synthesis unit, the Iranian license plate standard is used which is close to that of the European Nations. In this standard, license plate frames are made of 7 digit boxes and one character box placed horizontally together as shown in Fig. A· 1 . Distances between centers of these boxes and their dimensions are fixed as shown in Table A· 1. Using the read content provided by the "License Plate Reader Unit", the corresponding digit or character is 
