Detailed steps of a hydrological model implementation methodology, as based on application of the artificial neural network (ANN) in small catchments, is presented in this paper. The motivation for this paper arises from the established lack of precise steps and procedures in the existing ANN-based methodologies for development of hydrological models. The implementation of hydrological discharge model based on ANN in a small catchment of Slani potok served as a basis for the development of detailed procedural steps for this methodology.
U ovom se radu opisuju detaljni koraci metodologije za implementaciju hidrološkog modela otjecanja na malim slivovima temeljenog na primjeni umjetne neuronske mreže (UNM). Motivacija za izradu ovoga rada proizlazi iz utvrđenog nedostatka preciznih koraka i procedure u postojećim metodologijama za implementaciju hidroloških modela temeljenih na upotrebi umjetnih neuronskih mreža. Implementacija hidrološkog modela otjecanja temeljenog na umjetnoj neuronskoj mreži na malom slivu Slanog potoka poslužila je kao temelj za utvrđivanje detaljnih proceduralnih koraka metodologije. 
Introduction
Development of a hydrological prediction model requires a number of technologies and areas of expertise that normally include several elements, such as the long-term monitoring and collection of existing data, data analysis, and model development, validation and evaluation [1] . Problems related to the development of hydrological prediction rainfall-runoff models currently arise from their diversity, various approaches to modelling process, their complexity, use of various model development technologies and model validation and evaluation procedures, etc. Hydrological prediction models are usually prepared for specific large catchments, and they cannot be used anywhere else. Such models cannot be applied in, for example, small catchments, where the solution-finding process and prediction time are more sensitive. It can be assumed that it is difficult to predict hydrological variables in small catchments with short rainfall response periods [2] . From the hydrological point of view, it is difficult to determine the boundary between the small and large catchments based on the catchment size only. In fact, it is necessary to take into account factors influencing conditions of runoff from the catchment. The uniform distribution of precipitation in the catchment, as well as participation of the entire area in the runoff process, is therefore the best way to define a small catchment [3] . In this paper, the focus is placed on the development of an accurate model development methodology using parametric (data-driven) models, such as the artificial neural networks (ANN), in order to develop a hydrological rainfall-runoff prediction model for small catchments. The collection of meteorological and hydrological data is necessary for the development of such model. The ANN can be classified as a parametric model that is generally lumped because rainfall-runoff processes are treated as a "black box" with inputs and outputs [4, 5] . A novel, simple and appealing solution to complex hydrological processes is derived form a large number of existing studies and ANN-based hydrological rainfall-runoff models. The lack of hydrological prediction model implementation in small catchments, and the absence of an accurate model development methodology, is also established using the developed model.
Methods
The basic methodology for the hydrological ANN development is used in order to determine precise steps of the methodology. Using the main guidelines given in the basic methodology, the model is developed and implemented in the case study focusing on the Slani potok catchment area. The results of successful implementation of the ANN prediction model in the small catchment area of Slani potok are described in detail in a doctoral thesis [6] . The ANN is a massively parallel distributed processor that has a natural propensity for storing experiential knowledge and making it available for use. It resembles the brain in two respects: knowledge is acquired by the network through a learning process and interneuron connection strengths, known as synaptic weights, are used to store the knowledge [7] . The reason why the ANN model has been chosen for use in a small catchment is its fast and efficient response in the prediction of hydrological variables. These ANN characteristics are very important if a short rainfall runoff response prediction of a small catchment is considered. The ANN use in the field of hydrology can be considered relatively new since the first application was noted in papers published by Daniell in [8] , French et al. in [9] , and Hall and Minns in [10] . Since then, the ANN has been widely used in hydrology, and especially in the design of models that describe the relationship between rainfall and runoff. A contribution to that field was made by Halff et al. in by implementation of the ANN in order to predict hydrographs. Raman and Sunilkumar developed in [11] a model for the estimation of monthly precipitation. Since then, the ANN use in the field of hydrology has become quite frequent. One of the most important ANN uses in hydrology involves the first use of ANN for flood forecasting, as proposed by Openshaw et al. in [12] , See and Openshaw in [13] , Dawson and Wilby in [14] , Maier and Dandy in [15] , and others. They successfully presented runoff models for various mostly large catchments, while Jayawardena and Fernando in [16] were the first that applied the ANN in small catchments [17, 18] .
In general, the basic steps of the methodology for the development of hydrological models are similar to basic steps of the methodology for the development of the ANNbased models. Although Maier and Dandy in [19] , and Maier et al. in [20] , highlighted good predicting properties of the ANN models, they emphasized at the same time the lack of systematic approach to the development of the ANN-based models in hydrology. Due to the lack of methodology for the development of hydrological models based on the ANN, in many cases the number of network inputs, data division, choice of architecture, activation functions, and the number of hidden neurons, have been selected at random [21] . In addition, there is also an inconsistency in the model quality assessment procedure, where quality measures are not selected appropriately. Basic general guidelines for the ANN-based development of hydrological models are provided by Dawson and Wilby in [4] , Maier et al. in [20] , and Matić et al. in [22] . All these methodologies for the ANN model development are quite similar, and they describe the same basic steps without guidelines that can provide precise and uniform implementation of the ANN. GRAĐEVINAR 70 (2018) 4, 325-335
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Implementation of artificial neural network
ANNs are considered to be a mathematical data-driven type of model. In order to implement an ANN model, an appropriate quantity of input and output data sets has to be available. Data sets have to be divided into three sub-sets of data: training data set validation data set evaluation data set.
The first data set is used in training process when developed ANN model is adjusting the weight coefficient in order to link input and output data. Validation and evaluation data sets are used in the model quality assessment process. The ANN has the property of universal approximation, meaning that it has the ability to approximate any input to the output data with relative accuracy. Although it has this ability, it does not mean that it is able to respond accurately to the input data that was not included in the training process. That is why, before ANN model is accepted as a system model, it is necessary to assess its generalization properties through the process of validation and evaluation.
Architecture of artificial neural network
The artificial neuron node is the main microstructural component of the ANN. An artificial neuron node can be defined by mathematical expressions [7] shown in Eq. (1) and Eq. (2) .
where o k is the neuron node response in the k-th epoch of the calculation, v k is the sum of products of the weight coefficients w k , x k is the input data in the k-th epoch of the calculation, and ϕ is the activation function of the neuron node. The ANN model implementation involves: selection of an adequate ANN architecture and training algorithm the ANN training procedure.
The implementation starts with selection of the ANN mesostructure, which refers to the type of network (architecture) with which the model will be built [20] . The most common types of networks used in the development of rainfallrunoff models are:
multilayer perceptron (MLP) radial basis function (RFB) self-organizing map (SOP) support vector machines (SVMs) [7, 21] .
The MLP architecture is the best choice for the data-driven prediction model development [17] . The MLP architecture can be described as a static feed forward neuron network that consists of a minimum of three layers -input layer, hidden layer and output layer. Every layer consists of neurons that are connected by activation functions. Activation functions can be: linear limited linear unipolar sigmoid bipolar sigmoid hyperbolic tangent, etc. [21, 14] .
Their purpose is to direct data through network layers, from the input layer to the output layer. The numbers of neurons in the input and output layers are defined by the number of selected data, whereas the number of neurons in the hidden layer should be optimized to avoid model overfitting, defined as the loss of generalization ability [21] . The MLP architecture was introduced by Werbos in 1974 in his PhD thesis [23] . Its final form was introduced by Rumelhart, Hinton and Williams in [24] , who also presented applications of the MLP architecture and a description of its success in prediction, classification and association related to real problems. Model of MLP architecture is shown in Figure 1 . For the purpose of predictive hydrological ANN model development, it is important that the input layer consists of the data with minimum ten delay steps, and the output layer with the prediction time step. Delay steps can be defined as the input data from previous time steps. Because the output data from the network in one iteration of calculation will have errors, which are a function of the target output and model response in the output layer, an algorithm for determining the change Δw k of the weight coefficient w k is needed. These algorithms are known as training algorithms because they optimize input data in each following epoch, which reduces the error in the output layer with respect to the target output. The optimization of the weight coefficient can be defined as shown in Eq. (3) [7] :
where w k+1 is the weight coefficient in the k+1th epoch, and Δw k is the change determined by the training algorithm. Training algorithms can be divided into three groups: first-order local algorithms (error backpropagation (generalized delta rule) second-order local algorithms (Newton algorithm, quasi-Newton algorithm, Levenberg-Marquardt (LM) algorithm) global algorithms (genetic algorithm, simulated annealing and evolutionary programming) [21, 25] .
The LM algorithm is the fastest and most appropriate for training simpler structures [26] under the MLP architecture, and it was specially developed for the ANN training. Because of such characteristics, this algorithm is proposed for the development of ANN models for small catchments. Using the second-order local algorithms, the change measure Δw k is obtained from the squared approximation of the error function, which is represented by the Hessian matrix. Algorithms that avoid solving the Hessian matrix, such as the LM algorithm, are used because the Hessian matrix typically cannot be used in ANN training, and because it is not in compliance with appropriate conditions, and is thus unsolvable. The LM algorithm [27] , which is a special combination of the Gauss-Newton and error backpropagation algorithms, uses a conjugate gradient method by introducing the Jacobian matrix instead of the Hessian matrix. The change measure Δw k can be defined as shown in Eq. (4).
(4)
where J is the Jacobian matrix of the error vector e with respect to the weight coefficients in the k-th epoch of the calculation, J T is the transpose of the Jacobian matrix, and μ is a scalar representing the learning rate. At the end of every calculating epoch, the Sum Squared Error (SSE) is calculated as in Eq. (5) [5] :
where e k is the error in k-th epoch of the calculation, d k is the target value, and o k is the response model value in k-th epoch of the calculation. Depending on the increase or decrease in the SSE, the learning rate scalar μ changes through every epoch of the calculation by dividing or multiplying by a constant factor (for example, β in the range [0,1]) to make the LM algorithm more similar to the Gauss-Newton error backpropagation algorithm, and to increase the training speed. If the sum of squared errors increases, the learning rate scalar μ will be multiplied by a constant quantity β, and the LM algorithm will be more similar to the Gauss-Newton algorithm; otherwise, it will be more similar to the backpropagation algorithm [21] .
Results and discussion
The case study area of the Slani potok catchment (Republic of Croatia) is used as the basis for development of precise ANN model methodology steps. The model development is described in detail in the doctoral thesis [6] , while only a short description and results are presented in this paper. As a part of the bigger Dubračina river catchment, Slani potok is considered to be a small catchment occupying approximately 2 square kilometres in area. The catchment ranges from 50 to 700 m a.s.l. in altitude, with an average slope of 22 %. The Slani potok catchment can be divided into two areas: lower part (0,9 km 2 ), which is formed of flysch sediments (mainly siltstone), and the upper part, which is a karstic plateau. The lower part contributes more significantly to the surface runoff compared to the upper part. Continuous data monitoring points of hydrological and meteorological variables were established in 2012 for the model development purposes. Water levels in the Slani Potok creek waterbed are measured by a Mini Diver pressure probe (manufactured by Schlumberger Water Services) at the mouth of the Slani Potok creek, where it joins the Dubračina River. Meteorological parameters were measured using a Vantage Pro 2 meteorological station (manufactured by Davis Instruments Corporation) with the measurement frequency interval of two minutes. After three years of data collection, data from 2013 were selected as the representative data set because of significant rainfall. The data set consists of 132.772 samples, and includes meteorological and hydrological variables. The following meteorological parameters were selected as input data for the ANN model development: rain rain rate air temperature humidity air pressure solar radiation (insolation) wind direction wind speed.
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River water levels were used as output prediction data. Selected data have shown direct or indirect connection with the catchment runoff process. For the purposes of the ANN model implementation, the data is divided into the training, validation and evaluation data sets, i.e. 70 % (92 948 samples) for training, 15 % (19 912 samples) for validation, and 15 % (19 912 samples) for evaluation. After the data has been prepared, the MLP mesostructure is used and the processing is conducted in the MATLAB software (MathWorks, Natick, Massachusetts, US) so as to develop the data-driven ANN model for the small catchment with the sigmoid and linear activation function trained by LM algorithm. The input layer consists of the input data matrix with the minimum of ten delay steps, in order to provide data about past meteorological conditions to the model. The hidden layer consists of ten neurons and the output layer consists of the model prediction data. The model is developed for three prediction steps: -S15 (Δt = 30 minutes) -S30 (Δt = 60 minutes = 1 hour) -S60 (Δt =120 minutes = 2 hours).
After that, the training process is validated and evaluated by visual and quantitative evaluation. Schematic representation of the ANN water level prediction model is given in Figure 2 . The results of the validation and evaluation process are presented in Table 1 . According to the validation and evaluation of the models, they have been classified as "very good" (assessment validation and evaluation criteria [6] ) for all prediction steps. The developed model served as the basis for future research aimed at defining methodology steps in implementation of the ANN models in small catchments. A lack of precise methodologies and procedures for the development of hydrological models based on ANNs was established based on the developed model. More precisely, the steps of the methodology for development of ANN-based hydrological models have to be defined in order to improve the model quality in general, and to equalize procedures in the use of ANNs for the hydrological models at small catchments. Therefore, the detailed methodology for development of hydrological model in small catchment is described below. 
Detection of triggering factors
After establishment of continuous meteorological and hydrological data collection, it is also necessary to continuously monitor the diversity of collected data. In the hydrological research, the length of a collected data series and their significance is very important. In general, the 30-year long data series is considered to be sufficiently long for relevant data analysis. On the other hand, when meteorological and hydrological data are measured at small catchments for a short period of several years, the main goal is to collect the data that are as diverse as possible. The data significant for development of a hydrological rainfall runoff model are the data that are connected with the runoff process, such as the data on the rain, rain rate, air temperature, air humidity, air pressure, solar radiation, etc. It is desirable that a set of continuously collected data consists of at least ten significant precipitation episodes from different annual seasons in order to analyse characteristics of runoff. Measurements should be carried out until the moment when the triggering factors are recognized, and the influence of particular meteorological variables on the runoff process are defined.
Modelling

Identification of model input and output
Once triggering factors are identified, it is necessary to determine the input and output data of the model. It is important to select the data that are physically related or that affect the output data of the model. For example, the precipitation is associated with the runoff process causing the watercourse level increase. In order to develop the hydrological runoff model, the input data are represented by the meteorological data (rain, rain rate, air temperature, air humidity, air pressure, insolation, etc.) while the output data are hydrological data (water level or discharge).
Measured data preprocessing
The data collected by measuring instruments and selected for model development must be preprocessed. The data preprocessing involves elimination of errors and the so-called "noise" of the data. Data errors can be either systematic or accidental. They must be removed from the data set. When the time step of data collection is short (t = 2 min), the "noise" or disturbance is visible in the form of minimum oscillations around the mean value of the measured data. Data noise also needs to be corrected, as well as measurement errors, in order to avoid unnecessarily
Methodology for development of hydrological model
The ANN model for development of the hydrological rainfall -runoff model for the small catchment of Slani Potok was implemented according to the general methodology suggested by Maier et al. (2010) [22] . The development of the model provided precise procedural steps for model development.
The methodology for hydrological model development in small catchments was defined as a result of research and development of the model. The methodology, shown as a flowchart in Figure  3 , is divided into four main groups of steps:
Each step of the methodology is explained in detail.
Monitoring
Collecting available historical data
At the very beginning, it is important to collect all available historical data related to the case area by conducting preliminary research. Preliminary research includes collection of all historical research data (climatological, geological, hydrogeological, and hydrological data) and cartographic maps related to the catchment under study. It is then necessary to establish the current state of the catchment area and of the watercourse itself, and to analyse physical properties of the catchment and runoff characteristics. This procedure allows the researcher to perceive the problem and define further research.
Setting up continuous measurement and collection of meteorological and hydrological data
Based on previous research and collection of available historical data, it is possible to pinpoint the location of the measuring instruments and the time step for collecting meteorological or hydrological data on the catchment. At least two automatic weather stations and one profile in the watercourse for continuous measurement of water levels are necessary at small catchments. The installation of two meteorological stations is necessary to establish uniform distribution of precipitation on the catchment surface, so as to check whether the catchment under study is a small one. Measurements of meteorological and hydrological data in a small basin need to be carried out continuously with an appropriate time step from t = 1 minute to maximum t = 10 minutes in order to include any variability in meteorological and hydrological data that commonly occurs in a short period of time at small catchments. An appropriate time step for data collection can be determined by previous comparative experimental measurements with a different time step of data collection and weighting of the model and decreasing its accuracy. Eliminating noise in data can be accomplished by means of a local non-linear regression method (Loess method) at the interval of 10 data samples.
Additional data errors
If errors in collected data still exist despite comprehensive data preprocessing, then the measurement procedure is not appropriate or there is a procedural error. Therefore, it is advisable to review the procedure under which the measurements were established. Establishment of new measurements of some meteorological and/or hydrological data is recommended. If additional measurement errors and data noise are not detected, the prepared data can be sent to the next step of the procedure, in which they are divided into the sets.
Dividing data into sets
The prepared data, which are to constitute the input and output data of the ANN model, should be divided into sets.
To develop an ANN model, it is necessary to divide the data into three sets of data as explained in Section 3.3. The data is proportioned as follows: 70 % of total data for training purposes, 15 % of total data for validation purposes, and 15 % of total data for evaluation purposes, as is usual in the development of this type of models. Once the data sets are established, the implementation of the ANN can be conducted. The number of total data samples can vary according to the time collection step and period of time in which the measurement is carried out. The model validation and evaluation process will reveal whether the data set is significantly long and varied.
Implementation of artificial neural network
The implementation of the ANN on the previously preprocessed and divided data begins with the selection of: ANN architecture, training algorithm to train the model at a predetermined prediction time, and program package for model development. The ANN implementation is presented via flowchart in Figure 4 . The first step in the procedure involves adequate selection of the ANN architecture. Although various architectures, such as Multiple Layer Perceptron (MLP), Radial Base Grid (RFB), Self-Organizing Maps (SOM) and others, can be used in hydrological models, the MLP is currently the most widely used architecture [5] . The MLP architecture is therefore also recommended for development of a prediction model for small catchments as the initial choice, which can subsequently be changed depending on further model development and model quality.
If the MLP architecture is chosen, the next step in the ANN implementation involves definition of the input, hidden, and output layers, setting of the input data matrix, selection of neurons in the hidden layer, and choosing time step prediction of output data. Since the aim is to develop prediction model for a small catchment, it is important to include at least ten previously measured data in each line of the input layer matrix, which will enable the model to gain insight in the training process into meteorological conditions over a given time period. The training capacity of the model depends on the type of activation function and the number of neurons.
For the development of a hydrological prediction model for small catchments, it is advisable to use in the hidden layer a minimum of 10 neurons that are connected with the input and output layers by nonlinear activation functions. Using a larger number of neurons does not necessarily increase the quality of the model, and so the number of neurons should be selected with caution. Increasing the number of neurons when a significant amount of data is implemented in the model can lead to a slowdown in the training process. There is no direct rule for selecting the number of neurons, and so it is suggested to use 10 neurons in the initial phase of model development, which can be corrected depending on the subsequent progress and quality of the model. Choosing the right training algorithm, i.e. the algorithm that will change optimization parameter, is very important from the standpoint of an efficient and fast training of the model. Algorithms of the first and second order are used in the development of the ANN model. Second-order algorithms are better suited to non-linear problems that occur in the case of hydrological models. The already mentioned Levenberg-Marquardt algorithm is characterized by its high speed and precision of adapting to non-linear problems. Precisely for these reasons, the use of the Levenberg-Marquardt algorithm is suggested for the hydrological prediction model training in small catchments. After defining the model architecture, the training algorithm and the prediction step is chosen, and a program package in which the model will be programmed is selected. Nowadays, a large number of ready-made program packages are available, which have a predefined ANN architecture and the associated training algorithms, and where it is not possible to have an insight into the whole process of the model's work, and individual elements cannot be altered. Therefore, it is better to use program packages in which the model can fully be programmed. One of the program packages that have this option is the MATLAB (MathWorks) software that has distinct ANN elements such as architectural types and elements, training algorithms, training methods, validation and model evaluation, so that each element of the architecture can be defined during the model programming process. Therefore, it is recommended to use either this program package or other packages that have programming capabilities. After the ANN model has been prepared, the set of data prepared for the training process (70 % of the total data) is incorporated in the model. In the training process, the optimization parameter is influenced and modified by the training algorithm through the iterations of the calculation. The goal of the training process is to optimize the model in order to avoid the state of overtraining, which would lead to the loss of generalization properties of the model. The way in which the number of iterations needed for optimum training of the model is calculated has not been clearly defined. One of the safe ways is to stop the training process when the SSE of the model response and measured data, calculated at the end of iteration, reaches an amount that does not result in an increase of the SSE calculated in the validation process.
Validation
Artificial neural network validation procedure
The validation procedure is defined as the model's quality response after the model completes the training process. The developed model should be verified with a set of input and output data that have been earlier prepared for that purpose (15 % of data) in order to compare model response to the measured data [26, 28] .
Selection of adequate visual and numerical quality measures
The response given by the model based on the validation data set has to be evaluated graphically and by applying numerical quality measures. Visual comparison of model responses and measured data can help in identification of model errors that then have to be evaluated by numerical model quality measures. For the purposes of developing a hydrological rainfall runoff model for a small catchment, it is advisable to use at least one absolute (Mean Square Error (MSE)) and one relative (Coefficient of Determination (r²) numerical model quality measure.
Validation criteria
The results of numerical model quality measures taken during the validation process need to be appraised according to each of the numerical model quality criteria used in the validation. There is a whole range of distinct model quality measures but not all of them have clear assessment criteria. It is very important to approach the results of the model quality measures assessment carefully, objectively, and critically. If the model shows good results according to validation criteria, it may be possible to move on to the next step in model development. If the model does not show good results according to the validation criteria, several steps can be taken to improve the model. The first improvement possibility is to shorten prediction step of the model, after which the entire model training and model validation procedure have to be repeated. If this reduction of prediction step does not result in model improvement, it is possible that an insufficiently large data set was used for the design of the model, especially in the training process. This can be solved by collecting more data, after which the entire procedure should be repeated. If a larger set of data in the model training process does not improve quality of the validation model, another ANN architecture and/or training algorithm can be chosen, and the procedure can then be repeated. The last possible model improvement option is to check the modelling process in order to find possible errors in a particular step of the procedure, such as the wrong input and output selection, inadequate data preprocessing, etc. If the quality improvement procedure does not lead to improvement of the model, it is only possible to state that, in this case, the ANN model can not be applied.
Evaluation
Evaluation of artificial neural network model
The evaluation procedure is defined as the quality of model response to the data set that has not been used in the training or validation process. The developed model is evaluated by means of a set of input and output data earlier prepared for that purpose (15 % of data), so that the model response can be compared to the measured data [26, 28] .
Selection of adequate visual and numerical quality measures
Procedure used in the process of model validation is similar to the one applied in the evaluation process. 
Evaluation criteria
The results of numerical model quality measures taken during the evaluation process need to be appraised according to each of the numerical model quality criteria used, just like in the process of validation. If the model shows good results according to evaluation criteria, it can be concluded that the model has been successfully developed. Otherwise, it is recommended to collect more data for model training.
Conclusion
Although the lack of accurate, systematic, and uniform approach to the development of hydrological ANN models has been felt for many years, no significant progress has so far been made in this field. Also, the ANN models have rarely been used to predict hydrological variables in small catchments. Therefore, this paper presents precise steps in the methodology for hydrological model development based on the use of the artificial neural network (ANN) in small catchments, as based on the research and experience gained in the development of a hydrologic ANN model for the Slani Potok catchment area. As the proposed methodology is based on a single case study, some problems may be experienced during implementation in other catchments. Thus, the methodology needs to be implemented in others small catchments to determine its general applicability to such catchments. Precise steps of the methodology presented in this paper will enable future researchers to repeat the same procedural steps for model development in other small catchments. If this methodology is implemented at other small catchments, the improvement of the model quality comparisons and possible methodology improvements can also be anticipated.
