Recently, speech scientists have been motivated by the great success of build-10 ing margin-based classifiers, and have thus proposed novel methods to estimate 
The strong relationship between the model distance and the margin outlined 108 in Section 2 can also be extended to the Gaussian mixture model (GMM) and 109 HMM cases, which have a much large number of parameters and with nonlinear 110 decision boundaries. In the following, a system divergence to measure the model 111 distance for GMMs and HMMs is first defined, and the link between the model 112 distance and the margin is introduced. 
where p 1 (x) and p 2 (x) are the probability density functions of the two competing 117 models, w 1 and w 2 .
118
For two Gaussian densities, k, and l, a closed form exist for Eq. (1) [4] :
where (µ k , Σ k ) and (µ l , Σ l ) are the means and covariance matrices of the Gaus-120 sian densities, k and l, respectively. The matrix I is the identity matrix. For
121
GMMs, the following approximation is made for the divergence of the ith and 
where ik and jl indicate the kth and lth Gaussians of the ith and j GMMs.
This approximation weights all the pair wise Gaussian components from GMMs 125 with the corresponding mixture weights (c ik and c jl ) and sums them together. 
GMMs and HMMs for multiway classification 127
The system divergence as the model distance for multiple GMMs is now 128 defined as:
where Λ denotes all GMM parameters in the system and N G is the total number
130
of GMMs in the system. For the ith GMM, only its nearest GMM (nearest(i))
131
is considered to significantly contribute the value of the system divergence. In 
Mapping between Model Distance and Margin

143
The margin is used to keep the class samples away from the decision bound-
144
ary. A large model distance implies there is enough space between models.
145
Similarly a larger margin often results in better system generalization. Because 146 6 of this strong relationship, the margin is defined as a monotonic function of the 147 model distance:
where D is defined as in Eq. (4).
149
For the separable SVM case, Λ = (w, b) and 1/ w is referred as the margin.
150
The model distance is 2/ w , as shown in Section 2. Hence, shown how the mapping function is built in the context of SME for ASR tasks. 
Soft Margin Estimation via Divergence
157
In this section, a link between the divergence-based model distance and the 158 margin within the SME framework is made. First the original SME formulation 159 is introduced. Then, its potential weaknesses are discussed. As an improvement, 160 the margin is expressed as a function of the system divergence so that it can be 161 plugged into the objective function of SME, so that the margin and the HMM
162
(GMM) parameters can be optimized simultaneously. 4.1. Original SME Formulation
164
Here, SME is briefly introduced. A detailed discussion can be found in 165 [13, 15] . SME has two targets for optimization. The first is to minimize an 166 empirical risk (i.e., the risk on the training set). The other is to maximize the 167 margin, which is related to classifier generalization. These two quantities are 168 combined into one objective function for minimization: 
with the separation measure d defined as:
where F i is the frame set in which the speech samples (commonly referred to 
185
There are two potential shortfalls of the original SME formulation [13, 15] .
187
The first is that the solution to minimizing the objective in Eq. (6) is sub-188 optimal because it presets the margin value ρ, and optimizes the HMM param-189 eters only. The solution assumes that the optimal margin is known in advance.
190
Since there is no direct way to know the optimal value of ρ, it is empirically 
SME Formulation with Divergence
200
To overcome the above deficiencies of the original SME, it is desirable to 201 express the margin as a function of the HMM parameters. However, it is difficult 202 to determine the exact mapping function, given the HMM system is too complex.
203
Instead, we observed that the square root of the divergence in Eq. (4) is similar 204 to the margin used in our original SME work, as shown in Table 1 function of the HMM parameters is defined as:
By embedding this model-based margin into the SME framework, the new 209 SME objective function becomes:
where r is the tilting parameter for sigmoid function. The right hand side of The model parameter is updated sequentially such that
The key of GPD is to get the derivatives of loss function with respect to 215 model parameters Λ, which denotes the set of mean and covariance parameters 216 in GMM. The detailed formulation of the derivatives is in the following.
Since d(O i , Λ) is a normalized log likelihood ratio, 
System Divergence Evaluation
293
In Table 2 we list the square root values of the system divergence of all the 294 models. The divergence trend of the three training methods is clear within the referring to the same row in Table 2 ), one can predict which system might 299 perform the best without running any experiment on the evaluation data.
300
On another hand, the model-based margin is not the only indicator for accu-301 racy. For 1-mixture SME models, the string accuracy is 98.76%, which is better 302 than that of the 16-mixture MLE models. Nevertheless, the system divergence 303 of the 1-mixture SM E D models is far less than that of the 16-mixture MLE 304 models. Hence, generalization is not only the factor that determines the recog-305 nition performance; nonetheless, it is a very good index when the model setup 306 is the same (e.g., the same number of Gaussians)
307
Finally, the rightmost column of Table 2 with label SM E C lists the empir- 
Aurora-2 314
In this work, we choose λ equal to 10, but the interested reader is referred 
