The concept ofdeadline dependent coding (DDC) 
Introduction
Most embedded systems are expected to provide increasingly more complex and safety-critical services. Cooperation and communication between separated embedded systems typically found in a factory automation environment enables enhanced applications with strict real-time and reliability requirements. Traditionally, communication in such production environments is based on conventional wireline techniques. Wireless communications, however, provides a new level of design freedom and flexibility. Looking beyond simple replacement of existing wireline solutions, entirely new applications enabled exclusively by wireless communi- cations between system components can also be envisioned. This vision is supported by the ongoing wireless revolution when considering the trend towards cooperative embedded systems in all kinds of home equipment, automotive components, entertainment devices and logistics services.
Even though wireless communication offers considerable advantages for industry automation applications, the hostile wireless transmission environment has limited its extensive use in systems with real-time constraints. In a typical wireless communication system, the channel conditions vary with time [1] . The inherent consequence of this is a relatively high average error rate, making the wireless channel significantly less reliable in comparison to copper wire and optical channels. Techniques for providing strict reliability and deadline guarantees for transmission over wireless channels must therefore be developed.
The Deadline Dependent Coding (DDC) scheme presented by the authors in [2] and formalized in [3] addresses these issues. The purpose of DDC is to improve the reliability of real-time communication over a wireless channel by means of specifically tailored channel coding. This is accomplished using forward error control codes in conjunction with a retransmission scheme, a socalled automatic repeat request (ARQ) scheme. The Reed-Solomon codes used in [2, 3] were replaced by powerful concatenated codes with iterative decoding in [4] . Iterative techniques provide an entirely new level of performance and flexibility for DDC systems, making the approach very attractive. These schemes are closely related to turbo coding, [5] , which provides virtually optimal use of the fundamental channel resources. Using such strategies in a retransmission scheme also elevates the corresponding performance to levels close to fundamental limits.
In this paper we keep the concatenated codes, but replace the block repetition hybrid ARQ protocol used in [2] [3] [4] with a more efficient incremental redundancy (IR) hybrid ARQ (IR-HARQ) scheme. IR is tractable since no bits are transmitted more than once and hence repetition of previously transmitted bits is avoided. IR was first suggested in [6] and is considered here in the DDC framework. The redundant bits are ordered and partitioned for each transmission with the aim of obtaining as high reliability as fast as possible, using a minimum of resources.
The paper is organized as follows. Section 2 reviews the idea and benefits of DDC for wireless real-time communications. In section 3 the purpose of using concatenated coding for DDC is discussed, while section 4 describes the concept of IR in hybrid ARQ protocols. In section 5 the effect of correctly ordering the redundancy before transmission is presented and its impact on the DDC scheme illustrated. Further, in section 6 the benefits of choosing correct packet lengths for each retransmission is discussed and the effect on DDC is demonstrated. Finally, section 7 contains our conclusions.
Deadline dependent coding
The objective of DDC is to enable efficient real-time communications in relevant applications for future mobile wireless communication networks. Development of specifically tailored channel codes makes the data link layer and parts of the network layer protocols suitable for reliable and efficient wireless real-time communication.
Network protocols such as IP [7] have traditionally been designed for a best-effort approach regarding both timeliness and information reliability. The protocol suite TCP/IP is a joint transport and network layer protocol suite that provides reliable communication through error detection and retransmission strategies, but offers only best-effort timeliness. Recently, quality of service (QoS) implementations extending into new IP standards have made it possible to introduce priority algorithms, e.g. IPv6 [8] . Also the use of the UDP protocol in place of TCP has made it possible to provide real-time multimedia communication at best-effort information reliability. These extensions are based on modifications to protocols originally designed for different purposes, which means that most existing protocol standards can only guarantee timeliness or information reliability, but not both.
Besides TCP/IP there are a number of real-time communication protocols such as [9] [10] [11] that strives to ensure delivery prior to deadlines. These protocols are best-effort schemes in terms of information reliability and consequently do not give any guarantees or explicit prediction on the probability of correct delivery. Recent protocols offering negotiable QoS in terms of timeliness requirements have been suggested in e.g., [12, 13] . They assume, however, a reliable channel which is directly available for optical wired applications. Unfortunately, in a mobile wireless environment, the encountered communication conditions are quite challenging compared to wired communication in terms of signal degradation. The inherent error rate being significantly higher in a wireless environment has prevented extensive use of wireless communication in real-time systems with critical deadlines. The concepts of channel coding and retransmission schemes must be introduced in order to provide a reliable channel.
Another difficulty with a wireless channel is its limited bandwidth. The radio spectrum is a limited natural resource, assigned according to strictly enforced rules and consequently additional bandwidth may be costly or may not exist at all. Furthermore, wireless devices are often battery powered and therefore put restrictions on the maximal computational complexity and the transmitted signal power to prolong battery life. Moreover, given that we have a limited bandwidth, liming the transmitted power also limits the inherent interference generated by other transmitters present in the local wireless multiple access system. All of this implies that the channel code and the retransmission protocol have to be carefully tailored.
The main idea behind DDC is to make each component in the communication protocol deadline dependent. In addition to being subject to a real-time deadline, the information must also be delivered correctly with high probability since information delivered before the deadline, but in error, may have severe consequences. The DDC communication protocol lets the timeliness and the reliability of delivered information constitute the QoS parameters required by the application. We thus consider the probability of correct delivery, Pd, prior to reaching the deadline tDL. Correct delivery implies that a certain target error rate, Pt, is met. Note that the target error rate can never be equal to zero due to the presence of channel noise [1] .
Using these QoS parameters it follows that a protocol layer can negotiate values of the parameters with an upper or a lower layer, thus enabling flexible admission control that provides a trade-off between the delivery time and the quality of the delivered data. The values of the QoS parameters are requested by the application using the communication system. The value of Pd controls how reliable the transfer must be in a real-time perspective, i.e., a measure of how critical the task is, and consequently, it does not say anything about delivery of correct information after the designated deadline. The negotiation about the value of tDL reflects how soft the real-time constraints on the deadline are.
One of the objectives of the wireless real-time communication protocol is to maximize the probability that the communication system will be able to accept the transmission request with the required values of the QoS parameters. Besides maximizing the probability of delivering the necessary information before a given deadline, the protocol should also attempt to minimize the required bandwidth, the transmitted energy and the average time required to successfully deliver the information. The values of the QoS parameters are transformed into actions to be taken by the link layer protocol in terms of coding and retransmission strategies specifically required when using an unreliable channel. Consequently, the QoS parameters tDL and Pd are mapped onto a retransmission protocol which plays the role of maximizing the probability of correct delivery before the deadline using a minimum of resources. The DDC protocol thus performs a series of transmissions triggered by the retransmission protocol, providing increasingly more information for decoding the closer we come to the deadline.
Concatenated codes
The channel capacity formulated by Shannon [14] incorporates into one composite parameter the effects of channel parameters such as thermal noise, constrained bandwidth, and limited signal power. The significance of the channel capacity is that as long as the communication rate is kept below the channel capacity, an arbitrarily low error rate can in principle be obtained if infinitely long codes are used. Note that the term "long code" used here does not refer to the length of the information frame, but rather the length of the codeword, or the length of the code memory. Decoding complexity, however, generally increases exponentially with code length and hence may prohibit the use of codes beyond a certain length. At the same time as a long code will improve the performance in terms of lowering the bit error rate (BER), it will also require more resources in terms of more bandwidth, more energy and above all, in this context, more time to transmit and decode. When a real-time communication system is considered, time is a limited resource and hence we are not only concerned with limiting the length of the code in order to limit the decoding complexity but also to limit the overall communication time.
The channel capacity unfortunately only states what communication rate is theoretically possible to achieve, but it does not say what codes to use in order to achieve an arbitrary low BER for a particular rate. Therefore, there has been a gap between the theoretical limit and the achievable communication rates obtained using codes of a manageable decoding complexity. Concatenated codes using iterative decoding is a relatively new way of providing long codes capable of virtually closing the performance gap while maintaining manageable decoding complexity. A turbo code is basically a concatenated system of two simple component codes connected through an interleaver in order to create a very long code and also a very strong code [5, 15] . Optimal decoding of such a system is intractable due to the length of the code as determined by the size of the interleaver. However, the attractive characteristic of a concatenated system is that iterative a posteriori probability (APP) decoding based on exchanging soft reliability information between the code components provides a low complexity suboptimal decoding algorithm. This implies that each component decoder is used several times in the decoding process, usually once for each iteration. Hence, the soft reliability information exchanged between the component decoders is iteratively refined and the interleaver is used as an integrated part of the code. The overall decoding complexity of the iterative decoding algorithm for a concatenated code is lower than that required for a single code of the corresponding performance. The lower complexity is achieved by decoding each component code separately. The low-complexity decoders for the simple component codes are used and iteratively reused several times, instead of using one highly complex optimal decoder for the full code.
In general, concatenated coding provides longer codes that yield significant performance improvements at reasonable complexity investments. Given certain conditions, the iterative decoding algorithm performs close to the fundamental Shannon capacity [5] . The ideas behind DDC have been extended by the authors in [4] to include the principles of concatenated coding and powerful iterative decoding.
Incremental redundancy
Whenever a feedback channel is available, an ARQ scheme [16] can be used. This implies that when a packet arrives, the receiver may choose not to accept it, but instead request a retransmission through the feedback channel. This request can be done either by sending a negative acknowledgement or simply by not sending any acknowledgement. To determine whether or not a retransmission request should be generated, the receiver checks the quality or the reliability of the received packet. This two-way communication usually goes on until the receiver obtains a packet that is considered sufficiently reliable.
A hybrid ARQ (HARQ) scheme [17] uses an error control code in conjunction with the retransmission scheme. Consequently, the received packet is first decoded and a retransmission is requested only if the quality of the decoding decision is too low, i.e. if the decoded sequence is below a certain reliability threshold. There are different methods of determining whether a decoding decision is sufficiently reliable and hence different criteria for requesting a retransmission. The choice of method significantly affects the character of the retransmission scheme.
There are also different ways of handling packets responsible for causing a retransmission. These "erroneous" packets can either be dropped or they can be combined with one or more retransmitted packets. This procedure of using the information in previously received packets is termed packet combining and was first suggested in [18] . There are two different ways of using previously received packets in order to improve performance, i.e. two different packet combining techniques, diversity combining, [18] and code combining, e.g., [19] . Diversity combining is typically implemented before the decoder on a symbol-by-symbol (or bit-by-bit) basis. Individual symbols from multiple identical copies of a packet are combined to create a single packet of the same length but with more reliable constituent symbols. In contrast, a code combining scheme concatenates several packets pertaining to the same frame on a packet-by-packet basis to form a codeword of lower rate, i.e., containing more redundant bits.
Further, there are different types of HARQ schemes which basically are defined by their respective packet combining method. HARQ type-I, [17] uses no packet combining and hence erroneous packets are simply dropped. HARQ type-Il, [20] uses code combining so that increasingly longer codewords with lower and lower code rate are formed for each retransmission. Finally, HARQ type-Ill, [21] uses diversity combining implying that identical packets are retransmitted and combined to form a new more reliable packet with maintained code rate. HARQ type-III is essentially packet repetition and consequently just a variant of an HARQ type-II scheme using a simple repetition code.
Previous versions of the DDC protocol [2] [3] [4] have used HARQ type-Ill. In this work an HARQ scheme of type-Il is used, i.e., a code combining scheme using IR.
IR implies that the HARQ scheme responds to a retransmission request by transmitting increasingly more redundancy. This redundancy is then appended to the previously received packet, thus lowering the code rate. This way more advanced codes than repetition codes can be created by the retransmissions. IR is usually accomplished by so-called rate compatible punctured codes. Puncturing a code implies that certain code bits are removed before transmission so that the overall code rate is increased. The receiver needs to know the so-called puncturing pattern, so that erasures can be inserted instead of the punctured bits before decoding starts. The punctured bits can then later be sent in a retransmission and thus bit by bit complete the lower rate codeword in the receiver. A family of rate compatible codes implies that all code bits belonging to a particular code in the family also belongs to all other codes with a lower code rate in that family. The transmitter and receiver only need to share a puncturing table to determine which code bits are to be transmitted next, and the receiver simply inserts erasures for all redundant bits that have not yet been received. That way, starting with a high rate code the transmitter only needs to transmit complementary redundant bits to get to the next lowest rate code, and hence incremental redundancy can be accommodated.
IR transmission order
Since no repetition of previously transmitted parity bits is made in an IR scheme, the following notation is adopted. A data frame is a sequence of k information bits passed through an encoder with code rate k / n, and thus generating a codeword of length n with n -k parity bits or redundant bits. This code is termed the mother code.
The codeword is then partitioned into M . 1 IR-blocks as follows. For i = 1, 2, ..., M, let f denote transmission i and let ci denote the number of redundant bits included in f, such that ZM1c = n-k and 0 < c < n-k. Note that f includes the k information bits as well as cl redundant bits, whereas for i >1, f includes only the redundant bits ci.
When f for i < M, is received, the decoder inserts the newly arrived redundant bits at their respective places and consequently decodes a codeword of length ni = k + ZY=i c1 If the reliability of the decoding decision is too low, transmission f+1 is requested. The decoder output is delivered to the user application as soon as decoding is successful or whenever the maximum number of packets M has been received. The target frame error rate Pe can thus be obtained by proper design of the mother code.
As an example mother code we have chosen a parallel concatenated single parity check (SPC) code. Our SPC code takes a block of seven information bits and adds a single parity bit to it. We use three SPC codes concatenated in parallel and separated by two interleavers of size 7 .49 = 343. Each encoder thus adds 49 redundant bits to every data frame of size 343. Consequently, k=343 and n-k=3 49=147. We assume that this mother code will provide the required level of P Further, we assume that tDL and the round trip delay allows a maximum of M = 7 transmissions or partitions of the mother codeword. For simplicity we will choose the packet sizes according to Table 1 . This implies that 24 of the 147 available parity bits should be included in the first retransmission should it become necessary. Table 1 . Packet sizes for the schemes used in Figure 1 . Here k = 343, n -k = 147 and M= 7.
Tfi f2 If3 IA4 f5 Tf6 lf7  Ci T 0 24 25 24 T25 T24 l25   ni l343 l367 392 416 T441 T465 l490 An interesting question is now whether it matters how these 24 redundant bits are chosen, i.e., we are interested in knowing whether one particular puncturing pattern leads to successful decoding faster than another. Due to the regular structure of the chosen mother code, there are two cases that are particularly interesting: choosing all 24 bits among the parity bits generated by the same encoder or choosing them randomly from all available encoders. We term the first option dimension-wise puncturing and the latter random puncturing.
By means of Monte-Carlo simulations we compare two schemes using random puncturing and dimensionwise puncturing respectively. Both schemes use the same mother code and packet lengths according to Figure 1 . Comparison of two different puncturing patterns or transmission orders; random and dimension-wise, plotted at signal-to-noise ratio 4 dB. keying (BPSK) over an additive white Gaussian noise (AWGN) channel. To get an upper bound on performance, perfect error detection (PED) is used as the retransmission criterion and thus retransmissions will take place whenever a bit error occurs. Further, we assume an error free feedback channel, implying that no retransmission requests are ever lost or misinterpreted. In Figure 1 the QoS parameter Pd is plotted as a function of time for the two different schemes. The time is given in time units rather than exact time since the latter would require knowledge of application specific parameters, such as distance between sender and receiver, transmission speed, decoder hardware architecture, etc. The round trip delay in this example is 60 time units and the first transmission arrives at time unit 0. Hence, every 60 time unit additional parity bits will arrive if requested by the retransmission criterion.
The iterative decoder will initiate iterations as soon as parity bits belonging to two or more component decoders have been received. For the scheme using dimensionwise puncturing this does not occur until the fourth transmission has been received. For the scheme using random puncturing this may occur already in the second transmission arriving at time unit 60. An activation of a component decoder is assumed to take one time unit in this example. Since the chosen mother code consists of three component codes, one iteration takes three time units since all component decoders have then been activated once. Looking at the dash-dotted curve in the enlargement figure within Figure 1 , small steps can be noticed for time unit 61 to 67 corresponding to iterative refinements of Pd. Once one iteration has been completed at time unit 63, additional activations yield more and more diminishing returns.
Further, we can see that the scheme using random puncturing results in the value of Pd being lowered at time unit 121, when iterations start after having received the third transmission. This is due to the fact that the iterative decoding process is restarted every time additional redundancy arrives. This implies that some information bits that were decoded correctly and thus improved Pd are now temporarily reset when the iterative process is restarted. Since a retransmission occurs even if only one bit is in error, decoding is restarted even for data bits that were correctly decoded. This is why the level of Pd drops at e.g. 121 time units. Note that the value of Pd does not drop to the same level every time the decoding process is restated, since all packets need not be retransmitted.
From Figure 1 we can also see that dimension-wise puncturing is superior to random puncturing and thus also that the IR transmission order influences the performance. The better the puncturing pattern -the faster the level of Pd increases and the earlier the correct result can be delivered.
The curves in Figure 1 at plotted at a signal-to-noise ratio of 4 dB. At higher signal-noise ratios, the gain of dimension-wise puncturing is even higher [22] . Only for very high noise levels can random puncturing have a slight advantage. The performance of a particular puncturing pattern depends on the structure of the code. In this case, dimension-wise puncturing has an additional advantage in that only component decoders for which parity bits have been received need to be activated. This means that if only parity bits pertaining to one component encoder have been received no iterations are needed. This can be seen in Figure 1 where the solid curve lacks any small refinements until transmission four has been received at time unit 180. When parity bits from two component decoders arrive, iterations include only these two decoders. This results in a less complex decoding procedure since one iterations entails only two activations.
The above results are based on an AWGN channel. In a wireless network, channel types such a block fading channels and other burst-error channels may be encountered. Concatenated coding is well-suited for such channels, as the parity bits in each dimension are based on encoding interleaved versions of the information bits. The decoding process therefore involves interleaved versions of information bits, allowing for some randomisation of burst errors. Further, the IR-HARQ scheme provides some inherent time diversity.
IR packet sizes
The truncated HARQ scheme considered here implies a limited number of retransmissions, which is controlled by the QoS parameters set by the real-time constraints. We assume that tDL together with knowledge of the bit transmission rate of the system will determine the maximum number of retransmissions allowed in order to get the required redundancy across in time. 
where rC' is given by [23] k M r _::::
In Figure 2 a Monte-Carlo simulation of a scheme using the fixed packet sizes from Table 1 is compared to one using optimal packet sizes obtained analytically using (4). Both schemes use dimension-wise puncturing and hence the solid curve in Figure 1 is the same as the solid curve in Figure 2 . The packet sizes for the two different schemes are given in Table 2 . 
In a Monte-Carlo simulation, PARQ can be determined by counting the number of retransmissions actually made during the simulation. Note that the probability of a retransmission depends on the packet length n1 in an IR-HARQ system. Using PED yields PARQ (ni) equal to the frame error rate after decoding a codeword of length ni. Generally, the more redundancy that is included in n1 the smaller PARQ (nl) will be. Including more redundancy in the first transmission, however, also implies that the maximal average code rate is reduced. The expression in (2) can be generalize to M number of transmissions as [23] The scheme using fixed packet sizes has received all of the parity bits from the first dimension after three transmissions and all parity bits from the second dimension after five transmissions. The scheme using optimal packet sizes have received all the parity bits from the first dimension and also some parity bits from the second dimension already in the very first transmission. Hence, the scheme with optimal packet lengths will start iterating immediately after the first transmission. Again it is assumed that a new transmission arrives every 60 time unit if the retransmission criterion requires additional parity bits and that one activation of a component decoder takes one time unit.
It can be seen that using optimal packet sizes yields significant performance improvements in terms of maximizing the average code rate. This implies that we us less redundancy and therefore less resources, but also that the average communication time is reduced. Using all seven retransmission corresponds to the worst case since each retransmission increases the probability that the frame is correctly decoded and further retransmissions becomes unnecessary.
The curves in Figure 2 are again plotted at a signal-tonoise ratio of 4 dB. A higher signal-noise ratio results in a different set of optimal packet lengths as reported in Table 3 . As can be seen less and less redundancy is required in the first transmission as the signal-to-noise ratio increases. If simple transmitters and receivers are used, the optimization of packet lengths may be done using a look-up table as in Table 3 . However, if more costly receivers are available the choice of packet lengths can be done adaptively based on the current estimated channel conditions. Figure 3 . A scheme not restarting the iterative decoding process each retransmission is compared to one that does. Plotted at signal-to-noise ratio 4 dB.
A scheme that does not restart the iterative decoding process each time additional parity bits arrive will gain even further time. In Figure 3 two schemes using dimension-wise puncturing and optimal packet lengths are plotted. One restarts the iterative process each time a new transmission arrives (the solid curve in Figure 3 , which is also the same as the dash-dotted curve in Figure  2 ), whereas the other does not (the dashed curve in Figure 3 ). The scheme that does not restart the iterative process requires fewer iterations to converge. If an iteration is very complex or energy demanding, this procedure may be advantageous.
Conclusions
The DDC scheme using IR evaluated here constitutes a flexible and robust communication scheme that carefully manages the available resources while keeping the real-time constraints. The QoS parameters deadline tDL and probability of correct delivery prior to the deadline Pd determines the required redundancy and the maximum number of retransmissions allowed. An admission control system using this protocol is able to provide a trade-off between the worst case delivery time and the quality of the delivered data. Service requests can therefore be accepted, rejected or renegotiated depending on the available resources. The retransmission scheme enables early termination of the communication, as soon as the required quality has been obtained. Thereby the use of available resources is kept at a minimum. Using powerful concatenated codes with iterative decoding enables improved fault-tolerance over an unreliable wireless channel. It is shown that by choosing an appropriate transmission order and optimal partition of the redundancy, the required level of Pd can be obtained at an even earlier point in time. 
