Fusion of multiple handwritten word recognition techniques is described. A novel borda count for fusion based on ranks and confidence values is proposed. Three techniques with two different conventional segmentation algorithms in conjunction with backpropagation and radial basis function neural networks have been used in this research. Development has taken place at the University of Missouri and Griffith University. All experiments were performed on real-world handwritten words taken from the CEDAR benchmark database. The word recognition results are very promising and highest (91 96) among published results for handwritten words.
INTRODUCTION
Many successful techniques have been developed to recognize well segmented and isolated handwritten characters and numerals. Excellent recognition results [ 1-51 have been achieved, however, their success has not carried onto the handwritten word recognition domain [6-131. This has been ascribed to the difficult nature of unconstrained handwritten words, including the diversity of character patterns, ambiguity and illegibility of characters, and the overlapping nature of many characters in a word [7-81. Researchers have used different features extraction, segmentation and classification algorithms [6] [7] [8] [14] [15] [16] [17] [18] [19] [20] [21] ] to achieve better recognition rates for handwritten words. The results obtained by different techniques vary significantly because many complex procedures such as preprocessing, thinning, slant correction, segmentation and classification are required to recognize unconstrained handwriting. A technique that uses very strict preprocessing and removes noise may recognize some words but it may fail to recognize words that have lost information discarded by thinning, slant correction or segmentation. On the other hand, a technique without strict pre-processing or a better segmentation algorithm may recognize those words that were not recognized by the previous technique. Therefore, various techniques in conjunction with conventional and intelligent algorithms make different errors and produce different recognition results. It is very interesting that even if they produce similar results, the mistakes made by them might be different. The remainder of the paper is broken down into 5 sections. Section 2 describes the proposed technique, Section 3 provides experimental results, a discussion of the results takes place in Section 4 and a conclusion is drawn in Section 5.
PROPOSED TECHNIQUE FOR FUSION
This section describes the proposed approach to combine three handwritten word recognition techniques (MUMLP, GUMLP, MURBF) using a modified borda count based on ranks and confidence values. An overview of the technique is provided in Figure 1 . 
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Conventional Borda Count
The conventional borda count for a string in a lexicon is defined as the sum of the number of strings that are below the string in the different lexicons produced by the various techniques. For example, if for a string "leonardwood", the top five words from the three techniques are as shown in Table 1 below, and the total number of strings is 317, the borda count can be calculated as follows:
Borda count for "leonardwood" = 316 + 314 + 316 = 946 Borda count for "ftleonardwood" = 315 + 316 + 312 = 943 ftleonardwood
Modified Borda Count
As can be seen in Section 2.1, the conventional borda count does not take into consideration "the confidence values produced by Garious techniques" in making the final decision. Also it treats equally all three techniques. In the modified Borda count, we have added three new components as follows:
Firstly, we assign and use a rank in the calculation of a borda count, instead of calculating the numbers of strings below the string to be recognized. The rank for a particular string can be calculated using the following formula.
Rank=l-(position of a string in top N stringsM) The rank is 0, if the string is not in top N choices. N=10 means that only top 10 words are considered from each technique to calculate the rank. Table 2 shows ranks for N=5.
Secondly and very importantly we use the confidence values produced by different techniques. Every technique computes a confidence value for each word in the lexicon based on character confidences, compatibility scores, etc. A higher confidence value means that the word is closer to the true word.
Finally, we use a weight variable for every technique and try to find out the optimum value. It is very similar to the weighted borda count [8] used by some researchers. For certain real-world applications, some techniques may be more accurate than others. We can therefore assign a higher weight to the techniques with higher recognition rates and a low weight to the techniques with lower recognition rates. Instead of assigning a fixed weight value to every technique, there is a better way to find the optimum value. This can be accomplished by varying the weights and selecting the weight values that achieve highest recognition rates. 
Overview of the MUMLP System
MUMLP is based on over-segmentation, a multilayer perceptron trained using the backpropagation algorithm and dynamic programming. The segmentation algorithm, confidence assignment, and other details are described well in [6] and we therefore do not discuss them much here. The reader may refer to [6] for more detail about the system. The overview of the MUMLP system is shown in Figure  2 . for more detail about the system & the segmentation algorithm.
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MURBF is based on the radial basis function neural network. The preprocessing, over-segmentation algorithm, dynamic programming, etc, used in MUMLP as shown in Figure 2 , were employed in MURBF. Only the neural network component was changed. In MURBF, instead of the backpropagation neural network, a traditional radial basis function neural network was used. After a long investigation based on character and word recognition results using randomly and clustered centers it was found that the 1000 randomly distributed centers was the optimum solution for the CEDAR benchmark database 
Experimental Results
The experiments were conducted on handwritten words from the CEDAR CD-ROM benchmark database [22]. In particular we used words contained in the "BDkities" directory of the CD-ROM. Some examples of handwritten words used in the experiments are shown below in Figure 3 . All of the 317 handwritten city names from the BD directory "test set" were used for testing. The sets of lexicons that have average lengths of 100 words were used. The results of individual techniques are listed in Table 3 . The results for combination of techniques are shown in Table 4 . 
Combination Approach Proposed Borda Conventional Borda [8]
Majority Rule [23] Recognition Rate [ %] Test Set 91 88 88
Averaging [23] 4. Discussion
84
The results from individual techniques are presented in Table 3 . As can be seen, the MUMLP achieved best word recognition results as an individual technique. The reason it achieved the best results was that the MUMLP used compatibility scores and very complicated rules to decide whether a union is valid or invalid during the dynamic programming based matching. Also it used very strict preprocessing which removed all types of noise from words and resized them to a fixed size. GUMLP and MURBF produced lower recognition rates, however during the analysis of results it was found that there were many words (Figure 4 ) that were not recognized by MLPMU, but were recognized by GUMLP and MURBF. The results from combined techniques are presented in Table 4 . The proposed borda count achieved the top recognition rate: 91%, which is much better than any individual technique and also better than other fusion techniques such as traditional borda count, majority rule [23] , averaging [23] and the choquet integral
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[6]. Modified borda count increased the recognition rate because it takes into consideration confidence values and ranks produced by all three techniques. It is noted that the choquet integral totally failed in our experiments, it decreased the recognition rate instead of increasing it. It is observed, and it can be easily calculated from Tables 3 and 4 , that the choquet integral produced results nearly equal to the average of results produced by the three individual techniques. According to our observations, the choquet integral failed because it doesn't give priority to higher confidence values produced by various techniques. The confidence values don't contribute directly to calculating the choquet integral, instead it tries to give a higher weight to the technique with a medium confidence value. It equalizes weights by using the difference between the medium confidence values.
The optimal weights for the three techniques also contributed significantly towards improvement of the recognition rate. To find optimal weight values for the modified borda count, we initialized all three weight variables to zero and then tried to keep one variable stable while incrementing the other two by 0.2, and repeating the same process for the other two variables. After performing all the experiments, we found that the weighting of MUMLP must be 3 times that of the other two techniques to achieve the best results. The highest weight value for MUMLP is justified because it achieved overall best recognition rate as an individual technique. So it must have greater influence in the final results after combination. The best weight values are shown in Table 4 .
The recognition rate is highest among published for handwritten words, however a few words were not recognized by any of the above described three techniques. And it is obvious that those words were not recognized by fusion of three techniques. During the analysis of results it was found that some words ( Figure 5 ) such as "snackouer", "narraagansett", etc., for testing from the CEDAR database were very fuzzy (stamps, lines, two words in one, etc.). We believe that it would be very difficult to recognize such words by any general technique for handwritten words. 
Conclusion
Fusion of three different techniques has been presented in this paper, producing excellent results. The main contribution of this paper is a modified borda count for fusion of multiple techniques using the different conventional and intelligent 0-7803-6278-0/00$10.00 (C) 2000 IEEE algorithms. The conventional borda count, majority rule, averaging, choquet integral and the proposed approach were tested and compared on handwritten words from the CEDAR benchmark database. The borda count proposed in this paper based on word rank and confidence values produced by three different techniques, outperformed other methods.
