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Abstract
We prove the existence of self-similar solutions to the Fradkov model for two-
dimensional grain growth, which consists of an infinite number of nonlocally coupled
transport equations for the number densities of grains with given area and number of
neighbours (topological class). For the proof we introduce a finite maximal topological
class and study an appropriate upwind-discretization of the time dependent problem in
self-similar variables. We first show that the resulting finite dimensional differential sys-
tem has nontrivial steady states. Afterwards we let the discretization parameter tend
to zero and prove that the steady states converge to a compactly supported self-similar
solution for a Fradkov model with finitely many equations. In a third step we let the
maximal topology class tend to infinity and obtain self-similar solutions to the original
system that decay exponentially. Finally, we use the upwind discretization to compute
self-similar solutions numerically.
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1 Introduction
Grain growth denotes the late stage coarsening of polycrystalline materials when migration
of grain boundaries due to capillary forces causes small grains to vanish and larger grains to
grow. One often observes that despite having different histories many materials eventually
exhibit universal statistically self-similar coarsening behaviour, usually referred to as normal
grain growth. Different approaches have been used to predict and explain this phenomenon,
see [2, 3] for Monte-Carlo methods, [14] for a study of vertex models, and more recently [7, 8]
for boundary tracking methods. We also refer to the theoretical approach in [4, 5], which is
based on the grain boundary character distribution.
However, it remains a challenge to establish such universal long-time asymptotics in math-
ematical models and it is often difficult to prove only the existence of self-similar solutions. In
this article we investigate the existence of self-similar solutions to a kinetic mean-field model
that has been suggested by Fradkov [10] to describe grain growth in two dimensions.
1.1 Fradkov’s mean-field model
We briefly describe the derivation of Fradkov’s model and refer to [10, 11, 12] for more details.
Our starting point are two-dimensional periodic networks of grain boundaries that meet in
triple junctions (Fig. 1). In the case of constant surface energy and infinite mobility of triple
junctions, the grain boundaries move according to the mean curvature flow while all angles at
the triple junctions are 2pi/3. In this setting one can easily derive the von Neumann–Mullins
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Figure 1: Cartoon of a 2D network of grains with triple junctions, where the Herring condition
implies that all angles are equal to 2pi/3. The encircled numbers refer to the topology classes.
law for the area a(t) at time t > 0 of a single grain with n edges [17]:
d
dt
a (t) = Mσ
pi
3
(n− 6) . (1)
Here M denotes the mobility of the grain boundaries and σ the surface tension.
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Figure 2: Neighbour switching
The evolution of such a network by mean curvature is well–defined [15, 16] until two
vertices on a grain boundary collide, after which topological rearrangements may take place.
2
If an edge vanishes an unstable fourfold vertex is produced, which immediately splits up again
such that two new vertices are connected by a new edge. As a consequence two neighbouring
grains decrease their topological class (i.e., the number of edges), whereas the other two
grains increase it (Fig. 2). Furthermore, grains can vanish such that some vertices and
edges disappear. Due to the von Neumann–Mullins law this can only happen for grains with
topological class 2 ≤ n ≤ 5. As illustrated in Fig. 3, the vanishing of a grain of topological
class n = 4 or n = 5 can result in topologically different configurations.
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Figure 3: Grain vanishing
In order to derive a kinetic description of the evolution of the grain boundary network we
introduce the number densities fn (a, t) of grains with topological class n ≥ 2 and area a ≥ 0
at time t ≥ 0. As long as no topological rearrangements take place, the von Neumann–Mullins
law (1) implies that fn evolves according to
∂tfn (a, t) + (n− 6) ∂afn (a, t) = 0 .
This equation needs to be supplemented with boundary conditions at a = 0 for n > 6. It
is reasonable to assume that no new grains are created during the coarsening process, which
implies that
fn (0, t) = 0 for n ≥ 7 . (2)
To model the topological changes we define a collision operator J˜ that couples the equations
for different topological classes. More precisely, we introduce topological fluxes η+n and η
−
n
that describe the flux from class n to n+ 1 and from n to n− 1, respectively, and set
(J˜f)n = η
+
n−1 + η
−
n+1 − η+n − η−n
with η+1 = η
−
2 = 0 due to n ≥ 2. Employing a mean-field assumption Fradkov [10] suggests
that the fluxes are given by
η+n = Γβ nfn , η
−
n = Γ (β + 1)nfn, (3)
where the coupling weight Γ describes the intensity of topological changes and depends on the
complete state of the system in a self–consistent way, see (6) below. Moreover, the parameter
β measures the ratio between switching events and vanishing events. Our analysis requires
β ∈ (0, 2), but the numerical simulations work well also for larger β.
Although Fradkov’s model has no upper bound for the topology class n, it is convenient
for the mathematical analysis to consider variants of the model with 2 ≤ n ≤ N for some
6 < N <∞. In this case we close the equations for (fn)2≤n≤N by assuming η−N+1 = η+N = 0.
Assumption (3) implies that the collision terms are given by J˜f = ΓJf with
(Jf)2 = 3 (β + 1) f3 − 2βf2,
(Jf)n = (β + 1) (n+ 1) fn+1 − (2β + 1)n fn + β (n− 1) fn−1 for 2 < n < N − 1,
(Jf)N = β(N−1)fN−1 − (β + 1)NfN ,
(4)
3
where the last identify is not used for N = ∞. Notice that this definition ensures the zero
balance property
N∑
n=2
(Jf)n (a, t) = 0 for all a, t > 0,
which reflects that the number of grains with given area does not change due to switching or
vanishing events. To summarize, the kinetic model we consider in this paper is given by
∂tfn (a, t) + (n− 6) ∂afn (a, t) = Γ
(
f(t)
)
(Jf)n (a, t) , (a, t) ∈ (0,∞)2 , n ≥ 2, (5)
with boundary conditions (2), either N <∞ or N =∞, and (Jf)n given by (4).
It remains to determine the coupling weight Γ in dependence of f . The key idea is to choose
Γ such that the total area
A(t) =
N∑
n=2
Yn(t) with Yn(t) =
ˆ ∞
0
afn(a, t) da
is conserved during the evolution. One easily checks that dA/dt = P , where P is the polyhe-
dral defect defined by
P (t) =
N∑
n=2
(n− 6)Xn(t) with Xn(t) =
ˆ ∞
0
fn(a, t) da.
The polyhedral formula P = 0 resembles Euler’s formula for networks with triple junctions
and states that the average number of neighbours per grain is 6. We now readily verify that
dP/dt = 0 holds if and only if
Γ
(
f(t)
)
=
5∑
n=2
(n− 6)2 fn(0, t)
βNXN (t)− 2 (β + 1)X2(t) +
N∑
n=2
nXn(t)
, (6)
where we use the convention NXN = 0 for N = ∞. In particular, (6) guarantees the
conservation of area and the polyhedral formula provided that the initial data satisfy P = 0.
We finally mention that well-posedness of Fradkov’s model, both for N <∞ and N =∞,
has been established in [12] for β ∈ (0, 2). A similar model with finite N has been considered
in [6].
1.2 Self-similar solutions and main result
Self-similar solutions to (5) take the form
fn(a, t) =
gn(ξ)
t2
, ξ =
a
t
≥ 0 ,
where the sequence g = (gn)n≥2 of self-similar profiles satisfies
− 2gn −
(
ξ + 6− n)g′n = Γ(Jg)n (7)
4
for some positive constant Γ as well as the boundary conditions gn(0) = 0 for n > 6. With
some abuse of notation, we define the moments
Xn =
ˆ ∞
0
gn(ξ) dξ and Yn =
ˆ ∞
0
ξgn(ξ) dξ,
and refer to
P =
N∑
n=2
(n− 6)Xn and A =
N∑
n=2
Yn
as the polyhedral defect and the area of a self-similar solution, respectively.
It is important to note that each sufficiently integrable solution to (7) satisfies the analogue
of the polyhedral formula, and that the coupling weight Γ depends on the gn’s in a self-
consistent manner. In fact, multiplying (7) by ξ, integrating with respect to ξ, and summing
over n, we find that the zero balance property of J implies P = 0. Similarly, if we multiply by 1
instead of ξ, we easily derive the analogue to (6), that means we have Γ(g) = Γnum(g)/Γden(g)
with
Γnum(g) =
5∑
n=2
(n− 6)2 gn(0) , Γ(g) = βNXN − 2 (β + 1)X2 +
N∑
n=2
nXn . (8)
The main mathematical difficulty in the existence proof for self-similar solutions stems from
the fact that the ordinary differential equation (7) is singular at ξ = n − 6 and has different
transport directions for ξ < n − 6 and ξ > n − 6. In this paper we prove the existence of
weak self-similar solutions for both N < ∞ and N = ∞, where weak solution means that
each function gn satisfiesˆ ∞
0
gn
(
(ξ + 6− n)φ′ − φ) dξ + (6− n)+ gn(0)φ(0) = Γ(g)ˆ ∞
0
(
Jg
)
n
φ dξ (9)
for all smooth test functions φ with compact support in [0, ∞).
Our existence result can be summarized as follows.
Theorem 1. Let β ∈ (0, 2) and assume that either 6 < N <∞ or N =∞. Then, there exists
a weak self-similar solution to the Fradkov model that is nontrivial and nonnegative with finite
area, and satisfies
N∑
n=2
(
eλnXn +
ˆ ∞
0
eλξgn(ξ) dξ
)
<∞
for all 0 < λ < ln (1 + 1/β). Moreover, for N <∞ all functions gn are supported in [0, N−6].
These main assertions can be supplemented by the following remarks.
1. Since Γ(g) depends on g homogeneously of order 0, the set of self-similar solutions is
invariant under scalings gn  λgn with λ > 0. Therefore we can normalize self-similar
solutions by prescribing the area.
2. The weak formulation combined with the integrability condition gn ∈ L1(0,∞) implies
regularity results. Specifically, in a first step we find that each function gn is continuous
at all points ξ ∈ [0, ∞) \ {n− 6}. Using this we then easily show in a second step that
gn is even continuously differentiable at all points ξ ∈ [0, ∞) \ {n − 7, n − 6, n − 5}.
We also establish further regularity results that characterize the behaviour of gn near
ξ = n− 6, see Lemma 19, and find for large n that gn is continuous also at ξ = n− 6.
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3. The moment estimates from Theorem 1 imply that gn decays exponentially in ξ. More
precisely, multiplying (7) with eλξ and integrating over [ξ, ∞) gives gn(ξ) ≤ Cneλξ for
some constant Cn and all ξ.
4. Numerical simulations as described in Section 4 indicate, at least for N < ∞, that for
each β there exists a unique self-similar solution with prescribed area, but we are not
able to prove this.
Our strategy for proving Theorem 1 is inspired by the existence proof for self-similar solutions
to coagulation equations in [9]. In Section 2 we introduce a finite-dimensional dynamical model
that can be regarded as a semi-discrete upwind scheme for (5) in self-similar variables, and
involves the discretization length 0 < ε  1. To derive this scheme we assume that N < ∞,
restrict the rescaled area variable ξ to a finite domain [0, L] with sufficiently large L, and
impose artificial Dirichlet conditions at ξ = L. Moreover, we identify a discrete analogue to
(6) that ensures the conservation of both area and polyhedral formula. Standard results from
the theory of dynamical systems then imply the existence of nontrivial steady states for each
sufficiently small ε.
Afterwards we show that these steady states converge as ε→ 0 to a self-similar profile for
the Fradkov model for N <∞. The proof of this assertion combines two different arguments:
First, in Section 3.1 we derive suitable a priori estimates that allow us to extract convergent
subsequences whose limits provide candidates for the self-similar profiles. Second, in Section
3.2 we analyse the behaviour near the singular points ξ = n−6 in order to rule out that Dirac
masses appear in the limit.
In Section 3.3 we establish the exponential decay of Xn and derive uniform estimates for
higher moments. The resulting tightness estimates then enable us to pass to the limit N →∞
in Section 3.4. Finally, in Section 4 we illustrate that the upwind discretization of (5) in self-
similar variables, combined with explicit Euler steps for the time discretization, provides a
convenient algorithm for the numerical computations of self-similar solutions.
2 The discrete dynamical model
In order to prove the existence of self-similar solutions we study an upwind finite-difference
discretization of the time-dependent problem in self-similar variables. To that aim we restrict
the rescaled area variable ξ to a finite interval [0, L] with L ∈ N and L > N − 6, and for each
K ∈ NL we consider the grid points ξk = kL/K, such that
ξk+1 − ξk = L/K =: ε.
Notice that for each n > 6 the critical area ξ = n− 6 corresponds to one of the grid points,
that means for each n ≥ 2 we have
ξkn = n− 6, kn := (n− 6)K/L
with k6 = 0, kn < 0 for n = 2...5, and 0 < kn < K for n = 7...N .
Using the difference operators ∇− and ∇+ with
∇+uk = u
k+1 − uk
ε
, ∇−uk = u
k − uk−1
ε
,
we mimic the transport term −(ξ + 6− n)g′n(ξ) by the upwind discretization
−(ξk + 6− n)+∇+gkn + (ξk + 6− n)−∇−gkn + δknk gkn. (10)
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Here δknk is the usual Kronecker delta and x± denotes the positive and negative part of x,
that means x± = max{±x, 0} ≥ 0 and x = x+ − x−.
At a first glance, the Kronecker delta in (10) seems to be quite artificial, but it is naturally
related to the singularity of the transport operator. More precisely, for a continuous variable
ξ one easily shows that
−(ξ + 6− n)δ′n−6(ξ) = δn−6(ξ)
holds in the sense of distributions, where δn−6(ξ) is the Dirac distribution supported in ξ =
n − 6. Our discretization of the transport operator satisfies a similar identity which can be
seen by setting gkn = ε
−1δknn in (10). The Kronecker delta in (10) therefore guarantees that
the resulting discrete scheme resembles the continuous dynamics even if mass is concentrated
near the singularities.
With (10) the discrete dynamical model reads
d
dt
gkn − 2gkn − (ξk + 6− n)+∇+gkn + (ξk + 6− n)−∇−gkn + δknk gkn = Γ(Jgk)n , (11)
where the coupling weight Γ will be defined in Section 2.1. To close the system (11) we impose
the boundary conditions
g0n = 0 for 7 ≤ n ≤ N, gKn = 0 for 2 ≤ n ≤ N, (12)
so (11) becomes an evolution equation for the variables gkn with n = 2...N and k = 1...K − 1.
Notice that the boundary conditions for k = 0 stem naturally from (2), whereas those for
k = K reflect the cut off in ξ.
2.1 Moment balances and choice of the coupling weight
In complete analogy to the discussion in Section 1 we choose the discrete coupling coefficient
Γ such that (11) with (12) conserves the area. In order to identify the correct formula we
start with an auxiliary result for a discrete moment Zn with
Zn := ε
K−1∑
k=1
µkng
k
n,
where µkn are arbitrary moment coefficients.
Lemma 2. We have
d
dt
Zn − 2Zn + ζn = Γ ε
K−1∑
k=1
µkn
(
Jgk
)
n
, (13)
where
ζn := (6− n)+ µ0ng1n + ε
K−1∑
k=1
ηkng
k
n, η
k
n :=

∇+[µkn(ξk + 6− n)] for k < kn,
µknn for k = kn,
∇−[µkn(ξk + 6− n)] for k > kn.
(14)
Proof. Multiplying (11) by εµkn, and summing over k = 1...K − 1, give (13) with ζn = ζ+n +
ζ−n + εµknn gknn and
ζ+n := −ε
K−1∑
k=1
µkn(ξk + 6− n)+∇+gkn, ζ−n := ε
K−1∑
k=1
µkn(ξk + 6− n)−∇−gkn.
7
We now reformulate ζ−n and ζ+n by means of the discrete integration by parts formula
ε
K2∑
k=K1
vk∇+uk + ε
K2∑
k=K1
uk∇−vk = uK2+1vK2 − uK1vK1−1 , K2 ≥ K1 ≥ 1 .
To this end we consider the following two cases:
Case I: 2 ≤ n ≤ 6. By definition, we have ξk + 6 − n ≥ 0 for all k = 1...K − 1. This
implies ζ−n = 0 and hence
ζ+n = −ε
K−1∑
k=1
µkn(ξk + 6− n)∇+gkn = (6− n)µ0ng1n + ε
K−1∑
k=1
gkn∇−[µkn(ξk + 6− n)],
where we used ξ0 = 0 and the boundary condition g
K
n = 0.
Case II: 7 ≤ n ≤ N . Here we have 1 ≤ kn < K − 1 with ξkn + 6− n = 0, and hence
ζ+n = −ε
K−1∑
k=kn+1
µkn(ξk + 6− n)∇+gkn = ε
K−1∑
k=kn+1
gkn∇−[µkn(ξk + 6− n)].
Similarly, we find
ζ−n = −ε
kn−1∑
k=1
µkn(ξk + 6− n)∇−gkn = ε
kn−1∑
k=1
gkn∇+[µkn(ξk + 6− n)]
thanks to the boundary conditions g0n = g
K
n = 0.
We next summarize some elementary properties of the coupling operator J .
Lemma 3. The coupling matrix J satisfies
N∑
n=2
θn(Jf)n =
N−1∑
n=2
(θn+1 − θn)βnfn −
N∑
n=3
(θn − θn−1)(β + 1)nfn,
where θn denote arbitrary weights. In particular, we have
N∑
n=2
(Jf)n = 0,
N∑
n=2
(6− n)(Jf)n = βNfN − β2f2 +
N∑
n=3
nfn. (15)
Proof. The definitions from (4) imply
N∑
n=2
θn(Jf)n =
N−1∑
n=2
θn(β + 1)(n+ 1)fn+1 +
N∑
n=3
θnβ(n− 1)fn−1
−
N−1∑
n=2
θnβnfn −
N∑
n=3
θn(β + 1)nfn,
and all claims follow immediately by direct computations.
For the following considerations we introduce the discrete moments
Xn := ε
K−1∑
k=1
gkn, Yn := ε
K−1∑
k=1
ξkg
k
n
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as well as the auxiliary quantity
Q := ε
N∑
n=2
K−1∑
k=1
sgn(ξk + 6− n)gkn.
We also define the discrete area and the discrete polyhedral defect by
A :=
N∑
n=2
Yn, P :=
N∑
n=2
(n− 6)Xn.
Corollary 4. We have
d
dt
Xn = Xn + Γ(JX)n − (6− n)+ g1n , (16)
d
dt
Yn = (n− 6)Xn + Γ(JY )n + ε2
K−1∑
k=1
sgn(ξk + 6− n)gkn . (17)
Proof. The claim for Xn follows from Lemma 2 since µ
k
n = 1 implies
ηkn =

∇+[ξk + 6− n] = 1 for k < kn,
1 for k = kn,
∇−[ξk + 6− n] = 1 for k > kn.
Similarly, with µkn = ξk we find
ηkn =

∇+[ξk(ξk + 6− n)] = 2ξk + 6− n+ ε for k < kn,
ξk = 2ξk + 6− n for k = kn,
∇−[ξk(ξk + 6− n)] = 2ξk + 6− n− ε for k > kn.
This means ηkn = 2ξk+6− n−εsgn(ξk + 6− n) for all n = 2...N and k = 1...K − 1, so Lemma
2 implies (17).
We now show that the initial value problem for the differential system (11) has a global
unique solution with state space
U =
{(
gkn
)
n=2...N, k=1...K−1
: A = 1, P + εQ = 0
}
,
provided that Γ = Γnum/Γden is given by
Γnum :=
5∑
n=2
(6− n)(6− n+ ε)g1n,
Γden :=
N∑
n=2
(6− n)(JX)n − ε2
N∑
n=2
K−1∑
k=1
sgn(ξk + 6− n)
(
Jgk
)
n
.
(18)
Lemma 5. Definition (18) implies that U is invariant under the flow of (11) with (12).
Proof. From Corollary 4 and (15)1 we infer that
d
dt
A = P + εQ,
d
dt
P − P =
5∑
n=2
(6− n)2g1n − Γ
N∑
n=2
(6− n)(JX)n. (19)
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We now compute dQ/dt using Lemma 2. With µkn = sgn(ξk + 6− n) we find
ηkn =

−∇+[ξk + 6− n] = −1 for k < kn,
0 for k = kn,
+∇−[ξk + 6− n] = 1 for k > kn
and hence µkn = η
k
n. Using (13) and (14) we therefore conclude that
d
dt
Q−Q = −
5∑
n=2
(6− n)g1n + εΓ
N∑
n=2
K−1∑
k=1
sgn(ξk + 6− n)
(
Jgk
)
n
.
Combining this with (19) we get
d2
dt2
A =
d
dt
(P + εQ)− (P + εQ) = Γnum − Γ · Γden,
where Γnum and Γden are defined in (18). In particular, Γ = Γnum/Γden implies d(P+εQ)/ dt =
dA/ dt = 0 for all states from U .
2.2 Global solutions and steady states
Our next goal is to establish the existence of global in time solutions to the discrete dynamical
system (11). In particular, we show that the restriction β < 2 implies that the denominator
of Γ is strictly positive for all times.
Lemma 6. There exist constants DN and εN < 1 that depend only on N such that for all
states in
U+ =
{(
gkn
) ∈ U : gkn ≥ 0 for n = 2...N, k = 1...K − 1} ,
we have
(2− β)
N∑
n=2
Xn ≤ Γden ≤ DN
N∑
n=2
Xn (20)
and
2− β
L
≤ Γden ≤ DN
ε
, Γnum ≤ 16 + 4ε
ε2
, (21)
provided that 0 < ε ≤ εN .
Proof. For all states from U+ we find, using (15)2 and (18), that
Γden = −2(β + 1)X2 + βNXN + 6
N∑
n=2
Xn − ε2
N∑
n=2
K−1∑
k=1
sgn(ξk + 6− n)
(
gk + Jgk
)
n
, (22)
where we used that
∑N
n=2 nXn = 6
∑N
n=2Xn − εQ thanks to P + εQ = 0. With (22) and∣∣∣∣∣ε2
K−1∑
k=1
sgn(ξk + 6− n)
(
gk + Jgk
)
n
∣∣∣∣∣ ≤ ε2DN
K−1∑
k=1
gkn = εDNXn
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we find
(4− 2β − εDN )
N∑
n=2
Xn ≤ Γden ≤ (βN + 6 + εDN )
N∑
n=2
Xn,
which then implies (20) for all sufficiently small ε. In view of ε ≤ ξk ≤ L − ε for all k =
1...K − 1 we have that εXn ≤ Yn ≤ LXn, 2 ≤ n ≤ N , and conclude that
ε
N∑
n=2
Xn ≤ 1 ≤ L
N∑
n=2
Xn,
so (20) implies (21)1. Moreover, (21)2 holds because we have Γnum ≤ (16 + 4ε)
∑5
n=2 g
1
n and∑N
n=2 g
1
n ≤ ε−2.
Now we are able to prove that the initial value problem for the discrete model is globally
well-posed with state space U+.
Lemma 7. Let 0 < ε ≤ εN . Then, for any initial data from U+ there exists a unique global
solution to (11)-(12) that takes values in U+ for all times t ≥ 0.
Proof. The estimates from Lemma 6 guarantee that the mapping g ∈ U 7→ Γ is locally
Lipschitz, so local existence and uniqueness of a solution with values in U follow from standard
results. Moreover, due to the upwind discretization of the transport operator we easily show
that the flow preserves the nonnegativity of g. Finally, conservation of area and the estimates
from Lemma 6 imply that Γ is uniformly bounded in time, and hence the global existence of
solutions.
Since the set U+ is convex and compact, the existence of steady state solutions follows
from standard results.
Corollary 8. For all sufficiently small ε there exists a steady state solution g ∈ U+ to (11)-
(12).
Proof. See, for instance, Proposition 22.13 in [1].
Remark 9. If g a steady state solution to (11) and (12) then so is λg for any λ > 0 with the
same coupling weight Γ.
We conclude with further properties of steady state solutions.
Lemma 10. Each steady state solution g to (11) and (12) satisfies
5∑
n=2
(6− n)g1n =
N∑
n=2
Xn, (23)
and thus we have Γ ≤ 5
2− β for all ε ≤ εN .
Proof. Equation (23) follows from summing over n = 2...N in the stationary version of (16)
with the help of (15). Using (18) and εN < 1 we then derive
Γnum ≤ 5
5∑
n=2
(n− 6)g1n = 5
N∑
n=2
Xn,
and combining this with (20) we find the desired result.
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3 Existence of self-similar solutions
In this section we study the steady states of (11) and (12) for fixed N and L > N−6, and pass
to the limit ε→ 0. We thus obtain self-similar profiles to the Fradkov model with N <∞ that
turn out to have compact support in [0, N − 6]. Afterwards we show that these self-similar
profiles converge as N →∞.
3.1 Limit ε→ 0
For each ε = L/K we choose a steady state g to (11) and (12) with coupling weight Γ = Γε,
from which we construct a piecewise continuous function gεn in [0, L] via
gεn(ξk + ξ) = g
k
n for n = 2...N, k = 1...K − 1, |ξ| < 12ε. (24)
In consistency with the boundary conditions (12) we further define
gεn(ξ) = 0 for n = 7...N, 0 < ξ <
1
2ε,
as well as
gεn(L− ξ) = 0 for n = 2...N, 0 < ξ < 12ε.
To ensure that the functions gεn are well-defined on [0, L] we also set
gε6(ξ) = 0 for 0 < ξ <
1
2ε,
but require continuity at ξ = 0 for n = 2...5, that means
gεn(ξ) = g
ε
n(ε) for n = 2...5, 0 < ξ <
1
2ε.
In consistency with (24) we furthermore write
Aε =
N∑
n=2
Y εn , P
ε =
N∑
n=2
(n− 6)Y εn ,
where
Xεn =
N−6−ε/2ˆ
ε/2
gεn(ξ) dξ, Y
ε
n =
N−6−ε/2ˆ
ε/2
ξgεn(ξ) dξ.
This implies
N−6ˆ
0
gεn(ξ) dξ = X
ε
n for n = 6...N but
N−6ˆ
0
gεn(ξ) dξ = X
ε
n +
ε
2
gεn(0) for n = 2...5.
For the following consideration it is convenient to drop the condition Aε = 1 and to scale the
steady state solutions differently. Specifically, recalling Remark 9, and due to (23), we can
assume that
5∑
n=2
(6− n)gεn(0) =
N∑
n=2
Xεn = 1. (25)
This normalization gives rise to the following uniform BV-estimates.
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Lemma 11. For each 0 < δ < 1 and M > 6 there exists a constant Cδ,M that is independent
of N , K, and L such that
5∑
n=2
Lˆ
0
|∂ξgεn| dξ +
Lˆ
δ
|∂ξgε6| dξ +
M∑
n=7
 n−6−δˆ
0
|∂ξgεn| dξ +
Lˆ
n−6+δ
|∂ξgεn| dξ
 ≤ Cδ,M ,
holds for all N ≥ M and 0 < ε < δ, where the measure |∂ξgεn| dξ denotes the total variation
of gεn.
Proof. The assertion follows from the stationary version of (11) since (25) provides uniform
L1 bounds for gεn and because Γ
ε is uniformly bounded from above, see Lemma 10.
From Lemma 10, Lemma 11, and the normalization condition (25) we now infer that there
exists a subsequence ε→ 0 such that
Γε
ε→0−−−→ Γ, gεn(0) ε→0−−−→ g¯n for n = 2...5, (26)
and
gεn
ε→0−−−⇀ gn for n = 2...5,
gεn
ε→0−−−⇀ gn +mnδn−6 for n = 6...N,
weakly-? in the space of Radon measures M
(
[0, L]
)
. Here δn−6 denotes the delta distribution
in ξ = n − 6, m6...mN are some nonnegative numbers, and each function gn is nonnegative
and integrable in [0, L]. It readily follows from (25) and (26) that
5∑
n=2
(6− n)g¯n = 1 . (27)
We now exploit the weak formulation of the stationary version of (11) and show that the
functions gn satisfy – outside the set of possible singularities – the ordinary differential equa-
tion (7) for self-similar profiles. Moreover, using the weak formulation we also recover the
boundary conditions and derive algebraic relations for the possible singularities.
Lemma 12. For each n = 2...N , the function gn satisfies
Lˆ
0
gn
(
(ξ + 6− n)φ′ − φ) dξ + (6− n)+g¯nφ(0)− χn≥6mnφ(n− 6)
= Γ
 Lˆ
0
(Jg)nφ dξ + (Jω(φ))n

(28)
for all smooth test functions φ, where ωn(φ) := χn≥6mnφ(n− 6). Moreover, we have
1. gn ∈ C(In),
2. gn has left and right limits at ξ = 0, ξ = n− 7, ξ = n− 5 and ξ = L,
3. gn ∈ C1(Iˆn),
4. gn satisfies (7) pointwise in Iˆn,
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where Iˆn := (0, L) \ {n− 7, n− 6, n− 5} and Iˆn := (0, L) \ {n− 8, n− 7, n− 6, n− 5, n− 4}.
Proof. We employ Lemma 2 as follows. For a given smooth test function φ : R→ R we set
µkn = µ
k = ε−1
ξk+
1
2 εˆ
ξk−12 ε
φ(ξ) dξ = φ(ξk) +O
(
ε2
)
,
which gives
ηkn =
1
ε
ξk+
1
2 εˆ
ξk−12 ε
φ(ξ) + (ξ + 6− n)φ′(ξ) dξ +O(ε) for k = 1...K − 1,
where all error terms depend only on φ and N . Using (13), and thanks to our definition of
gεn(ξ) and g
ε
n(L− ξ) for 0 ≤ ξ ≤ ε/2, we therefore find
Lˆ
0
gεn
(
(ξ + 6− n)φ′ − φ
)
dξ + (6− n)+ gεn(0)φ(0) = Γε
Lˆ
0
(Jgε)nφ dξ +O(ε).
The limit ε→ 0 now yields (28).
Since we have φ(0) = ωn(φ) = 0 and J(ω(φ))n = 0 for each φ with compact support in In,
we find (
(ξ + 6− n)gn(ξ)
)′
= gn(ξ) + Γ
(
Jg
)
n
(ξ) in D′(In) . (29)
Since the right-hand side of (29) is integrable in In, we conclude that the function hn defined
by hn(ξ) = (ξ + 6− n)gn(ξ) for ξ ∈ (0, L) belongs to W1,1(In) ⊂ C(In), and this implies that
hn ∈ posesses well-defined one-sided limits at In \ In. Consequently, gn is continuous in In
and has well defined one-sided limits at all points ξ ∈ {0, n− 7, n− 5, L}. Finally, using again
(29) we deduce that gn is continuously differentiable in Iˆn and satisfies (7) pointwise in that
set.
Lemma 13. The following assertions are satisfied:
1. We have
(Γκn − 1)mn = 0 for n = 6...N, (30)
where κn denotes the modulus of the n
th diagonal element of the coupling matrix J , that
means
κn :=

2β for n = 2,
(2β + 1)n for n = 3...N − 1,
(β + 1)N for n = N.
2. (a) limξ↘0 gn(0) = g¯n for n = 2...4,
(b) limξ↘0 g5(ξ) = g¯5 − 6Γ(β + 1)m6,
(c) limξ↘0 g7(ξ) = 6Γβm6,
(d) limξ↘0 gn(ξ) = 0 for n = 8...N .
Moreover, limξ↗L gn(ξ) = 0 for all n = 2...N .
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3. We have
|[gn]|(n− 7) = Γβ(n− 1)mn−1 for n = 8...N (31)
and
−|[gn]|(n− 5) = Γ(β + 1)(n+ 1)mn+1 for n = 6...N, (32)
where |[gn]|(ξ) := lims↘0
(
gn(ξ + s)− gn(ξ − s)
)
.
Proof. 1. Let n = 6...N . Since gn is integrable in (0, L), we have
lim
s↘0
(n− 6± s)gn(n− 6± s) = 0
because otherwise gn would not be integrable. Integrating by parts in (28), and using (7), we
therefore find
−mnφ(n− 6) = −Γκnmnφ(n− 6)
for all test functions φ that have support in (n− 7, n− 5). Thus we have shown (30).
2. Let φ be an arbitrary test function with support in (−1, 1). Combining (28) with (7)
implies, again employing integration by parts and the continuity properties of gn, that(
− lim
ξ↘0
ξgn(ξ) + (6− n)+ g¯n − δ6nmn
)
φ(0) =
Γ
(
6(β + 1)δ5n − κ6δ6n + 6βδ7n
)
m6φ(0).
From this identity we readily derive the claimed formulas for limξ↘0 gn(ξ). Moreover, con-
sidering test functions φ with support in (L − 1, L + 1) we find limξ↗L gn(ξ) = 0 for all
n = 2...N .
3. Now let n ≥ 8 and suppose that φ is supported in (n − 8, n − 6). From (28) and (7)
we now derive
−|[gn]|(n− 7)φ(n− 7) = Γβ(n− 1)mn−1φ(n− 7),
which implies (31). The proof of (32) is analogous.
As an easy consequence we obtain that all functions gn vanish for ξ > N − 6.
Lemma 14. We have gn(ξ) = 0 for all ξ ∈ (N − 6, L] and n = 2...N .
Proof. Standard results from the theory of ordinary differential equations imply that the
initial value problem for the system (7) with prescribed data at ξ = L is well-posed on the
interval (N − 6, L]. The claim therefore follows from the boundary conditions for ξ = L, see
Lemma 13.
From (30) we conclude that at most one of the weights mn of the Dirac masses does not
vanish. However, in order to show that all weights vanish we need a better understanding of
the properties of gn.
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3.2 Self-similar solutions for N <∞
In this section we characterise the properties of the functions gn in more detail, in particular
the behaviour near ξ = n − 6. The results allow us to conclude that all weights mn must
vanish and that the functions gn therefore provide in fact a self-similar solution to the Fradkov
model.
All subsequent considerations rely on the solution formula
gn(n− 6± s) = s−2+Γκn
t2−Γκngn(n− 6± t) + tˆ
s
y1−ΓκnGn(n− 6± y) dy
, (33)
which is direct consequence of Lemma 12 and the Variation of Constants Principle. Here,
Gn := Γ
(
β(n− 1)(gn−1 +mn−1δn−7)+ (β + 1)(n+ 1)(gn+1 +mn+1δn−5)), (34)
where we set g1 ≡ gN+1 ≡ 0 and m1 = ... = m5 = mN+1 = 0 to simply the notation. Notice
that (33) holds for all n = 2...N and 0 < s < t provided that all terms are well defined, i.e.,
as long as n− 6± s and n− 6± t belong to [0, L] \ {n− 7, n− 6, n− 5}.
In order to show that the functions gn are positive almost everywhere on [0, N − 6], we
formulate the following auxiliary result.
Lemma 15. Suppose there exist 2 ≤ m ≤ N and some ξ¯ ∈ (0, N−6)\N such that gm(ξ¯) = 0.
Then we have gn(ξ) = 0 for all n = 2...N and all ξ ∈ (0, N − 6) \ N.
Proof. Due to gm ≥ 0, the point ξ¯ is minimizer of gm and thus we have gm(ξ¯) = g′m(ξ¯) = 0.
Since gm solves (7) pointwise at ξ¯, see Lemma 12, we also find
gm−1
(
ξ¯
)
= gm+1
(
ξ¯
)
= 0.
Iterating this argument with respect to n we finally get gn
(
ξ¯
)
= 0 for all n = 2...N . In
particular, we have proven the implication
gn
(
ξ¯
)
= 0 for some n ≥ 2 =⇒ gn
(
ξ¯
)
= 0 for all n ≥ 2. (35)
Since (33) and G2 ≥ 0 imply
0 = g2
(
ξ¯
) ≥ (ξ¯ + 4)−2+Γκ2(ξ + 4)2−Γκ2g2(ξ) for ξ¯ ≤ ξ ≤ N − 6 ,
we conclude that g2(ξ) = 0 for ξ ∈ [ξ¯, N − 6). Combining this with (35) we then conclude
that gn(ξ) = 0 for all ξ ∈ [ξ¯, N − 6) \ N and n = 2...N .
We now choose an index nˆ ∈ N with 7 ≤ nˆ ≤ N − 6 such that ξ¯ < nˆ − 6. The solution
formula (33) now implies
0 = gnˆ
(
ξ¯
) ≥ (nˆ− 6− ξ¯)−2+Γκnˆ(nˆ− 6− ξ)2−Γκnˆgnˆ(ξ) for 0 ≤ ξ ≤ ξ¯ ,
and arguing as before we derive gn(ξ) = 0 for all ξ ∈ (0, ξ¯] \ N and n = 2...N .
Lemma 16. For each n = 6...N we have Γκn > 1 and mn = 0. Consequently, for each
n = 2...N the function gn is positive and continuous on (0, N −6)\{n−6}, and continuously
differentiable on (0, N − 6) \ {n− 7, n− 6, n− 5}.
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Proof. Assume for contradiction that there are m ≥ 2 and ξ¯ ∈ (0, N − 6) \ N such that
gm(ξ¯) = 0. According to Lemma 15 we have gn(ξ) = 0 for all n = 2...N and ξ ∈ (0, N−6)\N.
It then follows from Lemma 13 that m6 = 0 and g¯n = 0 for 2 ≤ n ≤ 5, thereby contradicting
the normalization condition (27). Consequently, we have gn(ξ) > 0 for all n ≥ 2 and ξ ∈
(0, N−6)\N, and the solution formula (33) ensures that gn(ξ) > 0 for all ξ ∈ (0, N−6)\{n−6}.
Now let n = 7...N − 1 be given. Since Gn is nonnegative and gn positive in (0, N −6)\N,
the solution formula (33) implies that
gn(n− 6± s) ≥ cns−2+Γκn for all |s| ≤ 12 ,
where
cn :=
min
{
gn
(
n− 6− 12
)
, gn
(
n− 6 + 12
)}
22−Γκn
> 0.
Since gn is integrable, we now conclude that Γκn > 1, and (30) yields mn = 0. The arguments
for m6 = 0 and mN = 0 are similar.
Finally, the inclusions
gn ∈ C
(
(0, N − 6) \ {n− 6}) , gn ∈ C1((0, N − 6) \ {n− 7, n− 6, n− 5})
are implied by 0 = mn−1 = mn = mn+1, see Lemma 12 and Lemma 13.
Corollary 17. We have
1
κ6
≤ Γ ≤ 5
2− β .
Proof. The upper bound is provided by Lemma 10, the lower one by Lemma 16.
Since all weights mn vanish, we immediately arrive at the following result, which in turn
implies that the functions gn provide indeed a self-similar profile to the Fradkov model.
Corollary 18. We have
1. gn(0) = g¯n > 0 for all n = 2...5 with
∑5
n=2 gn(0) = 1,
2.
∑N
n=2Xn = 1 with Xn =
´ N−6
0 gn(ξ) dξ,
3. P =
∑N
n=2 (n− 6)Xn = 0,
4. A =
∑N
n=2 Yn > 0 with Yn =
´ N−6
0 ξ gn(ξ) dξ,
5. Γ = Γnum/Γden depends on (Xn)n and (gn(0))n via (8).
Moreover, the weak formulation (9) as well as the identities
(6− n)gn(0) = Xn + Γ(JX)n, (6− n)Xn = Γ(JY )n (36)
hold for all n = 2...N .
We finally characterize the behaviour of gn near ξ = n− 6.
Lemma 19. For each n = 6...N one of the following conditions is satisfied:
1. Γκn > 2 and gn is continuous at ξ = n− 6 with limξ→n−6 gn(ξ) = Gn(n− 6)/(Γκn − 2),
2. Γκn = 2 and gn(n− 6± s) ∼ −Gn(n− 6) ln s as s→ 0,
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3. Γκn < 2 and gn(n− 6± s) ∼ `ns−2+Γκn for some constant `n > 0 as s→ 0.
Here Gn is defined in (34).
Proof. Throughout this proof we assume that 0 < s < t ≤ 1. We also set
Cn(t) := sup
{∣∣Gn(ξ)−Gn(n− 6)∣∣ : ξ ∈ [n− 6− t, n− 6 + t]},
and notice that Cn(t)→ 0 as t→ 0 since Gn is continuous at ξ = n− 6.
Case I: Γκn > 2. From (33) we infer that
gn(n− 6± s) =
(s
t
)−2+Γκn
gn(n− 6± t) + Gn(n− 6)
Γκn − 2
(
1−
(s
t
)−2+Γκn)
+ s−2+Γκn
tˆ
s
y1−Γκn
(
Gn(n− 6± y)−Gn(n− 6)
)
dy.
We therefore find
lim sup
s↘0
∣∣∣gn(n− 6± s)−Gn(n− 6)/(Γκn − 2)∣∣∣ ≤ Cn(t)
Γκn − 2 ,
and the limit t→ 0 provides the desired result.
Case II: Γκn = 2. The solution formula (33) gives
gn(n− 6± s) = gn(n− 6± t) +Gn(n− 6)(ln t− ln s) +
tˆ
s
Gn(n− 6± y)−Gn(n− 6)
y
dy,
and due to Gn(n− 6) > 0, see Lemma 16, we estimate
lim sup
s↘0
∣∣∣ gn(n− 6± s)
Gn(n− 6) ln s + 1
∣∣∣ ≤ Cn(t).
The claimed asymptotic behaviour now follows by letting t→ 0.
Case III: Γκn < 2. Formula (33) implies
s2−Γκngn(n− 6± s) = gn(n− 6± 1) +
1ˆ
s
y1−ΓκnGn(n− 6± y) dy,
and we conclude that the right-hand side of the above equality has a positive limit as s →
0.
3.3 Exponential decay and estimates for higher moments
We next prove that the moments Xn decay exponentially with n where the rate is independent
of N . This gives rise to tightness estimates that enable us to pass to the limit N → ∞ in
Section 3.4. Introducing
zn :=
(n− 1)Xn−1
nXn
, τ :=
1 + β
β
> 1, Φ(z) := 1 + τ − τ
z
we readily derive from (36)1 the backward recursion formula
zN = τ − 1
ΓβN
, zn = Φ(zn+1)− 1
Γβn
for n = 6...N − 1 . (37)
Notice that Φ is strictly increasing and has exactly two fixed points z = 1 and z = τ with
Φ′(1) > 1 > Φ′(τ). We therefore find that z = 1 is unstable, whereas z = τ is stable and
attracts all points z > 1.
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Lemma 20. We have
τ
(
1− 2
nΓ
)
≤ zn ≤ τ for n ≥ N¯ ,
where N¯ is the smallest integer larger than 2(1 + 2β)κ6 = 12(1 + 2β)
2.
Proof. For each n ∈ N with nΓ > 2 we set yn := τ
(
1− 2/nΓ) and find
Φ(yn+1)− 1
Γβn
− yn ≥ Φ(yn)− 1
Γβn
− yn = 1 + 2β
βΓn
− 2
Γn− 2 .
A direct computation reveals that the right hand side is nonnegative for nΓ > 2(1 + β), and
in view of Γ > 1/κ6 we conclude that
0 ≤ yn ≤ Φ(yn+1)− 1
Γβn
for n ≥ N¯ .
For N > N¯ we also have yN ≤ zN ≤ τ , and using (37) as well as the monotonicity of Φ we
readily verify by induction that yn ≤ zn ≤ τ for all n with N¯ ≤ n ≤ N .
Corollary 21. There exist positive constants c and C that are independent of N such that
cτ−nXN¯ ≤ nXn ≤ Cn2/Γτ−nXN¯ for N¯ ≤ n ≤ N .
Proof. By Lemma 20 we have
τn−N¯ ≥
n∏
m=N¯+1
zm ≥ τn−N¯
n∏
m=N¯+1
(
1− 2
mΓ
)
.
The concavity of the logarithm implies ln
(
1− 2mΓ
) ≥ − 2Γm−2 , and hence
ln
( n∏
m=N¯+1
(
1− 2
mΓ
))
≥ −2
ˆ n
N¯
ds
Γs− 2 = −
2
Γ
ln
( Γn− 2
ΓN¯ − 2
)
.
We therefore find
τn−N¯ ≥ N¯XN¯
nXn
≥ τn−N¯
(ΓN¯ − 2
Γn− 2
)2/Γ
,
and this implies the desired result since Γ is bounded, see Corollary 17.
We now exploit the exponential decay of Xn and derive tightness estimates. To this end
we consider the moments
Mk,n =
ˆ N−6
0
ξkgn(ξ) dξ , k ≥ 0 ,
and notice that Xn = M0,n and Yn = M1,n.
Lemma 22. For any k ≥ 0 there exists a constant Ck > 0 independent of N such that
N∑
n=2
nkXn +
N∑
n=2
Mk,n ≤ Ck .
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Proof. Let k > 1. Multiplying (7) by ξk, integrating over (0, N − 6) and using integration by
parts as well as the boundary conditions, we find
(k − 1)Mk,n = k(n− 6)Mk−1,n + Γ(JMk)n .
Summing over n and using (15)1 we deduce
(k − 1)
N∑
n=2
Mk,n = k
N∑
n=2
(n− 6)Mk−1,n ≤ k
N∑
n=2
nMk−1,n .
Since Ho¨lder’s inequality for integrals implies
Mk−1,n ≤
(
Mk,n
)(k−1)/k (
Xn
)1/k
,
we can employ Ho¨lder’s inequality for series to find
(k − 1)
N∑
n=2
Mk,n ≤ k
( N∑
n=2
Mk,n
)(k−1)/k( n∑
n=2
nkXn
)1/k
,
and hence
N∑
n=2
Mk,n ≤
( k
k − 1
)k N∑
n=2
nkXn .
Thanks to Corollaries 17, 18, and 21 we then obtain
N∑
n=2
nkXn ≤ N¯k + C
N∑
n=N¯+1
nk+2/Γ−1τ−n ≤ Ck ,
and this completes the proof for k > 1. The case k ∈ (0, 1] follows by interpolation.
We finally prove that even some moments with exponential weight are uniformly bounded.
Lemma 23. For each 0 < λ < ln τ there exists a constant Cλ that is independent of N such
that
N∑
n=2
eλnXn +
N∑
n=2
ˆ ∞
0
eλξgn(ξ) dξ ≤ Cλ .
Proof. We multiply (7) by eλξ and integrate over (0, N − 6) to obtain
(6− n)gn(0) +
ˆ N−6
0
eλξ
(
λ(ξ + 6− n)− 1)gn(ξ) dξ = Γ(JEλ)n,
where Eλ,n =
´ N−6
0 e
λξgn(ξ) dξ, and this implies
λ
ˆ N−6
0
ξeλξgn(ξ) dξ ≤
ˆ N−6
0
neλξgn(ξ) dξ + Γ
(
JEλ
)
n
.
Now we choose λ¯ with 0 < λ¯ < λ and λ2 < λ¯ ln τ , and estimate
ˆ N−6
0
neλξgn(ξ) dξ =
ˆ λn/λ¯
0
neλξgn(ξ) dξ +
ˆ N−6
λn/λ¯
neλξgn(ξ) dξ
≤ neλ2n/λ¯Xn + λ¯
λ
ˆ N−6
0
ξeλξgn(ξ) dξ.
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This implies
(λ− λ¯)
ˆ N−6
0
ξeλξgn(ξ) dξ ≤ λneλ2n/λ¯Xn + Γ
(
JEλ
)
n
,
and summation over n ≥ 2 yields, thanks to (15)1,
(λ− λ¯)
N∑
n=2
ˆ N−6
0
ξeλξgn(ξ) dξ ≤ λ
N∑
n=2
eλ
2n/λ¯Xn .
Finally, the estimate
N∑
n=2
eλnXn +
N∑
n=2
eλ
2n/λ¯Xn ≤ Cλ
follows from Corollary 21 due to XN¯ ≤
∑N¯
n=2Xn = 1 and the choice of λ and λ¯.
3.4 Limit N →∞
To finish our existence proof we construct self-similar profiles to the original Fradkov model
by passing to the limit N →∞. Our arguments are very similar to those used in Sections 3.1
and 3.2 for the limit ε→ 0, and therefore we only sketch the main ideas.
For each N < ∞ we define the functions gNn : [0, ∞) → [0, ∞) with n ≥ 2 as trivial
continuation of the self-similar profiles constructed in Section 3.2. This means we set gNn (ξ) =
0 for n > N or ξ > N − 6. We also denote the corresponding coupling weights by ΓN and use
notations such as XNn , Y
N
n and M
N
k,n to refer to the various moments of g
N
n .
Due to the BV-estimates from Lemma 11 and the normalization, see Corollary 18, there ex-
ist a subsequence N →∞, nonnegative real numbers (g¯n)2≤n≤5 and (mn)n≥6, and a sequence
of nonnegative integrable functions (gn)n≥2 such that
gNn (0)
N→∞−−−−→ g¯n for n = 2...5,
and
gNn
N→∞−−−⇀ gn + χn≥6mnδn−6 weakly-? in M
(
[0, ∞)) for n ≥ 2.
Moreover, the uniform moment estimates from Lemma 22 imply gn ∈ L1
(
(0,∞); ξkdξ) for all
k > 0, and hence
1 =
∞∑
n=2
XNn
N→∞−−−−→
∞∑
n=2
Xn ,
∞∑
n=2
nXNn
N→∞−−−−→
∞∑
n=2
nXn <∞
with Xn = mn +
´∞
0 gn(ξ) dξ. We now conclude that Γ
N → Γ, where Γ depends self-
consistently on the boundary data g¯n for 2 ≤ n ≤ 5, and the moments Xn.
We are now in the same situation as in Sections 3.1 and 3.2. In particular, analogously
to the proofs of Lemma 12 and Lemma 13 we show g¯n = gn(0) for 2 ≤ n ≤ 5, mn = 0 for
n ≥ 6. We then infer that (gn)n≥2 provides a weak self-similar solution to the Fradkov model
with N =∞, which satisfies the assertions of Corollary 18 and Lemma 19. Finally, it is clear
by construction that this self-similar solution satisfies the moment estimates from Lemma 23,
and thus we have finished the proof of Theorem 1.
21
4 Numerical examples
To illustrate our analytical results we implemented the explicit Euler scheme for (11), which
has the notable property that all moment balances, see Lemma 2 and Corollary 4, remain
valid provided that we replace the continuous time derivative by its discrete counterpart.
In particular, computing Γ by (18) our scheme conserves the area and polyhedral defect
up to computational accuracy. Moreover, due to the upwind discretization of the transport
operators, and since Lemma 6 provides upper and lower bounds for Γ, one easily shows that
the explicit Euler scheme preserves the nonnegativity of the data provided that the time step
size is sufficiently small.
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Figure 4: Self-similar solution for several values of β, where circles and lines represent numer-
ical data and interpolating splines, respectively. Top row : Γ and
∑N
n=2Xn versus β. Bottom
row : Xn and Yn versus n with vertical line at n = 6.
We performed a large number of numerical simulations for various values of β and different
types of initial values (random, uniformly distributed, and several variants of localized data).
To ensure that the initial data belong in fact to the set U+, we chose at first nonnegative
values g˜kn for n = 2...N − 1 and k = 1...K − 1, and computed afterwards two scaling factors
α1 and α2 such that g
k
n = (χ2≤n≤5α1 + χ6≤n≤Nα2)g˜kn satisfy the constraint P + εQ = 0 and
yield the prescribed area.
In our simulations we observed that all numerical solutions for a given value of β converge,
as t→∞, to the same steady state. We therefore conjecture, that for all β and N <∞ there
exists a unique steady state that is moreover a global attractor for (11). It would be highly
desirable to give a rigorous justification for this numerical observation, but even to prove the
uniqueness of Γ remains a challenging task. We also conjecture that for N =∞ there is only
one self-similar solution with fast decay in ξ, but emphasize that self-similar solutions with slow
decay might exist as well. Such solutions exist in related mean-field models for coarsening that
couple transport and coalescence [13], but cannot be detected by our approximation scheme.
The numerically computed steady states for several values of β ∈ [0.2, 5.0] are, along with
some derived data, depicted in Figures 4, 5, and 6. All computations are performed with
A = 1, N = 25, L = 20, and ε = 0.05, and due to the numerically computed residuals we
expect that the discrete solutions gkn resemble the limit profiles gn with N =∞ very well. In
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Figure 5: Plots of gn versus ξ with vertical lines at ξ = n−5, ξ = n−6, and ξ = n−7. Notice
that the plot range for ξ varies with n.
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Figure 6: Decay of the solutions: ln
(∑N
n=2 gn(ξ)
)
versus ξ and lnXn versus n.
particular, Figure 6 confirms that the self-similar profiles for N = ∞ decay exponentially in
ξ.
Figure 5 illustrates that for n ≥ 7 there is no pointwise convergence gkn ε→0−−−→ gn at the
critical point ξ = n − 6. In fact, at least for small β and moderate values of n we observe
that the discrete data gknn are considerably smaller than gn(n− 6). This phenomenon stems
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from our discretization and can be understood as follows. On the discrete level steady states
satisfy, see (11),
(Γκn − 1)gknn = Γ
(
β(n− 1)gknn−1 + (β + 1)(n+ 1)gknn+1
)
,
(Γκn − 1)gkn±1n − gkn±2n = Γ
(
β(n− 1)gkn±1n−1 + (β + 1)(n+ 1)gkn±1n+1
)
.
For small ε we can express the right hand sides in terms of gn±1(n− 6), the values of the limit
functions gn±1 at ξ = n− 6. Equating the resulting right hand sides we then conclude that
(Γκn − 1)gknn = (Γκn − 1)gkn±1n − gkn±2n + o(1).
If the limit function gn is also continuous at ξ = n− 6 (according to Lemma 19, this happens
for Γ > 2/κn = 2/(2β + 1)n and hence at least for large n) we can approximate the terms
gkn±1n and gkn±2n by gn(n− 6). This gives
gknn
ε→0−−−→ Γκn − 2
Γκn − 1gn(n− 6) =
(
1− 1
Γ(2β + 1)n− 1
)
gn(n− 6),
where the right hand side is always nonnegative due to gn(n− 6) ≥ 0 and Γκn > 2.
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