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Abstract. The foundations of gyrokinetic theory are reviewed with an
emphasis on the applications of Lagrangian and Hamiltonian methods
used in the derivation of nonlinear gyrokinetic Vlasov-Maxwell equa-
tions. These reduced dynamical equations describe the turbulent evolu-
tion of low-frequency electromagnetic fluctuations in nonuniform mag-
netized plasmas with arbitrary magnetic geometry.
1 Introduction
The development of gyrokinetic theory was initially motivated by the need to
describe complex plasma dynamics over time scales that are long compared to the
short gyration time scale of a charged particle about a nonuniform magnetic field
line. Thus, gyrokinetic theory was built upon a generalization of guiding-center
theory (see Refs. [1] and [2]). In Ref. [3], for example, Taylor showed that, while
the guiding-center magnetic-moment invariant can be destroyed by low-frequency,
short perpendicular-wavelength electrostatic fluctuations, a new magnetic-moment
invariant can be constructed as an asymptotic expansion in powers of the amplitude
of the perturbation field. This early result indicated that gyrokinetic theory was to
be built upon an additional transformation beyond the guiding-center phase-space
coordinates, thereby constructing new gyrocenter phase-space coordinates, which
describe gyroangle-averaged perturbed guiding-center dynamics. The purpose of
the present paper is to review the foundations of gyrokinetic theory by presenting
the Lagrangian and Hamiltonian methods used in the derivation of self-consistent,
energy-conserving gyrokinetic Vlasov-Maxwell equations describing the nonlinear
turbulent evolution of low-frequency, short perpendicular-wavelength electromag-
netic fluctuations in nonuniform magnetized plasmas.
Although a comprehensive review of the applications of gyrokinetic theory mer-
its a separate paper, we briefly point out, here, that applications are generally di-
vided into applications based on linearized gyrokinetic equations and applications
based on nonlinear gyrokinetic equations. On the one hand, linear gyrokinetic
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theory (see Refs. [4]-[10], for example) is concerned with the stability of inhomoge-
neous magnetized plasmas perturbed by low-frequency electromagnetic perturba-
tions (which preserve the gyrocenter magnetic moment, or first adiabatic invariant).
Nonlinear gyrokinetic theory (see Refs. [11]-[16]), on the other hand, focuses its at-
tention on the anomalous transport associated with low-frequency electromagnetic
fluctuations in inhomogeneous magnetized plasmas. Gyrokinetic particle simulation
techniques (see Refs. [17]-[20]) now play a major role in the investigation of low-
frequency plasma turbulence and its associated transport in magnetized plasmas
[21].
The remaining material is organized as follows. In Sec. 2, we introduce the
variational principles in eight-dimensional extended phase space that are necessary
to present a consistent time-dependent Hamiltonian perturbation theory for single-
particle dynamics. Here, and throughout the paper, the language of differential
forms is strongly emphasized within the context of Lagrangian and Hamiltonian
mechanics [22]. In Sec. 3, the phase-space Lagrangian Lie-transform perturba-
tion method, which allows a simultaneous dynamical reduction of the Hamiltonian
and Poisson-bracket structure for single-particle dynamics, is briefly presented. In
Sec. 4, the phase-space Lagrangian Lie-perturbation method is used to derive gyro-
center Hamiltonian dynamics by a time-dependent phase-space transformation from
guiding-center coordinates to gyrocenter coordinates. Here, we choose a Hamilton-
ian formulation that preserves the guiding-center Poisson-bracket structure and
carries all field perturbations onto the gyrocenter Hamiltonian.
In Sec. 5, we show how a self-consistent set of nonlinear gyrokinetic Vlasov-
Maxwell equations can be derived from a reduced variational principle. The reduced
variational principle is itself shown to be derived from a variational principle for
the exact Vlasov-Maxwell equations also presented in Sec. 5. We also show how the
Noether method can be used to derive exact conservation laws for the exact and
gyrokinetic Vlasov-Maxwell equations. Lastly, we summarize the work presented
here and discuss extensions of the standard gyrokinetic formalism in Sec. 6.
2 Variational Principles for
Extended Single-Particle Phase-Space Dynamics
This Section presents a brief introduction to the extended phase-space La-
grangian formulation of charged-particle dynamics in a time-dependent electro-
magnetic field. Here, the electromagnetic field is represented by the potentials
(Φ,A), while the eight-dimensional extended phase-space noncanonical coordinates
Z = (x,v, w, t) include the position x of a charged particle (mass m and charge e),
its velocity v, and the canonically-conjugate time-energy (t, w) coordinates.
2.1 Single-particle Lagrangian dynamics in extended phase space.
The phase-space Lagrangian (or Poincare´-Cartan [22]) one-form for a charged par-
ticle in eight-dimensional extended phase space is expressed as
Γ =
(e
c
A + mv
)
· dx − w dt − H dτ ≡ Γa(Z) dZa − H(Z) dτ, (1)
where summation over repeated indices is implied (latin letters a, b, c, ... go from 1
to 8 while greek letters µ, ν, ... go from 0 to 3), τ denotes the Hamiltonian orbit
parameter, and the extended phase-space Hamiltonian is
H(Z) = m
2
|v|2 + e Φ − w ≡ H(z, t) − w. (2)
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Here, H(z, t) denotes the standard time-dependent Hamiltonian, with z = (x,v),
and the physical single-particle motion takes place on the subspaceH(Z) = H(z, t)−
w = 0 of extended phase space.
Next, we introduce the single-particle action integral
S =
∫
Γ =
∫ (
Γa
dZa
dτ
− H
)
dτ,
where Γa are known as the symplectic components of the phase-space Lagrangian
Γ. The Principle of Least Action δS = 0 for single-particle motion in extended
phase space
0 =
∫
δΓ =
∫
δZa
[ (
∂Γb
∂Za −
∂Γa
∂Zb
)
dZb − ∂H
∂Za dτ
]
(3)
yields the extended phase-space Euler-Lagrange equations
ωab
dZb
dτ
≡
(
∂Γb
∂Za −
∂Γa
∂Zb
)
dZb
dτ
=
∂H
∂Za , (4)
where ωab denotes a component of the 8× 8 Lagrange matrix ω [23].
The components of the inverse of the Lagrange matrix J ≡ ω−1, known as the
Poisson matrix, are the fundamental Poisson brackets
(ω−1)ab ≡ {Za, Zb}Z = Jab(Z), (5)
so that the Euler-Lagrange equations (4) become the extended Hamilton’s equations
dZa
dτ
= Jab
∂H
∂Zb = {Z
a, H}Z . (6)
The fundamental Poisson brackets Jab(Z) satisfy the Liouville identities (which
follow from the incompressibility of the extended Hamiltonian flow)
1
J
∂
∂Za
(J Jab) = 0, (7)
where J (Z) ≡
√
detω defines the Jacobian associated with the choice of eight-
dimensional phase-space coordinates, and the Jacobi property
Jad
∂Jbc
∂Zd + J
bd ∂J
ca
∂Zd + J
cd ∂J
ab
∂Zd = 0,
obtained from the Jacobi identity
{f, {g, h}} + {g, {h, f}} + {h, {f, g}} = 0, (8)
which is valid for three arbitrary functions f , g, and h. Note that, by using the
identity ωac J
cb = δ ba , the Jacobi property may be rewritten as dω = 0, i.e.,
∂aωbc + ∂bωca + ∂cωab = 0,
which is always satisfied since ω ≡ dΓ is an exact two-form (i.e., ωab = ∂aΓb −
∂bΓa). Hence, any bracket derived through the sequence Γ → ω = dΓ → J = ω−1
automatically satisfies the Jacobi identity (8).
Lastly, using the extended phase-space Lagrangian (1), the explicit form of the
extended noncanonical Poisson bracket, defined by Eq. (5), is
{f, g}Z = ∂f
∂w
(
∂g
∂t
− e
mc
∂A
∂t
·
∂g
∂v
)
−
(
∂f
∂t
− e
mc
∂A
∂t
·
∂f
∂v
)
∂g
∂w
+
1
m
(
∇f · ∂g
∂v
− ∂f
∂v
·∇g
)
+
eB
m2c
·
∂f
∂v
×
∂g
∂v
. (9)
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Here, the noncanonical aspect of the Poisson bracket (9) is exhibited by the ap-
pearance of space-time derivatives of the vector potential A(x, t). The Hamiltonian
dynamics in extended phase space is expressed in terms of Eqs. (6)-(9) as
dx
dτ
=
1
m
∂H
∂v
= v,
dv
dτ
= − 1
m
∇H + e
mc
(
∂A
∂t
∂H
∂w
+
∂H
∂v
×
B
m
)
=
e
m
(
E +
v
c
×B
)
,
dw
dτ
=
∂H
∂t
− e
mc
∂A
∂t
·
∂H
∂v
= e
(
∂Φ
∂t
− v
c
·
∂A
∂t
)
,
dt
dτ
= − ∂H
∂w
= 1.
Note that the Hamiltonian orbit parameter τ can be identified with the time coor-
dinate t and, as expected, the energy coordinate is an invariant when the electro-
magnetic fields are time-independent.
2.2 Single-particle perturbation theory in extended phase space. It
turns out that the eight-dimensional extended phase space provides a natural setting
for time-dependent Hamiltonian perturbation theory. A variational formulation of
single-particle perturbation theory can be introduced through the new phase-space
Lagrangian one-form [24]
Γ′ ≡ Γa dZa − H dτ − S dǫ, (10)
where the symplectic components Γa and the Hamiltonian H now depend on the
perturbation parameter ǫ and the scalar field S is the generating function for an
infinitesimal canonical transformation that smoothly deforms a particle’s extended
phase-space orbit from a reference orbit (at ǫ = 0) to a perturbed orbit (for ǫ 6= 0).
From the phase-space Lagrangian (10), we construct the action path-integral S′C =∫
C
Γ′ evaluated along a fixed path C in the (τ, ǫ)-parameter space.
The modified Principle of Least Action for perturbed single-particle motion in
extended phase space
0 =
∫
δΓ′ =
∫
δZa
[
ωab dZb − ∂H
∂Za dτ −
(
∂S
∂Za +
∂Γa
∂ǫ
)
dǫ
]
(11)
now yields the extended perturbed Hamilton’s equations
dZa
dτ
= {Za, H}Z , (12)
dZa
dǫ
= {Za, S}Z −
∂Γb
∂ǫ
{Zb, Za}
Z
, (13)
where Eq. (12) is identical to Eq. (6) except that the extended Hamiltonian and
Poisson bracket now depend on the perturbation parameter ǫ, while Eq. (13) de-
termines how particle orbits evolve under the perturbation ǫ-flow.
We note that the order of time evolution (τ -flow) and perturbation evolution
(ǫ-flow) should be immaterial (i.e., we may evolve the system along its reference
orbit and then perturb it its final state, or perturb the initial state and evolve the
perturbed orbit to the same final state). The commutativity of the two Hamiltonian
(τ, ǫ) flows, therefore, leads to the path independence of the action integral
∫
Γ′ in
the two-dimensional (τ, ǫ) orbit-parameter space. Thus, considering two arbitrary
paths C and C with identical end points on the (τ, ǫ)-parameter space and calculat-
ing the action path-integrals S′C =
∫
C
Γ′ and S′
C
=
∫
C
Γ′, the path-independence
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condition (S′
C
= S′C) leads (by Stokes’ Theorem for differential one-forms [25]) to
the condition
0 =
∫
C
Γ′ −
∫
C
Γ′ =
∮
∂D
Γ′ =
∫
D
dΓ′,
where D is the area enclosed by the closed path ∂D ≡ C − C, and the two-form
dΓ′ on the (τ, ǫ)-parameter space is
dΓ′ = dǫ ∧ dτ
[
dZa
dǫ
ωab
dZb
dτ
−
(
∂H
∂ǫ
+
∂H
∂Za
dZa
dǫ
)
+
(
∂S
∂Za +
∂Γa
∂ǫ
)
dZa
dτ
]
≡ dǫ ∧ dτ
(
{S, H}Z − ∂H
∂ǫ
+
∂Γa
∂ǫ
{Za, H}Z
)
,
where Eqs. (12)-(13) were used. Hence, the condition of path independence requires
that dΓ′ = 0, which yields the Hamiltonian perturbation equation
{S, H}Z ≡ ∂H
∂ǫ
− ∂Γa
∂ǫ
{Za, H}Z , (14)
relating the generating scalar field S to the perturbation-parameter dependence of
the extended Hamiltonian (∂ǫH) and Poisson bracket (∂ǫΓa). Using the extended
single-particle Hamiltonian (2), the Hamiltonian perturbation equation (14) be-
comes
{S, H}Z = e ∂Φ
∂ǫ
− e
c
∂A
∂ǫ
· {x, H}Z , (15)
whose formal solution is
S ≡
(
d
dτ
)−1 [
e
∂Φ
∂ǫ
− e
c
∂A
∂ǫ
· {x, H}Z
]
,
where (d/dτ)−1 denotes an integration along a perturbed Hamiltonian orbit. Here,
the perturbed evolution operator d/dτ is expanded in powers of ǫ, with the lower-
order operator d0/dτ considered to be explicitly integrable. In practice, the gener-
ating function S is also expanded in powers of ǫ: S = S1 + ǫS2 + · · · , so that the
first-order term is expressed as
S1 ≡
(
d0
dτ
)−1 [
e Φ1 − e A1 · v0
c
]
, (16)
where v0 ≡ d0x/dτ = {x, H0}0 denotes the particle’s unperturbed velocity. In or-
der to determine the higher-order terms Sn (for n ≥ 2), a more systematic approach,
based on applications of the Lie-transform perturbation method, is required.
3 Lie-transform Perturbation Theory
The Hamiltonian perturbation equation (14) arises naturally within the con-
text of the dynamical reduction of single-particle Hamilton’s equations (12) through
the elimination of fast orbital time scales. The most efficient method for deriving
reduced Hamilton’s equations is based on Hamiltonian [26] and phase-space La-
grangian [27] Lie-transform perturbation methods.
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3.1 Near-identity phase-space transformations. The process by which a
fast time scale is removed from Hamilton’s equations {Za, H}Z involves a near-
identity transformation on extended particle phase space [28]:
Tǫ : Z → Z(Z; ǫ) ≡ TǫZ, with Z(Z; 0) = Z, (17)
where ǫ ≪ 1 denotes a dimensionless ordering parameter. Here, the near-identity
transformation is explicitly expressed in terms of generating vector fields (G1,G2, ...):
Za(Z, ǫ) = Za + ǫGa1 + ǫ2
(
Ga2 +
1
2
Gb1
∂Ga1
∂Zb
)
+ · · · , (18)
where the nth-order generating vector field Gn is chosen to remove the fast time
scale at order ǫn from the perturbed Hamiltonian dynamics. The new extended
phase-space coordinates include the pair of fast action-angle coordinates (J, θ) and
the reduced phase-space coordinates ZR such that the fast action J = J0+ǫ J1+· · ·
is an exact invariant of the reduced Hamiltonian dynamics and the Hamiltonian dy-
namics of the reduced coordinates ZR is independent of the fast angle θ. The small
dimensionless parameter can, therefore, be defined as ǫ ≡ (τR Ω)−1 ≪ 1, where τR
is the characteristic time scale of the reduced dynamics and (2π/Ω) denotes the
fast orbital time scale associated with the fast angle θ.
Next, using the transformation (17), we define the push-forward operator on
scalar fields [28] induced by the near-identity transformation (17):
T
−1
ǫ : F → F ≡ T−1ǫ F , (19)
i.e., T−1ǫ transforms a scalar field F on the phase space with coordinates Z into a
scalar field F on the phase space with coordinates Z:
F(Z) = T−1ǫ F(Z) = F(T −1ǫ Z) = F(Z).
Since the transformation (17) is invertible, i.e., there exists an inverse near-identity
transformation
T −1ǫ : Z → Z(Z; ǫ) ≡ T −1ǫ Z, with Z(Z; 0) = Z, (20)
we also define the pull-back operator [28]:
Tǫ : F → F ≡ TǫF , (21)
i.e., Tǫ transforms a scalar field F on the phase space with coordinates Z into a
scalar field F on the phase space with coordinates Z:
F(Z) = TǫF(Z) = F(TǫZ) = F(Z).
Using the fact that the total τ -derivative of a scalar field F is itself a scalar field,
we obtain an expression for the transformed operator dǫ/dτ defined as
dǫF
dτ
≡ T−1ǫ
(
d
dτ
TǫF
)
= {F , H}Z , (22)
where { , }Z denotes the new transformed Poisson bracket and
H ≡ T−1ǫ H (23)
denotes the transformed Hamiltonian. Once again, the new extended phase-space
coordinates are chosen so that dǫJ/dτ = {J, H}Z ≡ 0 and dǫZR/dτ = {ZR, H}Z
be independent of the fast angle θ. The dynamical reduction of single-particle
Hamiltonian dynamics consists in the construction of a fast invariant J with its
canonically-conjugate fast-angle θ becoming an ignorable coordinate.
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3.2 Lie derivatives and Lie transforms. In Lie-transform perturbation
theory [28], the push-forward operator (19) is defined as
T
−1
ǫ ≡ · · · exp
(− ǫ2 L2) exp (− ǫ L1) (24)
in terms of the nth-order Lie derivative Ln generated by the nth-order vector field
Gn [29]. In Eq. (23), the Lie derivative LnH is defined as the scalar field
LnH ≡ Gan ∂aH. (25)
The transformation of the Poisson bracket by Lie-transform methods, on the other
hand, is performed through the transformation of the extended phase-space La-
grangian, expressed as
Γ = T−1ǫ Γ + dS, (26)
where S denotes a (gauge) scalar field used to simplify the transformed Hamiltonian
(23), i.e., it has no impact on the new Poisson-bracket structure ω = dΓ = d(T−1ǫ Γ)
since d2S = 0 (i.e., ∂2abS−∂2baS = 0). In Eq. (26), the nth-order Lie derivative LnΓ
of a one-form Γ ≡ Γa dZa is defined as a one-form [29]
LnΓ ≡ Gan ωab dZb + d (Gan Γa) , (27)
where, at each order, the terms d(· · · ) can be absorbed in the gauge term dSn.
3.2.1 Transformed extended Poisson-bracket structure. We now write the ex-
tended phase-space Lagrangian Γ ≡ Γ0 + ǫΓ1 and the extended Hamiltonian H ≡
H0+ ǫH1 in terms of an unperturbed (zeroth-order) part and a perturbation (first-
order) part. The Lie-transform relations associated with Eq. (26) are expressed (up
to second order in ǫ) as
Γ0a = Γ0a, (28)
Γ1a = Γ1a − Gb1 ω0ba + ∂aS1, (29)
Γ2a = − Gb2 ω0ba −
1
2
Gb1 (ω1ba + ω1ba) + ∂aS2, (30)
where each scalar field Sn (n ≥ 1) is determined by requiring that the nth-order
Hamiltonian Hn be independent of the fast orbital time scale. The simplest form
for the new Poisson bracket { , }Z is obtained by choosing Γ ≡ Γ0 = Γ0, so that
the condition Γn ≡ 0 (n ≥ 1) yield a solution for the generating vector field Gn
expressed in terms of the scalar fields (S1, · · · ,Sn).
For the first-order generating vector field G1, the condition Γ1 ≡ 0 yields the
following expression in terms of the scalar field S1:
Ga1 = {S1, Za}0 + Γ1b Jba0 , (31)
where Jab0 denotes a component of the zeroth-order Poisson matrix. Next, for the
second-order generating vector field G2, the condition Γ2 ≡ 0 yields the following
expression in terms of the scalar field S2:
Ga2 = {S2, Za}0 −
1
2
Gb1 ω1 bc Jca0 , (32)
where ω1 bc denotes the component of the first-order perturbed Lagrange matrix.
The near-identity extended phase-space transformation (18) is, thus, expressed (up
to first order in ǫ) as
Za = Za + ǫ ({S1, Za}0 + Γ1b Jba0 ) + · · · , (33)
and its explicit expression requires a solution of the scalar fields (S1, · · · ).
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3.2.2 Transformed extended Hamiltonian. By substituting the generating vec-
tor fields (31) and (32) into the Lie-transform relations associated with Eq. (23):
H0 = H0,
H1 = H1 − Ga1 ∂aH0,
H2 = − Ga2 ∂aH0 −
1
2
Ga1 ∂a
(H1 + H1) ,
we obtain the first-order and second-order terms in the transformed extended
Hamiltonian:
H1 = H1 − Γ1 a {Za, H0}0 − {S1, H0}0 ≡ K1 − {S1, H0}0 , (34)
where K1 ≡ H1−Γ1a {Za, H0}0 denotes the effective first-order Hamiltonian, and
H2 = − {S2, H0}0 −
1
2
({S1, H1 +H1}0 + Γ1a {Za, H1 +H1}0)
+
1
2
Ga1 ω1ab
{Zb, H0}0 . (35)
The solution for the new first-order Hamiltonian (34) is expressed in terms of the
fast-angle averaging operation 〈· · · 〉 as
H1 ≡ 〈K1〉 = 〈H1〉 − 〈Γ1 a {Za, H0}〉 , (36)
where the Poisson bracket { , } is the zeroth-order Poisson bracket { , }0 (unless
otherwise noted) and S1 can be chosen such that 〈S1〉 ≡ 0. The first-order scalar
field S1 is, thus, the solution to the perturbation equation
{S1, H0} = K˜1 ≡ K1 − 〈K1〉 → S1 ≡ (d0/dτ)−1K˜1, (37)
where (d0/dτ)
−1 denotes an integration along an unperturbed extended Hamilton-
ian orbit; note the similarity of Eq. (37) with Eq. (16). To lowest order in the
fast orbital time scale, the unperturbed integration (d0/dτ)
−1K˜1 ≡ Ω−1
∫ K˜1dθ
involves an indefinite fast-angle integration.
The solution for the new second-order Hamiltonian (35) can be simplified as
follows. First, we introduce the Poisson-bracket identity (valid for four arbitrary
functions f , g, h, and k)
{f, g} {h, k}−{f, h} {g, k} = {f, (g {h, k})} + {(g {h, f}), k} − g {h, {f, k}},
which follows from the Jacobi identity (8), so that the last term in Eq. (35)
Ga1 ω1ab
{Zb, H0} = ({S1, Γ1a} {Za, H0} − {S1, Za} {Γ1a, H0})
+ Γ1a
({Za, Γ1b} {Zb, H} − {Za, Zb} {Γ1b, H0})
can be rearranged and inserted back into Eq. (35) to yield
H2 = −
{(
S2 − 1
2
Γ1a {Za, S1}
)
, H0
}
−
{
S1,
(
〈K1〉 + 1
2
K˜1
)}
− Γ1a
(
{Za, K1} + 1
2
Γ1b
{
Zb, {Za, H0}
})
. (38)
Since S2 can also be chosen such that 〈S2〉 ≡ 0, the fast-angle average of the right
side of Eq. (38) yields the new second-order Hamiltonian
H2 = 1
2
〈
Γ1a
{Za, {Zb, H0}} Γ1b〉 − 1
2
〈{
S1, K˜1
}〉
− 〈Γ1a ({Za, H1} − {Za, Γ1b} {Zb, H0})〉 . (39)
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In the next Section, we will show that the first term in Eq. (39) corresponds to the
expected quadratic nonlinearity associated with a perturbed canonical representa-
tion in which only the perturbation vector potential A1 appears in the expression
for the reduced momentum coordinates. The second term, on the other hand,
corresponds to the low-frequency limit of the standard quadratic ponderomotive
Hamiltonian [26]. Lastly, the third set of terms will be shown to vanish because
the Poisson brackets {x, Φ1(x)} and {x, A1(x)} both vanish.
4 Nonlinear Low-frequency Gyrocenter Hamiltonian Dynamics
In this Section, we apply the Lie-transform perturbation methods to the dy-
namical reduction of the perturbed dynamics of charged particles (mass m and
charge e) moving in a background time-independent magnetic field B0 = ∇×A0
in the presence of low-frequency electromagnetic fluctuations represented by the
perturbation four-potential Aµ1 = (Φ1,A1), whose amplitude is ordered with a di-
mensionless small parameter ǫδ ≪ 1.
The eight-dimensional extended phase-space dynamics is expressed in terms
of the extended phase-space Lagrangian Γ = Γ0 + ǫδ Γ1, where Γ0 ≡ [(e/c)A0 +
mv] · dx−w dt and Γ1 ≡ (e/c)A1 · dx, and the extended phase-space Hamiltonian
H = H0 + ǫδH1, where H0 ≡ (m/2) |v|2 − w and H1 ≡ eΦ1. The extended
Poisson bracket { , }Z is obtained from the extended phase-space Lagrangian Γ by
standard means [28], as described earlier. Note that, while electrostatic fluctuations
perturb the Hamiltonian alone, full electromagnetic fluctuations perturb both the
Hamiltonian and the Poisson bracket.
The standard gyrokinetic analysis for magnetized plasmas perturbed by low-
frequency electromagnetic fluctuations [15] proceeds by a sequence of two near-
identity phase-space transformations: a time-independent guiding-center phase-
space transformation and a time-dependent gyrocenter phase-space transformation.
4.1 Unperturbed guiding-center Hamiltonian dynamics. The guiding-
center phase-space transformation involves an asymptotic expansion, with a small
dimensionless parameter ǫB ≡ ρ/LB ≪ 1 defined as the ratio of the characteristic
gyroradius ρ and the background magnetic-field length scale LB. This transfor-
mation is designed to remove the fast gyromotion time scale associated with the
time-independent background magnetic field B0 associated with an unperturbed
magnetized plasma [2]. In previous work [9], this transformation was carried out
to second order in ǫB with the scalar potential Φ0 ordered at zeroth order in ǫB.
The results of the guiding-center analysis presented in Ref. [2] are summarized
as follows. First, the guiding-center transformation yields the following guiding-
center coordinates (R, p‖, µ, θ, w, t) ≡ Zgc, where R is the guiding-center position,
p‖ is the guiding-center kinetic momentum parallel to the unperturbed magnetic
field, µ is the guiding-center magnetic moment, θ is the gyroangle, and (w, t) are
the canonically conjugate guiding-center energy-time coordinates (here, time is un-
affected by the transformation while the guiding-center energy is chosen to be equal
to the particle energy). Next, the unperturbed guiding-center extended phase-space
Lagrangian is
Γgc ≡ e
c
A∗0 · dR + µ (mc/e) dθ − w dt, (40)
where A∗0 ≡ A0 + (c/e) p‖ b̂0 is the effective unperturbed vector potential, with
b̂0 ≡ B0/B0; we, henceforth, omit displaying the dimensionless guiding-center
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parameter ǫB for simplicity. The unperturbed extended phase-space guiding-center
Hamiltonian is
Hgc =
p2‖
2m
+ µB0 − w ≡ Hgc − w. (41)
Lastly, from the unperturbed guiding-center phase-space Lagrangian (40), we ob-
tain the unperturbed guiding-center Poisson bracket { , }gc, given here in terms of
two arbitrary functions F and G on extended guiding-center phase space as [2]
{F , G}Z ≡
e
mc
(
∂F
∂θ
∂G
∂µ
− ∂F
∂µ
∂G
∂θ
)
+
B∗0
B∗0‖
·
(
∇F ∂G
∂p‖
− ∂F
∂p‖
∇G
)
− cb̂0
eB∗0‖
·∇F ×∇G +
(
∂F
∂w
∂G
∂t
− ∂F
∂t
∂G
∂w
)
, (42)
where B∗0 ≡ ∇×A∗0 and B∗0‖ ≡ b̂0 ·B∗0 = B) + (c/e)p‖b̂0 ·∇× b̂0; note that
the Jacobian of the guiding-center transformation is Jgc = mB∗0‖ (i.e., d3x d3p =
Jgc d3Rdp‖ dµ dθ). The unperturbed guiding-center Hamiltonian dynamics is, thus,
expressed in terms of the Hamiltonian (41) and the Poisson bracket (42) as Z˙α ≡
{Zα, Hgc}gc. In particular, the invariance condition µ˙ ≡ 0 for the guiding-center
magnetic moment follows from the fact that the guiding-center Hamiltonian (41) is
independent of the fast gyroangle θ (to all orders in ǫB).
4.2 Perturbed guiding-center Hamiltonian dynamics. We now consider
how the guiding-center Hamiltonian dynamics is affected by the introduction of
low-frequency electromagnetic field fluctuations (Φ1,A1). These fluctuations are
assumed to satisfy the low-frequency gyrokinetic ordering [11, 15]:
ǫω ≡ ω
Ω0
≃ k‖|k⊥| ≪ 1 and |k⊥| ρ ≃ 1, (43)
where Ω0 ≡ eB0/mc denotes the charged-particle’s gyrofrequency and ǫω is a
small dimensionless ordering parameter associated with the electromagnetic per-
turbations space-time scales, with ω denoting the characteristic wave frequency,
k‖ the characteristic parallel wavenumber and k⊥ the characteristic perpendicular
wavevector (both with respect to the unperturbed magnetic field B0).
Under the electromagnetic perturbations (Φ1,A1), the guiding-center phase-
space Lagrangian (40) and Hamiltonian (41) become
Γ′gc ≡ Γgc0 + ǫδ Γgc1 and H′gc ≡ Hgc0 + ǫδHgc1, (44)
where the zeroth-order guiding-center phase-space Lagrangian Γgc0 and Hamilton-
ian Hgc0 are given by (40) and (41), respectively. In what follows, although the
three small parameters (ǫB, ǫδ, ǫω) may be of the same order in practice, we keep
them separate in order to retain the correct quadratic nonlinearities in the reduced
Hamiltonian dynamics. In Eq. (44), the first-order guiding-center phase-space La-
grangian Γgc1 and Hamiltonian Hgc1 are
Γgc1 =
e
c
A1(R+ ρ) · d(R + ρ) ≡ e
c
A1gc(R;µ, θ) · d(R + ρ), (45)
Hgc1 = eΦ1(R+ ρ) ≡ eΦgc(R;µ, θ), (46)
where A1gc(R;µ, θ) and Φ1gc(R;µ, θ) denote perturbation potentials evaluated at
a particle’s position x ≡ R+ρ expressed in terms of the guiding-center position R
and the gyroangle-dependent gyroradius vector ρ(µ, θ). Here, the time dependence
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of (Φ1,A1) is not shown explicitly for simplicity and, to lowest order in ǫB, we
ignore the spatial dependence of ρ.
Because of the gyroangle-dependence in the guiding-center perturbation poten-
tials (Φ1gc,A1gc), the guiding-center magnetic moment µ is no longer conserved by
the perturbed guiding-center equations of motion, i.e., µ˙ = O(ǫδ). To remove the
gyroangle-dependence from the perturbed guiding-center phase-space Lagrangian
and Hamiltonian (45)-(46), we proceed with the time-dependent gyrocenter phase-
space transformation
Z ≡ (R, p‖, µ, θ, w, t) → Z ≡ (R, p‖, µ, θ, w, t),
where Z denote the gyrocenter (gy) extended phase-space coordinates; we note that
p‖ represents a mixed-canonical momentum coordinate (as will be shown later) and
the time coordinate t is not affected by this transformation.
The results of the nonlinear Hamiltonian gyrocenter perturbation analysis [15]
are summarized as follows. To first order in the small amplitude parameter ǫ ≡ ǫδ
and zeroth order in the space-time-scale parameters (ǫω, ǫB), this transformation is
represented in terms of generating vector fields (G1,G2, ...) as
Zα ≡ Zα + ǫGα1 + · · · (47)
Here, the gyrocenter phase-space Lagrangian is chosen to be of the form
Γ ≡ Γgc = e
c
A∗0 · dR + (mc/e)µdθ − w dt, (48)
whereA∗0 ≡ A0+(c/e) p‖ b̂0, so that the gyrocenter Poisson bracket { , }Z ≡ { , }Z
has the same form as the unperturbed guiding-center Poisson bracket (42).
As calculated previously in Eq. (31), the components of the first-order gyro-
center generating vector field G1 are
Ga1 ≡ {S1, Za} +
e
c
A1gc · {R+ ρ, Za} , (49)
where the first-order scalar field S1 is determined as follows. The first-order gyro-
center Hamiltonian is determined from the first-order Lie-transform equation (34)
H1 = e
(
Φ1gc − A1gc · v
c
)
− {S1, H0} ≡ e ψ1gc − {S1, H0},
were ψ1gc ≡ Φ1gc−A1gc ·v/c defines an effective first-order perturbation potential.
The gyroangle-averaged part of this first-order equation yields H1 ≡ e 〈ψ1gc〉, while
the solution for the scalar field S1 is
S1 = e
Ω0
∫
ψ˜1gc dθ ≡ e
Ω0
Ψ˜1gc,
where ψ˜1gc ≡ ψ1gc −〈ψ1gc〉 denotes the gyroangle-dependent part of the first-order
effective potential ψ1gc. Next, the second-order term in the gyrocenter Hamiltonian
is expressed in terms of Eq. (39) as
H2 = e
2
2mc2
〈|A1gc|2〉 − e2
2Ω0
〈{
Ψ˜1gc, ψ˜1gc
}〉
,
where {R+ ρ,v} = I/m and {R+ ρ,Φ1gc} = 0 = {R+ ρ,A1gc} were used.
Up to second order in the amplitude parameter ǫ, the extended phase-space
gyrocenter Hamiltonian is, therefore, expressed as
H = H0 + ǫ e〈ψ1gc〉+ ǫ
2
2
(
e2
mc2
〈|A1gc|2〉 − e2
Ω0
〈{
Ψ˜1gc, ψ˜1gc
}〉)
, (50)
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where H0 = p2‖/2m + µB0 − w denotes the unperturbed extended guiding-center
Hamiltonian and the gyrocenter parallel momentum
p‖ = p‖ + ǫ
e
c
A1gc · b̂0 + O(ǫǫω, ǫǫB) (51)
is a mixed -canonical momentum coordinate (i.e., it is kinetic with respect to the
background vector potential A0 and canonical with respect to the perturbed vector
potential A1). Lastly, to first order in ǫ, the low-frequency gyrocenter push-forward
operator is defined as
T
−1
ǫ F = F − ǫ
(
e
Ω0
{
Ψ˜1gc, F
}
+
e
c
A1gc ·
{
R+ ρ, F}) + O(ǫ2). (52)
To lowest order in magnetic-field nonuniformity (i.e., up to ǫ0B), the push-forward
operator (52) is expressed as
T
−1
ǫ F = F −
e
B0
(
ψ1gc − 〈ψ1gc〉
)
∂F
∂µ
− e
c
A1gc ·
(
Ω0
B0
∂ρ
∂θ
∂F
∂µ
+ b̂0
∂F
∂p‖
)
,
which clearly exhibits the standard nonadiabatic (first term) and adiabatic (second
and third terms) parts [7, 30] of the guiding-center Vlasov distribution.
We have, thus, obtained a reduced (gyroangle-independent) gyrocenter Hamil-
tonian description of charged-particle motion in nonuniform magnetized plasmas
perturbed by low-frequency electromagnetic fluctuations. At this level, the nonlin-
ear gyrokinetic Vlasov equation can be used to study the evolution of a distribution
of test -gyrocenters in the presence of low-frequency electromagnetic fluctuations.
For a self-consistent treatment that include an electromagnetic field response to
the gyrocenter Hamiltonian dynamics, a set of low-frequency Maxwell’s equations
with charge and current densities expressed in terms of moments of the gyrocenter
Vlasov distribution is required.
5 Variational Principles for Exact and Reduced
Vlasov-Maxwell Equations
In this Section, we plan to derive the nonlinear self-consistent gyrokinetic
Vlasov-Maxwell equations from a reduced variational principle. This reduced vari-
ational principle will also be used to derive an exact energy conservation law for
the reduced Vlasov-Maxwell equations. We begin this Section with the variational
principle for the exact Vlasov-Maxwell equations [31].
5.1 Exact Vlasov-Maxwell equations. The variational principle for the
Vlasov-Maxwell equations is expressed in terms of the action functional [31]
A = −
∫
d8Z F(Z) H(Z) +
∫
d3x dt
16π
F : F, (53)
where Fµν = ∂µAν − ∂νAµ denotes the electromagnetic four-tensor (F = dA is
an exact two-form); here, we introduced the covariant notation Aµ = (−Φ,A)
and xµ = (ct,x), with the Minkowski space-like metric gµν = diag(−1, 1, 1, 1).
We establish the connection between the extended Vlasov distribution F(Z) and
the time-dependent Vlasov distribution f(z, t) on the six-dimensional phase space
z = (x,v) by imposing the physical condition w = H(z, t) on the extended phase-
space Vlasov distribution F(Z):
F(Z) ≡ δ[w −H(z, t)] f(z, t). (54)
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Next, the variational principle δA = 0 based on the action functional (53) considers
constrained Eulerian variations for the extended Vlasov distribution F defined as
δF ≡ ∆F − δZa ∂aF = − δZa ∂aF , (55)
where the Lagrangian variation ∆F is identically zero for the extended Vlasov
distribution F and the extended phase-space virtual displacement δZ, given by
Eq. (13), is generated by the scalar field S and variations in vector potential δA:
δZa = {Za, S}Z −
e
c
δA · {x, Za}Z . (56)
From this definition, the Eulerian variation (55) of the extended Vlasov distribution
is
δF ≡ {S, F}Z + e
c
δA · {x, F}Z , (57)
Under Eulerian variations of the electromagnetic potentials δAµ = (δΦ, δA) and
the Eulerian variation (57) of the Vlasov distribution F , the variation of the action
functional (53), δA ≡ ∫ δL d3xdt, can be expressed in terms of the variation of the
Lagrangian density
δL = ∂
∂xν
[
1
4π
δAµ F
µν −
∫
d3v dw S
(H
m
∂F
∂vν
) ]
−
∫
d3v dw S {F , H}Z
+ δAν
[
1
4π
∂Fµν
∂xµ
+
e
c
∫
d3v dw {xν , H}Z F
]
. (58)
Stationarity of the action functional (53) with respect to arbitrary virtual phase-
space displacements generated by S yields the Vlasov equation in extended phase
space:
{F , H}Z ≡ 0. (59)
Substituting Eq. (54) into the extended Vlasov equation (59) yields the standard
Vlasov equation in (6 + 1) phase space:(
∂
∂t
+
dz
dt
·
∂
∂z
)
f(z, t) = 0. (60)
Next, under general variations δAν of the electromagnetic four-potential, station-
arity of the action functional (53) yields the Maxwell equations
∂Fµν
∂xµ
= − 4π e
c
∫
d3v dw {xν , H}Z F = − 4π
e
c
∫
d3v vν f(x,v, t), (61)
where the w-integration, using Eq. (54), yields the standard form of the Maxwell
equations, with vν = (c, v). The remaining Maxwell’s equations ∂µFνσ + ∂νFσµ +
∂σFµν = 0 follow from the fact that F = dA is an exact two-form (i.e., dF = 0).
5.2 Noether equation for the exact Vlasov-Maxwell equations. Since
the Vlasov-Maxwell equations (60)-(61) hold for arbitrary phase-space variations
generated by S and arbitrary four-potential variations δAν , the variation of the
Vlasov-Maxwell Lagrangian density (58) is now expressed as a space-time diver-
gence known as the Noether equation:
δL = ∂
∂xν
[
1
4π
δAµ F
µν −
∫
d3v dw S
(H
m
∂F
∂vν
) ]
. (62)
From the Noether equation, we now derive the energy-momentum conservation law
∂µ T
µν ≡ 0 (63)
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for the Vlasov-Maxwell equations (60)-(61), where T µν denotes the Vlasov-Maxwell
energy-momentum tensor. First, we consider arbitrary space-time translation xµ →
xµ + δxµ generated by the scalar field S defined as
S ≡ [mv + (e/c)A ] · δx − w δt, (64)
and potential variations δAµ defined as
δAµ ≡ Fµν δxν − ∂µ(Aν δxν). (65)
Hence, using the spatial components of Eq. (65):
δA = cδt (E+∇Φ) + δx×B − ∇(A · δx), (66)
the space-time translation δxµ is expressed as
δxµ = (c δt, δx) ≡ {xµ, S}Z − e
c
δA · {x, xµ}Z ,
which follows from Eq. (56); note that the phase-space virtual displacements gen-
erated by Eqs. (64) and (66) do not affect the velocity-energy coordinates (i.e.,
δv = 0 = δw). Substituting Eqs. (64)-(65) and δL ≡ − ∂µ(δxµ L) into the Noether
equation (62), we find
0 =
∂
∂xν
[
δxµ
4π
(
gµν
4
F : F − Fµσ F σν
)
+
∫
d3v
(
mv · δx − m
2
|v|2 δt
)
vνf
]
,
after the w-integration has been carried out and the terms
∂
∂xν
[
Aσ δx
σ
4π
(
∂Fµν
∂xµ
+ 4π
e
c
∫
d3v vν f(x,v, t)
) ]
vanish identically as a result of Maxwell’s equations (61).
The energy conservation law (δx0 = c δt) for the Vlasov-Maxwell equations
can, thus, be expressed as
∂E
∂t
+ ∇ ·S = 0, (67)
where the energy density E and energy-density flux S are
E(x, t) = 1
8π
(|E|2 + |B|2) + ∫ d3v m
2
|v|2 f(x,v, t), (68)
S(x, t) =
c
4π
E×B +
∫
d3v
m
2
|v|2 v f(x,v, t). (69)
The momentum conservation law for the Vlasov-Maxwell equations, on the other
hand, can be expressed as
∂Π
∂t
+ ∇ ·T = 0, (70)
where the momentum density Π and momentum-stress tensor T are
Π(x, t) =
E×B
4π c
+
∫
d3v mv f(x,v, t), (71)
T(x, t) =
I
8π
(|E|2 + |B|2) − 1
4π
(EE + BB)
+
∫
d3v mvv f(x,v, t). (72)
The exact Vlasov-Maxwell equations (60)-(61) have, thus, been derived by a varia-
tional principle based on the action functional (53) involving the extended Vlasov
distribution F and the four-potential Aµ. Exact energy-momentum conservation
laws have also been derived by an application of the Noether method.
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The covariance of the Vlasov part of the action functional (53) is used next to
construct the gyrokinetic Vlasov action functional in which the extended particle
phase-space coordinates Z, the extended Vlasov distribution F , and the extended
particle Hamiltonian H are replaced with their gyrocenter equivalents.
5.3 Nonlinear low-frequency gyrokinetic Vlasov-Maxwell equations.
The reduced action functional for the low-frequency gyrokinetic Vlasov-Maxwell
equations [32, 33] is
AR = −
∫
d8Z F(Z) H(Z) +
∫
d4x
8π
(|∇Φ|2 − |B|2) , (73)
where we, henceforth, use the notation
Φ ≡ ǫΦ1 and B ≡ B0 + ǫ∇×A1,
and we omit the overbar to denote gyrocenter coordinates and functions on ex-
tended gyrocenter phase space. The absence of the inductive part − c−1∂tA1 of
the perturbed electric field E1 in the Maxwell part of the reduced action functional
(73) means that the inductive current ∂tE1 will be absent from Ampe`re’s equation;
this is consistent with the low-frequency approximation (ǫω ≪ 1) used in nonlinear
gyrokinetic ordering (43).
The variational principle δAR =
∫
δLR d4x ≡ 0 for the nonlinear low-frequency
gyrokinetic Vlasov-Maxwell equations is based on Eulerian variations for F(Z)
while variations of the electromagnetic potentials (Φ,A) are restricted to variations
of the perturbation potentials Φ1(x, t) and A1(x, t) only. Variation of AR with
respect to δF(Z) and δAµ(x) = (δΦ1, δA1) yields
δAR = −
∫
d8Z
[
δF(Z) H + F(Z)
∫
d3x
(
δA1µ(x)
δH
δA1µ(x)
) ]
+
∫
d4x
4π
(
ǫ ∇δΦ1 ·∇Φ − ǫ∇× δA1 ·B
)
. (74)
Here, the Eulerian variation δF is constrained to be of the form
δF ≡ {S, F}, (75)
where S generates the virtual extended phase-space displacement δZa ≡ {Za, S}
and { , } is the unperturbed guiding-center Poisson bracket (42) on extended
gyrocenter phase space; note that since the gyrocenter momentum coordinates are
canonical with respect to the magnetic perturbationA1, the Eulerian variation (75)
has the canonical form. The functional derivatives δH/δA1µ(x) in Eq. (74), on the
other hand, are evaluated using the gyrocenter Hamiltonian (50) (to second order
in ǫ) as
δH
δA1µ(x)
≡ − ǫ e
〈
T
−1
ǫ
(
vµ
c
δ3gc
)〉
, (76)
where δ3gc ≡ δ3(x −R − ρ), the push-forward operator T−1ǫ is given to first order
by Eq. (52), and we used the identity
A1µ(R+ ρ) =
∫
d3x δ3(x−R− ρ) A1µ(x) →
δAµ1gc
δA1ν(x)
= δµν δ3gc.
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After re-arranging and integrating by parts, the variation (74) becomes
δAR = −
∫
d4x ǫ
δΦ1(x)
4π
[
∇2Φ + 4πe
∫
d6Z f
〈
T
−1
ǫ δ
3
gc
〉 ]
+
∫
d4x ǫ
δA1(x)
4π
·
[
∇×B − 4πe
∫
d6Z f
〈
T
−1
ǫ
(v
c
δ3gc
)〉 ]
+
∫
d8Z S {F , (w −H)}Z +
∫
d4x (∂ · J ) , (77)
where we have used F(Z) ≡ δ(w−H) f(Z, t) for the gyrocenter Vlasov distribution
function in extended phase space in the first two terms in δA, while the last term
in Eq. (77) involves the exact space-time divergence
∂ ·J (x) ≡ ∂
∂xµ
(∫
d8Z δ4(x−R) S F R˙µ
)
+ ∇ ·
(
ǫ
δΦ1
4π
∇Φ − ǫ δA1
4π
×B
)
,
(78)
where R˙µ ≡ {Rµ, H}Z denotes the lowest-order gyrocenter four-velocity. Since
Eq. (78) is an exact space-time divergence, it does not contribute to the reduced
variational principle δAR ≡ 0.
By requiring that the action functional AR be stationary with respect to arbi-
trary variations S and δAµ1 (which vanish on the integration boundaries), we find
the nonlinear gyrokinetic Vlasov equation
0 = {F , H}, (79)
and the gyrokinetic Maxwell equations: the gyrokinetic Poisson equation
∇2Φ(x) = − 4π e
∫
d6Z f
〈
T
−1
ǫ δ
3
gc
〉 ≡ − 4π e ∫ d6Z 〈δ3gc Tǫf〉 , (80)
and the gyrokinetic Ampe`re equation
∇×B(x) = 4π e
c
∫
d6Z f(Z)
〈
T
−1
ǫ
(
v δ3gc
)〉 ≡ 4π e
c
∫
d6Z
〈
v δ3gc Tǫf
〉
. (81)
If we now substitute F(Z) ≡ δ(w − H) f(Z, t) into {F , H}Z = 0, we obtain the
standard nonlinear gyrokinetic Vlasov equation written explicitly as
∂f
∂t
+
(
B∗0
B∗0‖
∂H
∂p‖
+
cb̂0
eB∗0‖
×∇H
)
·∇f −
(
B∗0
B∗0‖
·∇H
)
∂f
∂p‖
= 0. (82)
The nonlinear equations (80), (81), and (82), with the gyrocenter Hamiltonian (50),
are the self-consistent nonlinear gyrokinetic Vlasov-Maxwell equations in general
magnetic field geometry [15].
5.4 Gyrokinetic energy conservation law. We now apply the Noether
method on the gyrokinetic action functional (73) to derive an exact gyrokinetic
energy conservation law. By substituting Eqs. (79), (80), and (81) into Eq. (77),
the variational equation δA ≡ ∫ δL d4x (we henceforth ignore the subscript R)
yields the Noether equation
δL(x) ≡ ∂ · J (x). (83)
In the Noether method, the variations (S, δAµ1 , δL) are expressed in terms of gen-
erators for infinitesimal translations in space or time.
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Following a translation in time t→ t+ δt, the variations S, δΦ1, δA1, and δL
become, respectively,
S = −w δt
δΦ1 = −δt ∂tΦ1
δA1 = −δt ∂tA1 ≡ cδt (E+∇Φ)
δL = −δt ∂tL

. (84)
In Eq. (84), the expression for S satisfies δt ≡ {t, S}Z and the Vlasov-Maxwell
Lagrangian density is
L = 1
8π
(|∇Φ|2 − |B|2) ≡ 1
4π
|∇Φ|2 − EEM ,
after the physical constraint H = 0 is imposed in the space-time integrand of
the reduced action functional (73); here, EEM ≡ (|∇Φ|2 + |B|2)/8π denotes the
electromagnetic-field energy density (in the low-frequency limit).
By combining Eq. (84) with Eqs. (78) and (83), we obtain
0 =
∂
∂t
 1
4π
(I)︷ ︸︸ ︷
|∇Φ|2 − EEM −
∫
d6Z δ3(x−R) H f

− ∇ ·
[ ∫
d6Z δ3(x−R) H f R˙
]
+ ∇ ·
 − ǫ
4π
(II)︷ ︸︸ ︷
∂tΦ1 ∇Φ − c
4π
(E+
(III)︷︸︸︷
∇Φ)×B
 . (85)
The term (I) can be written as
∂
∂t
(
1
4π
|∇Φ|2
)
=
∂
∂t
[
∇ ·
(
Φ ∇Φ
4π
)
+
∫
d6Z δ3(x −R) f 〈eT−1ǫ Φgc〉 ] ,
(86)
where Φgc = ǫΦ1gc, the identity |∇Φ|2 ≡ ∇ · (Φ ∇Φ) − Φ ∇2Φ was used, and
Eq. (80) was substituted. The term (II) can be written as
−∇ ·
(
ǫ
4π
∂Φ1
∂t
∇Φ
)
= − ∇ ∂
∂t
·
( ǫ
4π
Φ1 ∇Φ
)
+ ∇ ·
(
ǫ2
4π
Φ1 ∇∂Φ1
∂t
)
. (87)
Here, the first term on the right side of Eq. (87) cancels the first term in Eq. (86).
Lastly, the term (III) can be written as
− ∇ ·
(
∇Φ × c
4π
B
)
= ∇ ·
(
Φ
c
4π
∇×B
)
= ∇ ·
[
e
∫
d6Z f
〈
T
−1
ǫ (vΦgc)
〉 ]
, (88)
where Eq. (81) was substituted. By collecting the remaining terms, we obtain the
following expression for the local gyrokinetic energy conservation law:
∂E
∂t
+ ∇ ·S = 0, (89)
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where the gyrokinetic energy density is
E(x, t) =
∫
d6Z δ3(x−R) f(Z, t) (H − e 〈T−1ǫ Φgc〉)
+
1
8π
(|∇Φ|2 + |B|2) , (90)
while the gyrokinetic energy density flux is
S(x, t) =
∫
d6Z δ3(x−R) f(Z, t)
(
H R˙ − e 〈T−1ǫ vΦgc〉)
+
1
4π
(
cE×B − ǫ Φ ∇∂Φ1
∂t
)
. (91)
We obtain the following expression for the global gyrokinetic energy conservation
law dE/dt = 0, where the global gyrokinetic energy is
E =
∫
d3x
8π
(|∇Φ|2 + |B|2) + ∫ d6Z f (H − e 〈T−1ǫ Φgc〉) . (92)
The existence of this exact global energy conservation law allowed the development
of energy-conserving simulation techniques for nonlinear electrostatic [12] and elec-
tromagnetic [13, 15] gyrokinetic equations.
6 Summary
Through the use of Lie-transform perturbation methods on extended particle
phase space, we have derived a set of nonlinear low-frequency gyrokinetic Vlasov-
Maxwell equations describing the reduced Hamiltonian description of gyrocen-
ter dynamics in a time-independent background magnetic field perturbed by low-
frequency electromagnetic fluctuations. A self-consistent treatment is obtained
through a low-frequency gyrokinetic variational principle and an exact gyrokinetic
energy conservation law is obtained by applying the Noether method. Throughout
the work, the Lagrangian and Hamiltonian methods (and differential geometry) in
eight-dimensional extended phase space were emphasized.
Further developments in gyrokinetic theory not presented here include nonlin-
ear relativistic gyrokinetic Vlasov-Maxwell equations [34] and nonlinear bounce-
center Hamiltonian dynamics [35, 36] (based on the asymptotic elimination of the
fast bounce-motion time scale from the gyrocenter Hamiltonian dynamics).
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