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Abstract
In this paper we provide a ball separation property of bounded convex sets in a Hilbert space. As a
consequence, we obtain a representation form of convex closures and two results about convex functionals.
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1. Introduction and background
A convex set separation property is the most fundamental contents of convex set theory.
It not only successfully establishes a firm theoretical foundation for convex analysis, linear
programming, nonlinear programming and game theory which are very important in practical
applications, but also plays an important part in many fields of pure mathematics and applied
mathematics such as functional analysis, geometry and optimization theory. It has many equiv-
alent forms in which the most famous is linear functional extension property which has very
widespread applications in pure mathematics and mathematics. It is a geometrical expression of
linear functional extension property and an elementary starting point researching Banach space
geometry relating to convex sets. See [1–3,5–8] for a detailed exposition of this framework.
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on the basis of Eidelheit convex set separation theorem, variational lemma and optimal approx-
imation. As a consequence, we obtain a representation form of convex closures and two results
about convex functionals.
Here we present some definitions and lemmas. Background materials can also be found in
[2,4,8,9].
Let E be a linear subspace of a linear space X and x0 ∈ X. We say
(1) E is maximal, if it implies M = X that E is a proper subset of a linear subspace M of X;
(2) x0 + E is a linear manifold;
(3) x0 + E is a hyperplane, if E is maximal.
Let f be a nontrivial continuous linear functional on a normed linear space X and r a real
number. We write
H(f, r) = {x ∈ X | f (x) = r}.
Obviously, H(f, r) must be a closed hyperplane in X. Conversely, if L is a closed hyperplane
of X, there exist a nontrivial continuous linear functional f on X and a number r such that
L = H(f, r) (see [8]).
Let A and B be two subsets of a normed linear space X and H(f, r) a hyperplane in X. We
say that A and B:
(1) are separated by H(f, r) if either
f (x) r  f (y) for any x ∈ A and y ∈ B
or
f (x) r  f (y) for any x ∈ A and y ∈ B;
(2) are strongly separated by H(f, r) if there exists ε > 0 such that either
f (x) r − ε < r + ε  f (y) for any x ∈ A and y ∈ B
or
f (x) r + ε > r − ε  f (y) for any x ∈ A and y ∈ B.
We have the following Eidelheit convex set separation theorem which will be applied to study
strong separation of convex sets in Section 2.
Lemma 1.1. [8] Let E and F be two disjoint nonempty convex subsets of a (B∗0 ) space X.
Suppose that E has interior points. Then there exists a closed hyperplane H(f, r) that separates
E and F .
With regard to optimal approximation, we have the following two facts which we will apply
to obtain a ball separation property of convex sets in Section 2.
Lemma 1.2 (Variational lemma). [2] Let M be a complete convex subset of a pre-Hilbert space
H and x ∈ H . Then there exists a unique x0 ∈ M such that ‖x−x0‖ = infy∈M ‖x−y‖. Therefore
x0 is said to be the optimal approximation element of x in M .
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the optimal approximation element of x in M if and only if y satisfies
x − y ⊥ M − {y},
where M − {y} := {w = z − y | z ∈ M}.
A real-valued functional f (x) on a convex subset E of a linear space X (maybe taking +∞
for some points x ∈ E) is said to be convex if
f
(
λx + (1 − λ)y) λf (x) + (1 − λ)f (y)
for any x, y ∈ E and λ ∈ [0,1].
A real-valued functional f (x) on a quasi-normed linear space X (maybe taking +∞ for some
points x ∈ X) is said to be:
(1) lower semi-continuous at x0 ∈ X, if xn → x0 as n → ∞ implies limn→∞f (xn) f (x0) for
any point sequence {xn} of X;
(2) lower semi-continuous on E ⊂ X, if f (x) is lower semi-continuous at any x ∈ E.
Let f (x) be a real-valued functional on a subset E of a linear space X and λ a real number.
We say that Sλ = {x ∈ E | f (x) λ} is a level set.
Lemma 1.4. [4] Let f (x) be a real-valued functional on a quasi-normed linear space X and E
a closed set of X. Then f is lower semi-continuous on E if and only if the level set Sλ is closed
for any real number λ.
In Section 3, Lemma 1.4 will be applied to deduce a result about convex functionals.
2. A ball separation property in Hilbert spaces
Theorem 2.1. Let M1 and M2 be two nonempty convex subsets of a normed linear space X. Then
M1 and M2 can be strongly separated by a closed hyperplane if and only if
d(M1,M2) := inf
{‖x1 − x2‖ | x1 ∈ M1, x2 ∈ M2
}
> 0, (2.1)
that is, θ /∈ cl(M1 − M2), where θ is the zero element of X and cl(M1 − M2) is the closure of
M1 − M2.
Proof. Suppose that M1 and M2 can be strongly separated by a closed hyperplane H(f,α). By
the definition of strong separation, there exists ε > 0 such that
f (x) α − ε < α + ε  f (y) for any x ∈ M1 and y ∈ M2.
So we have 2ε  f (y) − f (x) = f (y − x)  ‖f ‖‖x − y‖, hence ‖x − y‖  2ε/‖f ‖ for any
x ∈ M1 and y ∈ M2. Thus (2.1) holds. Conversely, suppose that (2.1) holds. Set 2δ = d(M1,M2)
and Mδ1 = M1 + B(θ, δ), Mδ2 = M2 + B(θ, δ), where B(θ, δ) := {x ∈ X | ‖x‖  δ}. Obviously
Mδ1 and M
δ
2 are open convex subsets of X and M
δ
1 ∩ Mδ2 = ∅. Hence by Lemma 1.1, there exist
a nontrivial continuous linear functional f and a real number α such that
f (x) α  f (y) for any x ∈ Mδ1 and y ∈ Mδ2 .
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f (x1) α − ε < α + ε  f (x2) for any x1 ∈ M1 and x2 ∈ M2,
that is, M1 and M2 are strongly separated by the closed hyperplane H(f,α). 
As a consequence of Theorem 2.1 along with Lemmas 1.2 and 1.3, we obtain the following
theorem, which provides a ball separation condition for bounded convex sets in Hilbert spaces.
Theorem 2.2. Let M1 and M2 be two nonempty convex subsets of a real Hilbert space X. Sup-
pose that M1 is bounded and d(M1,M2) > 0. Then there exists a ball B(z0, r) := {x ∈ X |
‖x − z0‖ r} in X such that B(z0, r) ⊃ M1 and d(B(z0, r),M2) > 0.
Proof. According to Theorem 2.1, M1 and M2 can be strongly separated by a closed hyperplane
H(f,α), that is, there exists ε > 0 such that
f (y) α − ε < α + ε  f (x) for any x ∈ M1 and y ∈ M2. (2.2)
We take u0 ∈ H(f,α + ε). Since the closed hyperplane H(f,α) is a complete convex subset
of X, by Lemma 1.2, there exists v0 ∈ X which is the optimal approximation element of u0.
By Lemma 1.3, we have u0 − v0 ⊥ H(f,α) − v0, hence H(f,α) − v0 ⊂ (u0 − v0)⊥. Since
H(f,α) − v0 is a maximal linear subspace of X,
H(f,α) − v0 = (u0 − v0)⊥. (2.3)
For any x ∈ M1, we denote the optimal approximation element of x in the closed sub-manifold
N = {y | y = v0 + μ(u0 − v0), μ ∈ R} by x0. Then by Lemma 1.3,
x − x0 ⊥ N − {x0}. (2.4)
Set
x0 = v0 + t0(u0 − v0). (2.5)
Since w = v0 + (t0 + 1)(u0 − v0) ∈ N,x − x0 ⊥ w − x0, that is, x − x0 ⊥ u0 − v0, so x − x0 ∈
(u0 − v0)⊥, hence, by (2.3), x − x0 ∈ H(f,α) − v0. Thus, by (2.2),
α + ε  f (x) = f (x − x0 + x0) = f (x − x0) + f (x0)
= α − f (v0) + f
(
v0 + t0(u0 − v0)
)= α − f (v0) + f (v0) + t0
(
f (u0) − f (v0)
)
= α + t0(α + ε − α) = α + t0ε,
hence
t0 > 1. (2.6)
Since M1 is bounded, we can set d := sup{‖x − v0‖ | x ∈ M1}. Again since v0 ∈ N, by (2.4), we
have x − x0 ⊥ v0 − x0, hence ‖x − x0‖2  ‖x − x0‖2 + ‖x0 − v0‖2 = ‖x − v0‖2  d2, so we
have
‖x − x0‖ d. (2.7)
Also by (2.5), it followed that d  ‖x0 − v0‖ = t0‖u0 − v0‖, so we have
t0  d/‖u0 − v0‖. (2.8)
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λ0 > d
2/
(
2‖u0 − v0‖2
)+ d/‖u0 − v0‖ (2.9)
and setting
z0 = v0 + λ0(u0 − v0), (2.10)
by (2.4), we have
z0 − x0 = (λ0 − t0)(u0 − v0), (2.11)
and by (2.5)–(2.11), we have
‖z0 − v0‖2 =
∥∥λ0(u0 − v0)
∥∥2
= (λ0 − t0)2‖u0 − v0‖2 + 2t0(λ0 − t0)‖u0 − v0‖2 + t20‖u0 − v0‖2
>
∥∥(λ0 − t0)(u0 − v0)
∥∥2
+ 2(d2/(2‖u0 − v0‖2
)+ d/‖u0 − v0‖ − d/‖u0 − v0‖
)‖u0 − v0‖2
= ‖z0 − x0‖2 + d2  ‖z0 − x0‖2 + ‖x − x0‖2.
Since z0 ∈ N , by (2.4), x−x0 ⊥ z0 −x0, hence ‖z0 −v0‖2  ‖z0 −x0‖2 +‖x−x0‖2 = ‖z0 −x‖2,
that is, ‖x − z0‖ ‖z0 − v0‖. Setting r = ‖z0 − v0‖ = λ0‖u0 − v0‖, we have x ∈ B(z0, r). By
arbitrariness of x ∈ M1, it follows that M1 ⊂ B(z0, r).
Next we shall prove that f (x) α for any x ∈ B(z0, r). In fact, we assume x1 is the optimal
approximation element of x in N and set
x1 = v0 + t (u0 − v0). (2.12)
By Lemma 1.3,
x − x1 ⊥ N − {x1}. (2.13)
Since z0 ∈ N , x − x1 ⊥ z0 − x1, so ‖x − z0‖2 = ‖x − x1‖2 + ‖x1 − z0‖2  ‖x1 − z0‖2, hence
‖x − z0‖ ‖x1 − z0‖. (2.14)
By (2.10) and (2.12), we have ‖x1 − z0‖ = ‖(t − λ0)(u0 − v0)‖ = |λ0 − t |‖u0 − v0‖, hence
by (2.14),
λ0‖u0 − v0‖ = r  ‖x − z0‖ ‖x1 − z0‖
= |λ0 − t |‖u0 − v0‖ (λ0 − t)‖u0 − v0‖,
so λ0 − t  λ0, that is, t  0. Taking w1 = v0 + (t + 1)(u0 − v0) ∈ N, by (2.13), we can get
x − x1 ⊥ w1 − x1, and by (2.12), we have x − x1 ⊥ u0 − v0, hence x − x1 ∈ (u0 − v0)⊥, again
by (2.3), it follows that x − x1 ∈ H(f,α) − v0, so we have
f (x) = f (x − x1) + f (x1) = α − f (v0) + f
(
v0 + t (u0 − v0)
)
= α − f (v0) + f (v0) + t
(
f (u0) − f (v0)
)= α + t (α + ε − α) = α + tε  α.
Therefore, associating with (2.2), we have
f (y) α − ε < α  f (x) for any x ∈ B(z0, r) and y ∈ M2.
Again by Theorem 2.1 it follows that d(B(z0, r),M2) > 0. 
The next corollary is a direct consequence of the previous theorem.
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space X and d(M1,M2) > 0, then there exist two balls B(z1, r1) and B(z2, r2) in X such that
B(z1, r1) ⊃ M1,B(z2, r2) ⊃ M2 and d(B(z1, r1),B(z2, r2)) > 0.
Remark 2.4. Let X be a normed linear space, r > 0 and y ∈ X. We define a function gry(x) on
X by
gry(x) = r‖x − y‖ for x ∈ X,
and a set
G = {gry
∣∣ r > 0, y ∈ X},
then S is a sphere in X if and only if there exist gry0(x) ∈ G and a > 0 such that
S = {x ∣∣ gry0(x) = a
}
.
To finish this section, we will provide another version of Theorem 2.2 in terms of the previous
remark.
Theorem 2.5. Let M1 and M2 be two nonempty convex subsets of a real Hilbert space X sat-
isfying M1 is bounded and d(M1,M2) > 0. Then there exist gry(x) ∈ G, ε > 0 and a > 0 such
that
gry(x) a for x ∈ M1 and gry(x) > a + ε for x ∈ M2.
Proof. By Theorem 2.2, there exists a ball B(z0, r0) ⊃ M1 in X such that d(B(z0, r0),M2) > 0.
Let ε = d(B(z0, r0),M2)/3, then d(B(z0, r0 + 2ε),M2) > 0, hence B(z0, r0 + 2ε)∩M2 = ∅. So
we have g1z0(x) = ‖x − z0‖ r0 for any x ∈ M1 and g1z0(x) = ‖x − z0‖ r0 + 2ε > r0 + ε for
any x ∈ M2. 
3. Representation forms of convex closures and convex functionals
In this section, we will provide representation forms of convex closures and results about
convex functionals, all based upon what is obtained from the previous section.
Theorem 3.1. Let S be a bounded subset of a Hilbert space X. Then
[S] =
⋂
{B | B is a closed ball in X and B ⊃ S},
where [S] denotes the convex hull of S and [S] is its closed convex hull.
Proof. For each closed ball B containing S, since B is closed and convex, [S] ⊂ B, hence
[S] ⊂⋂{B | B is a closed ball in X and B ⊃ S}. We shall show that ⋂{B | B is a closed ball in
X and B ⊃ S} ⊂ [S]. If not, there exists x ∈⋂{B | B is a closed ball in X and B ⊃ S} but x /∈ [S].
Since [S] is closed, we have d(x, [S]) > 0. Since {x} and [S] are convex, by Theorem 2.2, there
exists a closed ball B ⊃ [S], but d(x,B) > 0, that is, x /∈ B . This is contradictory to the above
hypothesis. 
Theorem 3.2. Let S be a bounded subset of a Hilbert space X. Then [S] =⋂g∈G{x ∈ X | g(x)
supy∈S g(y)}.
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g ∈ G. We shall show that Ag is closed and convex. In fact, setting g(x) = r‖x − z0‖, r > 0,
z0 ∈ X, and taking any point sequence {xn} of Ag such that xn → x0 as n → ∞, we have
sup
y∈S
g(y) g(xn) = r‖xn − z0‖ → r‖x0 − z0‖ = g(x0) as n → ∞,
hence x0 ∈ Ag , so Ag is closed. If x ∈ Ag and z ∈ Ag , g(x)  supy∈S g(y) and g(z) 
supy∈S g(y). For any λ ∈ [0,1],
g
(
λx + (1 − λ)z)= r∥∥λx + (1 − λ)z − z0
∥∥= r∥∥λ(x − z0) + (1 − λ)(z − z0)
∥∥
 λr‖x − z0‖ + (1 − λ)r‖z − z0‖ = λg(x) + (1 − λ)g(z) sup
y∈S
g(y),
so Ag is convex. By S ⊂ Ag , it follows that [S] ⊂ Ag . Therefore [S] ⊂⋂g∈G{x ∈ X | g(x) 
supy∈S g(y)}.
We next shall show that [S] ⊃ ⋂g∈G{x ∈ X | g(x)  supy∈S g(y)}. In fact, if x0 /∈ [S],
d(x0, [S]) > 0 since [S] is closed. According to Theorem 2.5, there exists g ∈ G such that
g(x0) > a + ε > a  g(y) for any y ∈ S, where a and ε are real numbers and ε > 0, hence
g(x0) > supy∈S g(y), so x0 /∈ Ag . The proof is complete. 
Finally, we present the next two theorems about convex functionals.
Theorem 3.3. Let E be a convex subset of a quasi-normed linear space X and f1(x),
f2(x), . . . , fn(x)n bounded convex functionals on E satisfying that there exists δ > 0 such that
the family Ii = {x ∈ E | f (xi) > δ}, i = 1,2, . . . , n, covers E, then there exist r > 0 and zi  0,
i = 1,2, . . . , n, such that ∑ni=1 z2i > r and
∑n
i=1(fi(x) − zi)2 < r for any x ∈ E.
Proof. We define a mapping T :E → Rn by
T :x → (f1(x), f2(x), . . . , fn(x)
)
, that is, T x = (f1(x), f2(x), . . . , fn(x)
)
for any x ∈ E, and set A = {(ω1,ω2, . . . ,ωn) ∈ Rn | ωi < δ/2, i = 1,2, . . . , n}. It is clear that
θ = (0,0, . . . ,0) ∈ Rn is an interior point of A. We also have that A and [TE] are convex.
We shall first prove that d([TE],A) > 0. In fact, let y = (y1, . . . , yn) for any y ∈ [TE]. By the
definition of [TE], there are w1,w2, . . . ,wν such that y =∑νi=1 μiwi, where wi ∈ TE, μi  0,
i = 1,2, . . . , ν, and ∑νi=1 μi = 1. Since wi ∈ TE, i = 1,2, . . . , ν, there exist x1, x2, . . . , xν ∈ E
such that wi = (f1(xi), f2(xi), . . . , fn(xi)), i = 1,2, . . . , ν. So we have yj = ∑νi=1 μifj (xi),
j = 1,2, . . . , n. And since fj is a convex functional, yj  fj (∑νi=1 μixi), j = 1,2, . . . , n.
Hence by
∑n
i=1 μixi ∈ E, there exists a positive integer j0  n such that yj0 
fj0(
∑ν
i=1 μixi) > δ. Taking any ω = (ω1,ω2, . . . ,ωn) ∈ A, we have
d(y,ω) =
n∑
j=1
(yj − ωj )2  (yj0 − ωj0)2 > (δ − δ/2)2 = δ2/4,
hence d([TE],A) δ2/4 > 0.
We apply Theorem 2.1 to [TE] and A. So there exists a closed hyperplane H(F,α) that
strongly separates [TE] and A. Set F = (t1, t2, . . . , tn), then there exists ε > 0 such that
n∑
i=1
tiωi  α − ε < α + ε 
n∑
i=1
tifi(x) (3.1)
for any ω = (ω1,ω2, . . . ,ωn) ∈ A and x ∈ E.
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(0, . . . ,0,−n,0, . . . ,0), where the i0th component of ξ is −n. Because ξ ∈ A, we have F(ξ)
α − ε, that is, −ti0n  α − ε; on the other hand, it is clear that −nti0 → +∞ as n → ∞,
which is contradictory. Thus ti  0 for i = 1,2, . . . , n. Since F is a nontrivial linear functional,
(t1, t2, . . . , tn) = (0,0, . . . ,0). We also can prove that α > 0. Taking ω = (δ/4, δ/4, . . . , δ/4) ∈ A,
by (3.1), we have α > α − ε ∑ni=1 ti (δ/4) > 0.
Setting k = 1/(∑ni=1 t2i ) > 0, λ0 = supx∈E{
∑n
i=1 f 2i (x)/(2kε2)} > 0, r = λ20ε2k > 0 and
zi = (α + λ0ε)kti  0, i = 1,2, . . . , n, by (3.1), we have
n∑
i=1
z2i =
n∑
i=1
[
(α + λ0ε)kti
]2 = (α + λ0ε)2k2
n∑
i=1
t2i = (α + λ0ε)2k > λ20ε2k = r
and for any x ∈ E,
n∑
i=1
(
fi(x) − zi
)2 =
n∑
i=1
z2i − 2
n∑
i=1
zifi(x) +
n∑
i=1
f 2i (x)
=
n∑
i=1
[
(α + λ0ε)kti
]2 − 2
n∑
i=1
(α + λ0ε)ktifi(x) +
n∑
i=1
f 2i (x)
= (α + λ0ε)2k2
n∑
i=1
t2i − 2(α + λ0ε)k
n∑
i=1
tifi(x) +
n∑
i=1
f 2i (x)
 (α + λ0ε)2k − 2(α + λ0ε)k(α + ε) + 2kε2λ0
= (λ0ε2 − α2 − 2αε)k < λ20ε2k = r. 
Theorem 3.4. Let E be a compact convex subset of a quasi-normed linear space, and {fi(x) |
i ∈ I } a family of lower semi-continuous bounded convex functionals. Suppose that the system of
inequalities fi(x) 0, i ∈ I , has no solution. Then there exist r > 0, zi  0, i = 1,2, . . . , n, and
indexes l1, l2, . . . , ln ∈ I such that ∑ni=1 z2i > r and
∑n
i=1(fli (x) − zi)2 < r for any x ∈ E.
Proof. Let Gi,ε = {x ∈ E | fi(x) > ε} and Si,ε = {x ∈ E | fi(x)  ε} for any i ∈ I and ε > 0.
Then Si,ε is a level set. Since fi(x) is lower semi-continuous on E, by Lemma 1.4, Si,ε is closed.
By Gi,ε = E \ Si,ε , it follows that Gi,ε is a relatively open set of E.
Since the system fi(x)  0, i ∈ I , has no solution, we have that {Gi,ε | i ∈ I, ε > 0} is a
covering of E, i.e., there exist a positive integer n, a group of positive numbers ε1, ε2, . . . , εn,
and n indexes li ∈ I , i = 1,2, . . . , n, such that ⋃ni=1 Gli,εi ⊃ E. Taking ε = min1in εi , we
have
⋃n
i=1 Gli,ε ⊃ E.
At last, applying Theorem 3.3 to the family {fli (x), i = 1,2, . . . , n} of convex functionals,
we obtain the conclusion of the theorem. 
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