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The dynamics of a periodically driven system whose time evolution is governed by the Schro¨dinger
equation with non-Hermitian Hamiltonians can be perfectly stable. This finding was only obtained
very recently and will be enhanced by many exact solutions discovered in this work. The main
concern of this study is to investigate the adiabatic following dynamics in such non-Hermitian
systems stabilized by periodic driving. We focus on the peculiar behavior of stable cyclic (Floquet)
states in the slow-driving limit. It is found that the stable cyclic states can either behave as
intuitively expected by following instantaneous eigenstates, or exhibit piecewise adiabatic following
by sudden-switching between instantaneous eigenstates. We aim to cover broad categories of non-
Hermitian systems under a variety of different driving scenarios. We systematically analyze the
sudden-switch behavior by a universal route. That is, the sign change of the critical exponent in our
asymptotic analysis of the solutions is always found to be the underlying mechanism to determine
if the adiabatic following dynamics is trivial or piecewise. This work thus considerably extends our
early study on the same topic [Gong and Wang, Phys. Rev. A 97, 052126 (2018)] and shall motivate
more interests in non-Hermitian systems.
I. INTRODUCTION
Recent theoretical and experimental studies have
touched upon many physically interesting cases described
by non-Hermitian Hamiltonians [1–4]. This class of dy-
namical systems is simply termed non-Hermitian systems
below. The dynamics of non-Hermitian systems can be
a fruitful and useful topic considering its potential ap-
plications in understanding and controlling wave propa-
gation with gain and loss. From the fundamental point
of view, the time evolution governed by non-Hermitian
Hamiltonians constitutes an interesting extension [5, 6]
of the conventional quantum mechanics and prompts us
to have a new look at a variety of quantum dynamical
phenomena.
Our focus is on the general time-evolution features
of non-Hermitian systems in the presence of periodic
time modulation. According to the Floquet theorem,
all important dynamical aspects of such systems with a
time-periodic (though non-Hermitian) Hamiltonian can
be captured by the so-called Floquet states or cyclic
states. These states are simply the eigenstates of the
one-period time evolution operator and hence simply ac-
quire an overall phase factor after one period, with the
phase, called Floquet eigenphase, being complex in gen-
eral. Interestingly, it was earlier shown that by tuning
the system parameters, some peculiar dynamical regime
can emerge, where periodic time modulation may help to
stabilize non-Hermitian systems because all cyclic states
can be made to possess real eigenphases [7, 8]. Indeed,
under such circumstances, the stroboscopic time evolu-
tion becomes unitary up to a similarity transformation
[8] and hence resembles much to the familiar quantum
evolution governed by Hermitian Hamiltonians.
To gain more insights into non-Hermitian systems sta-
bilized by periodic time modulation, we aim to carry out
a rather systematic and technical study of these systems
in the limit of slow time modulation. In particular, can
such systems just comfortably adapt to the slowly-time-
varying Hamiltonian, just as what is na¨ıvely suggested
by the adiabatic theorem from the conventional quantum
mechanics [9] and classical mechanics? This issue is also
of general interest because in Nature, slow and almost
periodic modulation is often naturally introduced to a
broad class of systems around us, by the slow periodic
change of the four seasons. The common wisdom would
say Yes to the question here, but caution must be taken
because even in the domain of conventional quantum me-
chanics, new understandings of the physics of adiabatic
following are still emerging [9–14]. Indeed, as shown by
a recent study by us [15], the concept of adiabatic fol-
lowing with the instantaneous eigenstates of the system
Hamiltonian is actually not necessarily true. Instead,
a non-Hermitian system can display unexpected behav-
ior of sudden switching between different instantaneous
eigenstates of the system Hamiltonian. That is, contrary
to our na¨ıve expectations, the adiabatic following dynam-
ics is piecewise. For several two-level non-Hermitian sys-
tems subject to a harmonic driving, the system’s time-
evolution was analyzed from a geometrical point of view,
via the projected Hilbert space depicted by the Bloch
sphere [15]. During the time evolution, the system’s tra-
jectory on the Bloch sphere may display drastic changes,
a phenomenon unique in non-Hermitian systems. We
stress that this sudden switch behavior is not caused by
circling around a spectral exceptional point (EP) because
all the dynamics are chosen to be away from and not
circling around any EP. It is also a distinctly different
phenomenon from the unstable evolution when the ini-
tial state is chosen to be an energy eigenstate [20–23].
To demonstrate this, we actually went a long way by
adopting a physical and highly useful geometrical phase
concept [16–18] to characterize the exotic dynamical be-
havior [15]. This geometrical approach has recently led
to a new scheme to characterize the so-called dynamical
phase transitions in non-Hermitian systems [19].
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2The task of this work is to lay a solid theoretical
foundation, as well as a framework, for understanding
the above-mentioned sudden-switch behavior in the adi-
abatic following dynamics of non-Hermitian systems. To
that end, we treat a broad class of non-Hermitian two-
level systems periodically modulated by one, two or even
three harmonic driving fields. We shall analyze in detail
when and how the sudden-switch phenomenon occurs,
thus demonstrating that the intriguing sudden-switching
behavior in the adiabatic following dynamics can be typ-
ical. How different driving schemes impact on the adi-
abatic following dynamics will become clear from this
work. More than one sudden-switches (sometimes as
many as four) within one driving period are also found
to be possible. Our careful theoretical calculations can
identify clearly the underlying critical boundaries in the
parameter space of such systems. Indeed, having and not
having sudden-switch behavior in the adiabatic following
dynamics represent two distinctively different dynami-
cal features. Because each of the two cases corresponds
to certain regions in the parameter space, each region
can be viewed as a phase (analogous to the widely used
terminology of spontaneous PT symmetry breaking in
Refs. [1–4] when referring to crossing different parame-
ter regions). As seen below, even when the dynamics is
not exactly solvable, there is still a powerful technique
that allows us to carry out necessary asymptotic analysis
in the slow-driving limit. The rather general treatment
in these systems not only extend the models we stud-
ied before [8, 15], but can also cover interesting models
studied by others [20, 22]. Our comprehensive results
shall become a useful reference for any future theoretical
and experimental study of adiabatic following dynamics
in periodically driven and non-Hermitian systems.
Section II outlines some general treatments and our
notation for 2 × 2 non-Hermitian Hamiltonians period-
ically modulated in time. Based on the nature of the
periodic time dependence of the Hamiltonian we divide
our model systems into four categories, three of them re-
spectively treated in Sec. III, IV, and V. The last section
concludes this work. Appendix A presents some details
of an intermediate result and Appendix B treats a more
technical case where the driving field has three different
frequency components including a constant term.
II. GENERIC 2× 2 TIME-DEPENDENT
HAMILTONIANS
Consider the time-dependent Schro¨dinger equation
i~|Ψ˙(t)〉 = H(t)|Ψ(t)〉, (1)
where the overhead dot denotes the time derivative,
f˙(t) = df(t)dt . The time-dependent Hamiltonian is as-
sumed to be a 2× 2 matrix, whose most general form is
given by
H(t) =
(
f0(t) + f3(t) f1(t)− if2(t)
f1(t) + if2(t) f0(t)− f3(t)
)
. (2)
with all the components fµ(t) with µ = 0, 1, 2, 3 being
complex-valued functions of time in general.
A. Trace can always be gauged away
Consider a gauge transformation
|Ψ(t)〉 ≡ η(t)|ψ(t)〉, (3)
where
η(t) ≡ exp
[
1
i~
∫ t
dτf0(τ)
]
. (4)
The Schro¨dinger equation satisfied by |ψ(t)〉 is
i~|ψ˙(t)〉 = h(t)|ψ(t)〉, (5)
where
h(t) ≡ H(t)− i~η−1(t)η˙(t)1
= H(t)− f0(t)1
=
(
f3(t) f1(t)− if2(t)
f1(t) + if2(t) −f3(t)
)
≡ f(t) · σ, (6)
with 1 to be the unity matrix, σ = (σ1, σ2, σ3) to be
Pauli matrices, and the dot product is defined as
A ·B ≡ A1B1 +A2B2 +A3B3. (7)
Certainly, the dot product between two complex vectors
is in general complex valued as well. Both its real and
imaginary parts are invariant under rotations of the vec-
tors. Upon this representation change, the transformed
Hamiltonian h(t) becomes traceless. For this reason, in
the following we will only consider the traceless Hamil-
tonians without loss of generality.
B. Instantaneous eigenstates
The instantaneous eigenstates of the traceless Hamil-
tonian in Eq. (6) are found to be
|E±(t)〉 =
(
f1(t)− if2(t)
−f3(t)±
√
f(t) · f(t)
)
, (8)
with the corresponding eigenvalues
E±(t) = ±
√
f(t) · f(t). (9)
Clearly, the exceptional point (EP) is located at f(t) ·
f(t) = 0.
3C. Differential equations
Let us rewrite the two-component wavefunction as fol-
lows:
|ψ(t)〉 =
(
a(t)
b(t)
)
. (10)
Then the Schro¨dinger equation yields (in ~ = 1 unit)
ia˙(t) = f3(t)a(t) + [f1(t)− if2(t)] b(t), (11)
ib˙(t) = [f1(t) + if2(t)] a(t)− f3(t)b(t). (12)
If f1(t) − if2(t) is non-zero or only vanishes at isolated
points, we may cancel b(t) and obtain a second order
differential equation for a(t),
a¨− f˙1 − if˙2
f1 − if2 a˙+
(
f · f − i f˙1 − if˙2
f1 − if2 f3 + if˙3
)
a = 0. (13)
Here we have suppressed the time variable t. Similarly, if
f1(t) + if2(t) is not vanishing over a time interval, a very
similar equation of b(t) can be obtained,
b¨− f˙1 + if˙2
f1 + if2
b˙+
(
f · f + i f˙1 + if˙2
f1 + if2
f3 − if˙3
)
b = 0. (14)
From now on, we assume that f1(t) − if2(t) vanishes at
most at isolated points and solve for Eq. (13). In the case
that H(t) has a lower triangular form with f1(t)−if2(t) =
0, one simply needs to solve Eq. (14) first and then follow
a similar procedure described below. In the very special
case with both f1(t) − if2(t) = 0 and f1(t) + if2(t) = 0,
we have f1(t) = f2(t) = 0 over a time interval and then
H(t) reduces to a diagonal form. In that almost trivial
case a(t) and b(t) can be easily found by solving the two
first-order differential equations as suggested by Eqs. (11)
and (12).
If Eq. (13) is solvable, with the two linearly indepen-
dent special solutions given by y1(t) and y2(t), then the
general solution a(t) has the form
a(t) = C1y1(t) + C2y2(t). (15)
Equation (11) then directly gives b(t):
b(t) = α(t)a(t) + β(t)a˙(t), (16)
with
α(t) ≡ − f3
f1 − if2 and β(t) ≡
i
f1 − if2 . (17)
Needless to say, only for some very special forms of f(t),
the explicit solutions to Eq. (13) can be indeed found.
In the following sections, we will discuss some of these
special cases. However, even without obtaining the ex-
plicit solution, we can still proceed with our discussions
assuming their existence.
D. Time evolution operator
For a given initial state, one can match it with the
general solution
(
a(t)
b(t)
)
to find C1 and C2. That is,
using (
a(0)
b(0)
)
=
(
a0
b0
)
, (18)
we find the two constants of integrations to be
C1 =
a0 [α(0)y2(0) + β(0)y
′
2(0)]− b0y2(0)
β(0)W(0) ,
C2 = −a0 [α(0)y1(0) + β(0)y
′
1(0)]− b0y1(0)
β(0)W(0) , (19)
where α(t) and β(t) are defined above in Eq. (17) and we
have introduced the Wronskian of the two special solu-
tions,
W(t) ≡ y1(t)y′2(t)− y′1(t)y2(t). (20)
Let U(t) be the time evolution operator. By definition
we have (
a(t)
b(t)
)
≡ U(t)
(
a(0)
b(0)
)
. (21)
Using the previous expressions for a(t) and b(t), we arrive
at
U(t) =
1
β(0)W(0)
(
U˜11(t) U˜12(t)
U˜21(t) U˜22(t)
)
, (22)
where
U˜11(t) = [α(0)y2(0) + β(0)y
′
2(0)] y1(t)
− [α(0)y1(0) + β(0)y′1(0)] y2(t),
U˜12(t) = −y2(0)y1(t) + y1(0)y2(t),
U˜21(t) = [α(0)y2(0) + β(0)y
′
2(0)] [α(t)y1(t) + β(t)y
′
1(t)]
− [α(0)y1(0) + β(0)y′1(0)] [α(t)y2(t) + β(t)y′2(t)] ,
U˜22(t) = −y2(0) [α(t)y1(t) + β(t)y′1(t)]
+y1(0) [α(t)y2(t) + β(t)y
′
2(t)] . (23)
Interestingly, if we rewrite the arbitrary initial state in
terms of the following superposition,(
a(0)
b(0)
)
= C1
(
y1(0)
α(0)y1(0) + β(0)y
′
1(0)
)
+C2
(
y2(0)
α(0)y2(0) + β(0)y
′
2(0)
)
, (24)
then the time-evolved state at time t does maintain this
form, namely,(
a(t)
b(t)
)
= U(t)
(
a(0)
b(0)
)
= C1
(
y1(t)
α(t)y1(t) + β(t)y
′
1(t)
)
+C2
(
y2(t)
α(t)y2(t) + β(t)y
′
2(t)
)
, (25)
4with all time-dependent functions updated but with pre-
cisely the same C1 and C2 as two integration constants.
This result can be regarded as one direct outcome of the
linearity of the Schro¨dinger equation, a feature useful for
our analysis below.
In the slow-driving limit, if one of the two special so-
lutions used above is much greater than the other, then
the wavefunction approximately parallel to the dominant
term on the right-hand side of Eq. (25). For example,
suppose y1(t) y2(t) for some t, then the term propor-
tional to C2 in Eq. (25) is negligible. During the evo-
lution, this dominance relation may change due to the
well-known Stokes phenomenon. Say, for some other t,
y1(t)  y2(t), then the C2 term in Eq. (25) becomes
dominant. This can then lead to a drastic change in the
time-evolving state when it is projected onto smoothly
changing basis states, such as the instantaneous eigen-
state representation. This qualitative understanding will
be important when we analyze different models in the
following sections [24].
Figure 1 shows two distinct behaviors for time-evolving
states under the slow-driving limit. The top two panels
show that one state follows one of the instantaneous en-
ergy eigenstates. The bottom two panels present a dras-
tically different feature. In most of the time, the time-
evolving state follows the instantaneous energy eigen-
states in a piecewise fashion. During some relative short
time windows, the time-evolving state “hops” from one
instantaneous eigenstate to the other. Note that the two
energy eigenstates have not swapped, which evidently
means that no EP has been circled. This profound break-
down of the adiabatic theorem in non-Hermitian systems
was first reported by us [15].
FIG. 1. (color online) Real and imaginary parts of ψ(t) =
b(t)/a(t) for a time-evolving states (solid lines) and the in-
stantaneous energy eigenstates (dashed lines) for the UCF
model in Eq. (100) with r = 0.2i, ρ = −0.8, and T = 300.
The top two panels show that one Floquet state, |F+(t)〉
adiabatically follows one of the instantaneous energy eigen-
states. The bottom panels present the piecewise following by
the other Floquet state, |F−(t)〉. It hops four times within
one period. Here and in other figures, all plotted quantities
are in dimensionless units with ~ = 1.
E. Time-Periodic systems
Consider now time-periodic Hamiltonians with,
H(t+ T ) = H(t). (26)
According to the Floquet theorem, the eigenstates of the
time evolution operator U(T ) of one period are cyclic
states (also called Floquet states), with
U(T )|F±(0)〉 = e±iφ|F±(0)〉. (27)
The zero sum of the two phases is a result of the trace-
less feature of the Hamiltonian we can always assume.
As such, if φ 6= 0 and φ 6= ±pi, then we get two non-
degenerate cyclic states whose time-dependence is deter-
mined by |F±(t)〉 = U(t)|F±(0)〉. Note that φ is complex
valued in general. When φ is real and nonzero, the sys-
tem has long-term stability insofar the system can only
acquire a phase factor on the unit circle after an arbitrary
number of driving periods. In this sense, the system pos-
sesses “extended unitarity” according to Ref. [8]. The
special situation with degenerated eigenphases must be
treated carefully. If U(T ) has two distinct eigenstates,
the system is still stable. If U(T ) is not diagonalizable,
only one cyclic state may be obtained. To form a com-
plete set, one must find a generalized eigenstate in the
Jordan chain. A generic state is a linear combination of
the Floquet state and the generalized eigenstate, which
leads to a linear growth in time [25]. To avoid such a
complication, we only consider non-degenerated Floquet
states in the rest of the paper.
Note also that the Floquet states can always be ex-
panded in the manner depicted by Eq. (24) with time-
independent coefficients C1 and C2.
III. MODELS WITH A SINGLE FOURIER
COMPONENT
All components fµ(t) parameterizing a periodic Hamil-
tonian H(t) are complex-valued functions with the same
period,
T ≡ 2pi
ω
. (28)
From the Fourier theorem, we can write f(t) in terms of
its Fourier components, i.e.,
f(t) =
∞∑
n=−∞
f˜ne
inωt. (29)
For completeness, we start from the simplest cases with
just one nonzero Fourier component.
A. Time-independent Hamiltonian
When the Hamiltonian is time-independent, say
f(t) = p, (30)
5we have
H0 =
(
p3 p1 − ip2
p1 + ip2 −p3
)
. (31)
If p1 − ip2 6= 0, the solution is simply
a(t) = C1e
i
√
p·pt + C2e−i
√
p·pt,
b(t) = −C1
p3 +
√
p · p
p1 − ip2 e
i
√
p·pt − C2
p3 −√p · p
p1 − ip2 e
−i√p·pt.
(32)
Fitting the initial conditions in Eq. (24) gives
C1 =
1
2
√
p · p [(
√
p · p− p3) a(0)− (p1 − ip2) b(0)] ,
C2 =
1
2
√
p · p [(
√
p · p+ p3) a(0) + (p1 − ip2) b(0)] .
(33)
Since the Hamiltonian is time-independent, the cyclic
states coincide with the energy eigenstates in Eq. (8),
|F±(0)〉 = |E±〉 =
(
p1 − ip2
−p3 ±√p · p
)
. (34)
The overall phases of the time-evolving state |F±(t)〉
are simply the dynamical phases (time integration of the
eigenvalue of the Hamiltonian),
|F±(t)〉 = e∓i√p·pt|E±〉. (35)
The system is stable if the eigenenergy is real. Note
that real energy eigenvalues do not necessarily mean that
the Hamiltonian is Hermitian. Rather, such kind of real
eigenvalues can be due to the PT symmetry [1, 2, 26, 27].
The Floquet states |F±(t)〉 are always parallel with the
corresponding energy eigenstates |E±〉. One can safely
say that not much is interesting in the dynamics.
B. Single-frequency driving
When the Hamiltonian contains only one Fourier com-
ponent, say
f(t) = peinωt. (36)
For any nonzero n, we can always rescale ω → ω/n to
absorb the parameter n. Thus, without loss of gener-
ality, consider a Hamiltonian with the following single
frequency driving,
H1 =
(
p3 p1 − ip2
p1 + ip2 −p3
)
eiωt. (37)
If p1 − ip2 6= 0, the solution is
a(t) = C1 exp
(√
p · p
ω
eiωt
)
+ C2 exp
(
−
√
p · p
ω
eiωt
)
,
b(t) = −C1
p3 +
√
p · p
p1 − ip2 exp
(√
p · p
ω
eiωt
)
−C2
p3 −√p · p
p1 − ip2 exp
(
−
√
p · p
ω
eiωt
)
. (38)
Matching this solution to the initial condition as in
Eq. (24), one obtains
C1 =
(
p3 +
√
p · p) a(0) + (p1 − ip2) b(0)
2
√
p · p exp
(√
p · p
ω
)
,
C2 = −
(
p3 −√p · p
)
a(0) + (p1 − ip2) b(0)
2
√
p · p exp
(
−
√
p · p
ω
)
.
(39)
For this time-dependent Hamiltonian subject to an over-
all time-dependent factor, it is straightforward to find
that the Floquet states again coincide with the instanta-
neous energy eigenstates, with
|F±(0)〉 = |E±(0)〉 =
(
p1 − ip2
−p3 ±√p · p
)
, (40)
and
|F±(t)〉 = U(t)|F±(0)〉
= exp
[
±
√
p · p
ω
(1− eiωt)
](
p1 − ip2
−p3 ±√p · p
)
.
(41)
That is, as time evolves the state only acquires some
overall complex-valued phases. After one period, each
cyclic state returns to itself with total phase zero. The
system is hence stable. Interestingly, even though the
Hamiltonian is time-dependent, the cyclic state always
aligns with the eigenstates of the Hamiltonian, no matter
how fast or slow the driving is. Once again, we see no
rich dynamics here.
IV. MODELS WITH ONE FOURIER
COMPONENT AS WELL AS A
ZERO-FREQUENCY TERM
A. General considerations
In this section, we consider models with two Fourier
components with one of the two being a constant. For
example,
f(t) = p+ q einωt. (42)
We may also rescale ω → ω/n to absorb the parameter
n. Thus, without loss of generality, let us consider
H01 = p · σ + q · σeiωt
=
(
p3 p1 − ip2
p1 + ip2 −p3
)
+
(
q3 q1 − iq2
q1 + iq2 −q3
)
eiωt.
(43)
The two components satisfy the differential equations
ia˙(t) =
(
p3 + q3e
iωt
)
a(t) +
[
(p1 − ip2) + (q1 − iq2)eiωt
]
b(t),
ib˙(t) =
[
(p1 + ip2) + (q1 + iq2)e
iωt
]
a(t)− (p3 + q3eiωt) b(t).
(44)
6If one of (p1 − ip2) and (q1 − iq2) does not vanish, we
may cancel b(t) and obtain a second order differential
equation for a(t),[
(p1 − ip2) + (q1 − iq2)eiωt
]
a¨(t)− iω(q1 − iq2)eiωta˙(t)
= −{(p1 − ip2)p · p
+ [(p1 − ip2)(2p · q− ωq3) + (q1 − iq2)(p · p+ ωp3)] eiωt
+ [(p1 − ip2)q · q+ 2(q1 − iq2)p · q] e2iωt
+(q1 − iq2)q · q e3iωt
}
a(t). (45)
This equation can be separated into two parts, one is
proportional to (p1 − ip2), and the other is proportional
to (q1 − iq2)eiωt,
(p1 − ip2){eqnP }+ (q1 − iq2)eiωt{eqnQ} = 0, (46)
where
eqnP ≡ a¨(t) +
[
p · p+ (2p · q− ωq3)eiωt + q · q e2iωt
]
a(t),
eqnQ ≡ a¨(t)− iωa˙(t) +
[
(p · p+ ωp3) + 2p · q eiωt
+q · q e2iωt] a(t).
This “master” equation is solvable if either p1 − ip2 or
q1 − iq2 vanishes.
B. Asymptotic analysis
To proceed we now introduce a change of variable
(which will be used in other following sections as well).
In particular, we define
Z(t) ≡ eiωt and a(Z) = a(t). (47)
Equation (46) then becomes
−(p1 − ip2)
{
ω2Z2a′′(Z) + ω2Za′(Z)
+
[
p · p+ (2p · q− ωq3)Z + q · qZ2
]
a(Z)
}
= (q1 − iq2)Z
{
Z2ω2a′′(Z)
+
[
p · p+ ωp3 + 2p · qZ + q · qZ2
]
a(Z)
}
. (48)
Of our central interest is always the slow-driving limit.
However, one must be careful because ω → 0 is a singular
limit of Eq. (48). Na¨ıvely setting ω = 0 will produce only
one but not two solutions for a(Z). The proper procedure
is to first let [28]
a(Z) ≡ em(Z)ω . (49)
Then m(Z) satisfies
[(p1 − ip2) + (q1 − iq2)Z]Z2
{
ωm′′(Z) + [m′(Z)]2
}
+ω(p1 − ip2)Zm′(Z)
= [(p1 − ip2) + (q1 − iq2)Z]
(
p · p+ 2p · qZ + q · qZ2)
−ω [(p1 − ip2)q3 − (q1 − iq2)p3]Z. (50)
This equation has a smooth slow-driving limit. Namely,
there are two distinct solutions. To the leading order,
Z2 [m′(Z)]2 ∼ p ·p+2p ·qZ+q ·qZ2, ω → 0. (51)
Thus,
m(Z) ∼ ±
∫ Z
dx
√
p · p+ 2p · qx+ q · qx2
x
. (52)
This indefinite integral has a closed form (see 2.261,
2.266, and 2.267 of Ref. [29]),∫
dx
√
a+ bx+ cx2
x
=
√
a+ bx+ cx2 −
√
a
2
ln
2a+ bx+ 2
√
a
√
a+ bx+ cx2
2a+ bx− 2√a√a+ bx+ cx2
+
b
4
√
c
ln
b+ 2cx+ 2
√
c
√
a+ bx+ cx2
b+ 2cx− 2√c√a+ bx+ cx2 . (53)
The integration constant is chosen such that the integral
vanishes when
√
a+ bx+ cx2 = 0.
We are now ready to analyze what happens to a(Z) =
e
m(Z)
ω in the slow-driving limit. Since m(Z) is obtained
to the leading order of ω, the behavior of a(Z) is now de-
termined by m(Z) obtained in Eq. (52). For convenience
in referring to the solution of m(Z), we define g(ωt) to
be the right hand side of Eq. (53) with
a = p · p, b = 2p · q, c = q · q (54)
and x = eiωt. Because m(Z) defined above has ± solu-
tions, asymptotically, a(t) must be a linear combination
of the two following terms,
a(t) ∼ D1v(ωt)e
g(ωt)
ω +D2v(ωt)e
− g(ωt)ω , ω → 0, (55)
where v(ωt) is an unimportant prefactor which can be
found by calculating the next order correction for m(Z)
in Eq. (52). Note that the constant pair D1 and D2
may not be the same as the pair C1 and C2 in Eq. (24).
Suppose that the real part of g(ωt) flips its sign at t = 0.
For example, Re [g(ωt)] > 0 when t < 0 and Re [g(ωt)] <
0 when t > 0. As long as neither D1 nor D2 vanishes,
then
a(t) ∼
{
D1v(ωt)e
g(ωt)
ω , t < 0,
D2v(ωt)e
− g(ωt)ω , t > 0.
(56)
Because of the large factor of 1ω in the exponent in the
slow driving limit, ω → 0, the flip of this asymptotic
behavior can occur in a relatively short time window.
This observation makes it intriguing to understand the
existence and features of such a sudden-switch or hopping
phenomenon.
Figure 2 illustrates the real part of the critical expo-
nent g(θ) for the same model used in Fig. 1. In this par-
ticular example, Re [g(θ)] changes signs four times. As a
result, one of the Floquet states hops four times during
one period in the slow-driving limit, as shown in Fig. 1.
7FIG. 2. (color online) Real part of the critical exponent g(θ)
for the model in Eq. (100) with r = 0.2i and ρ = −0.8. Left
panel: ±Re [g(θ)] as functions of θ = ωt. Note that Re [g(θ)]
vanishes four times in one period, at precisely the same time
when hopping occurs in Fig. 1. Right panel: a density plot
of Re [g(θ)] on the complex Z-plane. The (red) solid lines are
the Stokes lines, where Re [g(θ)] = 0. The (blue) dashed line
is the unit circle Z = eiθ. In one period, θ increases from 0 to
2pi. Hopping occurs when the two types of lines intersect.
C. Exactly solvable cases after a time-independent
rotation
Equation (48) can be simplified dramatically and be-
comes solvable if either (p1 − ip2) or (q1 − iq2) vanishes.
Remarkably, this requirement can be always fulfilled by
a time-independent rotation (see Appendix A for the de-
tails).
D. Solvable case A with p1 = ip2
In this case,
p · p = p23. (57)
The Hamiltonian has the form
H01A(t) =
(
p3 + q3 e
iωt (q1 − iq2)eiωt
2p1 + (q1 + iq2)e
iωt −p3 − q3 eiωt
)
. (58)
Equation (48) then reduces to
ω2Z2a′′(Z) =
[
(p3 + ω)p3 + 2p · qZ + q · qZ2
]
a(Z).
(59)
1. q · q 6= 0
If q · q does not vanish, by changing variables
z(t) ≡ 2
√
q · q
ω
eiωt and a(z) ≡ a(t), (60)
we get a Whittaker’s equation (see 13.14.1 of Ref. [30]),
a′′(z)+
(
−1
4
− p · q
ωz
√
q · q −
p3(p3 + ω)
ω2z2
)
a(z) = 0. (61)
The solutions are
a(z) = C1Wκ,µ (z) + C1Mκ,µ (z) (62)
with κ ≡ − p·qω√q·q , µ ≡ 12 + p3ω . In terms of the new
variable z, we have
b(z) = α(z)a(z) + βa′(z)
= C1
[
α(z)Wκ,µ(z) + βW
′
κ,µ(z)
]
+C2
[
α(z)Mκ,µ(z) + βM
′
κ,µ(z)
]
, (63)
where we have introduced short-handed notations
α(z) ≡ − 2p3
√
q · q
ωz(q1 − iq2) −
q3
q1 − iq2 ,
β ≡ −2
√
q · q
q1 − iq2 .
At t = T , z = z0e
2pii. Both Whittaker functions have
branch-cuts (see 13.14.11 and 13.14.12 of Ref. [30]),
Wκ,µ(z0e
2pii) = −e−2piiµWκ,µ(z0)
+
2pii
Γ
(
1
2 − µ− κ
)
Γ(1 + 2µ)
Mκ,µ(z0),
Mκ,µ(z0e
2pii) = −e−2piiµMκ,µ(z0). (64)
Using the above explicit results, we find the eigenphases
of the Floquet operator U(T ) to be the following:
U(T )|F±(0)〉 = exp
(
±2piip3
ω
)
|F±(0)〉. (65)
The system is stable, i.e., having two different real eigen-
phases if the parameter p3 is real and nonzero, with two
different cyclic states explicitly obtained as follows:
|F+(t)〉 =
(
Mκ,µ(z)
α(z)Mκ,µ(z) + βM
′
κ,µ(z)
)
, (66)
|F−(t)〉 = pi
sin(2piµ)Γ
(
1
2 − µ− κ
)
Γ(1 + 2µ)
|F+(t)〉
+
(
Wκ,µ(z)
α(z)Wκ,µ(z) + βW
′
κ,µ(z)
)
. (67)
A few observations are in order. Firstly, the state
|F+(t)〉 only contains one special function Mκ,µ(z) and
its derivative M ′κ,µ(z). One possibility is that the small-ω
behavior of this cyclic state is governed by one common
dominating exponential function. In this case, the adia-
batic following dynamics of |F+(t)〉 will be smooth and
it can be expected to be close to the smooth behavior
of one instantaneous energy eigenstates. Another possi-
bility is that a single special function may still lead to
hopping behavior near the Stokes lines, see Sec. V A 2 for
more details. Secondly and by contrast, the state |F−(t)〉
involves a sum of two different special functions Mκ,µ(z)
andWκ,µ(z) of different exponential behavior. Therefore,
due to the Stokes phenomenon, the relative importance
of Wκ,µ(z) and Mκ,µ(z) in this solution can swap dur-
ing a time window that is rather short as compared with
T . This being the case, when analyzing |F−(t)〉 using
smoothly-changing states such as two instantaneous en-
ergy eigenstates, a hopping behavior can emerge. Thus,
the Floquet states of this model can behave very sim-
ilarly with those states shown in Fig. 1 for a different
8model. One should not be surprised by such a similarity
because the two models are related by a time independent
rotation. Note that here we do not need to perform an
explicit asymptotic analysis to the Whittaker functions
as ω → 0 [31], considering that Sec. IV B already outlined
a general method without referring to exact solutions.
2. p · q = 0 and q · q 6= 0
If one of p ·q and q ·q vanishes, but not both, then the
solutions are Bessel functions. For example, if p · q = 0
and q · q 6= 0, by the following changing variables,
z(t) ≡ i
√
q · q
ω
eiωt and a(z) ≡ a(t), (68)
Eq. (59) can be transformed into a Bessel equation (see
10.13.1 of Ref. [30]),
a′′(z) +
[
1− p3(p3 + ω)
z2ω2
]
a(z) = 0. (69)
The solution of a(t) is
a(t) = C1
√
zJν (z) + C2
√
zYν (z) (70)
with ν ≡ 12 + p3ω . The lower component b(t) is determined
by Eq. (16) with
α(z) = − q3
q1 − iq2 − i
p3
q1 − iq2
√
q · q
ω z
,
β = −i
√
q · q
q1 − iq2 . (71)
At t = T , z = z0e
2pii. Both Bessel functions have branch-
cuts (see 10.11.1 and 10.11.2 of Ref. [30]),
Jν(z0e
2pii) = e2piiνJν(z0),
Yν(z0e
2pii) = e−2piiνYν(z0) + 2i cos2(νpi)Jν(z0). (72)
The eigenphases of the Floquet operator U(T ) are
U(T )|F±(0)〉 = exp
(
±2piip3
ω
)
|F±(0)〉. (73)
The system is generically stable (i.e., stable regardless of
the actual value of small ω) if the parameter p3 is real
and nonzero.
The cyclic states are
|F+(t)〉 =
(
2zJν(z)
[2zα(z) + β] Jν(z) + 2zβJ
′
ν(z)
)
, (74)
|F−(t)〉 = cos(νpi)|F+(t)〉
− sin(νpi)
(
2zYν(z)
[2zα(z) + β]Yν(z) + 2zβY
′
ν(z)
)
.
(75)
Again, because the state |F−(t)〉 involves a sum of two
different special functions, it may show the hopping be-
havior in the slow-driving limit, very much similar to the
Berry-Uzdin model studied earlier [15, 20].
3. p · q 6= 0 and q · q = 0
Similarly, if q · q = 0 and p · q 6= 0, Eq. (59) can be
again transformed into a Bessel equation (see 10.13.5 of
Ref. [30]),
z2a′′(z)− za′(z) +
[
z2 − 4p3(p3 + ω)
ω2
]
a(z) = 0 (76)
by the following changing variables,
z(t) ≡ 2i
√
2p · q
ω
e
iωt
2 and a(z) ≡ a(t). (77)
the solution of a(t) is
a(t) = C1zJν (z) + C2zYν (z) (78)
with ν ≡ 1+2p3ω . The lower component b(t) is determined
by Eq. (16) with
α(z) = − q3
q1 − iq2 +
8p3
q1 − iq2
p · q
ω2z2
,
β(z) =
4p · q
(q1 − iq2)ω z . (79)
The eigenphases of the Floquet operator U(T ) are
U(T )|F±(0)〉 = exp
(
±4piip3
ω
)
|F±(0)〉. (80)
The system is generically stable if the parameter p3 is real
and nonzero. One may observe that the Floquet eigen-
phases in Eq. (80) are simply half of those in Eqs. (65)
and (73). This is because the factor e
iωt
2 is used in chang-
ing variables in Eq. (77) whereas the factor eiωt is used
in deriving Eqs. (60) and (68).
The cyclic states are
|F+(t)〉 =
(
zJν(z)
[zα(z) + β(z)] Jν(z) + zβ(z)J
′
ν(z)
)
, (81)
|F−(t)〉 = cos(νpi)|F+(t)〉 − sin(νpi)
×
(
zYν(z)
[zα(z) + β(z)]Yν(z) + zβ(z)Y
′
ν(z)
)
.
(82)
This case is hence analogous to that in the previous sub-
section.
4. p · q = 0 and q · q = 0
If both p · q and q · q vanish then the case becomes
trivial. The solutions are simply exponential functions,
a(t) = C1e
−ip3t + C2eiωt+ip3t,
b(t) = −C1 q3
q1 − iq2 e
−ip3t − C2 2p3 + ω + q3e
iωt
q1 − iq2 e
ip3t.
(83)
The eigenphases of the Floquet operator is ±2pi p3ω . The
system is generically stable if p3 is real and nonzero.
There is not much interesting in this simple case in the
slow-driving limit.
9E. Solvable case B with q1 = iq2
If it is more convenient to choose a base such that
q1 = iq2, then we get another solvable model with five
complex parameters and one frequency. The Hamiltonian
has the form
H01B(t) =
(
p3 + q3 e
iωt p1 − ip2
p1 + ip2 + 2q1 e
iωt −p3 − q3 eiωt
)
. (84)
In this model, q · q = q23 .
1. q3 6= 0
If q3 6= 0, then by changing variables,
z(t) ≡ 2q3
ω
eiωt and w(z) ≡ z−cez/2a(t), (85)
with c ≡
√
p·p
ω , we get a confluent hypergeometric equa-
tion (see 13.2.1 of Ref. [30]),
zw′′(z) + (1 + 2c− z)w′(z)−
(
p · q
ωq3
+ c
)
w(z) = 0.
(86)
The solutions are
a(t) = e−
1
2 zzc [C1V (z) + C2M(z)] (87)
b(t) = − ω
p1 − ip2 e
− 12 zzc {C1 [αV (z) + zV ′(z)]
+C2 [αM(z) + zM
′(z)]} , (88)
where we introduced a parameter
α ≡ p3
ω
+ c =
p3 +
√
p · p
ω
(89)
and short-handed notations, V and M for the confluent
hypergeometric functions, using notations in Ref. [30],
V (z) ≡ U(a, b, z), (90)
M(z) ≡M(a, b, z) = 1
Γ(b)
1F1(a, b, z), (91)
with the parameters
a ≡ p · q
ωq3
+ c =
1
ω
(
p · q
q3
+
√
p · p
)
, (92)
b ≡ 1 + 2c = 1 + 2
√
p · p
ω
. (93)
At t = T , z = z0e
2pii, zc acquires a phase, zc =
zc0e
2piic.M(a, b, z) is an entire function, M(a, b, z0e
2pii) =
M(a, b, z0). But U(a, b, z) has a branch-cut,
U(a, b, z0e
2pii) = e−2piibU(a, b, z0)+
2piie−piib
Γ(1 + a− b)M(a, b, z0).
(94)
After plugging parameters into this model, we have
V (z0e
2pii) = e−4piicV (z0)− 2piie
−2piic
Γ (a− 2c)M(z0). (95)
The eigenphases of the Floquet operator are then found
from
U(T )|F±(0)〉 = e±2piic|F±(0)〉. (96)
The system is clearly stable for real and nonvanishing c,
with one cyclic state given by
|F+(t)〉 = zce− 12 z
( − (p1 − ip2)M(z)
ω [αM(z) + zM ′(z)]
)
, (97)
and the other cyclic state given by
|F−(t)〉 = pi
sin(2pic)Γ (a− 2c) |F
+(t)〉
+zce−
1
2 z
( − (p1 − ip2)V (z)
ω [αV (z) + zV ′(z)]
)
. (98)
In the slow-driving limit, we again expect |F−(t)〉 (but
not |F+(t)〉) to hop between two instantaneous energy
eigenstates. The hopping occurs when the relative im-
portance of V (z) and M(z) swaps due to the Stokes
phenomenon. In principle we could perform an asymp-
totic analysis to the confluent hypergeometric functions
as ω → 0. But again, it is much easier to analyze the
differential equation directly as we did in Sec. IV B.
Before ending this subsection, we would like to men-
tion an interesting model studied by a group from the
University of Central Florida (UCF) [22]. It is actually
a special case here with
p1 = −1, p2 = 0, p3 = ir,
q1 = 0, q2 = 0, q3 = −iρ. (99)
With these choice of the parameters, the Hamiltonian
has the form
HUCF =
(
ir − iρ eiωt −1
−1 −ir + iρ eiωt
)
. (100)
For convenience, we rename the parameter g0 in Ref. [22]
as r, and their γ as ω. In this case, p·p = 1−r2, p·q = rρ,
q · q = −ρ2.
Both absolute adiabatic following and piecewise adia-
batic following with hopping are possible in this model,
as shown in Fig. 1. The real part of the critical exponent
is also presented in Fig. 2. Remarkably, it is seen that
the hopping timing is fully consistent with the locations
where Re [g(ωt)] changes its sign.
The model in Eq. (100) is parameterized by two com-
plex parameters, r and ρ. Each parameter is determined
by two real numbers. Therefore, the parameter space of
the model has four dimensions. In this four dimensional
space, there exists a critical surface. On one side of it,
both Floquet states always follow the instantaneous en-
ergy eigenstates in the adiabatic limit, i.e., the central
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clear region in the left panel of Fig. 3. On the other side
of it, one Floquet state hops as ω → 0, for example, the
shaded regions in Fig. 3. To illustrate, in Fig. 3 we plot
the phase diagram of the hopping behavior, i.e., the in-
tersection of the critical surface on the Re [r]-Re [ρ] plane.
In the hopping region, there are two possibilities for this
model. The cyclic state may hop twice in one period
(light-shaded), or it may hop four times (dark-shaded).
Figure 4 depicts the timings of the hopping, as deter-
mined from Re [g(θcrit)] = 0 for ρ = ρcrit. For a real r
with its magnitude |r| . 0.361, there are two θcrit for
each ρcrit, which means that hopping four times within
one period is possible. For 0.361 . |r| < 1, only hopping
twice is possible. For a real and large r with |r| > 1, the
system is unstable because c =
√
1− r2 is complex.
FIG. 3. (color online) Phase diagram of the hopping behavior
on the Re [r]-Re [ρ] plane in the model depicted by Eq. (100).
In the non-shaded area, both cyclic states follow instanta-
neous energy eigenstates in the adiabatic limit. In the shaded
area, one cyclic state exhibits piecewise following in the slow
driving limit. States in the light-shaded (gray) region may
hop twice in one period, whereas states in the dark-shaded
(blue) region may hop four times. The right panel is a zoom-
in view for the top region in the left panel.
FIG. 4. (color online) Left panel: Real part of the critical
exponent g as a function of θ = ωt when ρ = ρcrit in the
model in Eq. (100). In this plot we choose r = 0.1. θcrit are
defined as the locations where the curves are tangent to the
horizontal axis. From the plot, we can obtain that θcrit =
1.395884, 4.886075 for ρcrit = 0.5766416 [the (red) solid line]
and θcrit = 1.744482, 4.538703 for ρcrit = −0.5766416 [the
(blue) dashed line]. θcrit for the case that hops four times
is not plotted because it is always at pi. Right panel: θcrit
as a function of a real r in the same model. (Colors of lines
in the two panels here match those in Fig. 3.) The bifurca-
tion/merging of θcrit occurs around r ≈ ±0.361.
F. q3 = 0
If q3 = 0, p · q = (p1 − ip2) q1. Further assuming that
p ·q 6= 0, then Eq. (48) can be transformed into a Bessel
equation. The solutions of a(t) is
a(t) = C1Jν
(
2i
√
2p · q
ω
e
iωt
2
)
+ C2Yν
(
2i
√
2p · q
ω
e
iωt
2
)
(101)
with ν ≡ 2
√
p·p
ω . The lower component b(t) is determined
by Eq. (16).
If both q3 = 0 and p ·q = 0, then p1 = ip2. Combining
with the choice q1 = iq2 in this subsection, we get a
lower triangular form of matrix Hamiltonian. It is better
studied by solving b(t) first, which will not be elaborated
here.
1. Berry-Uzdin model
The Berry-Uzdin model is a special case with [20]
p1 =
1
2 i(1− r), p2 = − 12 (1 + r), p3 = 0,
q1 =
1
2 iρ, q2 =
1
2ρ, q3 = 0. (102)
With these choice of the parameters, the Hamiltonian
has the form
HBU = i
(
0 1
−r + ρ eiωt 0
)
. (103)
In this case, p · p = r, p · q = − 12ρ, q · q = 0. The
differential equation in Eq. (48) becomes
ω2Z2a′′(Z) + ω2Za′(Z)− (r − ρZ)a(Z) = 0, (104)
which can be converted to a Bessel equation. The solu-
tions are
a(Z) = C1Jν
(
2
√
ρZ
ω
)
+ C2Yν
(
2
√
ρZ
ω
)
(105)
with ν ≡ 2
√
r
ω . In term of the original variable,
a(t) = C1Jν
(
2
√
ρ
ω
e
iωt
2
)
+ C2Yν
(
2
√
ρ
ω
e
iωt
2
)
, (106)
and b(t) = a˙(t). The constants C1 and C2 are determined
by the initial state. We do not discuss this model further
as it was studied in detail in our previous work [15].
V. TWO-FREQUENCY MODELS
In this section, we consider models with two Fourier
components,
f(t) = peimωt + qeinωt, (107)
11
with m 6= 0 and n 6= 0. The Hamiltonian
Hmn = p · σeimωt + q · σeinωt, (108)
We extend the technique used in the first part of this work
by first changing variables, Z ≡ eiωt and a(Z) = a(t). We
get a more complicated “master equation” in variable Z
as
(p1 − ip2)Zm{eqnP }+ (q1 − iq2)Zn{eqnQ} = 0, (109)
with
eqnP = ω
2Z2a′′(Z)− ω2(m− 1)Za′(Z)
− [p · pZ2m + 2p · qZm+n + q · qZ2n
+ω(m− n)q3Zn] a(Z),
eqnQ = ω
2Z2a′′(Z)− ω2(n− 1)Za′(Z)
− [p · pZ2m + 2p · qZm+n + q · qZ2n
+ω(n−m)p3Zm] a(Z).
Again, let a(Z) ≡ em(Z)ω , then m(Z) is found to have
a smooth slow driving limit. To the leading order, we
arrive at
m(Z) ∼ ±
∫ Z
dx
√
p · px2m + 2p · qxm+n + q · qx2n
x
.
(110)
In general, neither the “master” equation in Eq. (109)
nor this critical exponent is analytically solvable.
To look into some special solvable cases, we may rescale
ω → ω/m to absorb the parameter m. Thus, without loss
of generality, let us consider
H1r = p · σeiωt + q · σeirωt, (111)
where r = n/m is a rational number.
A. Solvable model with r = 2
The simplest Hamiltonian H1r is the case with r = 2.
H12 = p · σeiωt + q · σe2iωt
=
(
p3 p1 − ip2
p1 + ip2 −p3
)
eiωt
+
(
q3 q1 − iq2
q1 + iq2 −q3
)
e2iωt. (112)
For this model, the critical exponent in Eq. (110) has a
closed form. Using the integration formula 2.261 and
2.262 in Ref. [29],∫
dx
√
a+ bx+ cx2
=
b+ 2cx
4c
√
a+ bx+ cx2
−b
2 − 4ac
16c3/2
ln
b+ 2cx+ 2
√
c
√
a+ bx+ cx2
b+ 2cx− 2√c√a+ bx+ cx2 .
(113)
The integration constant is chosen such that the integral
vanishes when
√
a+ bx+ cx2 = 0. Just like before, we
define the exponent function g(ωt) to be the right hand
side of Eq. (113) with a = p ·p, b = 2p ·q, c = q ·q, and
x = eiωt. A sudden-switch behavior is then expected in
the adiabatic following dynamics if the real part of g(ωt)
obtained above flips signs during the time evolution.
The model H12 becomes exactly solvable if one rotates
the coordinates such that q1 = iq2. As we argued earlier,
this is always doable. In this new coordinate system,
q · q = q23 .
1. q3 6= 0.
If q3 6= 0, the solutions are parabolic cylinder functions.
To see this, let us change variables
z(t) ≡
√
2
ω
(
p · q
q
3/2
3
+
√
q3e
iωt
)
, a(z) ≡ a(t). (114)
Then a(z) satisfies a parabolic cylinder equation,
a′′(z) +
(
ν + 12 − 14z2
)
a(z) = 0, (115)
with ν ≡ (p·q)2
2ωq33
− p·p2ωq3 . The solutions are
a(z) = C1Dν(z) + C2Dν(−z),
b(z) = α(z)a(z) + βa′(z), (116)
with
α(z) =
q1
q3
− z
p1 − ip2
√
ωq3
2
,
β ≡ −
√
2ωq3
p1 − ip2 . (117)
Because Dν(z) and α(z) are entire functions in the
complex z-plane, the time evolution is periodic. That
is U(T ) = U(0) = 1. The eigenvalue of the Floquet op-
erator is simply unity and any state would be cyclic in
this model. The system is stable for arbitrary choice of
parameters. However, piecewise adiabatic following still
presents, i.e., if the real part of the critical exponent g(θ)
flips its sign due to the underlying Stokes phenomenon.
2. q3 = 0
The conditions q3 = 0 and q1 = iq2 means that q · q =
0. The Hamiltonian is parametrized by four complex
parameters,
HAiry = p · σeiωt + q · σe2iωt
=
(
p3 p1 − ip2
p1 + ip2 −p3
)
eiωt +
(
0 0
2q1 0
)
e2iωt.
(118)
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In this case, the solutions are Airy functions. To see
this, let us change variables
z(t) ≡ 1
ω2/3
[
p · p
(2p · q)2/3 + (2p · q)
1/3
eiωt
]
,
a(z) ≡ a(t). (119)
Then a(z) satisfies the Airy equation,
a′′(z) = za(z). (120)
The solutions are
a(z) = C1Ai(z) + C2Bi(z),
b(z) = αa(z) + βa′(z), (121)
with
α = − p3
p1 − ip2 and β ≡ −
(2ωq1)
1/3
(p1 − ip2)2/3 . (122)
Because Ai(z) and Bi(z) are entire functions in the
complex z-plane, the time evolution is periodic. That is
U(T ) = U(0) = 1. The eigenvalue of the Floquet operator
is simply unity again. So any state would be cyclic and
stable. Consider next specifically the critical exponent
g(θ):
g(θ) =
∫ Z
dx
√
p · p+ 2p · qx
=
1
3p · q
(
p · p+ 2p · qeiθ)3/2 . (123)
We now exploit this model to elaborate how an ex-
pected sudden-switch in the adiabatic following dynam-
ics may be suppressed. As shown in Figs. 5 and 6, the
critical exponent Re [g(θ)] changes its sign three times
within one driving period. As expected, the solution
with a(z) = Bi(z) the (red) dot-dashed lines in Fig. 6]
hops every time when Re [g(θ)] = 0. However, the solu-
tion with a(z) = Ai(z) [the (purple) solid lines in Fig. 6]
only hops once around t = T/2. To develop more under-
standings, note that the Airy function Ai(z) is also the
so-called recessive (subdominant) solution, whose asymp-
totic expansion has only one term with a negative real
part in the critical exponent for positive real z. That is, in
that regime there is no dominating exponential term [28].
Consider next what happens after crossing the Stokes line
at arg(z) = pi3 , i.e., where Re [g(θ)] = 0. Then the real
part of the critical exponent of Ai(z) changes from neg-
ative to positive. That is, a dominant exponential term
emerges only after crossing the Stokes line. Since there is
no switch from one dominating exponential term to a dif-
ferent one upon crossing the Stokes line, such a recessive
solution does not display any sudden change when pro-
jected onto smooth basis states. Therefore, no hopping
at arg(z) = pi3 . By symmetry, there is no hopping for
Ai(z) at arg(z) = −pi3 either. Finally, at the next Stokes
line at arg(z) = pi, a previously subdominant (dominant)
term becomes dominant (subdominant), and a sudden-
switch behavior emerges. By contrast, for a dominant
solution like Bi(z), as soon as the first Stokes line at
arg(z) = pi3 is crossed, the previously dominant (sub-
dominant) term becomes subdominant (dominant), and
therefore hopping occurs there. To end the discussions
here, we provide the asymptotic expansions of Ai(z) and
Bi(z) in connection with their respective Stokes lines:
Ai(z) ∼ 1
2
√
piz1/4
e−
2
3 z
3/2
, |z| → ∞ (124)
is valid for | arg(z)| < pi, but
Bi(z) ∼ 1√
piz1/4
e+
2
3 z
3/2
, |z| → ∞ (125)
is only valid for | arg(z)| < pi3 [28].
FIG. 5. (color online) Left panel: Real part of the critical ex-
ponent g as a function of θ in the model depicted in Eq. (118).
The parameters are p1 = 1, p2 = 0, p3 = 0.5i, and q1 = 0.6.
The (blue) dashed line corresponds to a(z) = Ai(z) and the
(red) solid line corresponds to a(z) = Bi(z). Right panel:
Density plot of Re [g(θ)]. The (red) solid lines are the Stokes
lines, arg(z) = ±pi
3
, pi. The (blue) dashed line is a unit circle
in Z. The hopping occurs when the two lines intersect for the
solution Bi(z), whereas the solution Ai(z) only hops once at
the intersection with arg(z) = pi.
FIG. 6. (color online) Real and imaginary parts of ψ =
b(t)/a(t) during the time evolution of cyclic states (solid
and dot-dashed lines) and of the instantaneous energy eigen-
states (dashed lines) for the model depicted in Fig. 5 with
ω = 2pi/50. Note that the recessive solution a(z) = Ai(z)
[(purple) solid lines] hops only near t = T/2, but the domi-
nant solution a(z) = Bi(z) [(red) dot-dashed lines] hops three
times within one period.
B. Solvable model with r = −1
For completeness let us consider the Hamiltonians H1r
with r = −1. For convenience, we put p in front of the
13
lower frequency term. That is,
H1−1 = p · σe−iωt + q · σeiωt
=
(
p3 p1 − ip2
p1 + ip2 −p3
)
e−iωt
+
(
q3 q1 − iq2
q1 + iq2 −q3
)
eiωt. (126)
This Hamiltonian has a symmetry under p↔ q and ω ↔
−ω. Thus all the following discussion in this subsection
can be easily extended to p↔ q and Z ↔ 1/Z.
For this model, the critical exponent in Eq. (110) has
the form,
m(Z) ∼ ±
∫ Z
dx
√
p · p+ 2p · qx2 + q · qx4
x2
, (127)
For the model H1−1 to be solvable, either p·p = 0 or q·
q = 0. Since there is the internal symmetry between two
frequency components, we consider p ·p = 0 without loss
of generality. If we separate p into its real and imaginary
parts as p = A+ iB, then p · p = 0 means that
A ·A = B ·B,
A ·B = 0. (128)
The first line of the above equation means that vectors
A and B have the same length; whereas the second line
requires that they are perpendicular to each other [32].
We may always rotate the frame such that A and B are
in the xy-plane. That is p3 = 0. In this frame, A ⊥ B
means that
A1 = ∓B2, and A2 = ±B1, (129)
which is equivalent to p1 = ±ip2 in terms of the origi-
nal complex variables. Without loss of generality, let us
choose the upper sign, p1 = ip2. (If the lower sign is more
convenient, one simply solves b(t) first.)
1. q · q 6= 0
If q · q 6= 0, the solutions are Bessel functions. To see
this, let us change variables
z(t) ≡ i
ω
√
q · qeiωt, a(z) ≡ a(t). (130)
Then a(z) satisfies a Bessel equation (see 10.13.1 of
Ref. [30]),
a′′(z) +
(
1− 2p · q
z2ω2
)
a(z) = 0. (131)
The solutions are
a(t) = C1
√
zJν (z) + C2
√
zYν (z) , (132)
with ν ≡
√
2p·q
ω2 +
1
4 . One can then use this explicit so-
lution to investigate the hopping. One may also analyse
this by use of the critical exponent in Eq. (127). We will
not repeat the details here as they are much similar to
our discussions in previous sections.
2. q · q = 0
If both p · p = 0 and q · q = 0, then the solutions are
simple power functions.
a(t) = C1e
iωt
2 + C2 exp
(
iωt
2
− it
√
2q · q+ ω
2
4
)
.
(133)
Evidently, this special solution has no sudden-switch be-
havior.
In all these cases, our efforts to explicitly work out the
critical exponent help us to find conditions under which
the complicated non-Hermitian cycling problem can ad-
mit exactly solvable solutions. Many of these exact so-
lutions might not necessarily further enhance our under-
standing of piecewise adiabatic following. However, they
do clearly indicate that piecewise adiabatic following can
occur in multi-frequency driving cases that are even ex-
actly solvable. If the problem is not exactly solvable af-
ter all, then we can still resort to the critical exponents
emerging from our asymptotic analysis to predict and
understand the sudden-switch behaviors.
VI. CONCLUSION
In this work, we have extensively investigated the inter-
esting adiabatic following dynamics in periodically driven
non-Hermitian systems. The central concern is the pecu-
liar behavior of cyclic (Floquet) states in the slow-driving
limit. It is found that the cyclic states can either be-
have as intuitively expected by following instantaneous
eigenstates of the non-Hermitian Hamiltonian, or exhibit
sudden-switching between the instantaneous eigenstates.
As learned from several categories of models under differ-
ent driving scenarios, the sudden switches from following
one instantaneous eigenstate to the other eigenstate can
be analyzed or predicted by a universal route – the sign
change of the critical exponent in our asymptotic anal-
ysis, which suggests a switch between two terms in the
solution with different exponential behavior. In doing so,
we have also discovered many exact solutions in a great
variety of non-Hermitian cycling models. We hope that
the many exact solutions found by us can be a useful
reference in their own right. Our next task is to find po-
tential applications of piecewise adiabatic following dy-
namics in non-Hermitian systems.
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Appendix A: Time-independent rotation to achieve
p1 − ip2 = 0
In this appendix, we use two methods to prove that
p1 − ip2 = 0 can always be achieved by a time-
independent rotation.
Algebraically, an arbitrary three-dimensional rotation
can be parametrized as
R(α, β, γ) = eiασ3/2eiβσ1/2eiγσ3/2. (A1)
The upper-right corner of the rotated matrix R−1p ·σR
has the form
(p1 − ip2)→ [(p1 − ip2 cosβ) cosα− i(p1 cosβ − ip2) sinα
+ip3 sinβ] e
−iγ . (A2)
The complex equation
(p1− ip2 cosβ) cosα− i(p1 cosβ− ip2) sinα+ip3 sinβ = 0
(A3)
can always be solved by proper choices of the two real
angle α and β. Similarly, one can choose a different pair
of angles α and β such that (q1 − iq2) = 0.
Alternatively, a new basis with p1 − ip2 = 0 can be
found by geometrical means. To see this, let us first
write a complex vector as p = A+ iB. Then the relation
(p1 − ip2) = 0 leads to
A1 = −B2, and A2 = B1, (A4)
which are equivalent to the condition that the vector
(A1, A2, 0) is perpendicular to (B1, B2, 0).
Here is the procedure to find a new basis with
(A1, A2, 0) ⊥ (B1, B2, 0). Consider three planes inter-
sected at the origin, let us label the crossing line be-
tween Plane 1 and Plane 2 as Line-12, the crossing line
between Plane 1 and Plane 3 as Line-13, and that be-
tween Plane 2 and Plane 3 as Line-23. Three crossing
lines meet at the origin. First, we request that Planes
1 and 2 be perpendicular to each other. Then the an-
gle between Line-13 and Line-23 is in general less than
pi/2. Second, we adjust Plane 3 such that the angle be-
tween Line-13 and Line-23 equals the angle between A
and B if A · B > 0, or the angle between A and −B if
A ·B < 0. Finally, we rotate these three planes together
to make Line-13 coincide with A and Line-23 coincide
with B (−B) if A ·B > 0 (A ·B < 0). The final step is
to define Line-12 as the new z-axis, and the plane normal
to this z axis (not Plane 3) as the xy-plane. Then both
A and A⊥ = (A1, A2, 0) are in Plane 1, and both B and
B⊥ = (B1, B2, 0) are in Plane 2. In this new coordinate
system, (A1, A2, 0) ⊥ (B1, B2, 0). Fig. 7 illustrates our
procedure.
FIG. 7. (color online) Choose a new coordinate system such
that A⊥ = (A1, A2, 0) is perpendicular to B⊥ = (B1, B2, 0).
Appendix B: Models with two different frequencies
and a constant term
In this appendix we aim to use the same philosophy
to treat the most complicated situations with essentially
three frequencies (one of them being zero). In particular,
we may model a traceless model with double nonzero
frequencies as
H0mn(t) = p · σ + q · σ eimωt + s · σ einωt, (B1)
where 18 real parameters of the model are organized into
three complex vectors, p, q, and s.
1. n = −m
In this subclass, we first rescale ω → ω/m. Then, for
convenience, we define
H−101(t) = s · σ e−iωt + p · σ + q · σ eiωt (B2)
We change variables as before, Z = eiωt and let a(Z) =
a(t) = e
m(Z)
ω . In the long time limit ω → 0, Eq. (52)
becomes
m(Z) ∼ ±
∫ Z
dx
√
R(x)
x2
, (B3)
where R(x) is quartic instead of quadratic in general,
R(x) = s·s+2p·sx+(p · p+ 2q · s)x2+2p·qx3+q·qx4.
(B4)
This integral can be easily evaluated if
s · s = 0 and p · s = 0. (B5)
Note that an alternative way to obtain a quadratic
R(x) is to set q ·q = 0 and p ·q = 0. This is actually an
equivalent set-up if one adopts e−iωt = Z as a change of
the variables.
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a. Solvable Double-frequency models with s1 = is2, s3 = 0,
and p · s = 0.
Having a quadratic R(x) not only makes Eq. (B3) in-
tegrable, but also renders the model solvable. The “mas-
ter” equation about a(Z) = a(t) is
ω2Z2a′′(Z)
=
[
(p3 + ω)p3 + 2q · s+ 2p · qZ + q · qZ2
]
a(Z).
(B6)
The analysis to Eq. (B6) is very similar to that to
Eq. (59). Depending on whether none of, one of, or
both of p · q and q · q vanish, the solutions to Eq. (B6)
are Whittaker functions, Bessel functions, or exponential
functions, respectively. For example, if none of the two
dot products vanishes, the solution of a(t) is Whittaker
functions,
a(t) = C1Wκ,µ
(
2
√
q · q
ω
eiωt
)
+C1Mκ,µ
(
2
√
q · q
ω
eiωt
)
,
(B7)
with κ ≡ − p·qω√q·q and µ ≡
√
(2p3+ω)2+8q·s
2ω . The cor-
responding b(t) is determined by the same equation in
Eq. (14).
There is a particular interesting example with
p1 =
1
2u1, p2 = −i 12u1, p3 = u3,
q1 =
1
2v1, q2 = i
1
2v1, q3 = v3,
s1 =
1
2v2, s2 = −i 12v2, s3 = 0. (B8)
In the case, the Hamiltonian has the form
h1(t) =
(
u3 + v3e
iωt v1e
iωt
u1 + v2e
−iωt −u3 − v3eiωt
)
. (B9)
This Hamiltonian is equivalent to the single frequency
model in Sec. IV E with
p1 =
1
2 (v1 + v2), p2 = i
1
2 (v1 − v2), p3 = u3,
q1 =
1
2u1, q2 = −i 12u1, q3 = v3. (B10)
h2(t) =
(
u3 + v3e
iωt v1
u1e
iωt + v2 −u3 − v3eiωt
)
. (B11)
The two Hamiltonians are linked by a simple gauge trans-
formation,
h1(t) = e
iωt
2 σ3h2(t)e
− iωt2 σ3 (B12)
2. n = 2m
For this subclass, we first rescale ω → ω/m. Then, for
convenience, we define
H012(t) = s · σ + p · σ eiωt + q · σ e2iωt (B13)
We change variables as before, Z = eiωt and let a(Z) =
a(t) = e
m(Z)
ω . In the long time limit ω → 0, m(Z) be-
comes
m(Z) ∼ ±
∫ Z
dx
√
R(x)
x
, (B14)
with R(x) to be identical as in Eq. (B4). This integral can
also be handled if q · q = 0 and p · q = 0, which requires
q1 = ±iq2, and q3 = 0. Without loss of generality, let us
choose the upper sign, q1 = iq2. (If the lower sign is more
convenient, one simply solves b(t) first.) In this frame,
p · q = 0 means that p1 = ip2.
Note that an alternative way to obtain a quadratic
R(x) is to set s · s = 0 and p · s = 0. However, in this
case, the model is still hard to solve.
a. Solvable Double Frequency Models with q1 = iq2, q3 = 0,
and p · q = 0
Consider one example with s1 6= is2 and p23 +q · s 6= 0.
If s1 6= is2, then the previous “master” equation about
a(Z) = a(t) with Z = eiωt becomes
ω2
[
Z2a′′(Z) + Za′(Z)
]
=
[
s · s+ (2p · s− ωp3)Z + (p23 + 2q · s)Z2
]
a(Z).
(B15)
If p23 + q · s 6= 0, the above equation can be transformed
into a confluent hypergeometric equation by changing
variables
z(t) ≡ 2
ω
√
p23 + 2q · s eiωt, w(z) ≡ e
1
2 e
iωt
e−i
√
s·sta(t).
(B16)
Then w(z) satisfies
zw′′(z) +
(
1 +
2
ω
√
s · s− z
)
w′(z)
=
[
1
2
− p3
2
√
p23 + 2q · s
+
1
ω
(
√
s · s+ p · s√
p23 + 2q · s
)]
w(z).
(B17)
The solutions are the confluent hypergeometric functions
a(t) = e−
1
2 e
iωt
ei
√
s·st
[
C1U
(
a, b,
2
ω
√
p23 + 2q · s eiωt
)
+C2 1F1
(
a, b,
2
ω
√
p23 + 2q · s eiωt
)]
, (B18)
with
a ≡ 1
2
− p3
2
√
p23 + 2q · s
+
1
ω
(
√
s · s+ p · s√
p23 + 2q · s
)
,
b ≡ 1 + 2
ω
√
s · s. (B19)
As a second example, consider p23 + q · s = 0 and s1 6=
is2. Then if p
2
3 + q · s = 0, but s1 6= is2, the “master”
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equation becomes a Bessel equation again. The solutions
of a(t) is
a(t) = C1Jν
(
2i
√
2p · s− ωp3
ω
e
iωt
2
)
+C2J−ν
(
2i
√
2p · s− ωp3
ω
e
iωt
2
)
(B20)
with ν ≡ 2
√
s·s
ω .
As a final solvable example, consider s1 = is2. Then
the differential equations reduce to the first-order ones.
The solution of a(t) is exponential function and that of
b(t) is related to the incomplete Gamma function.
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