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THE SURJECTIVITY OF THE BOREL MAPPING IN THE MIXED SETTING
FOR ULTRADIFFERENTIABLE RAMIFICATION SPACES
JAVIER JIMÉNEZ-GARRIDO, JAVIER SANZ AND GERHARD SCHINDL
Abstract. We consider r-ramification ultradifferentiable classes, introduced by J. Schmets and
M. Valdivia in order to study the surjectivity of the Borel map, and later on also exploited by the
authors in the ultraholomorphic context. We characterize quasianalyticity in such classes, extend
the results of Schmets and Valdivia about the image of the Borel map in a mixed ultradifferentiable
setting, and obtain a version of the Whitney extension theorem in this framework.
1. Introduction
Spaces of ultradifferentiable functions are subclasses of smooth functions on an open set U ⊆ Rd
having a prescribed growth control on the functions and all their derivatives. Classically, in the
literature this growth is measured either by a weight sequenceM (e.g. see [11]) or a weight function
ω (e.g. see [3]) and it is shown that in general both methods yield different classes, see [1]. In both
settings one can distinguish between the Roumieu type and Beurling type spaces. In this paper we
will exclusively consider classes of both types defined by a weight sequence, respectively denoted
by E{M}(U,C) and E(M)(U,C) (see Subsection 2.1 for the precise definition), or by E[M ](U,C) when
both are referred to at the same time.
Analogously, motivated by solving difference and differential equations, there do also exist classes
of ultraholomorphic functions defined in terms of a sequence M (mostly of Roumieu type). The
functions are defined on unbounded sectors of the Riemann surface of the logarithm, and in this
case the weights M control the growth of the complex derivatives. Closely related are classes of
functions admitting asymptotic expansion (again on unbounded sectors of the Riemann surface of
the logarithm). For more details and the historic development we refer to the introduction of [9]
and the references therein.
An important question in both the ultradifferentiable and ultraholomorphic situation is to estab-
lish sufficient and necessary conditions on M under which the Borel map B0, which assigns to
f the infinite jet (f (j)(0))j∈N, is onto the corresponding sequence spaces Λ{M} or Λ(M) (defined
in Subsection 2.9), see [14], [24] and [19]. In the ultradifferentiable setting the so-called strong
non-quasianalyticity condition (γ1) is characterizing this behavior for both types as shown in [14].
In order to study the surjectivity of the (asymptotic) Borel map (or even to show the existence of
continuous linear extension operators, i.e. right inverses of the Borel map) for ultraholomorphic
classes defined by M (see [9, Section 4] and [6, Section 3.3], concentrating on the Roumieu type),
different (auxiliary) spaces of smooth functions have been introduced and used, whose elements f
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are having ultradifferentiable growth conditions not for all derivatives f (j), j ∈ N, but only for all
f (rj), j ∈ N, where r ∈ N≥1 is a (ramification) parameter. We refer to Sections 2.9 and 5.3 for
recalling the definitions of the mentioned spaces in the present work.
The property (γr), crucially appearing in our results in [9], was introduced by Schmets and Valdivia.
It was shown to characterize the surjectivity of the Borel map, and even the existence of an extension
map, in Beurling ultradifferentiable r-ramified classes [22, Proposition 4.3 and Theorem 4.4], and to
be necessary for the surjectivity of the Borel map in the Roumieu case [22, Proposition 5.2] (in [22,
Theorem 5.4] they also show that the existence of an extension map in this case amounts to (γr)
and the restrictive condition (β2) from [14]).
Closely related, one may consider D[M ]([−1, 1]), the subspace of E[M ](R,C) whose elements’ support
is contained in [−1, 1]. In [23] a complete characterization of the fact that Λ[M ] ⊆ B0(D[N ]([−1, 1]))
was given in a mixed setting between two classes defined by generally different sequencesM and N ,
both not having (γ1) necessarily, see also in [2] for the weight function setting and in [4] working with
the more general Whitney jet mapping on compact sets (but assuming more restrictive standard
conditions on the weights).
The main aim of this article is to transfer the mixed-setting results from [23] to these (non-standard)
r-ramified classes, and the motivation of this question was arising when inspecting the proof of the
surjectivity of the asymptotic Borel map in ultraholomorphic classes [9, Thm. 4.14 (i)] for sequences
with the property of derivation closedness. Indeed, without this additional assumption on M , one
obtains a result similar to those in [23] that we have just described, providing information on the
image of the Borel map on a r-ramification space in the mixed situation between M = (Mp)p and
the forward-shifted sequence N = (Np)p with Np = Mp+1.
We expect that a characterization of such situation in terms of some precise growth condition
involving M , N and r, as contained in this paper, will be helpful to obtain mixed results for the
(asymptotic) Borel map in ultraholomorphic classes defined by weight sequences, i.e. to transfer
the results from [9] to a mixed framework with a control on the loss of regularity.
Related to this aim is the following: In [10] and [7] the authors have introduced ultraholomorphic
classes defined in terms of weight functions ω and shown partial extension results in this setting.
A joint future research will be to completely transfer the results from [9] to the weight function
setting, and obtain also in this context some mixed extension procedures.
The paper is organized as follows: First, in Section 2, we collect and summarize all necessary
notation and conditions on weight sequences M , which will be important later on. Moreover we
introduce the classical spaces of ultradifferentiable functions defined by weight sequences, the most
important ultradifferentiable r-ramification function spaces and the corresponding sequence spaces.
In Section 3 we prove the main result for the Roumieu case (see Theorem 3.2), in Section 4 for the
Beurling case (see Theorem 4.2) which is reduced to the Roumieu case by using a technical result
from [4]. In the proofs we are following the ideas from [23] and make necessary changes to deal
with the parameter r. Even in the case r = 1, which yields the main statement [23, Theorem 1.1],
we are dealing with a slightly more general approach than in [23] since our assumptions on M and
N are weaker, see Remarks 3.3 and 4.3.
In Section 5 we introduce all further ultradifferentiable r-ramification function classes from [22] and
prove that the main results from the previous sections also hold true (see Theorem 5.5). The special
case M = N , by assuming some mild standard growth conditions on M , shows that property (γr)
is characterizing the surjectivity of the Borel map in all r-ramification test function spaces (of both
types, so improving the results of Schmets and Valdivia specially in the Roumieu case).
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In Section 5.6 we show that the new introduced mixed conditions (M,N)SVr and (M,N)γr can also
be used to characterize the surjectivity of the more general jet mapping in the mixed weight sequence
setting (of Roumieu type) and hence give a Whitney extension theorem involving a ramification
parameter r.
Finally, in Section 6, we prove a full characterization of the (non)quasianalyticity of all ultra-
differentiable r-ramification function classes by using the classical Denjoy-Carleman theorem for
ultradifferentiable classes. Here and in several other questions under consideration in this article
the so-called r-interpolating sequence introduced in [22] (see 2.5) will play an important role: It
helps to reduce the r-ramified ultradifferentiable framework to the classical one.
1.1. General notation. Throughout this paper we will use the following notation: We denote by
E the class of (complex-valued) smooth functions, Cω is the class of all real analytic functions. We
will write N>0 = {1, 2, . . .} and N = N>0 ∪ {0}. Moreover we put R>0 := {x ∈ R : x > 0}, i.e.
the set of all positive real numbers. For k = (k1, . . . , kd) ∈ Nd we have |k| = k1 + · · · + kd and
f (k) shall denote taking partial derivatives of f with respect to k = (k1, . . . , kd). On the class E ,
for all U ⊆ Rd non-empty open, f ∈ E(U,C) and x0 ∈ U we introduce the Borel map defined by
Bx0(f) := (f (k)(x0))k∈Nd . For given r ∈ N≥2 we put Brx0(f) := (f (rj)(x0))j∈Nd and for convenience,
if x0 = 0, then we will write B and Br instead of B0 and Br0.
Convention: For convenience we will write E[M ] if either E{M} or E(M) is considered, but not mixing
the cases if statements involve more than one E[M ] symbol (and similarly for all further classes of
ultradifferentiable r-ramification functions and the associated sequence spaces Λ{M}, Λ(M)).
2. Notation and conditions
2.1. Weight sequences and classes of ultradifferentiable functions. M = (Mp)p ∈ RN>0 is
called a weight sequence, we introduce also m = (mp)p defined by mp :=
Mp
p! and µp :=
Mp
Mp−1
,
µ0 := 1. M is called normalized if 1 = M0 ≤ M1 holds true which can always be assumed without
loss of generality.
For any weight sequence M and r > 0 we put M1/r := (M1/rp )p∈N.
(1) M is called log-convex if
(lc) :⇔ ∀ j ∈ N>0 : M2j ≤Mj−1 ·Mj+1,
equivalently if (µp)p is nondecreasing. M is called strongly log-convex if (lc) holds for the sequencem.
If M is log-convex and normalized, then both M and the mapping j 7→ (Mj)1/j are nondecreasing,
e.g. see [20, Lemma 2.0.4]. In this case we get Mk ≥ 1 for all k ≥ 0 and
(2.1) ∀ k ∈ N>0 : (Mk)1/k ≤ µk.
Some properties for weight sequences are very basic and so we introduce for convenience the fol-
lowing set:
LC := {M ∈ RN>0 : M is normalized, log-convex, lim
k→∞
(Mk)
1/k =∞}.
(2) M has moderate growth if
(mg) :⇔ ∃ C ≥ 1 ∀ j, k ∈ N : Mj+k ≤ Cj+kMjMk.
A weaker condition is derivation closedness,
(dc) :⇔ ∃ C ≥ 1 ∀ j ∈ N : Mj+1 ≤ Cj+1Mj.
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Note that we can replace in both conditions M by m or by any M1/r (by changing the constant
C).
(3) M is called nonquasianalytic, if
(nq) :⇔
∞∑
p=1
1
µp
<∞.
If M is log-convex then using Carleman’s inequality one can show (for a proof see e.g. [20, Propo-
sition 4.1.7]) that
∑∞
p=1
Mp−1
Mp
<∞⇔∑p≥1 1(Mp)1/p <∞.
More generally, for arbitrary r > 0 we call M to be r-nonquasianalytic, if
(nqr) :⇔
∑
p≥1
(
1
µp
)1/r
<∞,
so (nq) is precisely (nq1). Provided that µp ≥ 1, i.e. M is nondecreasing, we have that (nqr) does
imply (nqs) for every s < r.
If M ∈ LC, then by recalling [19, Prop. 2.13, Def. 3.3, Thm. 3.4] (see also [9, p. 145]) we
have that the so-called exponent of convergence λ(µp)p := inf
{
α > 0 :
∑
p≥1
(
1
µp
)α
<∞
}
does
coincide with lim supp→∞
log(p)
log(µp)
and is related to the index of quasianalyticity of M , denoted by
ω(M) := lim infp→∞
log(µp)
log(p) (also called lower order ofM), by ω(M) =
1
λ(µp)p
. Hence in our notation
we have now
ω(M) = sup{r > 0 : (nqr)}.
(4) M has (β1) if
(β1) :⇔ ∃ Q ∈ N>0 : lim inf
p→∞
µQp
µp
> Q,
and (γ1) if
(γ1) :⇔ sup
p∈N>0
µp
p
∑
k≥p
1
µk
<∞.
By [14, Proposition 1.1] both conditions are equivalent for log-convexM and for this proof condition
(nq), which is a general assumption in [14], was not necessary, see also [8, Theorem 3.11]. In the
literature (γ1) is also called ”strong nonquasianalyticity condition.” Moreover in [22] the following
generalization has been introduced (for r ∈ N≥1):
(γr) :⇔ sup
p∈N>0
(µp)
1/r
p
∑
k≥p
(
1
µk
)1/r
<∞.
Of course, this condition makes sense for all r > 0 and consequently M has (γr) if and only if M1/r
has (γ1).
(5) For two weight sequences M = (Mp)p and N = (Np)p and C > 0 we write M ≤ CN if and only
if Mp ≤ CNp holds for all p ∈ N. Moreover we define
M  N :⇔ ∃ C1, C2 ≥ 1 ∀ p ∈ N : Mp ≤ C1Cp2Np ⇐⇒ sup
p∈N>0
(
Mp
Np
)1/p
<∞
and call them equivalent if
M ≈ N :⇔ MN and NM.
In the relations above one can replaceM and N simultaneously bym and n becauseMN ⇔ mn.
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Let d ∈ N>0 and U ⊆ Rd be nonempty open, then for a weight sequence M we introduce the (local)
ultradifferentiable function class of Roumieu type by
E{M}(U,C) := {f ∈ E(U,C) : ∀ K ⊆ U compact ∃ h > 0 : ‖f‖M,K,h <∞},
and the Beurling type class by
E(M)(U,C) := {f ∈ E(U,C) : ∀ K ⊆ U compact ∀ h > 0 : ‖f‖M,K,h <∞},
where we have put
‖f‖M,K,h := sup
k∈Nd,x∈K
|f (k)(x)|
h|k|M|k|
.
For compact sets K with sufficiently regular boundary
EM,h(K,C) := {f ∈ E(K,C) : ‖f‖M,K,h <∞}
is a Banach space where E(K,C) denotes the space of Whitney jets in K which can be identified
with the class of smooth functions on the interior K◦ with globally bounded derivatives. We have
the topological vector space representations
E{M}(U,C) = lim←−
K⊆U
lim−→
h>0
EM,h(K,C)
and
E(M)(U,C) = lim←−
K⊆U
lim←−
h>0
EM,h(K,C).
From the definitions it is obvious that MN implies E[M ](U,C) ⊆ E[N ](U,C).
Let M be a weight sequence and U ⊆ Rd nonempty open and K a compact set with sufficiently
regular boundary, then E[M ](U,C) or E[M ](K,C) are said to be quasianalytic if for all x ∈ U , or
respectively for all x ∈ K, the map Bx is injective.
Of course this definition can be extended to any subclass S ⊆ E . The following result characterizes
nonquasianalyticity of ultradifferentiable classes in terms of the weight sequence M , e.g. see [21,
Proposition 4.3] where we have summarized the situation in a more general setting from [5, Theorem
1.3.8]. For any weight sequence M , let M lc denote the log-convex minorant of M , e.g. see [11, Def.
3.1, Prop. 3.2].
Proposition 2.2. Let M ∈ RN>0 with M0 = 1 and let U ⊆ Rd be nonempty open. Then E[M ](U,C)
is nonquasianalytic if and only if M lc satisfies (nq) and in this case Cω(U,C) ( E[M ](U,C) =
E[M lc](U,C) holds true.
2.3. Relevant conditions for characterizing the surjectivity of the Borel map. For p, s ∈
N>0 given and two arbitrary sequences M,N ∈ RN>0 let
(2.2) λM,Np,s := sup
0≤j<p
(
Mp
spNj
)1/(p−j)
.
We point out that the choice j = 0 yields
(2.3) λM,Np,s ≥
1
s(N0)1/p
(Mp)
1/p,
hence up to a constant a lower bound is always (Mp)1/p. The next result proves a control from
above (see [23, 2(a)]).
6 J. JIMÉNEZ-GARRIDO, J. SANZ, AND G. SCHINDL
Lemma 2.4. Let M and N be log-convex weight sequences satisfying M ≤ CN for some C ≥ 1,
then we get
(2.4) ∀ p, s ∈ N>0 : λM,Np,s ≤ Cmin{µp, νp}.
Proof. Let p, s ∈ N>0 and 0 ≤ j ≤ p− 1. Then(
Mp
spNj
)1/(p−j)
≤
(
Mp
Nj
)1/(p−j)
≤
(
C
Mp
Mj
)1/(p−j)
= (Cµj+1 · · ·µp)1/(p−j) ≤ C(µp)(p−j)/(p−j) = Cµp.
Similarly we get(
Mp
spNj
)1/(p−j)
≤
(
C
Np
Nj
)1/(p−j)
= (Cνj+1 · · · νp)1/(p−j) ≤ C(νp)(p−j)/(p−j) = Cνp.

Let M,N ∈ LC such that M ≤ CN for some constant C ≥ 1 and let r ∈ N≥1. We consider now
the following two conditions in the mixed weight sequence setting, for the definition even any r > 0
makes sense:
(M,N)SVr :⇐⇒ ∃ s ∈ N>0 : sup
p∈N>0
(λM,Np,s )
1/r
p
∑
k≥p
(
1
νk
)1/r
<∞,
and
(M,N)γr :⇐⇒ sup
p∈N>0
(µp)
1/r
p
∑
k≥p
(
1
νk
)1/r
<∞.
So (M,N)SVr is the r-ramification generalization of the characterizing condition (∗) in [23, p. 385]
(taking r = 1 yields (∗)), whereas (M,N)γr is the generalization of condition (γr) from [22] to a
mixed setting, since (M,M)γr is (γr) for M .
By Lemma 2.4 we immediately get that (M,N)γr implies (M,N)SVr for any s ∈ N>0. If e.g.
M ∈ LC satisfies (mg), which is in this case equivalent to
(2.5) ∃ A ≥ 1 ∀ p ∈ N>0 : µp ≤ A(Mp)1/p,
e.g. see [16, Lemma 2.2] and the references therein, then by (2.3) and (2.4) conditions (M,N)SVr
and (M,N)γr are equivalent.
2.5. The r-interpolating sequence PM,r. Given a weight sequence M ∈ RN>0, in [22, Lemma
2.3] for any r ∈ N≥1 the so-called r-interpolating sequence PM,r was introduced as follows:
(2.6) PM,rrk+j := ((Mk)
r−j(Mk+1)
j)1/r, ∀ k ∈ N, ∀ j ∈ {0, . . . , r}.
We summarize some elementary facts: If Mk ≤ CkNk for some C ≥ 1 and all k ∈ N, then
PM,rrk+j ≤ (C1/r)rk+jPN,rrk+j . We have PM,rrn = Mn for all n ∈ N (i.e. for r = 1 we get PM,1 ≡ M)
and by denoting πM,rk :=
PM,rk
PM,rk−1
(with πM,r0 := 1) we see
(2.7)
∀ k ∈ N ∀ j ∈ {1, . . . , r} : πM,rrk+j =
PM,rrk+j
PM,rrk+j−1
=
(
M r−jk M
j
k+1
M r−j+1k M
j−1
k+1
)1/r
=
(
Mk+1
Mk
)1/r
= (µk+1)
1/r.
Hence M ∈ LC if and only if PM,r ∈ LC and moreover we can show:
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Lemma 2.6. Let M ∈ LC, r ∈ N≥1 and PM,r be the r-interpolating sequence, then M does have
(mg) if and only if PM,r does have (mg).
Proof. It is well-known (e.g. see [16, Lemma 2.2]) that for M ∈ LC condition (mg) is equivalent
to having supp≥1
µ2p
µp
<∞.
On the one hand, for all k ∈ N and j ∈ {1, . . . , r} we have 2(rk+ j) ≤ r(2k+1)+ r, hence by (2.7)
we have
πM,r
2(rk+j)
πM,rrk+j
≤ π
M,r
r(2k+1)+r
πM,rrk+j
=
(
µ2(k+1)
µk+1
)1/r
.
On the other hand, the choice j = r in (2.7) yields
µ2(k+1)
µk+1
=
(
πM,r
2r(k+1)
πM,r
r(k+1)
)r
for all k ∈ N. 
For arbitrary r ∈ N≥1 by (2.7) we have that∑
l≥1
1
πM,rl
=
∞∑
k=0
r∑
j=1
1
πM,rrk+j
=
∞∑
k=0
r
(
1
µk+1
)1/r
,
hence (nqr) holds for M if and only if P
M,r has (nq). So we immediately get by the classical
Denjoy-Carleman theorem for ultradifferentiable functions (see Proposition 2.2):
Lemma 2.7. Let M ∈ LC, r ∈ N≥1 and PM,r be the r-interpolating sequence, then the following
are equivalent:
(i) M satisfies (nqr),
(ii) PM,r satisfies (nq),
(iii) E[PM,r](U,C) is nonquasianalytic for every nonempty open set U ⊆ Rd.
(iv) E[PM,r](K,C) is nonquasianalytic for every compact set K ⊆ Rd with regular boundary.
Finally the next result generalizes [22, Lemma 2.3 (a)] to a mixed setting.
Lemma 2.8. Let M,N ∈ LC, r ∈ N≥1 and PM,r, PN,r be the corresponding r-interpolating
sequences. Then the following are equivalent:
(i) (M,N)γr ,
(ii) (PM,r, PN,r)γ1 .
Proof. We follow the proof given in [22, Lemma 2.3 (a)].
(i)⇒ (ii) By using (2.7) we have
sup
l∈N≥1
πM,rl
l
∑
k≥l
1
πN,rk
= sup
l∈N,j∈{1,...,r}
πM,rrl+j
rl + j
∑
k≥rl+j
1
πN,rk
≤ sup
l∈N
(µl+1)
1/r
rl + 1
∑
k≥l
r∑
j=1
1
πN,rrk+j
≤ r sup
l∈N
(µl+1)
1/r
rl + 1
∑
k≥l+1
1
(νk)1/r
≤ (1 + r) sup
l∈N≥1
(µl)
1/r
l
∑
k≥l
1
(νk)1/r
,
where in the last estimate we have used that rr(l−1)+1 ≤ 1+rl ⇔ r2 ≤ r2l + 1 for all l ∈ N≥1 and
r > 0.
(ii)⇒ (i) For all n ∈ N≥1 we have
(µn)
1/r
n
∑
k≥n
1
(νk)1/r
≤ rπ
M,r
rn
rn
∑
k≥n
1
πN,rrk
≤ rπ
M,r
rn
rn
∑
k≥rn
1
πN,rk
,
taking into account again (2.7). 
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2.9. Associated sequence and test function spaces. Let M ∈ RN>0 be a weight sequence and
for a given sequence a := (ap)p ∈ CN we put
|a|M,h := sup
p∈N
|ap|
hpMp
,
and introduce ΛM,h := {(ap)p ∈ C : |a|M,h <∞}. Furthermore we set
Λ(M) := {(ap)p ∈ CN : ∀ h > 0 : |a|M,h <∞},
and
Λ{M} := {(ap)p ∈ C : ∃ h > 0 : |a|M,h <∞}.
We endow Λ(M) resp. Λ{M} with a natural projective, respectively inductive, topology via
Λ(M) = lim←−
h>0
ΛM,h, Λ{M} = lim−→
h>0
ΛM,h.
If M ∈ LC, then both spaces are rings with respect to convolution (a ⋆ b)n :=
∑n
k=0 akbn−k:
|(a ⋆ b)|M,2h = sup
n
|(a ⋆ b)n|
(2h)nMn
≤ sup
n
∑n
k=0 |ak||bn−k|
(2h)nMn
≤ sup
n
1
2n
n∑
k=0
( |ak|
hkMk︸ ︷︷ ︸
≤|a|M,h
|bn−k|
hn−kMn−k︸ ︷︷ ︸
≤|b|M,h
)
≤ sup
n
n+ 1
2n
|a|M,h|b|M,h ≤ |a|M,h|b|M,h <∞.
In this estimate we have used that M is log-convex and normalized, so MkMn−k ≤ Mn for all
n, k ∈ N with k ≤ n. From the definitions it is obvious that MN implies Λ[M ] ⊆ Λ[N ].
Let M be a weight sequence and r ∈ N≥1. Then for each h > 0 and a > 0 we define the Banach
space
Dr,M,h([−a, a]) :=
{f ∈ E(R,C) : supp(f) ⊆ [−a, a], f (rn+j)(0) = 0, ∀ n ∈ N ∀ j ∈ {1, . . . , r − 1}, sup
n∈N,x∈R
|f (rn)(x)|
hnMn
<∞},
and the Roumieu type class
(2.8) Dr,{M}([−a, a]) := lim−→
h>0
Dr,M,h([−a, a]),
which is a countable (LB)-space, respectively
(2.9) Dr,(M)([−a, a]) := lim←−
h>0
Dr,M,h([−a, a]),
which is a Frechét space (see [22, Section 3]). For convenience we put ‖f‖r,M,h := supn∈N,x∈R |f
(rn)(x)|
hnMn
.
If r = 1, then we precisely obtain the spaces considered in [23] and MN implies Dr,[M ]([−a, a]) ⊆
Dr,[N ]([−a, a]).
Remark 2.10. We finish this section with the following comments:
(i) In the main results Theorem 3.2 and Theorem 4.2 equivalently we could replace Dr,[M ]([−1, 1])
by Dr,[M ]([−a, a]) for arbitrary a > 0: The spaces obviously do coincide as sets by composing
the functions with a dilation, see also Lemma 3.5 below.
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(ii) It is not automatically clear that the classes introduced in (2.8) and (2.9) are nontrivial,
i.e. 6= {0}. In Section 6 we will characterize the nontriviality in terms of M as in the
classical Denjoy-Carleman theorem and we will see that this question is characterized by
the nonquasianalyticity of PM,r, see Lemma 2.7 and also Lemma 3.5 below.
3. The image of the Borel mapping in the Roumieu case
Let, from now on in this section, M,N ∈ RN>0 and r ∈ N≥1 be such that
(I) M,N ∈ LC,
(II)R,r lim infp→∞
(
(Mp)
1/r
p!
)1/p
> 0 (the letter R in the notation stands for Roumieu),
(III) MN , i.e. Mp ≤ CpNp for a constant C ≥ 1 and all p ∈ N.
Concerning these conditions we give the following comments.
Remark 3.1. (i) Replacing N = (Np)p by L = (Lp)p with Lp := C
pNp, C denoting the
constant from (III), we have Mp ≤ Lp for all p ∈ N. Of course L≈N and so we can
assume from now on without loss of generality that even M ≤ N holds true (which will
simplify the notation).
(ii) For allM ∈ LC and r > 1 condition (II)R,r does imply (II)R,1, indeed limp→∞(mp)1/p =∞
since (Mp)
1/p →∞ as p→∞ and mp = (Mp)
1/r
p! (Mp)
1− 1r .
(iii) (II)R,r for M does imply (II)R,1 for P
M,r:
If r = 1, then M ≡ PM,1 and nothing is to prove. If r ∈ N≥2, then we have Mp ≥ Crpp!r
for some 0 < C ≤ 1 and all p ∈ N, hence by (2.6)
PM,rrk+j ≥ (C(kr)(r−j)k!r(r−j)Crj(k+1)(k + 1)!rj)1/r = Ckr+j(k!)r−j(k + 1)!j
for all k ∈ N and 1 ≤ j ≤ r. Then
(rk + j)! ≤ 2rk+jj!(rk)! ≤ 2rk+jr!(rk)! ≤ 2rk+jr!Crk1 k!r ≤ r!(2C1)rk+jk!r−j(k + 1)!j,
where C1 is a suitable positive constant depending only on r; consequently
PM,rrk+j ≥ r!−1(C/(2C1))rk+j(rk + j)!.
Thus lim infk→∞(P
M,r
k /k!)
1/k > 0 is shown.
The goal is to prove the following characterization which is generalizing [23, Theorem 1.1].
Theorem 3.2. Let M and N be as assumed above and r ∈ N≥1. Then
(3.1) Λ{M} ⊆ {(f (rj)(0))j∈N : f ∈ Dr,{N}([−1, 1])}
if and only if (M,N)SVr .
Remark 3.3. This theorem extends [23, Theorem 1.1] also to general r-interpolating spaces because
there only the case r = 1 was considered. But even in this case our approach is slightly stronger
than the result from [23] since our assumptions on M and N are more general. More precisely:
(i) We only need lim infk→∞(mk)
1/k > 0 for M instead of limk→∞(mk)
1/k = ∞, which is the
general assumption (d) on [23, p. 385],
(ii) We only require MN instead of the stronger assumption µp ≤ νp for all p ∈ N (which is
assumption (c) on [23, p. 385]).
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(iii) Most importantly, it is not required to have condition (nq) for N . We give here the argument
for arbitrary r ∈ N≥1: If M and N are related by (M,N)SVr , then by choosing p = 1
there (which yields (λM,N1,s )
1/r =
(
M1
sN0
)1/r
) we immediately get that N has to satisfy (nqr).
Conversely, if (3.1) holds true, then it is obvious that the class Dr,{N}([−1, 1]) has to be
nontrivial because Λ{M} does contain (at least) all sequences with finitely many entries
6= 0. Consequently, by Theorem 6.1 below, this nontriviality of Dr,{N}([−1, 1]) does imply
condition (nqr) for N .
First we recall [14, Theorem 2.2], which follows from [5, Theorem 1.3.5], for a proof see also [20,
Lemma 5.1.6].
Lemma 3.4. Let M ∈ LC and assume that a := ∑∞j=1 1µj < ∞. Then there exists a smooth
function ϕ whose support is contained in [−a, a], such that 0 ≤ ϕ(x) ≤ 1 for all x ∈ [−a, a], and
ϕ(j)(0) = δj,0 (Kronecker delta). Furthermore we have
∥∥ϕ(j)∥∥
∞
≤ 2jMj for all j ∈ N.
In particular one can say: ϕ is a nontrivial function (ϕ(0) = 1) with compact support and ϕ ∈
E{M}(R,C) (take h = 2). Thus the ultradifferentiable class E{M} is nonquasianalytic.
In the next statement we will use the previous result to justify that the class Dr,{M}([−a, a]) defined
in (2.8) is nontrivial. As mentioned before, for a complete characterization (also for the Beurling
case) we refer to Section 6 below and we will have to make use of the following construction (for
the Roumieu case) in the first main result Theorem 3.6.
Lemma 3.5. Let M ∈ LC and r ∈ N≥1 be given and assume that (nqr) holds true. Then we get
for all b > 0 that Dr,[M ]([−b, b]) is nontrivial.
Proof. We set a :=
∑∞
k=0
(
1
µk+1
)1/r
< ∞ and apply Lemma 3.4 to the r-interpolating sequence
PM,r from (2.6) (see Lemma 2.7). Thus ϕ belongs to the class D{PM,r}([−a, a]) and even to
Dr,{M}([−a, a]) (since ϕ(j)(0) = δj,0 and PM,rrj = Mj for all j ∈ N) and has compact support in
[−a, a]. Finally we get ∥∥ϕ(rj)∥∥
∞
≤ 2rjPM,rrj = 2rjMj for all j ∈ N.
By making a rescaling/dilation we can achieve that ϕ has support contained in [−b, b] for any b > 0.
For the Beurling type we have to recall that in the proof of [14, Theorem 2.1 (a)(i)] even a sequence
(χp)p of functions with compact support in the ultradifferentiable class E(PM,r)(R,C) has been
constructed which satisfies χ(j)p (0) = δj,p. So the corresponding result holds true for the Beurling
type classes Dr,(M)([−b, b]) as well (by choosing χ0 or more general some χrp) and making again a
rescaling. 
Using this preparation we are able to generalize [23, Theorem 3.2]. We are going to follow the
original proof and make adjustments where necessary.
Theorem 3.6. Let M and N be as assumed above and r ∈ N≥1 be given. If (M,N)SVr holds true,
then there exists d > 0 such that for all c ∈ N>0 there exists a continuous linear extension map
Tc : ΛM,c → Dr,N,cd([−1, 1]), which implies
Λ{M} ⊆ {(f (rj)(0))j∈N : f ∈ Dr,{N}([−1, 1])}.
Proof. For convenience we write λp,s instead of λM,Np,s . Let h ≥ 1 (large) be arbitrary but fixed
and s ∈ N>0 be coming from (M,N)SVr . For p ∈ N we consider the sequence τp := (τpj )j≥0 defined
SURJECTIVITY OF THE BOREL MAPPING IN THE MIXED SETTING 11
by
τp :=
(
1, (hλp,s)
1/r , . . . , (hλp,s)
1/r︸ ︷︷ ︸
2pr−times
, (hν2p+1)
1/r, . . . , (hν2p+1)
1/r︸ ︷︷ ︸
r−times
, (hν2p+2)
1/r, . . . , (hν2p+2)
1/r︸ ︷︷ ︸
r−times
, . . .
)
.
By (2.4) (with C = 1) we see that each τp is increasing since λp,s ≤ νp ≤ ν2p+1 and so T p = (T pj )j
defined by T pj :=
∏j
i=0 τ
p
i is log-convex (and its quotients are tending to infinity).
The case p = 0. Since B := h1/r
∑∞
j=1
(
1
hνj
)1/r
=
∑∞
j=1
(
1
νj
)1/r
< ∞ we can apply Lemma 3.5
for a = B, b = B/h1/r and so c = h1/r. So there exists ̺h,0 ∈ Dr,{N}([−B/(h1/r), B/(h1/r)]) with
0 ≤ ̺h,0 ≤ 1, ̺(j)h,0(0) = δj,0 for all j ∈ N and finally |̺(rj)h,0 (t)| ≤ 2rjhjNj for all j ∈ N and t ∈ R.
The case p ∈ N>0. Property (M,N)SVr means that there exists some A > 1 such that for all
p ∈ N>0 we can estimate as follows
∞∑
k=1
1
τpk
=
2pr
(hλp,s)1/r
+ r
∞∑
k=2p+1
(
1
hνk
)1/r
=
2pr
(hλp,s)1/r
1 + (λp,s)1/r
2p
∞∑
k=2p+1
(
1
νk
)1/r
≤ 2pr
(hλp,s)1/r
1 + (λp,s)1/r
2p
∞∑
k=p
(
1
νk
)1/r ≤ 2rp
(hλp,s)1/r
A.
Applying Lemma 3.4 for each sequence T p, p ∈ N>0, we get that there exists
̺h,p ∈ D([−2Arp/(hλp,s)1/r, 2Arp/(hλp,s)1/r]) with 0 ≤ ̺h,p ≤ 1, ̺(j)h,p(0) = δj,0 for all j ∈ N and
satisfying for all t ∈ R:
(3.2) |̺(j)h,p(t)| ≤
{
2j(hλp,s)
j/r if 1 ≤ j ≤ 2rp,
2jhj/r(λp,s)
2p
∏kj
k=1 ν2p+k(ν2p+kj+1)
(j−r(2p+kj))/r if j > 2rp,
where for the second inequality we have put kj ∈ N satisfying (2p+ kj)r < j ≤ (2p+ kj + 1)r (if
kj = 0, then the product is understood to be equal 1, so |̺(j)h,p(t)| ≤ 2jhj/r(λp,s)2p(ν2p+1)(j−2pr)/r).
We introduce the smooth function χ : R→ R defined by
(3.3) χh,rp(t) := ̺h,p(t)
trp
(rp)!
,
and in the next step we have to estimate all (rj)-derivatives of χh,pr for each p ∈ N.
The case p = 0. We have |χ(rj)h,0 (t)| = |̺(rj)h,0 (t)| ≤ 2rjhjNj = 2rjhj NjM0 for all t ∈ R and j ∈ N.
The case p ∈ N>0: We are going to prove
(3.4) ∀ t ∈ R ∀ j ∈ N : |χ(rj)h,rp(t)| ≤
Nj
Mp
(
2A exp(1)s
h1/r
)rp
hj
(
2 +
1
2A
)rj
.
First the Leibniz-formula gives (since (tp)(j) = 0 for any j > p) that:
(3.5) |χ(rj)h,rp(t)| ≤
(
2A exp(1)
h1/r
)rp rj∑
l=max{0,r(j−p)}
(
rj
l
)
|̺(l)h,p(t)|
(
2A
h1/r
)l−rj (
1
(λp,s)1/r
)rp+l−rj
.
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We point out that t ∈ [−2Arp/(hλp,s)1/r, 2Arp/(hλp,s)1/r] and moreover rj − rp ≤ l and l ≤ rj
imply 0 ≤ rp + l − rj ≤ rp. So (rp)rp+l−rj(rp+l−rj)! ≤ (rp)
rp
(rp)! ≤ exp(rp) because p
m
m! ≤ p
m+1
(m+1)! ⇔ m + 1 ≤ p
and p
p
p! ≤ exp(p) =
∑∞
m=0
pm
m! for all p ∈ N.
Now we have to distinguish between two cases:
Case 1, p ∈ N>0 and 0 ≤ j ≤ 2p ⇔ 0 ≤ rj ≤ 2rp. By (3.2) we have |̺(l)h,p(t)| ≤ 2l(hλp,s)l/r for all
l ∈ N with max{0, r(j − p)} ≤ l ≤ jr (if l = 0, then this holds true by having ‖̺h,p‖∞ ≤ 1) and so
|χ(rj)h,rp(t)| ≤
(
2A exp(1)
h1/r
)rp
hj(λp,s)
j−p
rj∑
l=max{0,r(j−p)}
(
rj
l
)
2l(2A)l−rj
≤
(
2A exp(1)
h1/r
)rp
hj(λp,s)
j−p
(
2 +
1
2A
)rj
.
Case 1, subcase (a), 0 ≤ j < p. By definition (2.2) we have (λp,s)p−j ≥ MpspNj and so the previous
estimate shows (by having s ∈ N≥1)
|χ(rj)h,rp(t)| ≤
Nj
Mp
(
2A exp(1)s
h1/r
)rp
hj
(
2 +
1
2A
)rj
for 0 ≤ j < p.
Case 1, subcase (b), j = p. In this case (λp,s)p−j = 1 and since
Nj
Mp
=
Np
Mp
≥ 1 we have
|χ(rj)h,rp(t)| ≤
Nj
Mp
(
2A exp(1)
h1/r
)rp
hj
(
2 +
1
2A
)rj
for j = p.
Case 1, subcase (c), p < j ≤ 2p. First, by (2.4) we get λp,s ≤ νp for all p, s ∈ N>0. Since j − p > 0
we have
(3.6) ∀ j, p ∈ N>0, j > p : (λp,s)j−p ≤ (νp)j−p ≤ νp+1 · · · νj = Nj
Np
≤ Nj
Mp
.
This proves
|χ(rj)h,rp(t)| ≤
Nj
Mp
(
2A exp(1)
h1/r
)rp
hj
(
2 +
1
2A
)rj
for p < j ≤ 2p.
Case 2, p ∈ N>0 and 2p < j ⇔ 2rp < rj. By (3.2) we have
|̺(l)h,p(t)| ≤ 2lhl/r(λp,s)2p
∏kl
k=1 ν2p+k(ν2p+kl+1)
(l−r(2p+kl))/r for all l > 2rp and kl ∈ N satisfying
(2p + kl)r < l ≤ (2p + kl + 1)r. In this case we are interested in such values satisfying 0 ≤ kl ≤
j − 2p− 1. In the estimate we decompose the sum ∑rjl=r(j−p) in (3.5) into ∑2rpl=r(j−p)+∑rjl=2rp+1.
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Hence
|χ(rj)h,rp(t)| ≤
(
2A exp(1)
h1/r
)rp 2rp∑
l=r(j−p)
(
rj
l
)
|̺(l)h,p(t)|︸ ︷︷ ︸
≤2l(hλp,s)l/r
(
2A
h1/r
)l−rj (
1
(λp,s)1/r
)rp+l−rj
+
(
2A exp(1)
h1/r
)rp rj∑
l=2rp+1
(
rj
l
)
|̺(l)h,p(t)|︸ ︷︷ ︸
≤2lhl/r(λp,s)2p
∏kl
k=1
ν2p+k(ν2p+kl+1)
(l−r(2p+kl))/r
(
2A
h1/r
)l−rj (
1
(λp,s)1/r
)rp+l−rj
≤
(
2A exp(1)
h1/r
)rp
hj (λp,s)
j−p︸ ︷︷ ︸
≤Nj/Mp
2rp∑
l=r(j−p)
(
rj
l
)
2l(2A)l−rj
+
(
2A exp(1)
h1/r
)rp
hj
rj∑
l=2rp+1
(
rj
l
)
2l(2A)l−rj (λp,s)
p+j−l/r
kl∏
k=1
ν2p+k(ν2p+kl+1)
(l−r(2p+kl))/r
︸ ︷︷ ︸
≤Nj/Mp(⋆)
≤ Nj
Mp
(
2A exp(1)
h1/r
)rp
hj
rj∑
l=r(j−p)
(
rj
l
)
2l(2A)l−rj ≤ Nj
Mp
(
2A exp(1)
h1/r
)rp
hj
(
2 +
1
2A
)rj
.
In the first sum we have used again (3.6) (note that j > p).
To prove (⋆) we have to estimate as follows: First, since νp ≥ 1 for all p ∈ N and p + j − l/r ≥
0 ⇔ r(p + j) ≥ l (since l ≤ rj in the second sum), we get (λp,s)p+j−l/r ≤ (νp)p+j−l/r (by
(2.4)) and so (λp,s)p+j−l/r ≤ νp+1 · · · ν2p(νp)j−l/r . Second we have by log-convexity and since
j − l/r ≥ 0⇔ rj ≥ l:
(ν2p+kl+1)
(l−r(2p+kl))/r(νp)
j−l/r ≤ (ν2p+kl+1)(l−r(2p+kl))/r(ν2p+kl+1)j−l/r = (ν2p+kl+1)j−2p−kl
≤ ν2p+kl+1 · · · νj .
Thus by combining both estimations we get as desired
(λp,s)
p+j−l/r
kl∏
k=1
ν2p+k(ν2p+kl+1)
(l−r(2p+kl))/r ≤ νp+1 · · · νj = Nj
Np
≤ Nj
Mp
.
This finishes the proof of (3.4).
The case j = 0 and N0 = 1 in (2.2) yield (Mp)1/(rp) ≤ (sλp,s)1/r for all p ∈ N>0. By assumption
(II)R,r we have lim infp→∞
(
(Mp)
1/r
p!
)1/p
> 0 and by applying Stirling’s formula lim infp→∞
(
(Mp)
1/r
pp
)1/p
>
0, too. Thus (Mp)
1/(rp)
p ≤ (sλp,s)
1/r
p ⇔ p(λp,s)1/r ≤ s1/r
p
(Mp)1/(rp)
and we get supp∈N>0
p
(λp,s)1/r
<∞.
We can choose now some number l ∈ N>0 large enough, depending on given s and r and satisfying
(a) Bl <
1
2 ,
(b) 2Arp
l(λp,s)1/r
< 1 for all p ∈ N>0 and
(c) 2A exp(1)s
l1/r
< 12 .
We may suppose from now on that h ∈ N>0 and h ≥ lr. For this particular h we summarize:
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(i) By (a) and (b) the support of ̺h,p is contained in [−1, 1] for all p ∈ N since Bh1/r ≤ Bl and
2Arp
(hλp,s)1/r
≤ 2Arp
l(λp,s)1/r
.
(ii) As shown in (3.4) we have
∀ t ∈ R ∀ j, p ∈ N : |χ(rj)h,rp(t)| ≤
Nj
Mp
(
2A exp(1)s
h1/r
)rp
hj
(
2 +
1
2A
)rj
.
(iii) ̺
(l)
h,p(0) = δl,0 for all p ∈ N (and arbitrary h) and definition (3.3) imply that
∀ j, p ∈ N : χ(j)h,rp(0) = δrp,j .
(i)− (iii) prove that χh,rp ∈ Dr,{N}([−1, 1]) holds true (for all p ∈ N).
We put d := l1/r(2+ 1/(2A)) (also depending on s and r via chosen l) and let c ∈ N>0 be arbitrary
but fixed. Consider a sequence a = (ap)p ∈ ΛM,c, then
∀ p, j ∈ N ∀ t ∈ R : |apχ(rj)cl,rp(t)| ≤ |a|M,ccpMp
Nj
Mp
(cl)j
(
2A exp(1)s
(cl)1/r
)rp(
2 +
1
2A
)rj
≤︸︷︷︸
(c)
|a|M,ccpNj(cl)j 1
2rpcp
(
2 +
1
2A
)rj
≤ 1
2rp
|a|M,ccjdrjNj ,
where the last inequality holds by the choice of d. Note that by the choice of l in (c) we have
2A exp(1)s
l1/r
< 12 which is equivalent to
(
2A exp(1)s
(cl)1/r
)rp
≤ 12rpcp .
This implies immediately:
∀ j ∈ N ∀ t ∈ R :
∞∑
p=0
∣∣∣apχ(rj)cl,rp(t)∣∣∣ ≤ 2|a|M,ccjdrjNj.
So we can define the extension map Tc : ΛM,c → Dr,N,cdr([−1, 1]) by a 7→
∑∞
p=0 apχcl,rp, since
(Br ◦ Tc)(a) =
(
∞∑
p=0
apχ
(rj)
cl,rp(0)
)
j∈N
=
(
∞∑
p=0
apδp,j
)
j∈N
= (aj)j∈N = a.
Note that the number d is not depending on chosen c and that
∑∞
p=0 apχ
(rj+k)
cl,rp (0) = 0 for all
k ∈ {1, . . . , r − 1}. 
Now we are going to prove the second half of Theorem 3.2 and recall that by (iii) in Remark
3.3 the inclusion Λ{M} ⊆ {(f (rj)(0))j∈N : f ∈ Dr,{N}([−1, 1])} does imply the nontriviality of
Dr,{N}([−1, 1]) and condition (nqr) for N .
First we are proving the next result which generalizes [23, Proposition 3.3] and we follow the lines
of the proof there.
Proposition 3.7. Assume that
Λ{M} ⊆ {(f (rj)(0))j∈N : f ∈ Dr,{N}([−1, 1])}
holds. Then for all s ∈ N>0 there exists h ∈ N>0 such that there exists a continuous linear extension
map Ts from ΛM,s into Dr,N,h([−1, 1]).
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Proof. For j ∈ N consider the continuous linear functional τ j : Dr,{N}([−1, 1])→ R, f 7→ f (rj)(0).
Let
H := {f ∈ Dr,{N}([−1, 1]) : f (rj)(0) = 0 ∀ j ∈ N},
so H is a closed subspace of Dr,{N}([−1, 1]). Let ψ : Dr,{N}([−1, 1]) → Dr,{N}([−1, 1])/H be the
canonical surjection.
Let a = (ap)p ∈ Λ{M} be given, then there exists a function fa ∈ Dr,{N}([−1, 1]) such that f (rj)a (0) =
aj for all j ∈ N. We introduce the (well-defined) linear mapping φ : Λ{M} → Dr,{N}([−1, 1])/H ,
a 7→ ψ(fa).
Claim. φ is continuous. Both Λ{M} and Dr,{N}([−1, 1])/H are countable (LB)-spaces, so it suffices
to prove that the graph of φ is sequentially closed. Consider a sequence (al)l∈N in Λ{M} such that
a
l → a as l→∞ and such that (φ(al))l∈N = (ψ(fal))l∈N converges to ψ(f) in Dr,{N}([−1, 1])/H .
Clearly for all j ∈ N we have alj → aj as j → ∞. Since each mapping τ j is vanishing on H , the
mapping τ˜ j obtained by τ˜ j ◦ ψ = τ j is a continuous linear functional on Dr,{N}([−1, 1])/H such
that
∀ j ∈ N : alj = τ˜ j(φ(al)) −→ τ˜ j(ψ(f)) = f (rj)(0),
as l→∞. So aj = f (rj)(0) for all j ∈ N, i.e. φ(a) = ψ(f) which proves the claim.
Since we are dealing with two countable (LB)-spaces we can apply Grothendieck’s factorization
theorem (e.g. see [13, 24.33]) to obtain
(3.7) ∀ s ∈ N>0 ∃ h ∈ N>0 : φ(ΛM,2s) ⊆ ψ(Dr,N,h([−1, 1])) =: E.
We endow E with the Banach space structure coming from its canonical identification with
Dr,N,h([−1, 1])/(H ∩ Dr,N,h([−1, 1])) and denote its norm by ‖ · ‖E .
So the mapping φ : ΛM,2s → E is continuous and linear between Banach spaces, hence
∃ C > 0 ∀ a ∈ ΛM,2s : ‖φ(a)‖E ≤ C|a|M,2s.
For p ∈ N let ep := (δp,j)j∈N, the p-th unit vector. We have |ep|M,2s = 1(2s)pMp and so clearly
ep ∈ ΛM,2s for each p ∈ N. By (3.7) there exists χp ∈ Dr,N,h([−1, 1]) such that φ(ep) = ψ(χp) and
‖χp‖r,N,h ≤ 2‖φ(ep)‖E. For this last inequality recall that ‖ · ‖E is the norm on the quotient space
E with ‖φ(ep)‖E = inf{‖f‖r,N,h : f ∈ φ(ep) = ψ(χp)}.
Hence we get
|apep|M,2s ≤ |ap||ep|M,2s ≤ |a|M,sspMp 1
(2s)pMp
= 2−p|a|M,s,
and summarizing
‖apχp‖r,N,h ≤ 2‖φ(apep)‖E ≤ 2C|apep|M,2s ≤ 2C2−p|a|M,s.
Consider now the series Ts(a) :=
∑∞
p=0 apχp. It defines a linear extension mapping Ts : ΛM,s →
Dr,N,h([−1, 1]) and is continuous since
‖Ts(a)‖r,N,h ≤
∞∑
p=0
‖apχp‖r,N,h ≤ 2C|a|M,s
∞∑
p=0
2−p = 4C|a|M,s
for all a ∈ ΛM,s. Finally we have
(Br ◦ Ts)(a) =
(
∞∑
p=0
apχ
(rj)
p (0)
)
j∈N
=
(
∞∑
p=0
ape
p
j
)
j∈N
=
(
∞∑
p=0
apδp,j
)
j∈N
= (aj)j∈N = a.
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
For the next theorem we need the following result, see [5, Lemma 1.3.6].
Lemma 3.8. Let l ∈ N>0 and a1, . . . , al be a nonincreasing sequence of positive real numbers with
0 < A ≤∑li=1 ai. Then for all f ∈ Cl((−∞, A]) vanishing on (−∞, 0] we have
∀ t ≤ A : |f(t)| ≤
∑
j∈Jl
22ja1 · · · aj sup
s<t
|f (j)(s)|,
where Jl := {j ∈ N>0 : 1 ≤ j ≤ l, aj+1 < aj or j = l}.
Our next result proves the converse statement of Theorem 3.6 and generalizes [23, Theorem 3.5].
Theorem 3.9. If Λ{M} ⊆ {(f (rj)(0))j∈N : f ∈ Dr,{N}([−1, 1])} is valid, then (M,N)SVr holds
true.
Proof. By Proposition 3.7 there exist s ∈ N>0 and a continuous linear extension map T from ΛM,1
into Dr,N,s([−1, 1]). We choose D > max{1, ‖T ‖} and 1 > h > 0 to be small enough to guarantee
0 < 4hs2 < 1/2. For p ∈ N>0 we consider the (increasing) sequence τp := (τpj )j≥1 defined by
τp =
( (ν2p
h
)1/r
, . . . ,
(ν2p
h
)1/r
︸ ︷︷ ︸
rp−times
,
(ν2p+1
h
)1/r
, . . . ,
(ν2p+1
h
)1/r
︸ ︷︷ ︸
r−times
,
(ν2p+2
h
)1/r
, . . . ,
(ν2p+2
h
)1/r
︸ ︷︷ ︸
r−times
, . . .
)
.
Put ep := (δp,j)j∈N and so ep ∈ ΛM,1 with |ep|M,1 = 1Mp for each p ∈ N>0. Moreover put
χp := T (e
p), so χp ∈ Dr,N,s([−1, 1]) and χ(rj)p (0) = epj = δp,j . Finally, for all p ∈ N>0 and
0 ≤ j ≤ p− 1 we introduce the function
̺p,j(t) :=
{
0 if t ≤ 0,
χ
(rj)
p (t)− tr(p−j)(r(p−j))! if t > 0.
We want to apply Lemma 3.8 and first note that ̺p,j is smooth on R. Of course it is smooth on
(−∞, 0) and on (0,+∞) and since for all k ∈ N, χ(rj+k)p (0) = δp,rj+k = 1 if and only if r(p− j) = k,
it is also smooth at 0. Let z with
(3.8) 0 < z <
rph
(ν2p)1/r
+ r
∞∑
l=2p+1
(
h
νl
)1/r
,
and use Lemma 3.8 for the function ̺p,j and the sequence τp, i.e. put aj := (τ
p
j )
−1. Hence we get
for each z as in (3.8):
(3.9) |̺p,j(z)| ≤
∞∑
k=p
(4h)k
(ν2p)p
∏k
j=p+1 νp+j
sup
t∈[0,z]
|̺(rk)p,j (t)|.
Concerning the index in the summation we recall that we can start at k = rp, since τpj = τ
p
j+1 for
1 ≤ j ≤ rp− 1, and moreover τpj = τpj+1 for r(p+ i) < j < j + 1 ≤ r(p+ i+ 1) for any i ∈ N. Then
we estimate as follows for k ≥ p⇔ rk ≥ rp:
sup
t∈[0,z]
|̺(rk)p,j (t)| ≤ sup
t∈[0,z]
|χ(r(j+k))p (t)|+ 1 ≤ ‖χp‖r,N,ssj+kNj+k + 1
≤︸︷︷︸
(⋆)
D|ep|M,1s2kNj+k + 1 ≤ Ds2kNj+k
Mp
+ 1 ≤ 2Ds2kNj+k
Mp
.
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(⋆) holds since ‖χp‖r,N,s ≤ ‖T ‖|ep|M,1 ≤ D|ep|M,1 and since sj+k ≤ s2k by 0 ≤ j < p ≤ k.
Moreover p ≤ k implies Mp ≤ Np ≤ Nk ≤ Nj+k which was used for the last estimate.
On the other hand we have for all p ∈ N>0, 0 ≤ j ≤ p− 1 and k ≥ p:
(3.10)
1
(ν2p)p
∏k
j=p+1 νp+j
≤ Nj
Nj+k
,
which holds because
Nj+k = Njνj+1 · · · νj+k ≤ Njνp+1 · · · νp+k ≤ Nj(ν2p)p
k∏
j=p+1
νp+j .
Using these estimates we are going to prove now for each z as in (3.8):
(3.11) |̺p,j(z)| ≤ 2D Nj
Mp
2−p+1.
This holds by the following calculation and the sufficient small choice of h:
|̺p,j(z)| ≤︸︷︷︸
(3.9),(3.10)
∞∑
k=p
(4h)k
Nj
Nj+k
sup
t∈[0,z]
|̺(rk)p,j (t)| ≤
∞∑
k=p
(4h)k
Nj
Nj+k
2Ds2k
Nj+k
Mp
≤ 2D Nj
Mp
∞∑
k=p
(4hs2︸︷︷︸
<1/2
)k ≤ 2D Nj
Mp
2−p+1.
In the next step we prove for any z > 0 as in (3.8) that
(3.12) ∀ p ∈ N>0 ∀ j ∈ N, 0 ≤ j ≤ p− 1 : 1
2
zr(p−j)
(r(p− j))! ≤ 2D
spNj
Mp
.
Let p ∈ N>0 and 0 ≤ j ≤ p− 1, we distinguish two cases:
Case 1. If χ(rj)p (z) ≤ 12 z
r(p−j)
(r(p−j))! , then
1
2
zr(p−j)
(r(p − j))! ≤
zr(p−j)
(r(p− j))! − χ
(rj)
p (z) = |̺p,j(z)| ≤ 2D
spNj
Mp
.
For the last step we have used (3.11) and 2−p+1 ≤ sp ⇔ 2 ≤ (2s)p.
Case 2. If χ(rj)p (z) > 12
zr(p−j)
(r(p−j))! , then
1
2
zr(p−j)
(r(p − j))! < χ
(rj)
p (z) ≤ ‖χp‖r,N,ssjNj ≤ ‖T ‖|ep|M,1sjNj ≤ D
spNj
Mp
.
For the last inequality we have also used sj ≤ sp since j ≤ p. Hence, by choosing z =∑∞l=2p+1 ( hνl)1/r
which is possible by (3.8) and having (nqr) for N , we obtain for all p ∈ N>0 and 0 ≤ j ≤ p− 1
∞∑
l=2p+1
(
h
νl
)1/r
= z ≤︸︷︷︸
(3.12)
(4D)1/(r(p−j))(r(p−j))!1/(r(p−j))
(
spNj
Mp
)1/(r(p−j))
≤ 4Drp
(
spNj
Mp
)1/(r(p−j))
,
where the last inequality holds since (r(p − j))!1/(r(p−j)) ≤ rp ⇔ (r(p − j))! ≤ (rp)r(p−j) for all
0 ≤ j ≤ p− 1. By definition of the expression λM,Np,s in (2.2) (write again simply λp,s for it) we have
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shown so far
(3.13) ∀ p ∈ N>0 : (λp,s)
1/r
p
∞∑
l=2p+1
(
1
νl
)1/r
≤ 4Dr
h1/r
.
Now we are able to show (M,N)SVr and finish the proof. Let p ∈ N>0 be arbitrary, then
(λp,s)
1/r
p
∞∑
l=p
(
1
νl
)1/r
≤︸︷︷︸
(3.13)
(λp,s)
1/r
p
2p∑
l=p
(
1
νl
)1/r
+
4Dr
h1/r
≤︸︷︷︸
(2.4)
(νp)
1/r
p
p+ 1
(νp)1/r
+
4Dr
h1/r
≤ 2 + 4Dr
h1/r
.

4. The image of the Borel mapping in the Beurling case
Let from now on in this section M,N ∈ RN>0 and r ∈ N≥1 be such that (I) and (III) from Section
3 are valid and moreover
(II)B,r limp→∞
(
(Mp)
1/r
p!
)1/p
=∞ (the letter B in the notation stands for Beurling).
Analogously as in Remark 3.1 in the Roumieu case above we have:
Remark 4.1. (i) Again we can assume without loss of generality that even M ≤ N holds true.
(ii) For any r > 1 condition (II)B,r implies (II)B,1, i.e. limp→∞(mp)
1/p = ∞, because
(Mp)
1/r
p! = mp(Mp)
1
r−1.
(iii) (II)B,r for M does imply (II)B,1 for P
M,r (here for all C ≥ 1 large there exists pC such
that for all p ≥ pC we have Mp ≥ Crpp!r).
The goal of this section is to prove the following characterization.
Theorem 4.2. Let M and N be as assumed above and r ∈ N≥1. Then
(4.1) Λ(M) ⊆ {(f (rj)(0))j∈N : f ∈ Dr,(N)([−1, 1])}
holds if and only if (M,N)SVr is satisfied.
Remark 4.3. Similarly as in the Roumieu case above, this result is extending [23, Theorem 1.1]
also for general r-interpolating spaces, and even in the case r = 1 our approach is slightly stronger
than the result from [23] since
(i) we only require MN instead of the stronger assumption µp ≤ νp for all p ∈ N and
(ii) assumption (nqr) for N is not needed because even in the general setting analogously as com-
mented in Remark 3.3 above the inclusion (4.1) does imply that Dr,(N)([−1, 1]) is nontrivial
and Theorem 6.1 yields (nqr) for N .
The strategy is to reduce the proof to the Roumieu case, as it has been done in [23, Section 4], and
to do so we will have to apply the following result, see [4, Lemme 16].
Lemma 4.4. Let (αk)k∈N>0 be a sequence of non-negative real numbers such that
∑∞
k=1 αk < ∞.
Furthermore let β = (βk)k∈N>0 and γ = (γk)k∈N>0 be sequences of positive real numbers such that
limk→∞ βk = 0 = limk→∞ γk, and assume γ is nonincreasing.
Then there exists a sequence (λk)k∈N>0 such that
(i) k 7→ λk is nondecreasing,
(ii) limk→∞ λk =∞,
(iii) k 7→ λkγk is nonincreasing,
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(iv) limk→∞ λkβk = 0,
(v) ∀ p ∈ N>0 :
∑∞
k=p λkαk ≤ 8λp
∑∞
k=p αk.
The next result generalizes [23, Theorem 4.2.].
Theorem 4.5. Let M and N be as assumed above, r ∈ N≥1 and satisfying (M,N)SVr . Then we
have
Λ(M) ⊆ {(f (rj)(0))j∈N : f ∈ Dr,(N)([−1, 1])}.
Proof. Let 0 6= a = (ap)p ∈ Λ(M), so by definition for all h ∈ N>0 there exists Ch > 0 such that
for all p ∈ N we have |ap| ≤ Chh−pMp, hence
(
|ap|
Mp
)1/p
≤ C
1/p
h
h for all p ∈ N and h ∈ N>0 which
gives
(4.2) lim
p→∞
( |ap|
Mp
)1/p
= 0.
Now define a sequence (ǫp)p∈N>0 by ǫp := supk≥p
(
|ak|
Mk
)1/k
, which is clearly nonincreasing and
limp→∞ ǫp = 0. Since by definition ǫj ≥
(
|ap|
Mp
)1/p
whenever 1 ≤ j ≤ p we also get |ap| ≤ ǫ1 · · · ǫpMp
for all p ∈ N>0.
Put αk := 0, βk := max{ǫk, k(Mk)1/(rk) } and γk :=
1
µk
for all k ∈ N>0. By (4.2), standard assumption
(II)B,r on M and Stirling’s formula we have βk → 0 as k → ∞. γ = (γk)k is nonincreasing and
tending to 0 by (2.1). So we can apply Lemma 4.4 to obtain a sequence θ = (θk)k∈N>0 such that θ
is nondecreasing, tending to ∞, θkγk is nonincreasing and finally θkβk → 0 as k →∞. W.l.o.g. we
can assume θ1 = 1 and moreover we have θkγk → 0, since
∀ k ∈ N>0 : θkγk = θk
µk
≤︸︷︷︸
(Mk)1/r≤Mk≤(µk)k
θk
(Mk)1/(rk)
≤ θk k
(Mk)1/(rk)
≤︸︷︷︸
def. of β
θkβk.
In the next step we apply Lemma 4.4 to α′k = γ
′
k :=
(
1
νk
)1/r
and β′k := max{ 1(θ⌊k/2⌋)1/(2r) ,
1
(νk)1/r
}
for k ∈ N>0, where ⌊k/2⌋ denotes the integer part of k/2 and we put θ0 := 1. This can be done
since (νk)1/r → ∞ as k → ∞ by having
∑
k≥1
(
1
νk
)1/r
< ∞ ((nqr) for N follows by assumption
(M,N)SVr ) and since θk →∞ as k →∞.
Hence we obtain another sequence θ′ = (θ′p)p∈N>0 which is nondecreasing, tending to infinity, θ
′
kγ
′
k
is nonincreasing, θ′kβ
′
k → 0 and finally
(4.3) ∀ p ∈ N>0 :
∞∑
k=p
θ′k
(νk)1/r
≤ 8θ′p
∞∑
k=p
(
1
νk
)1/r
.
W.l.o.g. we can assume θ′1 = 1. By definition and since θ
′
kβ
′
k → 0 we get limk→∞ θ
′
k
(θ⌊k/2⌋)1/(2r)
=
0 = limk→∞
θ′k
(νk)1/r
, which shows θ′kγ
′
k → 0 as k → ∞. Since θ is nondecreasing, θp ≥ 1 for each p
we also obtain
(4.4) ∃ A ≥ 1 ∀ k ∈ N>0 : (θ′k)r ≤ A(θ⌊k/2⌋)1/2 ≤ Aθ⌊k/2⌋ ≤ Aθk.
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Using (4.4) we are going to show:
(4.5) ∃ A ≥ 1 ∀ p ∈ N>0 ∀ j ∈ N, 0 ≤ j ≤ p− 1 :
(θ′p)
r
(θj+1 · · · θp)1/(p−j) ≤ A.
For 0 ≤ j ≤ ⌊p/2⌋ − 1 we have
(θj+1 · · · θp)1/(p−j) ≥ (θ⌊p/2⌋ · · · θp)1/(p−j) ≥ (θ⌊p/2⌋)(p−⌊p/2⌋)/(p−j) ≥ (θ⌊p/2⌋)(p−⌊p/2⌋)/p ≥
√
θ⌊p/2⌋,
since θ is nondecreasing, θp ≥ 1 for each p and for the last inequality we have used p−⌊p/2⌋p = 1 −
⌊p/2⌋
p ≥ 12 ⇔ p2 ≥ ⌊p/2⌋. On the other hand, if ⌊p/2⌋ ≤ j ≤ p− 1, then (θj+1 · · · θp)1/(p−j) ≥ θj+1 ≥
θ⌊p/2⌋. Summarizing we end up with
(θ′p)
r
(θj+1···θp)1/(p−j)
≤ (θ
′
p)
r√
θ⌊p/2⌋
respectively
(θ′p)
r
(θj+1···θp)1/(p−j)
≤ (θ
′
p)
r
θ⌊p/2⌋
,
now apply (4.4).
We introduce sequences R = (Rp)p and S = (Sp)p defined by Rk :=
∏k
j=0 ̺j , Sk :=
∏k
j=0 σj , where
∀ k ∈ N>0 : ̺k := µk
θk
, σk := A
νk
(θ′k)
r
, ̺0 = σ0 := 1.
We summarize:
(i) R is log-convex since (̺k)−1 =
θk
µk
= θkγk is nonincreasing (and tending to 0 as k→∞).
(ii) S is log-convex since (σk)−1 = A−1
(θ′k)
r
νk
= A−1(θ′kγ
′
k)
r is nonincreasing (and tending to 0
as k →∞).
(iii) Rk ≤ Sk since Rk = Mk(θ1 · · · θk)−1 ≤ NkAk(θ′1 · · · θ′k)−r = Sk for each k ∈ N>0, see (4.4).
(iv) S satisfies (nqr) since by definition, (nqr) for N and (4.3) we get
(4.6) ∀ p ∈ N>0 :
∑
k≥p
(
1
σk
)1/r
= A−1/r
∑
k≥p
θ′k
(νk)1/r
≤ A−1/r8θ′p
∑
k≥p
(
1
νk
)1/r
<∞.
(v) R satisfies limk→∞
(Rk)
1/(rk)
(k!)1/k
=∞, i.e. (II)B,r: For all k ∈ N>0 we get
k
(Rk)1/(rk)
=
k
((θ1 · · · θk)−1Mk)1/(rk) ≤
k(θk)
1/r
(Mk)1/(rk)
≤ kθk
(Mk)1/(rk)
≤ θkβk,
which tends to 0 as k →∞. We have used that θ is nondecreasing with θ1 = 1, and finally
βk ≥ k(Mk)1/k by definition of β. The conclusion follows by applying Stirling’s formula.
(vi) limk→∞(Sk)
1/k =∞ holds by (iii) and (v), in fact we even have limk→∞ (Sk)
1/(rk)
(k!)1/k
=∞.
Let p ∈ N>0 and 0 ≤ j ≤ p− 1 be arbitrary, then we calculate as follows by using (M,N)SVr in the
second estimate below:
∞∑
k=p
(
1
σk
)1/r
≤︸︷︷︸
(4.6)
A−1/r8θ′p
∞∑
k=p
(
1
νk
)1/r
≤ A−1/r8pθ′pD
(
spν1 · · · νj
µ1 · · ·µp
)1/(r(p−j))
= A−1/r8pθ′pD
(
sp(θ′1 · · · θ′j)rσ1 · · ·σj
Ajθ1 · · · θp̺1 · · · ̺p
)1/(r((p−j))
= A−1/r8pθ′pD
(
sp(θ′1 · · · θ′j)rSj
Ajθ1 · · · θpRp
)1/(r(p−j))
≤︸︷︷︸
(4.4)
A−1/r8pθ′pD
(
spSj
θj+1 · · · θpRp
)1/(r(p−j))
≤︸︷︷︸
(4.5)
8Dp
(
spSj
Rp
)1/(r(p−j))
.
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So we have shown that
sup
p∈N>0
(λR,Sp,s )
1/r
p
∞∑
k=p
(
1
σk
)1/r
<∞,
i.e. (R,S)SVr . (i)− (vi) guarantee that all standard assumptions (I), (II)R,r and (III) in Section
3 on R and S are satisfied. By using Theorem 3.6 we get
(4.7) Λ{R} ⊆ {(f (rj)(0))j∈N : f ∈ Dr,{S}([−1, 1]).
Claim. If 0 6= a = (ap)p ∈ Λ(M), then a ∈ Λ{R}. By definition for all p ∈ N>0 we have
|ap| ≤ ǫ1 · · · ǫpMp = ǫ1θ1 · · · ǫpθp(θ1 · · · θp)−1Mp = ǫ1θ1 · · · ǫpθpRp.
Moreover ǫpθp ≤ βpθp for all p ∈ N>0 holds by definition of β, hence ǫpθp → 0 as p→∞. So there
exists p1 ∈ N such that |ap| ≤ Rp for all p ≥ p1 which proves the claim.
Hence, given a ∈ Λ(M), by applying Theorem 3.6 there exists some fa ∈ Dr,{S}([−1, 1]) such that
f
(rj)
a (0) = aj for all j ∈ N (see (4.7)).
Claim. fa ∈ Dr,(N)([−1, 1]). By assumption supp(fa) ⊆ [−1, 1] and there exists some D > 0 and
h > 0 (both large) such that for all n ∈ N and x ∈ [−1, 1] we have |f (rn)a (x)| ≤ DhnSn and finally
f
(rn+j)
a (0) = 0 for all j ∈ {1, . . . , r − 1} and n ∈ N. Let h1 ∈ N>0 be given (arbitrary large) but
from now on fixed. Since θ′ is nondecreasing and tending to infinity we can find p2 ∈ N such that
θ′p ≥ (h1hA)1/r for all p ≥ p2. So for all p > p2 the following estimate is valid:
Np = ν1 · · · νp = A−p(θ′1 · · · θ′p)rσ1 · · ·σp ≥ A−p(θ′p2+1 · · · θ′p)rSp ≥ A−p((h1hA)1/r)r(p−p2)Sp
= A−p2(hh1)
p−p2Sp,
where in the first inequality we have used θ′p ≥ 1 for each p ∈ N. Hence for p > p2 we get:
|f (rp)a (x)| ≤ DhpSp ≤ DhpAp2(hh1)p2−pNp = D(Ahh1)p2h−p1 Np,
which proves the second claim and finishes the proof. 
To prove the converse direction we use the notation introduced on [23, p. 396]. Let s ∈ N>0, then
we denote by Es the normed space (Dr,(N)([−1, 1]), ‖ ·‖r,N,1/s) and by Fs its completion. For p ∈ N
we consider the functional τp on Es defined by τp(f) := f (rp)(0). It is continuous and linear and
has a unique continuous linear extension on Fs which will be still denoted by τp.
Ts : Λ(M) → Fs is called an extension mapping if τp(T (a)) = ap for all a = (ap)p ∈ Λ(M) and p ∈ N.
The next result generalizes [23, Proposition 4.3].
Proposition 4.6. The inclusion
Λ(M) ⊆ {(f (rj)(0))j∈N : f ∈ Dr,(N)([−1, 1])}
implies that for all s ∈ N>0 (large) there exists a continuous linear extension mapping Ts : Λ(M) →
Fs such that Ts(e
p) ∈ Dr,(N)([−1, 1]) for all p ∈ N.
Proof. Let s ∈ N>0 be arbitrary (large) but from now on fixed and introduce
H := {f ∈ Dr,(N)([−1, 1]) : f (rj)(0) = 0 ∀ j ∈ N},
which is a closed sub-space of Dr,(N)([−1, 1]) and of Es. Let ψ : Dr,(N)([−1, 1])→ Dr,(N)([−1, 1])/H
be the canonical surjection. Let a = (ap)p ∈ Λ(M), then there exists some fa ∈ Dr,(N)([−1, 1])
such that f (rp)a (0) = ap for all p ∈ N. As in Proposition 3.7 we introduce the linear mapping
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φ : Λ(M) → Dr,(N)([−1, 1])/H defined by a 7→ fa, i.e. φ(a) = ψ(fa). The continuity of φ follows
analogously as in Proposition 3.7 since by assumption φ is a linear mapping between two Fréchet
spaces.
So it follows that φ is also linear and continuous between Λ(M) and Es/H , i.e.
(4.8) ∃ c ∈ N>0 : ∃ A ≥ 1 ∀ a = (ap)p ∈ Λ(M) : ‖φ(a)‖˜r,N,1/s ≤ A|a|M,1/c,
where ‖ · ‖˜ shall denote the norm on the quotient Es/H .
Let p ∈ N, then ep := (δp,j)j∈N belongs to Λ(M) with |ep|M,1/c = cpMp (for any c ∈ N>0). Let χp ∈ Es
such that ψ(χp) = φ(ep) holds true and ‖χp‖r,N,1/s ≤ 2‖φ(ep)‖˜r,N,1/s. For a = (ap)p ∈ Λ(M) we
estimate as follows where c is coming from (4.8):∥∥∥∥∥
∞∑
p=0
apχp
∥∥∥∥∥
̂
r,N,1/s
≤
∞∑
p=0
|ap|‖χp‖r,N,1/s ≤ 2
∞∑
p=0
|a|M,1/(2c) Mp
(2c)p
‖φ(ep)‖˜r,N,1/s
≤︸︷︷︸
(4.8)
2A|a|M,1/(2c)
∞∑
p=0
Mp
(2c)p
|ep|M,1/c = 2A|a|M,1/(2c)
∞∑
p=0
Mp
(2c)p
cp
Mp
= 2A|a|M,1/(2c)
∞∑
p=0
2−p = 4A|a|M,1/(2c),
where ‖ · ‖̂ shall denote the norm on the completion Fs.
So we are able to define the map Ts : Λ(M) → Fs by a 7→
∑∞
p=0 apχp. 
Using the previous Proposition we can generalize [23, Theorem 4.4] which proves the converse
implication of Theorem 4.5.
Theorem 4.7. The inclusion
(4.9) Λ(M) ⊆ {(f (rj)(0))j∈N : f ∈ Dr,(N)([−1, 1])}
implies that condition (M,N)SVr holds true.
Recall that inclusion (4.9) does already imply (nqr) for N .
Proof. By Proposition 4.6 there exists a continuous linear extension mapping T1 : Λ(M) → F1 such
that Dr,(N)([−1, 1]) ∋ χp := T1(ep) for all p ∈ N. By the continuity of T1 there exists some s ∈ N>0
and D ≥ 1 (large enough) such that for all a = (ap)p ∈ Λ(M) we get ‖T1(a)‖̂r,N,1 ≤ D|a|M,1/s
(where ‖ · ‖̂ shall again the norm in the completion as in Proposition 4.6 before). So we obtain
(4.10) ∀ p ∈ N : ‖χp‖r,N,1 = ‖χp‖̂r,N,1 ≤ D|ep|M,1/s = D
sp
Mp
.
In the next step choose 1 > h > 0 small enough to have 0 < 4hs < 12 and proceed as in the proof
of Theorem 3.9. For p ∈ N>0 we consider the (increasing) sequence τp := (τpj )j≥1 defined by
τp =
( (ν2p
h
)1/r
, . . . ,
(ν2p
h
)1/r
︸ ︷︷ ︸
rp−times
,
(ν2p+1
h
)1/r
, . . . ,
(ν2p+1
h
)1/r
︸ ︷︷ ︸
r−times
,
(ν2p+2
h
)1/r
, . . . ,
(ν2p+2
h
)1/r
︸ ︷︷ ︸
r−times
, . . .
)
.
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Moreover for all p ∈ N>0 and 0 ≤ j ≤ p− 1 we define again
̺p,j(t) :=
{
0 if t ≤ 0,
χ
(rj)
p (t)− tr(p−j)(r(p−j))! if t > 0,
and consider z > 0 satisfying
(4.11) 0 < z <
rph
(ν2p)1/r
+ r
∞∑
l=2p+1
(
h
νl
)1/r
.
We use again Lemma 3.8 for ̺p,j and aj := (τ
p
j )
−1 and so for each z as in (4.11) we obtain:
(4.12) |̺p,j(z)| ≤
∞∑
k=p
(4h)k
(ν2p)p
∏k
j=p+1 νp+j
sup
t∈[0,z]
|̺(rk)p,j (t)|.
Now estimate as follows for k ≥ p⇔ rk ≥ rp:
sup
t∈[0,z]
|̺(rk)p,j (t)| ≤ sup
t∈[0,z]
|χ(r(j+k))p (t)|+ 1 ≤ ‖χp‖r,N,1Nj+k + 1
≤︸︷︷︸
(4.10)
D|ep|M,1/sNj+k + 1 = DspNj+k
Mp
+ 1 ≤ DskNj+k
Mp
+ 1 ≤ 2DskNj+k
Mp
,
where in the last estimate we have used Mp ≤ Np ≤ Nj+k. As in the Roumieu case we are going
to prove for each z as in (4.11)
|̺p,j(z)| ≤ 2D Nj
Mp
2−p+1,
which holds by
|̺p,j(z)| ≤︸︷︷︸
(4.12),(3.10)
∞∑
k=p
(4h)k
Nj
Nj+k
sup
t∈[0,z]
|̺(rk)p,j (t)| ≤
∞∑
k=p
(4h)k
Nj
Nj+k
2Dsk
Nj+k
Mp
≤ 2D Nj
Mp
∞∑
k=p
( 4hs︸︷︷︸
<1/2
)k ≤ 2D Nj
Mp
2−p+1.
For any z > 0 as in (4.11) we are going to prove as in the Roumieu case
(4.13) ∀ p ∈ N>0 ∀ j ∈ N, 0 ≤ j ≤ p− 1 : 1
2
zr(p−j)
(r(p− j))! ≤ 2D
spNj
Mp
.
Case 1 is completely the same as above, for case 2 we have that χ(rj)p (z) > 12
zr(p−j)
(r(p−j))! implies
1
2
zr(p−j)
(r(p− j))! < χ
(rj)
p (z) ≤ ‖χp‖r,N,1Nj ≤ D|ep|M,1/sNj = D
spNj
Mp
,
where we have used (4.10).
Using (4.13) for the choice z :=
∑∞
l=2p+1
(
h
νl
)1/r
yields the conclusion by the same proof as in the
Roumieu case above. 
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5. Special cases and consequences
5.1. The constant case M = N . We are going to apply the results from Sections 3 and 4 to
the case M = N . In this case (M,N)γr is precisely condition (γr) from [22] (see Section 2.1) and
implies (M,M)SVr . The special case r = 1 yields (γ1) from [14] respectively (∗) in [23, p. 385] with
M1 = M2 = M .
So we can reformulate and generalize [23, Theorem 3.6] where only the Roumieu case was considered
(for r = 1) and even in this situation we have a slightly more general statement because (nq) on
M is not assumed in our result. As mentioned in [23] the case r = 1 is reproving one of the main
results from [14]. But also there assumption (nq) on M , which was called (γ) and a basic property,
is superfluous as we have already commented in [9, Def. 4.3, Thm. 4.4, p. 154].
Note that the following result for r ≥ 2 provides a characterization of the surjectivity of the
restriction mapping in terms of condition (γr) which completes the results obtained for the Roumieu
case in [22].
Let M ∈ RN>0 and r ∈ N≥1 satisfying
(I) M ∈ LC,
(II)B,r limp→∞
(
(Mp)
1/r
p!
)1/p
=∞.
Theorem 5.2. Let M be as assumed above and r ∈ N≥1, then the following are equivalent:
(i) The Borel map Br : Dr,{M}([−1, 1])→ Λ{M}, f 7→ (f (rj)(0))j∈N, is surjective.
(ii) The Borel map Br : Dr,(M)([−1, 1])→ Λ(M), f 7→ (f (rj)(0))j∈N, is surjective.
(iii) Condition (M,M)SVr holds true.
(iv) Condition (M,M)γr , i.e. (γr) from [22], holds true for M .
For treating the Roumieu case it is sufficient to replace (II)B,r by the weaker assumption (II)R,r,
i.e. lim infp→∞
(
(Mp)
1/r
p!
)1/p
> 0, and then in Theorem 5.2 we obtain (i)⇔ (iii)⇔ (iv).
Proof. By Theorems 3.2, 4.2 and Lemma 2.4 it remains to prove (iii)⇒ (iv).
Put λp,s := λM,Mp,s and for all s, p ∈ N>0 we get
λ2p,s ≥︸︷︷︸
j=p
(
M2p
s2pMp
)1/p
= s−2(µp+1 · · ·µ2p)1/p ≥ s−2(µp)p/p = s−2µp,
hence we estimate for any p ∈ N>0 as follows:
(µp)
1/r
p
∞∑
k=p
(
1
µk
)1/r
=
(µp)
1/r
p
2p−1∑
k=p
(
1
µk
)1/r
︸ ︷︷ ︸
≤p/(µp)1/r
+
(µp)
1/r
p
∞∑
k=2p
(
1
µk
)1/r
≤ 1 + s2/r (λ2p,s)
1/r
p
∞∑
k=2p
(
1
µk
)1/r
≤ 1 + s2/r2D,
where the last inequality holds for some D ≥ 1 large. This proves (γr) for M . 
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5.3. More ultradifferentiable r-ramification function spaces. So far we have considered the
mixed Borel mapping setting using the classes Dr,{N}([−1, 1]) and Dr,(N)([−1, 1]). But in [22,
Section 3] also the following closely related spaces have been introduced in order to prove extension
theorems in the ultraholomorphic setting. Moreover, in [9, Section 4] the authors have used these
methods and spaces to treat the surjectivity of the asymptotic Borel map by giving a connection
between (γr) and the growth index γ(M) introduced in [24, Def. 1.3.5].
We put
Lr,{M} :={f ∈ E([0,∞),C) : supp(f) ⊆ [0, 1], f (rn+j)(0) = 0, ∀ n ∈ N ∀ j ∈ {1, . . . , r − 1},
∃ h > 0 : sup
n∈N,x∈[0,∞)
|f (rn)(x)|
hnMn
<∞},
Nr,{M} :={f ∈ E([0,∞),C) : f (rn+j)(0) = 0, ∀ n ∈ N ∀ j ∈ {1, . . . , r − 1},
∃ h > 0 : sup
n∈N,x∈[0,∞)
|f (rn)(x)|
hnMn
<∞},
Er,{M} :={f ∈ E([0, 1],C) : f (rn+j)(0) = 0, ∀ n ∈ N ∀ j ∈ {1, . . . , r − 1},
∃ h > 0 : sup
n∈N,x∈[0,1]
|f (rn)(x)|
hnMn
<∞},
respectively for the Beurling type classes where ∃ h > 0 is replaced by ∀ h > 0.
We will now see that Theorem 3.2, respectively Theorem 4.2, remains true if we replaceDr,{N}([−1, 1])
by any of the new classes above (respectively for the Beurling case).
First, we note that
(5.1) Dr,[M ]([−1, 1]) ⊆ Lr,[M ] ⊆ Nr,[M ] ⊆ Er,[M ] ⊆ E[PM,r ]([0, 1],C).
The first three inclusions follow immediately by definition and restriction. The last inclusion was
shown in [22, Prop. 5.2] for the Roumieu, and in [22, Prop. 4.2] for the Beurling case by using the
so-called Gorny-Cartan-inequalities, e.g. see [12, 6.4. IV].
An immediate consequence of the first inclusion is that Theorem 3.6 in the Roumieu, respectively
Theorem 4.5 in the Beurling case, can be generalized as follows:
Theorem 5.4. LetM and N be given satisfying (I), (III) and (II)R,r in the Roumieu, or (I), (III)
and (II)B,r in the Beurling case for some r ∈ N≥1. If (M,N)SVr holds true, then we get
Λ[M ] ⊆ {(f (rj)(0))j∈N : f ∈ A},
with A ∈ {Lr,[N ],Nr,[N ], Er,[N ]}.
On the other hand, all the Roumieu type classes above are countable (LB)-spaces and the Beurling
type classes are Fréchet spaces, hence Proposition 3.7 in the Roumieu and Proposition 4.6 in the
Beurling case remain true if we replace Dr,[N ]([−1, 1]) by any of the spaces above (of the particular
type). And also Theorem 3.9 in the Roumieu case and Theorem 4.7 in the Beurling case will follow
with the same proofs.
An immediate consequence of these results is that the inclusion Λ[M ] ⊆ {(f (rj)(0))j∈N : f ∈ A},
A ∈ {Lr,[N ],Nr,[N ], Er,[N ]}, implies (M,N)SVr and as already seen in (iii) in Remark 3.3 we get
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condition (nqr) for N . So in any case (nqr) is not required as a standard assumption for the weight
N .
Thus we can summarize all our results in the following final statement:
Theorem 5.5. Let M,N ∈ RN>0 be given satisfying (I), (III) and (II)R,r in the Roumieu, or
(I), (III) and (II)B,r in the Beurling case for some r ∈ N≥1. Then the following are equivalent:
(i) Λ[M ] ⊆ {(f (rj)(0))j∈N : f ∈ A}, A ∈ {Dr,[N ]([−1, 1]),Lr,[N ],Nr,[N ], Er,[N ]},
(ii) condition (M,N)SVr does hold true.
We point out that the special case M = N yields the characterization of the surjectivity of the
Borel map for all r-ramification spaces in terms of condition (γr), what for some of these spaces
completes the results in [22] and/or weakens their assumptions.
5.6. An application to a Whitney extension theorem in the mixed setting. Using the
ramification conditions in this present work we are able now to reformulate and generalize the
results from [18, Section 5.4] and in this section the restriction r ∈ N≥1 will be not necessary since
no ramification spaces are involved. First we have to introduce the notion of an associated weight
function.
Let M ∈ RN>0 (with M0 = 1), then the associated function ωM : R≥0 → R ∪ {+∞} is defined by
ωM (t) := sup
p∈N
log
(
tp
Mp
)
for t > 0, ωM (0) := 0.
For an abstract introduction of the associated function we refer to [12, Chapitre I], see also [11,
Definition 3.1]. If lim infp→∞(Mp)1/p > 0, then ωM (t) = 0 for sufficiently small t, since log
(
tp
Mp
)
<
0⇔ t < (Mp)1/p holds for all p ∈ N>0. Moreover under this assumption t 7→ ωM (t) is a continuous
nondecreasing function, which is convex in the variable log(t) and tends faster to infinity than any
log(tp), p ≥ 1, as t → ∞. limp→∞(Mp)1/p = ∞ implies that ωM (t) <∞ for each finite t, and this
shall be considered as a basic assumption for defining ωM . One may also introduce the function
ΣM : R≥0 → R defined by
ΣM (t) := |{p ∈ N>0 : µp ≤ t}|, (| | denotes cardinal)
which allows us to write
(5.2) ωM (t) =
∫ t
0
ΣM (u)
du
u
, t > 0.
For all t, s > 0 we get
(5.3) ωM (t
s) = sup
p∈N
log
(
tsp
Mp
)
= sup
p∈N
log
((
tp
(Mp)1/s
)s)
= sωM1/s(t),
with M1/sp = (Mp)1/s.
We can generalize [18, Lemma 5.7] as follows.
Lemma 5.7. Let M,N ∈ LC be given with µ ≤ ν (which implies M ≤ N) and satisfying (M,N)γr
for some arbitrary r > 0. Then the associated weight functions are satisfying
(5.4) ∃ C > 0 ∀ t ≥ 0 :
∫ ∞
1
ωN (tu)
u1+1/r
du ≤ CωM (t) + C.
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Proof. By definition (M,N)γr holds true if and only if (M
1/r, N1/r)γ1 holds, which is precisely
[18, (5.17)]. Since M1/r, N1/r ∈ LC and µ1/r ≤ ν1/r (with µ1/rp = (µp)1/r), by [18, Lemma 5.7] we
get
∃ C > 0 ∀ t ≥ 0 :
∫ ∞
1
ωN1/r(tu)
u2
du ≤ CωM1/r (t) + C.
By applying (5.3) the right-hand side gives Cr ωM (t
r) + C, whereas the left-hand side gives∫ ∞
1
ωN1/r(tu)
u2
du =
1
r
∫ ∞
1
ωN ((tu)
r)
u2
du =
1
r2
∫ ∞
1
ωN (t
rv)
v1+1/r
dv.
Finally, by replacing on both sides tr by t, we are done. 
Now we are proving the converse statement, here we have to make use of (mg) and we are general-
izing [8, Corollary 4.6 (iii)] to a mixed setting.
Lemma 5.8. Let M,N ∈ LC be given with µ ≤ ν (which implies M ≤ N and µr ≤ νr for all
r > 0), such that M does have (mg) and, moreover, the condition (5.4) is satisfied. Then, (M,N)γr
holds.
Proof. To avoid technical complications in the proof we assume that the sequences p 7→ µp and
p 7→ νp are strictly increasing. This can be done w.l.o.g. by passing, if necessary, to equivalent
sequences as follows: First one can construct µ˜ = (µ˜p)p and ν˜ = (ν˜p)p such that µp ≤ µ˜p ≤ aµp and
νp ≤ ν˜p ≤ aνp holds true for some constant a > 1 and all p ∈ N and both p 7→ µ˜p and p 7→ ν˜p are
strictly increasing. Then put µ̂p := a−1µ˜p, ν̂p := aν˜p, hence both p 7→ µ̂p, p 7→ ν̂p are still strictly
increasing, and µ ≤ ν implies µ̂ ≤ µ˜ ≤ aν˜ ≤ ν̂. By considering M̂ and N̂ in the obvious way, we
see that M̂ is equivalent to M , N̂ is equivalent to N and also the inequality (5.4) is preserved with
ωM substituted by ωM̂ and ωN substituted by ωN̂ , since M̂ ≤ M , N̂ ≥ N , and so ωM̂ (t) ≥ ωM (t)
and ωN̂ (t) ≤ ωN (t) for every t > 0. If we can deduce from this inequality that (M̂, N̂)γr holds, it
is clear that also (M,N)γr will be valid, as desired.
Since M does have (mg) (which is preserved by switching to any equivalent sequence), by the
estimate given in the proof of [8, Theorem 4.4 (ii)], we have ωM (t) ≤ AΣM (t) +A for some A ≥ 1
and all t ≥ 0. Hence, replacing t by tr in (5.4), we get
(5.5)
∫ ∞
1
ωN(t
ru)
u1+1/r
du ≤ CωM (tr) + C ≤ C1ΣM (tr) + C1
for some C1 > 0 (large) and all t ≥ 0. The monotonicity of ΣN and (5.2) together imply
ωN (et) =
∫ et
0
ΣN (u)
du
u
≥
∫ et
t
ΣN (u)
du
u
≥ ΣN (t).
So, the left-hand side in (5.5) can be estimated as
(5.6)
∫ ∞
1
ωN(t
ru)
u1+1/r
du ≥
∫ ∞
1
ΣN (t
ru/e)
u1+1/r
du =
t
e1/r
∫ ∞
tr/e
ΣN (v)
v1+1/r
dv ≥ t
e1/r
∫ ∞
tr
ΣN (v)
v1+1/r
dv.
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If t ≥ ν1/r1 and we put p = ΣN (tr) ≥ 1, we may compute and estimate the last integral as∫ ∞
tr
ΣN (v)
v1+1/r
dv =
∫ νp+1
tr
ΣN (v)
v1+1/r
dv +
∞∑
j=p
∫ νj+2
νj+1
ΣN (v)
v1+1/r
dv
= p
[
−r 1
v1/r
]v=νp+1
v=tr
+
∞∑
j=p
(j + 1)
[
−r 1
v1/r
]v=νj+2
v=νj+1
=
pr
t
+ r
∞∑
j=p
(
1
νj+1
)1/r
≥ r
∞∑
j=ΣN (tr)+1
(
1
νj
)1/r
.
Gathering this with (5.5) and (5.6) we deduce that
rt
e1/r
∞∑
j=ΣN (tr)+1
(
1
νj
)1/r
≤ C1ΣM (tr) + C1.
Since µ ≤ ν we have ΣM (t) ≥ ΣN (t) for every t, and so for all t ≥ ν1/r1 we have the inequality
(5.7)
t
ΣM (tr)
∞∑
j=ΣM (tr)+1
(
1
νj
)1/r
≤ t
ΣM (tr)
∞∑
j=ΣN (tr)+1
(
1
νj
)1/r
≤ 2C1 e
1/r
r
.
For any q ∈ N>0, we choose t = µ1/rq in (5.7) and deduce that
µ
1/r
q
q
∞∑
j=q
1
ν
1/r
j
≤ 1 + µ
1/r
q
q
∞∑
j=q+1
1
ν
1/r
j
≤ 1 + 2C1 e
1/r
r
,
as desired.

The next result characterizes the possibility of obtaining mixed Whitney extension results in terms
of the mixed conditions with a ramification parameter r. It generalizes to any r > 0 the result
for r = 1 obtained by A. Rainer and the third author [18, Theorem 5.9], and it improves it by
dropping the moderate growth condition for N . Also, for r = 1 one recovers the central theorem
in the Roumieu version of [4], which is indeed used in our arguments. We are considering, for a
compact set E ⊆ Rn, the class B{M}(E) of Whitney ultrajets of Roumieu type defined by M , for a
precise definition we refer to [18, Definition 2.7]. Finally let j∞E be the jet mapping which assigns
to each smooth function f defined in Rn the infinite jet consisting of its partial derivatives of all
orders restricted to E (i.e. j∞{x0} is the Borel map Bx0).
Theorem 5.9. Let M,N ∈ LC be given with µ ≤ ν and such that M satisfies (mg). Moreover
assume that
(5.8) ∃ r > 0 ∃ C ≥ 1 ∀ 1 ≤ j ≤ k : (µj)
1/r
j
≤ C (µk)
1/r
k
,
(νj)
1/r
j
≤ C (νk)
1/r
k
and that limj→∞
(µj)
1/r
j =∞.
Then the following conditions are equivalent (r > 0 denoting the number arising in (5.8)):
(i) For every compact set E ⊆ Rn we get j∞E (B{N1/r}(Rn)) ⊇ B{M1/r}(E).
(ii) The associated weight functions satisfy ∃ C > 0 ∀ t ≥ 0 : ∫∞
1
ωN (tu)
u1+1/r
du ≤ CωM (t) + C.
(iii) Condition (M,N)γr holds true.
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(iv) Condition (M,N)SVr holds true.
If in the assumption above r ∈ N≥1 and PM,r, PN,r are denoting the corresponding r-interpolating
sequences, then moreover (i)− (iv) are equivalent to
(i′) For every compact set E ⊆ Rn we get j∞E (B{PN,r}(Rn)) ⊇ B{PM,r}(E).
(ii′) The associated weight functions satisfy ∃ C > 0 ∀ t ≥ 0 : ∫∞
1
ω
PN,r
(tu)
u2 du ≤ CωPM,r (t) +
C.
(iii′) Condition (PM,r, PN,r)γ1 holds true.
(iv′) Condition (PM,r, PN,r)SV1 holds true.
Remark 5.10. (5.8) does precisely mean that both sequences (µj/jr)j≥1 and (νj/jr)j≥1 are almost
increasing. As shown in [8, Theorem 3.11] we have γ(M), γ(N) ≥ r with γ(M) denoting the growth
index introduced in [24], see also [9], and moreover we can replace M and N by equivalent sequences
M˜ and N˜ such that j 7→ µ˜jjr , j 7→ ν˜jjr are nondecreasing, i.e. ((M˜j)1/r/j!)j and ((N˜j)1/r/j!)j are
log-convex.
Proof. First, as seen in Section 2.3, whenever M has (mg) we get the equivalence of (iii) and (iv).
Moreover, Lemmas 5.7 and 5.8 show the equivalence of (ii) and (iii) under the same condition.
Assume now that (M,N)γr holds true. Then (nqr) holds for N and by Remark 5.10 and assumption
(5.8) we can replaceM andN by M˜ and N˜ such that ((M˜j)1/r/j!)j and ((N˜j)1/r/j!)j are log-convex.
Equivalence preserves (mg) for M˜ , (nqr) for N˜ (by Carleman’s inequality) and finally (M˜, N˜)γr .
Thus we are able to apply [4, Theorem 11] to M ≡ ((M˜j)1/r/j!)j and M ′ ≡ ((N˜j)1/r/j!)j (our
notation for weight sequences differs from the one used in [4] by a factorial term), which yields (i).
For proving (i) ⇒ (iii) we just need to apply [4, Proposition 27] again to M ≡ ((M˜j)1/r/j!)j and
M ′ ≡ ((N˜j)1/r/j!)j with E = {0}.
Please note that assumption (nqr) on N (i.e. (nq) for N
1/r and N˜1/r, as it was required in [4,
Proposition 27]) is not necessary in our statement (a similar argument can be found explicitly in
[15, Corollary 2] and implicitly in [18, Theorem 5.9 (1) ⇒ (3)]): First, if M1/r does satisfy (nq),
then by µ ≤ ν ⇔ µ1/r ≤ ν1/r also N1/r shares this property (or equivalently N has (nqr)).
Second, suppose M1/r does not have (nq) and assume that also N1/r does not have (nq). In this
case limj→∞
(µj)
1/r
j =∞, which implies limj→∞(M1/rj /j!)1/j =∞ by (2.5) and Stirling’s formula,
together with the main result [17, Theorem 2] applied to M1/r and N1/r (instead of M and N)
yield a contradiction to assumption (i) applied to the case E = {0}.
Note that by limj→∞
(µj)
1/r
j = ∞ the (local) ultradifferentiable class defined by M1/r cannot
coincide with the real-analytic functions.
For the additional part we remark that by Lemma 2.6 also both PM,r, PN,r ∈ LC do have (mg),
πM,r ≤ πN,r holds by µ ≤ ν and (2.7). Since (PM,rj )1/j ≤ πM,rj ≤ A(PM,rj )1/j for some A ≥ 1 and
all j ∈ N≥1, by (iii) in Remark 4.1, limj→∞ (µj)
1/r
j = ∞ does imply limj→∞
πM,rj
j = ∞ (and for
PN,r too). Finally, concerning (5.9), for given 1 ≤ l1 ≤ l2 we have l1 = rk1 + j, l2 = rk2 + j for
some k1, k2 ∈ N with k1 ≤ k2 and j ∈ {1, . . . , r} and use (2.7) to estimate by
πM,rl1
l1
=
(µk1+1)
1/r
rk1 + j
≤ (µk1+1)
1/r
k1 + 1
≤ C (µk2+1)
1/r
k2 + 1
≤ rC (µk2+1)
1/r
rk2 + j
= rC
πM,rl2
l2
,
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because rk2+jk2+1 ≤ rk2+rk2+1 = r for all k2 ∈ N and j ∈ {1, . . . , r}.
Hence we can apply the above arguments to PM,r and PN,r instead ofM andN and the equivalences
(i′)− (iv′) follow. Finally, as shown in Lemma 2.8, we have (iii)⇔ (iii′). 
6. Characterization of (non)quasianalyticity for r-ramification
ultradifferentiable classes
The aim of this final section is to characterize the nonquasianalyticity resp. nontriviality of all
classes of ultradifferentiable functions defined in (2.8) and (2.9) and Section 5.3. As mentioned in
Remark 2.10 we could equivalently replace in the main result belowDr,[M ]([−1, 1]) byDr,[M ]([−a, a])
for arbitrary a > 0 and simultaneously replace 1 by a in the definition of Er,[M ] and Lr,[M ].
Theorem 6.1. Let M ∈ LC and r ∈ N≥1. Then the classes Dr,[M ],Lr,[M ],Nr,[M ] and Er,[M ] are
nonquasianalytic, i.e. the Borel map restricted to any of these classes is not injective, if and only
if M satisfies (nqr).
Proof. Suppose M satisfies (nqr). By the inclusions from (5.1), it suffices to prove the nonquasi-
analyticity for Dr,[M ]([−1, 1]). And this fact has already been shown in Lemma 3.5 (recall that in
this situation PM,r satisfies (nq) and so E[PM,r ] is nonquasianalytic, see Lemma 2.7).
Conversely, if M does not satisfy (nqr), by Lemma 2.7 the class E[PM,r] is quasianalytic and the
conclusion follows from (5.1). 
Acknowledgements: The authors wish to thank the anonymous referees for their valuable sug-
gestions that improved the presentation of this paper. The first two authors are partially supported
by the Spanish Ministry of Economy, Industry and Competitiveness under the project MTM2016-
77642-C2-1-P. The first author has been partially supported by the University of Valladolid through
a Predoctoral Fellowship (2013 call) co-sponsored by the Banco de Santander. The third author is
supported by FWF-Project J 3948-N35, as a part of which he has been an external researcher at
the Universidad de Valladolid (Spain) for the period October 2016 - December 2018.
References
[1] J. Bonet, R. Meise, and S. N. Melikhov. A comparison of two different ways to define classes of ultradifferentiable
functions. Bull. Belg. Math. Soc. Simon Stevin, 14:424–444, 2007.
[2] J. Bonet, R. Meise, and B. A. Taylor. On the range of the Borel map for classes of non-quasianalytic functions.
North-Holland Mathematics Studies - Progress in Functional Analysis, 170:97–111, 1992.
[3] R. W. Braun, R. Meise, and B. A. Taylor. Ultradifferentiable functions and Fourier analysis. Results Math.,
17(3-4):206–237, 1990.
[4] J. Chaumat and A.-M. Chollet. Surjectivité de l’application restriction à un compact dans les classes de fonctions
ultradifférentiables. Math. Ann., 298:7–40, 1994.
[5] L. Hörmander. The analysis of linear partial differential operators I, Distribution theory and Fourier analysis.
Springer-Verlag, 2003.
[6] J. Jiménez-Garrido. Applications of regular variation and proximate orders to ultraholomorphic classes, as-
ymptotic expansions and multisummability, 2018. PhD Thesis, Universidad de Valladolid, available online at
http://uvadoc.uva.es/handle/10324/29501 .
[7] J. Jiménez-Garrido, J. Sanz, and G. Schindl. Sectorial extensions for ultraholomorphic classes defined by weight
functions. 2018, accepted for publ. in Math. Nachr., available online at https://arxiv.org/pdf/1805.09685.pdf .
[8] J. Jiménez-Garrido, J. Sanz, and G. Schindl. Indices of O-regular variation for weight functions and weight
sequences. Rev. R. Acad. Cienc. Exactas Fís. Nat. Ser. A Mat. RACSAM, 113(4):3659–3697, 2019.
[9] J. Jiménez-Garrido, J. Sanz, and G. Schindl. Injectivity and surjectivity of the asymptotic Borel map in Carleman
ultraholomorphic classes. J. Math. Anal. Appl., 469(1):136–168, 2019.
[10] J. Jiménez-Garrido, J. Sanz, and G. Schindl. Sectorial extensions, via Laplace transforms, in ultraholomorphic
classes defined by weight functions. Results Math., 74(27), 2019. DOI: 10.1007/s00025-018-0951-1 .
SURJECTIVITY OF THE BOREL MAPPING IN THE MIXED SETTING 31
[11] H. Komatsu. Ultradistributions. I. Structure theorems and a characterization. J. Fac. Sci. Univ. Tokyo Sect.
IA Math., 20:25–105, 1973.
[12] S. Mandelbrojt. Séries adhérentes, Régularisation des suites, Applications. Gauthier-Villars, Paris, 1952.
[13] R. Meise and D. Vogt. Introduction to Functional Analysis. Clarendon Press, Oxford, 1997.
[14] H.-J. Petzsche. On E. Borel’s theorem. Math. Ann., 282(2):299–313, 1988.
[15] A. Rainer and G. Schindl. On the extension of Whitney ultrajets, II. Studia Math., 2019, DOI:
10.4064/sm180903-12-11, available online at https://arxiv.org/pdf/1808.10253.pdf .
[16] A. Rainer and G. Schindl. Extension of Whitney jets of controlled growth. Math. Nachr., 290(14–15):2356–2374,
2017.
[17] A. Rainer and G. Schindl. On the Borel mapping in the quasianalytic setting. Math. Scand., 121(2):293–310,
2017.
[18] A. Rainer and G. Schindl. On the extension of Whitney ultrajets. Studia Math., 245(3):255–287, 2019.
[19] J. Sanz. Flat functions in Carleman ultraholomorphic classes via proximate orders. J. Math. Anal. Appl.,
(415):623–643, 2014.
[20] G. Schindl. Spaces of smooth functions of Denjoy-Carleman-type, 2009. Diploma Thesis, Universität Wien,
available online at http://othes.univie.ac.at/7715/1/2009-11-18_0304518.pdf .
[21] G. Schindl. Characterization of ultradifferentiable test functions defined by weight matrices in terms of their
Fourier transform. Note di Matematica, 36(2):1–35, 2016.
[22] J. Schmets and M. Valdivia. Extension maps in ultradifferentiable and ultraholomorphic function spaces. Studia
Math., 143(3):221–250, 2000.
[23] J. Schmets and M. Valdivia. On certain extension theorems in the mixed Borel setting. J. Math. Anal. Appl.,
297:384–403, 2003.
[24] V. Thilliez. Division by flat ultradifferentiable functions and sectorial extensions. Results Math., 44:169–188,
2003.
Affiliation:
J. Jiménez-Garrido, J. Sanz:
Departamento de Álgebra, Análisis Matemático, Geometría y Topología, Universidad de Valladolid
Facultad de Ciencias, Paseo de Belén 7, 47011 Valladolid, Spain.
Instituto de Investigación en Matemáticas IMUVA
E-mails: jjjimenez@am.uva.es (J. Jiménez-Garrido), jsanzg@am.uva.es (J. Sanz).
G. Schindl:
Fakultät für Mathematik, Universität Wien, Oskar-Morgenstern-Platz 1, A-1090 Wien, Austria.
E-mail: gerhard.schindl@univie.ac.at.
