In a hadronic gas with three conserved charges (electric charge, baryon number, and strangeness) we employ the hadron resonance gas model to compute both diagonal and off-diagonal susceptibilities. We model the effect of chemical freeze-out in two ways: one in which all particle numbers are conserved below the chemical freeze-out temperature and one which takes into account resonance decays. We then briefly discuss possible implications these results may have on two active areas of research, hydrodynamic fluctuations and the search for the QCD critical point.
I. INTRODUCTION
Analysis of fluctuations has been of great interest to the heavy ion collision physics community in recent years. One line of research examines the impact of preequilibrium initial state fluctuations on observed final state momentum anisotropies (see [1] for a review). In addition to initial state effects, fluctuations of a thermal nature will occur after the system formed in a heavy ion collision has attained local equilibrium. The enhancement of such fluctuations is an expected experimental signature of the QCD critical point [2] [3] [4] . The principle goal of the Beam Energy Scan at RHIC is the discovery of the QCD critical point, and the STAR collaboration has recently reported results in this direction [5] .
Thermal fluctuations can also lead to observable particle correlations [6] [7] [8] . These correlations can be extended over a large pseudorapidity range because they are sourced by fluctuations which propagate or diffuse according to the equations of hydrodynamics. Such correlations are experimentally studied by measuring balance functions [9, 10] .
To examine the effect of (thermal) conserved charge fluctuations over the history of a heavy-ion collision, one needs thermodynamical input, as the magnitude of such fluctuations are controlled by the susceptibilities
where P is the pressure, µ denotes chemical potential, and the abstract indices α, β denote the particular conserved charge under consideration. In this work, α can take on the value Q, B, S for electric charge, baryon number, or strangeness. (In fact, as explained in [8] , the relevant quantity is actually χ αβ T /s where s is the entropy density.) One obvious source of input on these thermodynamic quantities is lattice QCD, as the susceptibilities have been calculated there [11] [12] [13] . However, as the lattice assumes full thermal and chemical equilibrium, its * e-mail: angonga2@illinois.edu † e-mail: gspringer@colgate.edu results may not accurately reflect the thermodynamics in a heavy ion collision where chemical equilibrium is not always maintained. It is the effect of chemical freeze-out on the conserved charge susceptibilities which we wish to explore in this work. For the highest energy collisions at RHIC and LHC, the net charge, baryon number, and strangeness of the fireball are approximately zero. Hence, for the remainder of this paper we calculate susceptibilities at µ B = µ Q = µ S = 0. The effect of chemical freeze-out on thermodynamics in heavy ion collisions has a long history going back more than two decades [14] [15] [16] [17] [18] . However, these discussions have exclusively focused on pressure P and energy density ε, with emphasis the equation of state P (ε) as this is necessary input for hydrodynamic simulations. It was found that despite the fact that both P (T ) and ε(T ) are both modified after including the effects of chemical freeze-out, P (ε) is affected only slightly [16] .
Given the recent interest in fluctuations we thus wish to reopen the line of inquiry with particular attention paid to the susceptibilities. To accomplish this, we employ the hadron resonance gas model (HRG) [19] [20] [21] which (in full equilibrium) has proved to be an excellent approximation to lattice calculations at low temperatures (T < ∼ 180 MeV). By including the effects of chemical nonequilibration in the HRG, we expect the results to more accurately represent the thermodynamics of the system formed in a heavy ion collision.
The following is the outline of the paper. In Sec. II, we review the thermodynamics of the HRG model. We then proceed to detail two ways of modeling chemical freeze-out. We refer to the first as "Full chemical Freeze Out" (FFO) and explain the details in Sec. III wherein all number changing processes cease below the freeze-out temperature T < T ch and hence all particle numbers are constant. We also provide some new analytical formulas for the chemical potentials and susceptibilities. In Sec. IV, we detail the second model of chemical freeze-out referred to as Partial Chemical Equilibrium (PCE) [14] which permits resonances with short lifetimes to decay. We present the results for the susceptibilities in Sec. V. We comment on interesting features of the results, possible phenomenological implications and directions for future work in Sec. VI.
II. REVIEW OF HADRON RESONANCE GAS THERMODYNAMICS
At temperatures below the deconfinement temperature (T < ∼ 180 MeV), the thermalized matter left in the wake of a heavy ion collision can be modeled as a gas of noninteracting, point-like hadrons. The effect of interactions is incorporated by including resonances. This model is parameter-free, and does a remarkably good job of approximating lattice QCD data at sufficiently low temperatures [13] .
A. Pressure, Entropy Density, Number Density
To access relevant thermodynamic quantities, one may start by considering the partial pressure of a given particle species (labeled with the subscript 'i'). Assuming the momentum distribution is isotropic, the expression is
where the upper/lower signs refer to fermions/bosons, E
and g i is a spin degeneracy factor, We have included a chemical potential µ i associated with this particular particle. It is more convenient to write µ i in terms of chemical potentials associated with the conserved charges: baryon number (B), electric charge (Q), and strangeness (S) as we will see shortly.
The number density of this particle is found by
The second equality is a more familiar expression for the number density, and can be found by first taking the derivative of (2) and then performing an integration by parts. We will also need an expression for the partial entropy
The second equality can be found by first taking the derivative of (2) and then performing integration by parts, or more directly by using the thermodynamic identity
where ε i is the energy density of the particle "i". In order to compute the total entropy density s and/or the total pressure P , one must sum over all hadronic species i,
Note that the total pressure is a function of the set of all chemical potentials, which we denote {µ}. The HRG is parameter free, but one must choose which particles to include in a given calculation. We include particles and resonances listed by the particle data group (PDG) [22] with masses less than or equal to 2 GeV. More details on our included particles and their decays can be found in Appendix A.
B. Conserved Charges and Susceptibilities in Full Equilibrium (FE)
We are interested in fluctuations of conserved charges; as such it pays to work with chemical potentials associated with these conserved charges only. In later sections, when we consider chemical freeze-out, certain particle numbers are conserved and hence we will introduce additional conserved "charges" and chemical potentials.
The total density of charge α in the system is
where α i is the conserved charge α of the ith particle. For example, the electric charge density can be found by setting the abstract index α = Q:
Every conserved charge has a corresponding chemical potential, so by definition we could alternatively write
(9) Comparing (7) with (9) we see that
This can only be satisfied if the "particle" chemical potentials are related to the conserved charge chemical potentials as
or, in less abstract notation,
where Q i , B i , S i are the electric charge, baryon number, and strangeness of the ith particle. We now consider the (3 × 3) matrix of susceptibilities
In terms of thermodynamic integrals, the components of the susceptibility matrix are
For example, the baryon-strangeness susceptibility is found by setting α = B, β = S,
If quantum statistics are necessary, one needs to use the expressions given in the previous subsection to compute relevant thermodynamic quantities. However, for physical hadronic masses and temperatures below deconfinement, quantum statistics represent only a small correction to the classical results. The classical expressions are advantageous due to their analytical tractability. We will exclusively use the Boltzmann approximation for the remainder of this work. For Boltzmann statistics, we can neglect the ±1 in the distribution function. The remaining integrals can be done analytically leading to
where
is the number density in full equilibrium (FE), and where all chemical potentials vanish µ B = µ Q = µ S = 0 (which is the case shortly after thermalization in a high energy heavy ion collision).
The total entropy in full equilibrium (and where all chemical potentials vanish) is
The susceptibilities are given by
Given a list of hadrons with masses m i , the (full equilibrium) susceptibilities as a function of temperature can be calculated using (20) . Calculations of this sort were carried out and compared with lattice QCD results in [13] .
III. FULL CHEMICAL FREEZE OUT (FFO)
The results of the previous section are applicable for a system in full chemical equilibrium. The system created in a heavy ion collision is not static and has a finite size; it does not remain in chemical equilibrium throughout its entire evolution. Eventually, number changing processes freeze out, and the only remaining interactions between hadrons are elastic scattering processes. During this phase, the system is chemically frozen out (but still in local thermal equilibrium).
A first attempt to model this phase can be made by considering the total number of each species of hadron (N i ≡ n i V where V is the volume of the system) to be fixed [15] . We use the superscript "FFO" to denote "Full Freeze-Out", meaning each hadron species has a fixed number after chemical freeze-out. In reality, some particles decay; we include this effect in the next section.
To maintain this chemical freeze-out condition, we must introduce additional chemical potentials corresponding to the new conserved particle numbers. Assuming each species of hadron is conserved after chemical freeze-out, there will be one new chemical potential for each hadron. Hence:
The additional chemical potential µ
vanishes while the system is in chemical equilibrium, but becomes active after chemical freeze-out. One can think of this as suddenly associating a conserved "charge" with each species of hadron. For example, π + particles have a (+1) π + "charge", π 0 particles have a (+1) π 0 "charge" (and zero π + , π − "charge"), etc... In order to remove any dependence on the volume of the system, it is more convenient to impose the condition
where the right hand side is a constant. The temperature T ch is the chemical freeze-out temperature below which number changing processes are no longer effective. This condition is equivalent to N i = constant because (neglecting dissipative corrections) the total entropy sV is also conserved.
A. Analytical Results
The central problem is how to determine the temperature dependence of all of the chemical potentials µ (22) is satisfied. In this subsection, we give some analytical formulas for the chemical potentials and susceptibilities which (to the best of our knowledge) have not previously appeared in the literature.
Assuming
. If we have a system of N tot species of particles, there are
Substituting (16) and (18), one can solve for the difference
Note that at T = T ch , the difference vanishes implying all of the chemical potentials are the same at that point (of course, by definition they should all vanish at T = T ch which we will show shortly).
The final constraint is found by summing (17) over all hadrons and dividing both sides by s, which leads to
Substituting (22), the expressions for n j and s in full equilibrium (18), (19) , and the constraint (24) one can solve analytically for µ
where ∆(T ) is a temperature dependent offset which is independent of the mass m i
and we have defined
Plots of the chemical potentials as a function of T are shown in Fig. 1 assuming T ch = 160 MeV. Once T ch is specified, and a set of particles to include in the HRG is fixed, one can use (26) to determine the chemical potential for each species of particle as a function of T . When these are known, one can go back and compute the susceptibilities by inserting the correct µ FFO (T ) for each species of particle,
which can be written
(30) This analytical formula for susceptibility (and associated formulae for the chemical potentials) in "full freeze-out" is one of our main results.
B. Approximate Chemical Potentials for mi T
In our calculations, we use (26) to compute the chemical potentials in the case of full freeze-out. However, to develop our intuition, it is useful to consider an approximation which leads to simpler results. The HRG model should be applicable for temperatures of the order 100 MeV < ∼
(32) A similar approximation was used in previous calculations [16] . Unfortunately, a simple approximation for ∆ is more difficult to come by since the sum over j necessary to compute ∆ runs over all hadrons, some of which have m ∼ T .
Assuming a freeze-out temperature of T ch = 160 MeV, for high mass particles (m ∼ 1 GeV) and low temperatures (T ∼ 100 MeV), the approximate formula differs from the analytic result by less than 3%.
In summary, for physical hadron masses and temperatures realized in a heavy ion collision, the "full freeze out" chemical potentials are approximately linear with temperature (plus corrections). Corrections to this approximation are due to both the contributions at m ∼ T , and quantum statistics.
IV. INCLUDING DECAYS -PARTIAL CHEMICAL EQUILIBRIUM (PCE)
In reality, the number of each particle is not precisely conserved after chemical freeze-out due to the fact that resonances decay. For example, the number of ρ mesons is not constant, since they will primarily decay into pions. In order to account for this, we use the model of partial chemical equilibrium detailed in [14] which we review here for completeness.
We consider only a subset of particles to be stable (i.e. those with lifetimes much longer than timescale of a heavy ion collision). We denote number of stable particles and the total number of particles as N S , N tot respectively. We follow [16] in choosing the stable hadrons to be π, K, η, ω, N, η , φ, Λ, Σ, Ξ, Ω (we include all members of any isospin multiplet and all antibaryons). Each of these stable particles has an associated chemical potentialμ
. The generalization of (12) is now
Note that the summation runs only over stable particles. The coefficients d ij are the "charges" associated with the stable conserved chemical potentials. For example, whereas in the full freeze-out case, a ρ + particle would have (+1) "ρ + charge", in the PCE case a ρ + particle has (+1) "π + charge" and (+1) "π 0 charge" since a ρ + decays to π + π 0 100% of the time. More generally, the d ij coefficients are found by examining the decay rates of particle i which result in one (or more) stable particles j. Computation of the d ij requires branching ratios for each hadron and resonance included in the HRG. In Appendix A we provide more details on the determination of these decay rates, many of which are not measured precisely. The precise value d ij is found by multiplying the branching fraction for the decay by the number of stable particles j formed in that decay, and finally summing over all decay modes of i. In other words, d ij is the average number of stable particles j formed from a decay of particle i. A stable particle can be thought of one which decays into itself 100% of the time, so for example
It is helpful to envision a matrix, d, which has N rows, and N S columns. In appendix B we provide a portion of this matrix, (and hence give a subset of the d ij coefficients).
The quantity which is now conserved after chemical freeze-out isN
which is the "effective number of stable particles", including those hidden inside the unstable particles which will eventually decay. For example, if we had a system of only ρ and π particles, the number
would be conserved after chemical freeze-out, since a ρ + effectively counts as one π + . Similarly, the quantitȳ
is conserved since both ρ + and ρ − effectively count as one π 0 . As before, to remove any dependence on the volume of the system, the freeze-out condition is implemented using intensive quantities
This criteria is more complicated than the full freeze-out case, sincen i now depends on multiple chemical potentials. As before, we set up a system of N S algebraic equations for {μ PCE }. There are N S −1 constraints which can be written without any reference to s:
It is advantageous to single out the heaviest stable particle (Ω) because it is both stable (d Ωi = δ Ωi ), and none of the other particles we consider decay into it (d iΩ = δ iΩ ). Hence,n Ω (T, {μ PCE }) = n Ω (T,μ
PCE Ω
). To make the dependence on the chemical potentials explicit, we can rewrite these equations as MeV. The red points are lattice data adapted from [11] One more equation is necessary to close the set. We take it to beC
Substituting (17), and making use of (38), we find
The right hand side of (41) makes use of the fact that
The second sum runs only over the stable particles. This relation is straightforward to show given (33) and (34). Eqs. (39) and (41) form a nonlinear system of N S algebraic equations for the set of chemical potentials {μ PCE }. Unlike the "Full Freeze-Out" case, we have been unable to solve this system analytically. The system can be solved numerically (for example) with a matrix formulation of Newton's method, but in practice we find the most efficient way to solve the system is with Mathematica's built-in FindRoot[] function [23] . Results for both light mesons and baryons are shown in Fig. 1 
V. RESULTS AND DISCUSSION
With the results for the chemical potentials of each particle in hand, we can then compute thermodynamic quantities of interest. The energy density, pressure and entropy density are shown in Fig. 2 . We also include lattice data in our plots; we re-emphasize that the PCE and FFO results are not expected to agree with the lattice, since lattice calculations presuppose full chemical equilibrium.
The susceptibilities can be seen in Fig 3. Note that the inclusion of chemical freeze-out can have a large effect compared to a fully equilibrated system, especially at low temperatures where the full equilibrium susceptibilities are approximately vanishing. With regard to the inclusion of decays via PCE, we see that with only a few exceptions, the PCE scenario amounts to roughly an O(10%) correction to the FFO scenario, as long as T > 100 MeV.
When considering the magnitude of hydrodynamic fluctuations, the quantity χT /s is the relevant one [8] . We plot this combination in Fig. 4 . At temperatures below T ch , χ FFO αβ T /s is exactly constant (since χ ∼ i n i and n i /s is constant). The inclusion of partial chemical equilibrium amounts to a very small correction in most cases.
The baryon-baryon susceptibility is especially interesting. In the case of χ BB /s, the PCE and FFO curves lie on top of each other, and (within our numerical precision) the numerical values are exactly the same. We suspect that (χ BB /s) CFO = (χ BB /s) PCE but were unable to show this analytically. It is also interesting to note that if we switch from the HRG model to the lattice data at around 160 MeV, then χ BB T /s is approximately constant throughout the entire range 80 MeV ≤ T ≤ 220 MeV, which is simple to deal with analytically.
The BB susceptibility is also phenomenologically interesting, as it is important for net proton fluctuations which are used to search for the critical point. It is quite tempting to determine whether the inclusion of chemical freeze-out can improve the agreement of the HRG with the STAR measurements of these fluctuations [24, 25] . Simple considerations show that for any additional chemical potentials to have an effect on the skewness or kurtosis, one must move beyond the Boltzmann approximation used in this paper. In our notation, the skewness measured in experiment is
Using (29), and noting that all baryons have Breaking the sum over i into baryons and anti-baryons and noting the only difference in the two is the sign of µ B and B i , we have
(46)
.
And hence
which is independent of whether the system is in chemical equilibrium or frozen out. Similarly, the kurtosis κσ 2 can be shown to be equal to 1 whether or not one employs chemical freeze-out. Thus, whether or not chemical freeze-out of hadrons can improve the agreement of the HRG with STAR measurements requires more careful consideration which is beyond the scope of this paper; we defer it to future work.
VI. CONCLUSION
We have computed all six components of the susceptibility matrix for three conserved charges: electric charge, baryon number, and strangeness. We have done so using the hadron-resonance gas model employing two different implementations of chemical freeze-out.
In almost all cases, the inclusion of chemical freeze-out enhances χ αβ T /s at low temperatures relative to the full equilibrium case. Thus we expect that the fluctuations at low temperatures will generally be larger than those found if one exclusively uses thermodynamic data from the lattice. This appears consistent with the findings of [25] . The exception is the diagonal electric charge susceptibility χ QQ T /s which is a decreasing function of T . Thus, the inclusion of chemical freeze-out will tend to reduce electric charge fluctuations relative to equilibrium.
With regard to correlations and balance functions measured in experiment [9, 10] : as compared to full equilibrium, the inclusion of chemical freeze-out will tend to narrow the pseudorapidity (∆η) width of the balance function (for a given diffusion constant). The reason is that enhanced fluctuations at late times (low temperatures) have less time to diffuse. The inclusion of resonance decays via PCE is unlikely to affect the balance functions except in the case of electric charge fluctuations. As seen in Fig. 4 (a) , for χ QQ T /s, partial chemical equilibrium tends to significantly reduce the effect of chemical freezeout, as the PCE curve lies closer to the full equilibrium curve than the one for full freeze-out.
In summary, the inclusion of chemical freeze-out is an important difference between the thermodynamics of a physical heavy ion collision and lattice QCD calculations. This effect has implications for (among other things) particle correlations and balance functions, and the search for the QCD critical point. Work to explore these implications is already underway. f 2 (2010), but we omit f 0 (600) (σ meson) [26] . The masses and quantum numbers of all included particles match those given in the 2014 Review of Particle Physics provided by the PDG [22] .
The measured decay modes and branching fractions of the higher mass resonances are very uncertain. Often decay channels are simply labeled as "seen" and/or the measured branching fractions do not sum to one. Hence, theoretical input is required. We rely almost exclusively on previous work by Josef Sollfrank and Pasi Huovinen who created a table of decays from the 2005 PDG data, supplemented by educated guesses based on the behavior of similar resonances and the fact that the branching ratios must sum to one [27, 28] .
We have not attempted to update all branching fractions to incorporate more recent PDG data, as our results are most sensitive to lower mass hadrons/resonances, which were already measured precisely in 2005. Nevertheless, we have added three new resonances which were not present in the 2005 Review of Particle Physics: π 2 (1880), N (1875) and N (1900). The branching ratios for each of these resonances are very poorly known, hence (as in the original table) we rely on theoretical input and educated guesses to estimate decay rates of these particles. These branching fractions do not significantly affect our results, but we include them here for completeness. Our assumptions are given in Table I , and we explain our rationale as follows.
For the π 2 (1880), no decay modes are listed in the PDG. Our assumed branching fractions rely on the nearby resonance π 2 (1670) and the results of the model of [29] . For the N (1875), the PDG listings of the measured branching fractions do not sum to one. We attempt consistency with the measured values, forcing the sum to be one. For the N (1900), the measured branching fractions sum to less than 50%. We assume that the remainder is in the form of decays to N ρ, as is the case for the nearby resonance N (1720) (which has identical quantum numbers). Finally, for the a 4 (2040), the PDG lists only a few decay modes as "seen". Our input for this resonance is almost entirely theoretical, we start from the calculations of [30] and then include the KK and η π modes to make the sum of the branching ratios one. As a convenience to the reader, Table II is a sample of the "effective number of stable particles" formed from each unstable particle (i.e. some of the d ij coefficients). Note that this is only a partial list.
While we have tabulated the d ij coefficients for photons produced in decays, we omit the photon when computing thermodynamic quantities like n, s and χ αβ as it is not expected that these photons will thermalize and they are not considered part of the HRG model. The table entry of the ith row, jth column is the coefficient dij. We omit columns for the heavier Σ, Ξ, Ω (their entries are all zero for the selection of unstable particles listed).
