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Abstract
In this thesis we study several aspects of permutation polynomials over finite fields
with odd characteristic. We present methods of construction of families of complete
mapping polynomials; an important subclass of permutations. Our work on value sets
of non-permutation polynomials focus on the structure of the spectrum of a particular
class of polynomials.
Our main tool is a recent classification of permutation polynomials of Fq, based
on their Carlitz rank. After introducing the notation and terminology we use, we
give basic properties of permutation polynomials, complete mappings and value sets of
polynomials in Chapter 1.
We present our results on complete mappings in Fq[x] in Chapter 2. Our main result
in Section 2.2 shows that when q > 2n + 1, there is no complete mapping polynomial
of Carlitz rank n, whose poles are all in Fq. We note the similarity of this result to the
well-known Chowla-Zassenhaus conjecture (1968), proven by Cohen (1990), which is
on the non-existence of complete mappings in Fp[x] of degree d, when p is a prime and
is sufficiently large with respect to d. In Section 2.3 we give a sufficient condition for
the construction of a family of complete mappings of Carlitz rank at most n. Moreover,
for n = 4, 5, 6 we obtain an explicit construction of complete mappings.
Chapter 3 is on the spectrum of the class Fq,n of polynomials of the form F (x) =
f(x)+x, where f is a permutation polynomial of Carlitz rank at most n. Upper bounds
for the cardinality of value sets of non-permutation polynomials of the fixed degree d
or fixed index l were obtained previously, which depend on d or l respectively. We
show, for instance, that the upper bound in the case of a subclass of Fq,n is q− 2, i.e.,
is independent of n.
We end this work by giving examples of complete mappings, obtained by our meth-
ods.
SONLU CI˙SI˙MLER U¨ZERI˙NDEKI˙ POLI˙NOMLARIN DEG˘ER KU¨MELERI˙ VE
TAM GO¨NDERI˙MLER U¨ZERI˙NE
Leyla Is¸ık
Matematik, Doktora Tezi, 2015
Tez Danıs¸manı: Prof. Dr. Alev Topuzogˇlu
Anahtar Kelimeler: sonlu cisimler, permu¨tasyon polinomları, Carlitz mertebesi, tam
go¨nderimli polinomlar, deg˘er ku¨meleri, minimum deg˘er ku¨mesi polinomları, spektrum.
O¨zet
Bu tezde karakteristig˘i tek olan sonlu cisimler u¨zerindeki permu¨tasyon polinom-
larıyla ilgili bazı ilginc¸ problemler u¨zerinde c¸alıs¸ılmıs¸tır. Permu¨tasyonların o¨nemli bir
alt sınıfı olan tam go¨nderim polinomlarını ins¸a etme metodları sunulmus¸tur. Permu¨tasyon
olmayan polinomların deg˘er ku¨meleri u¨zerine olan c¸alıs¸mamız o¨zel bir polinom sınıfının
spektrum yapısına odaklanmıs¸tır.
Bu c¸alıs¸mada kullandıg˘ımız ana arac¸, Fq u¨zerindeki permu¨tasyon polinomlarının
Carlitz mertebesine go¨re sınıflandırılmasıdır. Birinci bo¨lu¨mde, tanım ve terimleri
verdikten sonra permu¨tasyon polinomlarının, tam go¨nderimlerin ve polinomların deg˘er
ku¨melerinin temel o¨zellikleri verilmis¸tir.
I˙kinci bo¨lu¨mde, Fq[x] de tam go¨nderimler u¨zerine olan sonuc¸lar sunulmus¸tur. Bu
bo¨lu¨mdeki esas sonuc¸larımızdan birisi, q > 2n+1 oldug˘u zaman tu¨m kutupları Fq da ve
Carlitz mertebesi n olan tam go¨nderimli polinom olmadıg˘ıdır. Bu sonuc¸ yaygın olarak
bilinen ve Cohen tarafından 1990’da kanıtlanmıs¸, Chowla-Zassenhaus varsayımına (1968)
benzer o¨zelliktedir, c¸u¨nku¨ bu varsayım p asal sayısı d sayısına go¨re yeterince bu¨yu¨kse
derecesi d olan tam go¨nderimli polinom olmadıg˘ını belirtmektedir. Bo¨lu¨m 2.3 de Carlitz
mertebesi en fazla n olan tam go¨nderimler ailesinin ins¸ası ic¸in yeterli kos¸ullar verilmis¸-
tir. Ayrıca, n = 4, 5, 6 ic¸in tam go¨nderimlerin ac¸ık ins¸ası elde edilmis¸tir.
U¨c¸u¨ncu¨ bo¨lu¨m, Carlitz mertebesi en fazla n olan f permu¨tasyon polinomu ic¸in
F (x) = f(x)+x formundaki polinomlar sınıfı Fq,n’nin spektrumu u¨zerinedir. Permu¨tasyon
olmayan polinomların deg˘er ku¨melerindeki eleman sayısı ic¸in u¨st sınır bulma o¨nemli
bir problemdir. Derecesi d veya indeksi l olan polinomlar ic¸in bu sınırlar d veya l’ye
baglı olarak daha o¨nce elde edilmis¸ti. Bu c¸alıs¸mada Fq,n’nin bir alt sınıfı ic¸in bu u¨st
sınırın q − 2, yani n’den bag˘ımsız oldug˘u go¨sterilmis¸tir.
Son bo¨lu¨mde kullandıg˘ımız yo¨ntemlerle elde ettig˘imiz tam go¨nderim o¨rnekleri ver-
ilmis¸tir.
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CHAPTER 1
Introduction
Throughout this thesis Fq will denote the finite field with q = ps elements where p is a
prime, and s ≥ 1 is a positive integer.
In this chapter, we give a survey of basic properties of permutation polynomials,
and introduce the concepts of Carlitz rank, complete mapping and spectrum of a class
of polynomials. In Section 1.1, we review some of the known classes of permutation
polynomials over Fq. We list the known results about Carlitz rank of a permutation
polynomial in Section 1.2. After introducing the notation and some of the basic tools
we will give the relation between Carlitz rank of a permutation polynomial f ∈ Fq[x],
its degree, and the number of its nonzero coefficients, i.e. its weight. In Section 1.3, we
will focus on some of the basic properties of value sets of polynomials and give some
recent results. Finally in Section 1.4, we discuss complete mapping polynomials over
finite fields.
1.1 Permutations of Finite Fields
Definition 1.1. A polynomial f(x) ∈ Fq[x] is called a permutation polynomial if the
induced function f : Fq → Fq : c 7→ f(c) is a bijection.
From now on a permutation polynomial will be abbreviated as PP. PPs over finite
fields have wide applications in cryptography, coding theory, combinatorics, finite ge-
ometry and computer science, and hence finding new classes of PPs is of great interest.
It is well known that each function from Fq to Fq can be represented by a polyno-
mial. In particular, given a permutation σ of the elements of Fq, there exists a unique
polynomial fσ ∈ Fq[x] with deg(fσ) < q such that fσ(c) = σ(c) for all c ∈ Fq.
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The polynomial fσ can be found by the Lagrange interpolation formula;
fσ(x) =
∑
c∈Fq
σ(c)
(
1− (x− c)q−1). (1.1)
On the other hand given an arbitrary polynomial f(x) ∈ Fq[x], it is in general
a difficult task to determine whether f(x) is a PP of Fq. A useful criterion for a
polynomial being a PP was given in 1863 by Hermite [34] for prime fields, which was
then generalized in 1897 by Dickson [27] to arbitrary finite fields Fq. We include a
proof based on [37, Chapter 7].
Lemma 1.2. For a0, . . . , aq−1 ∈ Fq, the equation
q−1∑
i=0
ati =
 0 for 0 ≤ t ≤ q − 2−1 for t = q − 1
holds if and only if all ai are distinct.
Proof. For any i ∈ {0, . . . , q−1}, using Langrange’s interpolation formula the function
ϕi : Fq → Fq defined by ϕi(b) = 0 for b 6= ai and ϕi(ai) = 1 corresponds to the
polynomial
gi(x) = 1− (ai − x)q−1,
which becomes
gi(x) = 1−
q−1∑
j=0
(−1)j
(
q − 1
j
)
aq−1−ji x
j = 1−
q−1∑
j=0
aq−1−ji x
j,
since
(
q−1
j
)
= (−1)j in Fq for any j ∈ {0, . . . , q − 1}. Then the polynomial
g(x) =
q−1∑
i=0
gi(x)
satisfies g(ai) = 1 for all i ∈ {0, . . . , q − 1}. If all ai are distinct then this implies that
g(x) = 1. Rewriting g(x) we obtain
g(x) =
q−1∑
i=0
(
1−
q−1∑
j=0
aq−1−ji x
j
)
=
q−1∑
j=0
(
−
q−1∑
i=0
aq−1−ji
)
xj, (1.2)
and so if all ai are distinct we obtain
q−1∑
i=0
aq−1−ji = 0
2
for all 1 ≤ j ≤ q − 1, and hence
q−1∑
i=0
ati = 0
for all 0 ≤ t ≤ q − 2. If not all ai are distinct, then g(x) 6= 1 and hence some
non-constant term in (1.2) is nonzero, implying that for some 0 ≤ t ≤ q − 2
q−1∑
i=0
ati 6= 0,
which concludes the proof.
Theorem 1.3. (Hermite’s Criterion)
A polynomial f(x) ∈ Fq[x] is a PP of Fq if and only if the following two conditions are
satisfied:
(i) f has exactly one root in Fq.
(ii) For each integer t with 1 ≤ t ≤ q − 2 and t 6≡ 0 mod p, the reduction of f(x)t
mod (xq − x) has degree ≤ q − 2.
Proof. Suppose f(x) is a PP of Fq. Then obviously f has exactly one root in Fq. For
1 ≤ t ≤ q − 2, we have ∑c∈Fq f(c)t = 0, by Lemma 1.2. Put h(x) = f(x)t mod xq − x,
say h(x) =
∑q−1
i=0 hix
i. Then again applying Lemma 1.2,
0 =
∑
c∈Fq
f(c)t =
∑
c∈Fq
h(c) =
q−1∑
i=0
hi
∑
c∈Fq
ci = hq−1
∑
c∈Fq
cq−1 = −hq−1,
and hence h(x) has degree at most q − 2. Conversely suppose conditions (i) and (ii)
are satisfied. From (i) it follows that
∑
c∈Fq f(c)
q−1 = −1. Also as above for each
1 ≤ t ≤ q − 2, with h(x) = f(x)t mod xq − x, h(x) = ∑q−1i=0 hixi, it follows that∑
c∈Fq f(c)
t = −hq−1, which is zero by (ii). Applying Lemma 1.2 we can conclude that
all values f(c), c ∈ Fq, are distinct, i.e. f(x) is a PP.
Remark 1.4. It immediately follows from Hermite’s criterion that, f(x) is not a PP
if the degree of f(x) divides q − 1, which also implies that the maximal degree of a
permutation polynomial modulo xq − x is q − 2.
3
Let G be a finite abelian group. A character χ of G is a homomorphism from G
into the multiplicative group U of complex numbers with absolute value 1, i.e. it is a
mapping from G into U which satisfies χ(g1g2) = χ(g1)χ(g2) for all g1, g2 ∈ G.
For any finite field Fq, there are two classes of characters, additive characters which
are the characters of the additive group Fq of q elements and multiplicative characters
which are the characters of the multiplicative group F∗q of q− 1 elements. By using the
nontrivial additive characters, another criterion for identifying PPs can be given:
Theorem 1.5. The polynomial f(x) ∈ Fq[x] is a PP of Fq if and only if∑
c∈Fq
χ(f(c)) = 0
for every nontrivial additive character χ of Fq.
For a proof of the theorem see [37, Chapter 7].
Only a few good algorithms are known for testing whether a given polynomial is a
PP. In general, it is not easy to find new classes of PPs. For some well known classes
of polynomials, however, necessary and sufficient conditions have been determined to
decide whether a polynomial in the given class is a PP.
We list some of the known classes of PPs. Obviously, every linear polynomial ax+b
∈ Fq[x], a 6= 0, is a PP of Fq.
It is easy to see that a monomial xn permutes Fq if and only if gcd(n, q − 1) = 1.
A class of polynomials for which the permutation property can be seen immediately
is well understood is the class of linearized polynomials, see [37, Chapter 7]. The
linearized polynomial L(x) defined as
L(x) =
k−1∑
i=0
aix
qi ∈ Fqk [x]
is a PP of Fqk if and only if x = 0 is the only root in Fqk of L(x).
The class of Dickson polynomials are widely studied in connection with a large
variety of problems. There are two types of them. Dickson polynomials of the 1st kind
are defined for every a ∈ Fq, by the formula
Dn(x, a) =
bn2 c∑
j=0
n
n− j
(
n− j
j
)
(−a)jxn−2j, (1.3)
4
and Dickson polynomials of the 2nd kind En(x, a) with parameter a ∈ Fq are defined
as
En(x, a) =
bn2 c∑
j=0
(
n− j
j
)
(−a)jxn−2j. (1.4)
Obviously, deg(Dn(x, a)) = n and Dn(x, 0) is just the monomial x
n, and similarly,
deg(En(x, a)) = n and En(x, 0) = x
n. Also Dn(x, a) with a ∈ F∗q is a PP of Fq if
and only if gcd(n, q2 − 1) = 1, see [36, Chapter 3] for a proof. Deciding whether a
Dickson polynomial of the second kind is a PP is much more complicated. It was
shown by Matthews [40] that the conditions n+ 1 ≡ ±2 mod m for each of the values
m = p, (q−1)/2, (q+1)/2 are sufficient for En(x, 1) ∈ Fq[x] to induce a permutation of
Fq. Later, Cohen [17] proved that when q is a prime these conditions are also necessary
to conclude that En(x, 1) is a PP. Further results about Dickson polynomials of the
2nd kind that are PPs can be found in Coulter [19], Henderson and Matthews [33] and
Henderson [32].
A large variety of further results on PPs can be found in [37, Chapter 7]. We end
this section by giving some typical results on criteria that yield special classes of PPs.
For a recent survey of the subject we refer to [35], see also [45, Chapter 8].
The following theorem concerns binomials.
Theorem 1.6. [37] If q is odd, then the polynomial x(q+1)/2 + ax ∈ Fq[x] is a PP if
and only if a2 − 1 is a nonzero square.
The following theorem describes two large classes of permutation polynomials of
Fq. Here Tr denotes, as usual, the absolute trace, defined as
TrFq/Fp(a) = a+ a
p + . . .+ ap
s−1
,
for a ∈ Fq and where q = ps.
Theorem 1.7. [13] If γ, β ∈ Fq and H(x) ∈ Fq[x], then
(i) the polynomial
F (x) = x+ γTr
(
H
(
xp − γp−1x)+ βx)
is a PP if and only if Tr(βγ) 6= −1, and
(ii) the polynomial
F (x) = x+ γTr
∑
u∈Fp
H (x+ γu) + βx

5
is a PP if and only if Tr(βγ) 6= −1.
In [55] Tu et al. propose several classes of PPs of the form
(
xp
m − x+ δ)s + L(x) ∈ Fpm [x]
where p is an odd prime, and L(x) is a linearized polynomial with coefficients in Fp.
One of their results is the following theorem.
Theorem 1.8. [55] For m ∈ Z+ and any δ ∈ F32m, the polynomial
f(x) =
(
x3m − x+ δ)2·3m−1 + x3m + x
is a PP.
Polynomials of the form
(
x2
m
+ x+ δ
)s
+ x ∈ F22m [x]
are studied in Tu et al. in [56], and many classes of PPs of this form are obtained.
Here we only mention one of their results, which says that each such polynomial with
s = 2m+1 − 1 is a PP.
In the following result by Zieve [63, Theorem 1.2], the symbol µd denotes the set of
dth roots of unity in the algebraic closure of Fq.
Theorem 1.9. Let d, r be positive integers and d|(q − 1). Assume that q = qm0 satisfy
q0 ≡ 1 (mod d) and d|m and select h ∈ Fq0 [x]. Then f(x) = xrh(x(q−1)/d) permutes Fq
if and only if gcd(r, (q − 1)/d) = 1 and h has no roots in µd.
Akbary et al. constructed the following classes of PPs of Fq2 .
Theorem 1.10. [2] Let q = pm. Then the following are PPs over Fq2:
(i) f(x) = axq + bx+ (xq − x)k, for a, b ∈ Fq with a 6= ±b and k even,
(ii) f(x) = axq + ax+ (xq − x)k, for a ∈ F∗q with p, k odd and gcd(k, q − 1) = 1.
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1.2 Carlitz Rank of a Permutation Polynomial
The set of PPs of Fq of degree ≤ q−2 forms a group under the operation of composition
and reduction modulo xq−x. This group is isomorphic to Sq, the symmetric group on
q letters.
In 1953 L. Carlitz observed that the transposition (0 1) can be represented by the
polynomial
g(x) = (((−x)q−2 + 1)q−2 − 1)q−2 + 1 (1.5)
and hence the group Sq is generated by the linear polynomials ax + b for a, b ∈ Fq,
a 6= 0 and xq−2, see [10]. Consequently, as pointed out in [24], any permutation f of
Fq can be represented by a polynomial of the form
Pn(x) = (. . . ((a0x+ a1)
q−2 + a2)q−2 . . .+ an)q−2 + an+1, n ≥ 0, (1.6)
where ai 6= 0, for i = 0, 2, . . . , n.
We can also write (1.6) as Pn(x) = (Pn−1(x))q−2 + an+1 for n ≥ 1 by defining
P0(x) = a0x+ a1.
Note that n is the number of times the monomial xq−2 occurs in (1.6). This rep-
resentation is not unique, and n is not necessarily minimal. Accordingly the Carlitz
rank of f is defined in [3] to be the smallest integer n > 0 satisfying f(c) = Pn(c) for
all c ∈ Fq, for a permutation Pn of the form (1.6). In other words the Carlitz rank
of f is n if n is minimal such that f can be represented by a polynomial which is the
composition of n ”inversions”, xq−2 , and n (or n + 1) linear polynomials. We denote
the Carlitz rank of f by Crk(f).
The representation of a permutation f as in (1.6) enables approximation of f by a
rational function as described below. This property is particularly useful when Crk(f)
is small with respect to the field size. Suppose that f has a representation Pn as in
(1.6). We follow the notation of [54] and put Pn(x) = Pn(a0, a1, ..., an+1;x) when we
wish to specify the elements a0, a1, ..., an+1 in Fq. Since for each c ∈ F∗q, cq−2 = c−1, we
define T as the set c ∈ Fq for which one of the expressions
(. . . ((a0c+ a1)
q−2 + a2)q−2 . . .+ ai), i = 1, . . . , n,
is zero, then it makes sense to consider the function : Ψn : Fq \ T → Fq, defined by
c 7→ (. . . ((a0c+ a1)−1 + a2)−1 . . .+ an)−1 + an+1.
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It follows that for each c ∈ Fq \ T we have Pn(c) = Ψn(c). We may also rewrite the
function Ψn, by its continued fraction expansion, obtaining
Ψn(c) =
αn+1c+ βn+1
αnc+ βn
,
where α0 = 0, α1 = a0, β0 = 1, β1 = a1, and
αk = akαk−1 + αk−2 and βk = akβk−1 + βk−2, (1.7)
for k ≥ 2. We remark here that αk and βk cannot both be zero. We will also consider
the rational function
Rn(x) =
αn+1x+ βn+1
αnx+ βn
, (1.8)
which we call the rational fraction associated to Pn(x). Then the poles of the rational
functions Ri(x), for i = 1, . . . , n, are −βi/αi ∈ Fq ∪ {∞}, and we will denote these
poles by
xi =
−βi
αi
, i = 1, . . . , n. (1.9)
Note that to every rational transformation Rn(x) of the form (1.8) we can naturally
associate a permutation σn of Fq defined by
σn(c) = Rn(c) for c 6= xn and σn(xn) = αn+1αn when xn ∈ Fq.
The set On = {xi : i = 1, . . . , n} ⊂ P1(Fq) = Fq ∪ {∞} is called the set of poles of
Pn(x). Obviously Pn(c) = Rn(c) for c ∈ Fq\On . Therefore the values of Pn(c) outside
the set of poles are determined by Rn. The values that Pn(x) takes at the poles can
also be given in terms of Rn. In the special case, where the poles are distinct elements
of Fq we have the following.
Lemma 1.11. [24] Suppose that the poles x1, x2, . . . , xn defined above are in Fq and
distinct. Then
Pn(xi) =
 σn(xi−1) for 2 ≤ i ≤ n,σn(xn) for i = 1,
for all n ≥ 2. We can therefore express the permutation c 7→ Pn(c) as
Pn(c) = τ(σn(c)) (1.10)
where τ is the permutation (σn(xn)σn(xn−1)...σn(x1)) ∈ Sq.
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It was proved in [3] that although a permutation can have different representations,
the associated fractional transformations are unique under a certain condition.
Lemma 1.12. Let P
′
n and P
”
m be two representations of a permutation of Fq, with
associated rational fractions R
′
n(x) and R
”
m(x), respectively. If m + n < q − 2, then
R
′
n(x) = R
”
m(x).
The Carlitz rank can be considered as a complexity measure for polynomials. An
immediate question therefore is whether it is related to the usual complexity measures,
namely the degree and the weight.
Let f(x) be a PP in Fq[x]. The following results show that if the degree, deg(f) > 1
or weight of f , w(f) are small then Crk(f) must be large.
Theorem 1.13. Let f(x) be a PP in Fq[x] with deg(f) = d > 1. Then
Crk(f) ≥ q − d− 1.
See [3] for the proof.
Theorem 1.14. Let f ∈ Fq[x] be a PP, deg(f) > 1
f(x) =
w(f)∑
i=1
aix
ei , and f(x) 6= c1 + c2xq−2
for c1, c2 ∈ Fq, c2 6= 0. Then Crk(f) ≥ q
w(f) + 2
− 1.
See [29] for the proof of this theorem. Note that both bounds above are tight for
PPs of the form f(x) = (a0x+ a1)
q−2, with a0, a1 ∈ F∗q, and the bound from Theorem
1.14 depending on w(f) is better when q ≤ q/(w(f) + 2) + deg(f).
Let σ be a cycle in Sq and l(σ) denote its length. By definition a ∈ supp(σ) if
a ∈ Fq is not fixed by σ.
The proof of the following theorem can be found in [3]. A permutation τ of Fq is
called linear if it can be represented by a linear polynomial.
Theorem 1.15. Suppose a permutation f has a representation Pm(x) satisfying
Pm(c) = τ1 . . . τsσm(c),
where τ1, . . . , τs are disjoint cycles of length l(τj) = lj ≥ 2, 1 ≤ j ≤ s.
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(i) If σm is not linear and σm(xm) ∈ supp(τj) for some 1 ≤ j ≤ s, then there exists a
permutation P¯n(x) with n = s+
∑s
j=1 lj−1 such that f(c) = P¯n(c) for all c ∈ Fq.
(ii) If σm is not linear and σm(xm) /∈ supp(σj) for any 1 ≤ j ≤ s, then there exists a
permutation P¯n(x) with n = s+
∑s
j=1 lj +1 such that f(c) = P¯n(c) for all c ∈ Fq.
(iii) If σm is linear then there exists a permutation P¯n(x) with n = s +
∑s
j=1 lj such
that f(c) = P¯n(c) for all c ∈ Fq.
In all three cases, Crk(P ) = n if n < (q − 1)/2.
We denote the number of permutations of Fq of Carlitz rank n by B(n). Obvi-
ously B(0) = q(q − 1), B(1) = q2(q − 1) and B(2) = q2(q − 1)2. When n ≥ 3, two
different representations Pn and P
′
n may induce the same permutation f , although the
coefficients are different. However n < (q − 1)/2 implies that the permutation f has a
unique decomposition P = τ1 . . . τsσ, where τ1 . . . τs are disjoint cycles. Hence one can
obtain the value of B(n) by counting such decompositions. Let t, k, s be integers with
t, k ≥ 1, s ≥ 0. Consider the set s(t, k, s) of permutations pi ∈ Sk with decomposition
pi = σ1...σs into disjoint cycles σ1...σs such that l(σi) ≥ t for i = 1, 2, . . . , s. The
integers S(t, k, s) = |s(t, k, s)| are called the associated Stirling numbers of the first
kind.
Theorem 1.16. The number B(n) of permutations of Fq with Carlitz rank n is given
by
B(n) = (q2 − q)
bn+1
3
c∑
s=1
(
q
n+ 1− s
)
S(2, n+ 1− s, s)(n+ 1− s)
+(q2 − q)
bn−1
3
c∑
s=1
(
q
n− 1− s
)
S(2, n− 1− s, s)(q − (n− 1− s))
+(q2 − q)
bn
3
c∑
s=1
(
q
n− s
)
S(2, n− s, s)
for all 2 ≤ n < (q − 1)/2.
See [3] for the proof of this theorem.
We close this subsection by an example illustrating an application in cryptography
which involves permutation polynomials of Carlitz rank 1 and 2, see C¸es¸meliog˘lu et
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al. [25]. In symmetric cryptography, one is interested in finding permutations which
are easy to implement, provide a good resistance to differential and Matsui’s linear
attacks, and have large polynomial degree and large weight, see [9], [39], [51].
The difference map of a given polynomial f ∈ Fq[x], and a ∈ F∗q is defined as
Df,a(x) = f(x+ a)− f(a).
The function f is called perfect nonlinear (PN) if Df,a is a permutation for all a ∈ F∗q,
and f is almost perfect nonlinear (APN) if Df,a is 2-to-1 for all a ∈ F∗q. The differential
uniformity δf of f is defined by
δf = max{δf,a(b) : b ∈ Fq, a ∈ F∗q},
where δf,a(b) = |{x ∈ Fq : Df,a = b}|. One of the essential properties of a PP to be
used in cryptography is to have low differential uniformity, see [6, 7, 9]. We note that
a PP can not be a PN, so APN permutations have the lowest differential uniformity
possible. It is well known that the differential uniformity of a function is invariant under
the so-called EA-equivalence. It is expected therefore that when q = ps, p ≡ 5 mod 6,
and s is odd, permutations of Carlitz rank 1, being EA equivalent to the inversion
xq−2, are APN. It is quite unexpected however that a new class of permutations with
differential uniformity 4, when p ≡ 5 mod 6, and s is odd, can be obtained from
permutation polynomials of Carlitz rank 2.
Theorem 1.17. [25] Let f be a permutation of Fq, where q = ps, s ≥ 1 is odd,
p ≡ 5 mod 6.
(i) If Crk(f) = 1, then f is APN.
(ii) If Crk(f) = 2, then δf = 4.
Suppose a permutation f(x) ∈ Fq[x] has Carlitz rank n, n > 2, with a representation
f(x) = Pn(a0, . . . , an;x),
where ai 6= 0, for i = 0, 2, . . . , n. As we have seen above, if the element αn, defined
in (1.7), is nonzero, then the associated rational function Rn(x) is nonlinear. The
permutations f and σn therefore differ at most at n elements of Fq. But then the
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values of Df,a and Dσn,a differ at most at 2n elements. Since the permutation σn is
APN, it follows that δf,a(b) ≤ 2n+2. In particular δf,a(b) ≤ 8 if n = 3 and a2a3+1 6= 0.
The theorem above adds to known results on differential uniformity in characteristic
2, where the inversion is the classical example of an APN permutation (when the
extension degree is odd).
Remark 1.18. As mentioned above, for polynomials to be interesting from the point
of view of cryptographical applications, one often requires the polynomial to be (i)
easy to implement; (ii) provide good resistance to differential and linear attacks; (iii)
have large degree; (iv) have large weight (i.e. have many nonzero coefficients). Due
to the first requirement, in most cases, only sparse polynomials have been considered,
although these polynomials have of course the disadvantage of having low weight. The
approach using Carlitz rank has the advantage of providing a method of obtaining PP
which have large degree, have large weight, and moreover are still easy to implement
due to the representation (1.6), therefore providing rare, if not the first examples of
such permutations. Chapter 4 contains many examples of such PP, with additional
interesting properties.
Another suprising application of the concept of Carlitz rank, concerning distribution
properties of infinite sequences of real numbers is given in [52], see also [54].
In this thesis we use this concept not only to construct an important subclass of PPs,
the so-called complete mapping polynomials, but also to provide very first examples of
families of non-permutation polynomials with interesting value sets. The value sets we
obtain are of significantly different nature than those, previously known.
1.3 Value Sets of Polynomials
The image of a function described by a polynomial f(x) is called the value set of f(x).
Value sets of polynomials over finite fields are widely studied, in particular in re-
lation to the degree of the polynomials, and have received a lot of attention recently.
In this section we highlight some of the main results concerning value sets to motivate
our results. We use the following notation.
Definition 1.19. Let f(x) ∈ Fq[x], the value set of f is the set Vf = {f(a) : a ∈ Fq}.
The cardinality of the value set Vf is denoted by |Vf |.
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Of course every subset of Fq occurs as the value set of some polynomial f(x) ∈ Fq[x]
of degree < q − 1 by Lagrange’s interpolation formula (1.1). There are few types of
polynomials of which the value sets are known explicitly.
For monomials xd ∈ Fq[x] the size of the value set is easily determined, and depends
only on (d, q − 1), the greatest common divisor of d and q − 1.
Theorem 1.20. [58] If f(x) = xd ∈ Fq[x], then |Vf | = 1 + (q − 1)/(d, q − 1).
Proof. Put δ = (d, q − 1) and let β be a primitive δ-th root of unity in Fq. If a ∈ Vf ,
a 6= 0, say a = bd with b ∈ F∗q, then for each 0 ≤ i ≤ δ − 1,
f(bβi) = bd(βi)d = a(βδ)ki = a
where k = d/δ. Hence the pre-image of each nonzero a ∈ Vf has size δ. It follows that
|Vf | = 1 + (q − 1)/δ.
As a corollary we again obtain the classification of monomial PP’s, i.e. xd is a PP
over Fq if and only if (d, q − 1) = 1.
For the Dickson polynomials of the 1st kind the following results are known. The
results depend on the parity of q. As usual the 2-adic valuation of an integer a is
denoted by v2(a).
Theorem 1.21. [14] If f(x) = Dd(x, a) ∈ Fq[x], q odd, d ≥ 1, a ∈ F∗q, and v2(q2−1) =
r, then
|Vf | = q − 1
2(d, q − 1) +
q + 1
2(d, q + 1)
+ α,
where α = 1 if v2(d) = r−1 and a is a non-square in Fq; α = 1/2 if 1 ≤ v2(d) ≤ r−2;
α = 0 otherwise.
The result is simpler when q is even.
Theorem 1.22. [14] If f(x) = Dd(x, a) ∈ Fq[x] and q is even, d ≥ 1, a ∈ F∗q, then
|Vf | = q − 1
2(d, q − 1) +
q + 1
2(d, q + 1)
.
If one does not consider specific polynomials but a class of polynomials (for instance
all polynomials of degree d) then one might be interested in all possible sizes of the
value set of polynomials in that class. Similarly it is natural to ask how the sizes of
value sets are distributed, or how polynomials are distributed in terms of value sets.
This motivates the following definition.
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Definition 1.23. For a class of polynomials C the set v(C) = {|Vf | : f ∈ C} is called
the spectrum of C.
As there are too many spectrum results for classes of polynomials to cover all
of them in this brief overview, we refer to [53, 8.2], [45, 8.3.3] for more details and
references.
As mentioned earlier, most previous results on spectrum concerns the class Cd of
polynomials of degree d. We will briefly review these results here in order to motivate
our study. We firstly state the trivial upper and lower bounds for |Vf |, f ∈ Cd. Since
for any a ∈ Fq, f(x) = a has at most d solutions one has,
⌈
q − 1
d
⌉
≤ |Vf | ≤ q (1.11)
Clearly f(x) ∈ Fq[x] is a PP if and only if |Vf | = q. Equality for the lower bound
is reached for the so-called minimal value set polynomials which will be discussed in
Section 1.3.2.
When d ≤ 4 the complete spectrum Cd is known, see e.g. [45].
Theorem 1.24. If f(x) ∈ Fq[x] has degree 2 then |Vf | ∈ {q/2, (q + 1)/2, q}.
Theorem 1.25. If f(x) ∈ Fq[x] has degree 3 then
|Vf | ∈ {q/3, (q + 2)/3, (2q − 1)/3, 2q/3, (2q + 1)/3, q}.
We note that our results stated in Theorems 3.1, 3.2 and Corollary 3.5, for instance,
are of similar nature.
Theorem 1.26. [41] If f(x) ∈ Fq[x] has degree 4 and q is an odd prime then |Vf | is
either (q + 3)/4, (q + 1)/2, (3q + 4 + i)/8 with ±i ∈ {1, 3, 5}, or 5q/8 +O(√q).
1.3.1 Large value sets
Obviously the spectrum v(C) of a class of polynomials C is a subset of the interval
[1, . . . , q] and the spectrum of the class of PPs is {q}. In the class Cd, one would be
interested to know how large |Vf | can be when f ∈ Cd is not a PP. The following very
nice result was proved by Wan in 1992.
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Theorem 1.27. [59] If f(x) ∈ Fq[x] is not a PP and f has degree d then
|Vf | ≤ q −
⌈
q − 1
d
⌉
.
We remark that in [46] this result has recently been extended to polynomials in
several variables. It was shown by Cusick and Mu¨ller in [22] that the upper bound
from Theorem 1.27 is achieved by the polynomial
f(x) = (x+ 1)xs−1 ∈ Fq[x],
where q = st for some positive integer t. This result shows that there is a gap in the
spectrum of the class of Cd for a fixed degree d. Similar gaps occur further down the
spectrum. The results proven in 1997 by Guralnick and Wan [31, Theorem1.1] imply
the following.
Theorem 1.28. [31] If f(x) ∈ Fq[x] is not a PP, f has degree d > 6, and |Vf | 6=
(1− 1/d)q, then
|Vf | ≤ (1− 2/d)q +Od(√q).
In the same paper, the authors also prove a bound which does not depend on the
degree d, but which only holds for polynomials of degree d in Fq[x] with (q, d) = 1.
Theorem 1.29. [31] If f(x) ∈ Fq[x] is not a PP, f has degree d, with (q, d) = 1, then
|Vf | ≤ (5/6)q +Od(√q).
The proof of these results use techniques from number theory and group theory and
rely on the classification of finite simply groups.
An interesting question is whether one can obtain results similar to Theorem 1.27
when one considers other classes of polynomials. This question was first tackled recently
by Mullen, Wan, Wang in [47], where they obtain an upper bound in terms of the index
for the value set for polynomials, which are not PP. This concept was first introduced
by Akbary et al. in [1] based on the earlier notion of [50].
For any nonconstant monic polynomial g(x) ∈ Fq[x] of degree < q−1 with g(0) = 0,
let r be the vanishing order of g(x) at zero and let f1(x) := g(x)/x
r . Then let l be the
least divisor of q − 1 with the property that there exists a polynomial f(x) of degree
l.deg(f1)
q − 1 such that f1(x) = f(x
(q−1)/l). So g(x) can be written uniquely as
xrf(x(q−1)/l).
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We call l the index of g.
Mullen et al. proved the following theorem.
Theorem 1.30. [47] If f(x) ∈ Fq[x] is not a PP, then
|Vf | ≤ q − q − 1
`
.
This improves Wan’s result, Theorem 1.27 above, when the index ` of a polynomial
is strictly smaller than the degree d, which always happens if ` ≤ √q − 1.
Our results in Chapter 3 illustrate that considering other classes; the spectrum may
have a significantly different structure. We study the class of polynomials of the form
F (x) = f(x) + x, where f(x) is a PP of Carlitz rank at most n. We show for instance
that, for a subclass of such polynomials the upper bound for |VF |, when F is not a PP
is q − 2, i.e., independent of n, see Remark 3.14.
1.3.2 Minimal value set polynomials
On the other side of the interval (1.11), as mentioned before, if f has degree d, then
|Vf | ≥ dq/de. Polynomials achieving this bound are called minimal value set polyno-
mials.
There are many results on minimal value set polynomials. The following theorem
concerns polynomials over prime fields and gives a nice characterisation of minimal
value set polynomials.
Theorem 1.31. [11] If f(x) ∈ Fp[x] has degree d < p and |Vf | = dp/de ≥ 3 then d
divides p− 1 and f(x) = a(x+ b)d + c for some a, b, c ∈ Fp.
For minimal value set polynomials over a field of prime power order q a similar
result is obtained.
Theorem 1.32. [42] If f(x) ∈ Fq[x] is monic and has degree d ≤ √q, where (d, q) = 1,
and |Vf | = dq/de then d divides q − 1 and f(x) = (x+ b)d + c for some b, c ∈ Fq.
In fact, in [42] all minimal value set polynomials over Fp and Fp2 are determined.
In [8] minimal value set polynomials whose values form a subfield are characterised.
We note that the problem to determine all minimal value set polynomials over Fps
where s > 2 is still open.
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For polynomials which have value sets of size less than twice the size of the value
set of a minimal value set polynomial of the same degree the following theorem was
obtained in [14], [28].
Theorem 1.33. [14,28] If f(x) ∈ Fq[x] is monic and has degree d > 15, where d4 < q,
and |Vf | < 2q/d then f(x) has one of the following forms:
(i) (x+ b)d + c, where d divides q − 1;
(ii) ((x+ a)d/2 + b)2 + c, where d divides q2 − 1;
(iii) ((x+ a)2 + b)d/2 + c, where d divides q2 − 1,
for some a, b, c ∈ Fq.
Finally we also mention a result from [4] which holds for polynomials with only two
different values at nonzero elements of Fp.
Theorem 1.34. [4] If f(x) ∈ Fp[x] has degree d < 34(p − 1), p prime, and f(x) only
takes two values on F∗p then f(x) is a polynomial in x(p−1)/k for some k ∈ {2, 3}.
1.3.3 Lower bounds
It follows from Lemma 1.2 that if f(x) ∈ Fq[x] is a PP then
∑
a∈Fq(f(a))
t = 0 for all
0 ≤ t ≤ q − 2. If this is not the case, then we have the following nice result on the
value set of f .
Theorem 1.35. [58] If f ∈ Fq[x] and µq(f) is the smallest positive integer i so that∑
a∈Fq
(f(a))i 6= 0
then |Vf | ≥ µq(f) + 1.
Obviously if µq(f) = q − 1, then f is a PP.
In order to state another interesting lower bound we need to introduce some nota-
tion. If f(x) ∈ Fq[x] has degree d < q−1, then we may consider the matrix Af = (aij),
where aij = b
q−1
ij and bij is defined as the coefficient of x
j in f(x)i mod (xq − x), i.e.
f(x)i =
q−1∑
j=0
bijx
j mod (xq − x).
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If the j-th column of Af consists entirely of 0’s or entirely of 1’s then define lj := 0,
otherwise arrange the entries in a circle and define lj to be the maximum number of
consecutive zeros appearing in this circular arrangement. Then put
Lf = max{l1, . . . , lq−1}.
With this notation the following was proved in [26].
Theorem 1.36. If f(x) ∈ Fq[x], then |Vf | ≥ Lf + 2.
A similar results uses the matrix B = (bij).
Theorem 1.37. (Remark 8.3.25, [45]) If f(x) ∈ Fq[x], then |Vf | = rank (Bf ) + 1.
Note that Hermite’s criterion essentially says that a polynomial f is a PP if and
only if the first q− 2 elements of the last column of Af are zero. In other words f is a
PP if and only if Lf = q − 2.
1.4 Complete Mapping Polynomials
Definition 1.38. A polynomial f(x) ∈ Fq[x] is a complete mapping polynomial (or
just a complete mapping) if both f(x) and f(x) + x are permutations of Fq.
These polynomials were introduced by Mann in 1942 [38], where it was shown
that complete mapping polynomials are pertinent for the construction of mutually
orthogonal latin squares. Complete mapping polynomials also have applications in
other areas of combinatorics and in non-associative algebras (see [44] for references).
Recently further applications were discovered in certain aspects of cryptography related
to bent functions.( [60], [48]).
A detailed study of complete mapping polynomials over finite filelds was carried
out by Niederreiter and Robinson (1982, [49]), where many basic properties of such
maps were obtained. We include the proofs of the following two results from [49].
Theorem 1.39. [49] A complete mapping polynomial of Fq, with q odd and q > 3, has
reduced degree ≤ q − 3.
Proof. Let f(x) be a complete mapping polynomial of Fq. By Hermite’s criterion, both
f(x) and f(x)2 have reduced degree ≤ q−2 since f(x) is a PP. Similarly also (f(x)+x)2
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has reduced degree ≤ q − 2 since by definition of a complete mapping polynomial also
f(x) + x is a PP. Now
(f(x) + x)2 = f(x)2 + 2xf(x) + x2
which has reduced degree ≤ q − 2 only if 2xf(x) has reduced degree ≤ q − 2. Since q
is odd, the result follows.
Theorem 1.40. [49] If f(x) is a complete mapping polynomial of Fq, then so are the
following polynomials:
(i) f(x+ a) + b for all a, b ∈ Fq;
(ii) af(a−1x), for every a ∈ F∗q;
(iii) the inverse mapping f−1(x).
Proof. (i) Since f(x) and f(x) + x are both permutation polynomials over Fq, both
f(x + a) and f(x + a) + x + a are PP over Fq and hence also both f(x + a) + b and
f(x+ a) + b+ x are PP over Fq.
(ii) Let h(x) = af(a−1x) and g(x) = f(x) + x. Then
h(x) + x = af(a−1x) + aa−1x = ag(a−1x).
Therefore both h(x) and h(x) + x are PP, since they are both compositions of permu-
tation polynomials.
(iii) We know that f−1(x) is a PP since f(x) is a PP. Now
f−1(x) + x = f−1(x) + f(f−1(x))
which is a composition of permutation polynomials since f(x) is a complete mapping
polynomial. It follows that f−1(x) is a complete mapping polynomial.
In [49] a necessary and sufficient condition is given for a binomial in Fq[x] of the
form
ax(q+d−1)/d + bx,
to be a complete mapping polynomial over Fq, when q ≡ 1 mod d, d ≥ 2, and the case
d = 2 is examined more closely. One of their results is the following.
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Theorem 1.41. [49, Corollary 1] Complete mapping polynomials of Fq of the form
x(q+1)/2 + bx exist exactly for all odd q ≥ 13 and for q = 7.
A basic question for applications is that of the existence of complete mappings
polynomials of reduced degree > 1, which was also answered in [49].
Theorem 1.42. For any finite field Fq with q > 5 there exist complete mapping poly-
nomials of Fq of reduced degree > 1.
The next theorem states the well-known conjecture of Chowla and Zassenhaus
(1968), which was proved by Cohen [18] in 1990.
Theorem 1.43. [15], [18] If d ≥ 2 and p > (d2 − 3d + 4)2, then there is no complete
mapping polynomial of degree d over Fp.
There are also non-existence results over finite fields which are not of prime order.
For instance, Niederreiter and Robinson [49] proved the following.
Theorem 1.44. [49] If q ≥ (d2 − 4d + 6)2, d ≥ 2 and a 6= 0, then axd + bx is not a
complete mapping polynomial over Fq.
In [44] Mullen and Niederreiter proved that a Dickson polynomial can be a complete
mapping only in some special cases, as a result of the following theorem.
Theorem 1.45. Let k > 2 be an integer and let a, b, c ∈ Fq with abc 6= 0. Then
bDk(x, a) + cx can be a permutation polynomial of Fq only in one of the following
cases:
(i) k = 3, c = 3ab, and q ≡ 2 mod 3;
(ii) k > 3 and the characteristic of Fq divides k;
(iii) k > 4, the characteristic of Fq does not divide k, and q < (9k2 − 27k + 22)2.
Charpin and Kyureghyan [12] constructed a class of monomial complete mappings.
Theorem 1.46. [12] If k is odd and a ∈ βF2k , where β ∈ F22 \ F2, then a−1x2k+2 is a
complete mapping polynomial of F22k .
Recently Tu, Zeng and Hu (2014) gave three classes of exponents d for which a
complete mapping polynomial of the form axd over F2s exists.
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Theorem 1.47. [57] If one of the following conditions is satisfied then there exists a
complete mapping polynomial over F2s of the form axd.
(i) d = 22k + 2k + 2, s = 3k, (k, 3) = 1;
(ii) d = 2k+1 + 3, s = 2k, k odd;
(iii) d = 2k−2(2k + 3), s = 2k, k odd.
Wu et al. presented (2014) three other classes of complete mapping polynomials
over F2s .
Theorem 1.48. [61] If one of the following conditions is satisfied then there exists a
complete mapping polynomial over F2s, of the form axd.
(i) s = 4k, and d = 2
4k−1
2k−1 + 1, where (k, 4) = 1,
(ii) s = 6k, and d = 2
6k−1
2k−1 + 1, where (k, 6) = 1,
(iii) s = 10k, and d = 2
10k−1
2k−1 + 1, where (k, 10) = 1,
(iv) s = 3k, and d = 2
3k−1
2k−1 + 1, where (k, 9) = 1.
In 2015, Guangkui and Cao presented the following three classes of complete map-
ping polynomials over finite fields of odd characteristic.
Theorem 1.49. [30] If one of the following conditions is satisfied then there exists a
complete mapping polynomial over F2s, of the form axd.
(i) d = 3k + 2, p = 3, s = 2k, k odd;
(ii) d = 2 · 3k + 3, p = 3, s = 2k, k odd;
(iii) d = t(pk − 1) + 1, s = 2k, (t− 1, pk + 1) = 1, 2t divides pk + 1.
We refer to [62] for more results about complete mapping polynomials. A recursive
construction of complete mappings over finite fields is provided in [48]. Moreover, in
the same paper it is shown that the existence of complete mappings of algebraic degree
r(t − 1) over F2rt gives the possibility to construct bent-negabent Boolean functions
over F22rt of degree t(r − 1) + 1 (see [48]).
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In [50] Niederreiter and Winterhof study orthomorphisms of finite fields, which are
closely related to complete mappings. In fact f is an orthomorphism if and only if
−f is a complete mapping. They prove the existence of several classes of cyclotomic
orthomorphisms and also introduce the concept of R-orthomorphisms.
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CHAPTER 2
Constructions of Complete
Mapping Polynomials
In this chapter, we construct families of complete mapping polynomials over finite fields
by using the concept of Carlitz rank. First we introduce some notation which we use
throughout this work.
2.1 Notation and Terminology
Let f(x) be a PP over Fq, where q is an odd prime power. Suppose that f has a
representation Pn for n ≥ 1, as in the equation (1.6), i.e.,
f(x) = Pn(a0, a1, ..., an+1;x)
where ai 6= 0, for i = 0, 2, . . . , n, and
Pn(a0, a1, ..., an+1;x) = (. . . ((a0x+ a1)
q−2 + a2)q−2 . . .+ an)q−2 + an+1.
Since we are interested in complete mapping polynomials, the value of an+1 is irrelevant.
Also, by using the substitution x 7→ x− a−10 a1, we see that the size of the value set of
f(x) + x does not depend on a1. Therefore w.l.o.g. we may restrict ourselves to the
cases a1 = an+1 = 0. We relabel the coefficients c0 = a0, ci = ai+1 for i = 1, .., n − 1,
and for simplicity we use the shortened notation
f(x) = Pn(c0, ..., cn−1;x).
As before we obtain its associated rational fraction
Rn(x) =
αn−1x+ βn−1
αnx+ βn
, (2.1)
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where
αk = ck−1αk−1 + αk−2 and βk = ck−1βk−1 + βk−2, (2.2)
for k ≥ 2 and α0 = 0, α1 = c0, β0 = 1, β1 = 0. Note that α1, α2 can not be zero and
β2 = 1.
Recall that the set of poles On is defined by
On = {xi : xi = −βi
αi
, i = 1, . . . , n} ⊂ P1(Fq) = Fq ∪ {∞}. (2.3)
where the elements of On are not necessarily distinct. We note that any three con-
secutive elements xi−1, xi, xi+1 are distinct, see [23]. Also f(c) = Pn(c) = Rn(c) for
c ∈ Fq\On.
Now we define the following sets
Pq,n =
{
f(x) ∈ Fq[x] : f(x) = Pn(c0, c1, ..., cn−1;x) | c0, . . . , cn−1 ∈ Fq
}
Fq,n =
{
F (x) = f(x) + x : f(x) ∈ Pq,n
}
.
Clearly characterizing the complete mappings in Pq,n is the same as characterizing
permutations in the set Fq,n.
We consider the following three subclasses of Pq,n defined by the properties of the
poles as follows. We have Pq,n = P(1)q,n ∪ P(2)q,n ∪ P(3)q,n where
P(1)q,n = {f ∈ Pq,n | αi 6= 0 for i = 3, ..., n},
P(2)q,n = {f ∈ Pq,n | αn = 0 and αi 6= 0 for i = 3, ..., n− 1},
P(3)q,n = {f ∈ Pq,n | αi = 0 for some i ∈ {3, ..., n− 1}}.
Note that P(2)q,1 and P(2)q,2 are empty. Moreover we have Pq,1 = P(1)q,1 and Pq,2 = P(1)q,2 .
Similarly we partition Fq,n as Fq,n = F (1)q,n ∪ F (2)q,n ∪ F (3)q,n where
F (i)q,n =
{
F (x) = f(x) + x, f(x) ∈ P(i)q,n
}
for i = 1, 2, 3.
Now define the rational function of degree 2, associated to F (x) as
Rn(x) = Rn(x) + x = αnx
2 + (αn−1 + βn)x+ βn−1
αnx+ βn
. (2.4)
Then we have the following formulas for c ∈ Fq \On.
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1. If f(x) ∈ P(1)q,n then for c ∈ Fq \On
f(c) = Rn(c) =
αn−1c+ βn−1
αnc+ βn
, (2.5)
which implies
F (c) = Rn(c) + c = Rn(c) = αnc
2 + (αn−1 + βn)c+ βn−1
αnc+ βn
. (2.6)
2. If f(x) ∈ P(2)q,n, n > 2 then for c ∈ Fq \On
f(c) = Rn(c) =
αn−1c+ βn−1
βn
, (2.7)
which implies
F (c) = Rn(c) + c = Rn(c) = (αn−1 + βn)c+ βn−1
βn
. (2.8)
3. If f(x) ∈ P(1)q,n ∪ P(2)q,n and |On| = n, then for xi ∈ On \ {x1}
f(xi) = Rn(xi−1) = Rn(xi−1)− xi−1, (2.9)
which implies
F (xi) = Rn(xi−1) + xi = Rn(xi−1)− xi−1 + xi. (2.10)
In this work, we only study P(1)q,n and P(2)q,n and
v(F (i)q,n) =
{|VF | : F ∈ F (i)q,n} for i = 1, 2.
2.2 The class P (1)q,n
Our aim in this section is to find complete mapping polynomials in the set P(1)q,n. This,
of course, means that we look for permutations in F (1)q,n. Therefore we focus on the
polynomials F ∈ F (1)q,n, for n ≥ 3, i.e., F (x) = f(x) + x, where f ∈ P(1)q,n and has a
representation
f(x) = Pn(c0, ..., cn−1;x). (2.11)
Hence the set On of poles of f satisfies On ⊆ Fq.
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In order to obtain the permutations F ∈ F (1)q,n we study v(F (1)q,n) and determine when
the maximum possible value q in v(F (1)q,n) is attained. The main result of this section
shows that when n is small with respect to the field size q, there is no complete mapping
polynomial in P(1)q,n (Theorem 2.19).
We remind the reader that the first pole x1 is always 0, since β1 = 0 when f is as
in (2.11). The following lemma shows that the image of the first pole is determined by
αn−1 and αn.
Lemma 2.1. F (x1) = F (0) =
αn−1
αn
.
Proof. Since F (x) =
(
· · · ((c0x)q−2 + c1)q−2 · · ·+ cn−1)q−2 + x, for x1 = 0 we have
F (x1) =
(
· · · ((c1)−1 + c2)−1 · · ·+ cn−1)−1.
We proceed by induction on n. For n = 1, and n = 2, the statement trivially holds
since α0 = 0 and
1
c1
= α1
α2
. Now suppose that the statement holds for all k < n. Then
F (0) =
1
cn−1 + F1(0)
where F1(x) ∈ F (1)q,n−1, i.e., F1(x) = f1(x) + x, with f1(x) = Pn−1(c0, c1, . . . , cn−2;x),
and hence by the induction hypothesis (use k = n− 1),
F1(x1) = F1(0) =
αn−2
αn−1
.
Therefore
F (0) =
1
cn−1 + F1(0)
=
1
cn−1 +
αn−2
αn−1
,
and since cn−1 +
αn−2
αn−1
=
αn
αn−1
, we have the assertion.
Now consider the function ϕ : Fq \ {xn} → Fq defined by
ϕ(c) = −αnβnc+ β
2
n − (αnβn−1 − αn−1βn)
α2nc+ αnβn
. (2.12)
The relevance of the function ϕ will become apparent in the following lemmas.
Lemma 2.2. For c, y ∈ Fq \On, c 6= y , we have
F (c) = F (y) ⇐⇒ y = ϕ(c).
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Proof. If F (c) = F (y) for c, y ∈ Fq \On, c 6= y then from (2.6) we obtain
αnc
2 + (βn + αn−1)c+ βn−1
αnc+ βn
=
αny
2 + (βn + αn−1)y + βn−1
αny + βn
⇐⇒ (c− y)(α2ncy + αnβn(c+ y) + β2n − (αnβn−1 − αn−1βn) = 0
⇐⇒ y(α2nc+ αnβn) + αnβnc+ β2n − (αnβn−1 − αn−1βn) = 0
⇐⇒ y = −αnβnc+ β
2
n − (αnβn−1 − αn−1βn)
α2nc+ αnβn
,
which by (2.12) is ϕ(c).
Lemma 2.3. The map ϕ is injective.
Proof. For c, y ∈ Fq \ {xn}, ϕ(c) = ϕ(y) implies
−αnβnc+ β
2
n − (αnβn−1 − αn−1βn)
α2nc+ αnβn
= −αnβny + β
2
n − (αnβn−1 − αn−1βn)
α2ny + αnβn
.
Hence
(c− y)(α2nβ2n − (α2nβ2n − d0α2n)) = 0,
where d0 = αnβn−1−αn−1βn, which is nonzero since xn−1 6= xn. This implies c = y.
Lemma 2.4. The equation ϕ(c) = c has exactly two solutions
{x′, x′′} =
{−βn ∓√αnβn−1 − αn−1βn
αn
}
with {x′, x′′} ∈ Fq2 \On.
Proof. If ϕ(c) = c then
−αnβnc+ β
2
n − (αnβn−1 − αn−1βn)
α2nc+ αnβn
= c
⇒ α2nc2 + αnβnc = −αnβnc− β2n + αnβn−1 − αn−1βn
⇒ (αnc+ βn)2 = αnβn−1 − αn−1βn
⇒ c = −βn ±
√
αnβn−1 − αn−1βn
αn
.
This completes the proof.
Lemma 2.5.
αnβn−1 − αn−1βn =
 −c0 if n is even,c0 if n is odd.
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Proof. We prove the lemma by induction. Clearly for n = 1 we have α1β0−α0β1 = c0.
Assume that the statement holds for k = n − 1. Suppose that n is even. By the
induction hypothesis αn−1βn−2 − αn−2βn−1 = c0. Hence
αnβn−1 − αn−1βn = (cn−1αn−1 + αn−2)βn−1 − αn−1(cn−1βn−1 + βn−2)
= αn−2βn−1 − αn−1βn−2
= −c0.
The same argument works when n is odd.
Note that the elements x′, x′′ belong to Fq if c0 (respectively −c0) is a square in Fq
when n is odd (respectively n is even).
Lemma 2.6. The equation ϕ(c) = xn, has no solution c in Fq \On.
Proof. Suppose that ϕ(c) = xn for some c ∈ Fq \On. Then
⇒ −αnβnc+ β
2
n ± c0
α2nc+ αnβn
= −βn
αn
⇒ α2nβnc+ αnβ2n ± αnc0 = βnα2nc+ αnβ2n
⇒ ±αnc0 = 0.
This is a contradiction since c0 6= 0 and αn 6= 0 (αn = 0 implies xn =∞).
Lemma 2.7. If (−1)n−1c0 is a square in Fq, then F (x′) 6= F (x′′) where {x′, x′′} is
defined as in Lemma 2.4.
Proof. If F (x′)− F (x′′) = 0 then with d0 = (−1)n−1c0,
αn(x
′)2 + (βn + αn−1)(x′) + βn−1
αn(x′) + βn
− αn(x
′′)2 + (βn + αn−1)(x′′) + βn−1
αn(x′′) + βn
= 0
⇒ αn
(−βn+√d0
αn
)2
+ (βn + αn−1)
(−βn+√d0
αn
)
+ βn−1
αn
(−βn+√d0
αn
)
+ βn
−αn
(−βn−√d0
αn
)2
+ (βn + αn−1)
(−βn−√d0
αn
)
+ βn−1
αn
(−βn−√d0
αn
)
+ βn
= 0
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and hence
αnβn−1 − αn−1βn + (αn−1 − βn)
√
d0 + d0
αn
√
d0
−αnβn−1 − αn−1βn + (−αn−1 + βn)
√
d0 + d0
−αn
√
d0
= 0
⇒ 2d0 + (αn−1 − βn)
√
d0
αn
√
d0
+
2d0 + (−αn−1 + βn)
√
d0
αn
√
d0
= 0
⇒ 4d0 = 0,
which implies char(Fq) = 2, a contradiction.
Lemma 2.8. The map ϕ defined in (2.12) is an involution.
Proof. By Lemma 2.6, the image of ϕ belongs to Fq \ {xn}, and hence the map ϕ2 is
well-defined. Lemma 2.2 shows that ϕ is an involution.
Now consider the following subsets of Fq \On:
M :=
{
c ∈ Fq \On : ϕ(c) ∈ On \ {xn}
}
(2.13)
T :=
{
c ∈ Fq \On : ϕ(c) /∈ On and ϕ(c) = c
}
. (2.14)
Obviously M ∩ T = ∅. Also |M | ≤ |On| − 1, since ϕ is injective, and |T | ≤ 2, by
Lemma 2.4.
Lemma 2.9. The restriction of F to the set
D :=
{
c ∈ Fq \On : ϕ(c) /∈ On and ϕ(c) 6= c
}
(2.15)
is 2−to−1. In particular D has an even number of elements, |D| = q−|On|−|M |−|T |.
Proof. First we show that c ∈ D implies ϕ(c) ∈ D. For suppose ϕ(c) ∈ M , then
c = ϕ2(c) ∈ On, a contradiction. Similarly, ϕ(c) /∈ T since c 6= ϕ(c). By definition of
D it follows that ϕ(c) ∈ D. By Lemma 2.2, F (c) = F (ϕ(c)), and since c 6= ϕ(c) for
each c ∈ D, the result follows.
Lemma 2.10. ϕ(D) = D.
Proof. It follows from the above proof that ϕ(D) ⊂ D. Since ϕ is injective, the result
follows.
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Lemma 2.11. The restriction function F|M is injective.
Proof. This is an immediate consequence of the definition of M and Lemma 2.2.
Lemma 2.12. For each c ∈ M , there exists a unique xi ∈ On \ {xn}, such that
ϕ(xi) = c.
Proof. Take any c ∈ M . Then by definition of the set M , for some i = 1, ..., n− 1 we
have ϕ(c) = xi, and hence, with d0 = (−1)n−1c0,
−αnβnc+ β
2
n − d0
α2nc+ αnβn
= −βi
αi
⇒ αnβnαic+ β2nαi − d0αi = α2nβic+ αnβnβi
⇒ c(α2nβi − αnβnαi) = −αnβnβi + β2nαi − d0αi
⇒ c = −αnβnβi + β
2
nαi − d0αi
α2nβi − αnβnαi
.
⇒ c = −αnβnxi + β
2
n − d0
α2nxi + αnβn
⇒ c = ϕ(xi).
The uniqueness follows from the fact that ϕ is injective (Lemma 2.3).
Lemma 2.13. If (αnxi + βn)(αnxj + βn) 6= (−1)n−1c0 for all i, j = 1, ..., n − 1 with
i 6= j, then M = ϕ(On \ {xn}).
Proof. Let xi ∈ On \ {xn}. It follows from Lemma 2.4 and the definition of M that
ϕ(xi) 6= xi. If ϕ(xi) = xj for some j 6= i, then
−αnβnxi + β
2
n − d0
α2nxi + αnβn
= xj ⇒ −αnβnxi − β2n + d0 = (α2nxi + αnβn)xj
⇒ α2nxixj + αnβnxi + βnαnxj + β2n = d0.
But then (αnxi + βn)(αnxj + βn) = d0, a contradiction. This shows that ϕ(xi) /∈ On.
It follows from Lemma 2.8 that ϕ2(xi) = xi and hence, in particular, ϕ
(
ϕ(xi)
) ∈
On \ {xn}. We have shown that ϕ(xi) ∈M for each xi ∈ On \ {xn}.
Lemma 2.14. The sets F (D), F (M), and F (T ) are pairwise disjoint.
Proof. Suppose that for F (y) = F (c) for some c ∈ D and y ∈M . Then by Lemma 2.2
we have y = ϕ(c) and hence y ∈ D by Lemma 2.10. This contradicts the assumption
that y ∈M . Hence F (D) ∩ F (M) = ∅.
Similarly, if F (c) = F (y) for c ∈ D ∪M and y ∈ T then by Lemma 2.2 we have
c = ϕ(y) = y, a contradiction since D ∪M and T are disjoint.
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Lemma 2.15. If |On| = n then the following two conditions are equivalent:
(i) F (On \ {x1}) ∩ F (Fq \On) = ∅,
(ii) for any i ∈ {2, ..., n}, the equation
(αnx+ βn)(αnxi−1 + βn) = (−1)n−1c0x− xi−1
x− xi
in the variable x has no solution c in Fq \On.
Proof. Suppose that F (On \ {x1}) ∩ F (Fq \ On) 6= ∅. Then for some c in Fq \ On,
xi ∈ On \ {x1} we have F (c) = F (xi). Then by (2.6) and (2.10) we have Rn(c) + c =
Rn(xi−1) + xi which is equivalent to
αn−1c+ βn−1
αnc+ βn
− αn−1xi−1 + βn−1
αnxi−1 + βn
= xi − c,
or
αn−1αncxi−1 + αn−1βnc+ αnβn−1xi−1 + βnβn−1
(αnc+ βn)(αnxi−1 + βn)
− αn−1αncxi−1 + αnβn−1c+ αn−1βnxi−1 + βnβn−1
(αnc+ βn)(αnxi−1 + βn)
= xi − c.
Then
αn−1βnxi−1 + αnβn−1xj−1 − αn−1βnxj−1 − αnβn−1xi−1
(αnc+ βn)(αnxi−1 + βn)
= xi − c
which is equivalent to
(αn−1βn − αnβn−1)(c− xi−1)
(αnc+ βn)(αnxi−1 + βn)
= xi − c
⇐⇒ (−1)nc0(c− xi−1) = (αnc+ βn)(αnxi−1 + βn)(xi − c)
⇐⇒ (−1)n−1c0 c− xi−1
c− xi = (αnc+ βn)(αnxi−1 + βn).
Hence we may conclude that F (On \ {x1}) ∩ F (Fq \On) = ∅ if and only if
(−1)n−1c0 c− xi−1
c− xi 6= (αnc+ βn)(αnxi−1 + βn)
for every c in Fq \On, and i ∈ {2, .., n}.
Lemma 2.16. If |On| = n, then the following two conditions are equivalent:
(i) |F (On \ {x1})| = n− 1,
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(ii) (αnxi−1 + βn)(αnxj−1 + βn) 6= (−1)n−1c0 xj−1−xi−1xj−xi , for all i, j ∈ {2, ..., n} with
i 6= j.
Proof. Suppose that F (xi) = F (xj) for some i, j = 2, ..., n with i 6= j. Since all the
poles in On are distinct, we have R(xi−1) + xi = R(xj−1) + xj by Lemma 1.11. Hence
αn−1xi−1 + βn−1
αnxi−1 + βn
− αn−1xj−1 + βn−1
αnxj−1 + βn
= xj − xi
⇐⇒ αn−1αnxi−1xj−1 + αn−1βnxi−1 + αnβn−1xj−1 + βnβn−1
(αnxi−1 + βn)(αnxj−1 + βn)
− αn−1αnxi−1xj−1 + αn−1βnxj−1 + αnβn−1xi−1 + βnβn−1
(αnxi−1 + βn)(αnxj−1 + βn)
= xj − xi
⇐⇒ αn−1βnxi−1 + αnβn−1xj−1 − αn−1βnxj−1 − αnβn−1xi−1
(αnxi−1 + βn)(αnxj−1 + βn)
= xj − xi
⇐⇒ (αn−1βn − αnβn−1)(xi−1 − xj−1)
(αnxi−1 + βn)(αnxj−1 + βn)
= xj − xi
⇐⇒ (−1)nc0(xi−1 − xj−1) = (αnxi−1 + βn)(αnxj−1 + βn)(xj − xi)
⇐⇒ (−1)n−1c0xj−1 − xi−1
xj − xi = (αnxi−1 + βn)(αnxj−1 + βn).
Therefore for all i, j ∈ {2, ..., n} with i 6= j
(−1)n−1c0xj−1 − xi−1
xj − xi 6= (αnxi−1 + βn)(αnxj−1 + βn)
if and only if F (xi) 6= F (xj). This completes the proof.
Lemma 2.17. If |On| = n, then the following two conditions are equivalent:
(i) F (xi) 6= αn−1αn , for all i ∈ {2, ..., n},
(ii) αnxi(αnxi−1 + βn) 6= (−1)nc0, for all i ∈ {2, ..., n}.
Proof. Suppose that F (xi) =
αn−1
αn
for some i = 2, ..., n. Since all the poles in On are
distinct, we have R(xi−1) + xi =
αn−1
αn
by Lemma 1.11. Hence
αn−1xi−1 + βn−1
αnxi−1 + βn
+ xi =
αn−1
αn
,
⇐⇒ αnxixi−1 + βnxi + αn−1xi−1 + βn−1
αnxi−1 + βn
=
αn−1
αn
,
⇐⇒ α2nxixi−1 + αnβnxi + αnαn−1xi−1 + αnβn−1 = αnαn−1xi−1 + αn−1βn.
Then we get −(αnβn−1 − αn−1βn) = αnxi(αnxi−1 + βn). Therefore for i ∈ {2, ..., n},
αnxi(αnxi−1 + βn) 6= (−1)nc0
if and only if F (xi) 6= αn−1αn . This completes the proof.
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Lemma 2.18. If |On| = n, then the following two conditions are equivalent:
(i) F (y) 6= αn−1
αn
, for all y ∈ Fq \On,
(ii) αny(αny + βn) 6= (−1)nc0.
Proof. Suppose that F (y) = αn−1
αn
for some y ∈ Fq \On. Then we have
αn−1y + βn−1
αny + βn
+ y =
αn−1
αn
,
⇐⇒ αny
2 + (αn−1 + βn)y + βn−1
αny + betan
=
αn−1
αn
,
⇐⇒ αnαn−1y + βnαn−1 = α2ny2 + αn(αn−1 + betan)y + βn−1αn.
Then we have −(αnβn−1 − αn−1βn) = αny(αny + βn). Therefore,
αny(αny + βn) 6= (−1)nc0
if and only if F (y) 6= αn−1
αn
, for all y ∈ Fq \On.
We now prove the main theorem of this section.
Theorem 2.19. If q > 2n + 1 then there exists no complete mapping polynomial in
P(1)q,n.
Proof. Let f ∈ P(1)q,n as in (2.11) be a complete mapping polynomial. Then, by Lemma
2.9, the set D must be empty. This means 0 = |D| = q − |On| − |M | − |T |, and since
|On| ≤ n, |M | ≤ n− 1, |T | ≤ 2, we obtain the inequality q ≤ 2n+ 1.
We recall the Chowla-Zassenhaus conjecture, proved by Cohen, see Theorem 1.43
above, stating that there is no complete mapping polynomial of degree d, when p is
large with respect to d. We note the similarity of our result, relating the field size q to
the Carlitz rank n of f in P(1)q,n.
Theorem 2.19 motivates the question of finding methods for construction of com-
plete mapping polynomials when q ≤ 2n+ 1. The following theorem presents a partial
answer to this question.
Theorem 2.20. Let f ∈ P(1)q,n, with distinct poles x1, x2, . . . , xn in Fq. Then f is a
complete mapping polynomial if the following conditions are satisfied:
(i) (−1)n−1c0 is a square in Fq,
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(ii) αny(αny + βn) 6= (−1)nc0, for all y ∈ Fq \On,
(iii) αnxi(αnxi−1 + βn) 6= (−1)nc0, for all i ∈ {2, ..., n},
(iv) (αnc + βn)(αnxi−1 + βn) 6= (−1)n−1c0 c−xi−1c−xi , for every c ∈ Fq \ On, for all
i ∈ {2, ..., n},
(v) (−1)n−1c0 xj−1−xi−1xj−xi 6= (αnxi−1 + βn)(αnxj−1 + βn), for all i, j ∈ {2, ..., n} with
i 6= j.
(vi) (αnxi + βn)(αnxj + βn) 6= (−1)n−1c0 for all i, j = 1, ..., n− 1 with i 6= j,
Moreover these conditions imply that q = 2n+ 1.
Proof. The second and third conditions come from Lemmas 2.17 and 2.18. Condition
(iv) comes from Lemma 2.15 and implies that F (Fq \ (On \ {x1})) ∩ F (On) = ∅.
Moreover, by Lemma 2.16, (v) implies that |F (On \ {x1})| = n− 1. The last condition
implies that |M | = n − 1 and comes from Lemma 2.13. Finally the first condition
implies that |T | = 2. Since the restriction of F to D is 2-to-1, D must be the empty
set. This occurs exactly when |M |+|T | = q−n, which is equivalent to n = (q−1)/2.
To illustrate the use of Theorem 2.20 we include some examples of complete map-
ping polynomials, which we obtained using the computer algebra package MAGMA [5],
see Chapter 4.
2.3 The class P (2)q,n
In this section we describe various constructions of complete mapping polynomials in
P(2)q,n, where n ≥ 3. For this purpose we determine the permutations in F (2)q,n, and hence
study the polynomials F (x) = f(x) + x, where
f(x) = Pn(c0, ..., cn−1;x) ∈ P(2)q,n. (2.16)
Lemma 2.21. F (x1) = 0.
Proof. Recall that the first pole x1 is 0, since β1 = 0. The proof is completely analogous
to the proof of Lemma 2.1.
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Lemma 2.22. If |On| = n and αn−1 6= −βn, then for all xi, xj ∈ On with xi 6= xj,
F (xi) 6= F (xj) ⇐⇒ xi − xj
xi−1 − xj−1 6= −
αn−1
βn
.
Proof. By equation (2.10), we have for all xi, xj ∈ On with xi 6= xj.
F (xi) = F (xj) ⇐⇒ Rn(xi−1)− xi−1 + xi = Rn(xj−1)− xj−1 + xj,
⇐⇒ αn−1
βn
xi−1 +
βn−1
βn
+ xi =
αn−1
βn
xj−1 +
βn−1
βn
+ xj
⇐⇒ αn−1
βn
(xi−1 − xj−1) = xj − xi,
⇐⇒ xi − xj
xi−1 − xj−1 = −
αn−1
βn
.
This completes the proof.
Lemma 2.23. If |On| = n and αn−1 6= −βn then for all c ∈ Fq\On and 2 ≤ i ≤ n−1,
F (xi) 6= F (c) ⇐⇒ xi − c
xi−1 − c 6= −
αn−1
βn
.
Proof. For i ∈ {2, . . . , n− 1} and c ∈ Fq\On, by (2.8), we have
F (xi) = F (c) ⇐⇒ Rn(xi−1)− xi−1 + xi = Rn(c), for each i,
⇐⇒ αn−1
βn
xi−1 +
βn−1
βn
+ xi = (
αn−1
βn
+ 1)c+
βn−1
βn
,
⇐⇒ αn−1
βn
xi−1 + xi = (
αn−1
βn
+ 1)c,
⇐⇒ αn−1
βn
(c− xi−1) = xi − c,
⇐⇒ xi − c
xi−1 − c = −
αn−1
βn
, i = 2, ..., n− 1,
which concludes the proof.
Proposition 2.24. Suppose f(x) ∈ P(2)q,n has distinct poles x1, . . . , xn−1, xn = ∞, and
F (x) = f(x) + x. The polynomial f(x) defined as in (2.16) is a complete mapping
polynomial if F (c) = 0 implies c = 0, and the following two conditions are satisfied:
(i) for all 2 ≤ i, j ≤ n− 1 with i 6= j,
xi − xj
xi−1 − xj−1 6= −
αn−1
βn
,
(ii) for all c ∈ Fq\On and 2 ≤ i ≤ n− 1,
xi − c
xi−1 − c 6= −
αn−1
βn
.
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Proof. We need to show that F (x) = f(x) + x is a permutation polynomial. It imme-
diately follows from the equation (2.8) that the restriction of F to Fq\On is injective.
By Lemma 2.22 the restriction of F to On \ {0} is injective. By Lemma 2.23 the
intersection of F (Fq\On) with F (On \ {0}) is empty. The hypothesis F (c) = 0 implies
c = 0, concludes the proof.
Theorem 2.25. Let αn−1 6= −βn, and f ∈ P(2)q,n, with n distinct poles. Then f is a
complete mapping polynomial if and only if for each i ∈ {1, . . . , n − 1} there exists a
unique k(i) ∈ {1, . . . , n− 1} \ {i− 1, i} s.t
xi +
αn−1
βn
xi−1 =
(
1 +
αn−1
βn
)
xk(i), (2.17)
where the indices i = 1, . . . , n− 1, should be calculated modulo n− 1.
Proof. Suppose F is a permutation. By Lemma 2.23, for all 2 ≤ i ≤ n− 1,
xi − c
xi−1 − c 6= −
αn−1
βn
, ∀c ∈ Fq\On
⇐⇒ xi +
αn−1
βn
xi−1
1 + αn−1
βn
6= c, ∀c ∈ Fq\On.
This means that the expression on the left hand side must be a pole, i.e., there exists
k(i) ∈ {1, . . . , n− 1} \ {i− 1, i} with
xi +
αn−1
βn
xi−1 =
(
1 +
αn−1
βn
)
xk(i).
Note that k(i) should be different than i − 1 and i, since all the poles are distinct.
Now we show the uniqueness of k(i). Suppose that for any i 6= j there is a k(i) with
k(i) 6= i, i− 1 and k(i) 6= j, j − 1 such that
xi +
αn−1
βn
xi−1 =
(
1 +
αn−1
βn
)
xk(i) and xj +
αn−1
βn
xj−1 =
(
1 +
αn−1
βn
)
xk(i).
Therefore we have
xi +
αn−1
βn
xi−1 = xj +
αn−1
βn
xj−1
⇐⇒ xi − xj
xi−1 − xj−1 = −
αn−1
βn
.
Hence F is not a permutation by Lemma 2.22, which contradicts to the assumption.
Taking the summation of all the equalities for i = 2, . . . , n− 1 we obtain
n−1∑
i=2
(
xi +
αn−1
βn
xi−1
)
=
n−1∑
i=2
(
1 +
αn−1
βn
)
xk(i)
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which is equivalent to
αn−1
βn
x1 + xn−1 +
n−2∑
i=2
(
1 +
αn−1
βn
)
xi =
n−1∑
i=2
(
1 +
αn−1
βn
)
xk(i). (2.18)
Since k is injective, all but one of the terms in the summation on the left hand side
(for i = 2, . . . , n− 2) cancel with terms on the right hand side. What remains is
αn−1
βn
x1 + xn−1 +
(
1 +
αn−1
βn
)
xr =
(
1 +
αn−1
βn
)
(xk(s) + xk(t))
for some r ∈ {2, . . . , n − 2} and s, t ∈ {2, . . . , n − 2}, with k(s), k(t) ∈ {1, n − 1, r}.
This leaves three possibilities for the set {k(s), k(t)}, namely {1, r}, {r, n − 1}, and
{1, n − 1}. In the first case we obtain xn−1 = x1, a contradiction. Similarly, in the
second case we obtain
αn−1
βn
x1 =
αn−1
βn
xn−1,
which again leads to the contradiction xn−1 = x1, since αn−1 6= 0, as xn−1 ∈ Fq. In the
remaining case we have
αn−1
βn
x1 + xn−1 +
(
1 +
αn−1
βn
)
xr =
(
1 +
αn−1
βn
)
(x1 + xn−1).
This implies that
x1 +
αn−1
βn
xn−1 =
(
1 +
αn−1
βn
)
xr.
Defining k(1) = r, gives the required result.
Conversely, suppose F (x) is not a permutation. First we show that F (xj) = 0
implies xj = 0 (i.e. j = 1). Namely, if F (xj) = 0, then by (2.10)
xj +
αn−1
βn
xj−1 +
βn−1
βn
= 0
which implies
xj +
αn−1
βn
xj−1 =
(
1 +
αn−1
βn
)(
− βn−1
βn + αn−1
)
. (2.19)
But computing xk(1) from equation (2.17) we obtain exactly
xk(1) = − βn−1
βn + αn−1
,
and hence from the injectivity of k(i) and equation (2.19) we obtain x1 = xj. Now if
F (c) = 0 for c ∈ Fq \On, then by equation (2.8),
c = − βn−1
βn + αn−1
,
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which equals xk(1), a contradiction. We have shown that F (c) = 0 implies c = 0. But
then at least one of the two conditions from Proposition 2.24 is not satisfied. Suppose
condition (i) does not hold. Then there exist 2 ≤ i, j ≤ n− 1 with i 6= j, such that
xi − xj
xi−1 − xj−1 = −
αn−1
βn
,
which implies k(i) = k(j), a contradiction. On the other hand if the condition (ii)
does not hold, then there exists some c ∈ Fq\On and some pole xi ∈ F∗q for which
F (c) = F (xi) by Lemma 2.23. Solving for c this gives
c =
xi +
αn−1
βn
xi−1
1 + αn−1
βn
,
which contradicts the existence of k(i).
The following lemma solves the recurrence relation which will be used in the proof
of the next main theorem.
Lemma 2.26. Let n ≥ 4, µ, ν ∈ Fq. If xn−2 = µxn−1, and xi−1 = µxi + νxi+1 for
i = 1, . . . , n− 2, then xn−t = Gt(µ, ν)xn−1, for t = 1, . . . , n− 1, and conversely, where
Gt(µ, ν) =
dt/2e∑
i=1
(
t− i
i− 1
)
µt−2i+1νi−1. (2.20)
Proof. We give a proof by induction on t. One easily verifies the formula for t = 1, 2.
Suppose t ≥ 3 and (2.20) is satisfied for all k < t. Then
xn−t = µxn−t+1 + νxn−t+2
and by the induction hypothesis (here we use n ≥ 4)
xn−t = µ
d(t−1)/2e∑
i=1
(
t− 1− i
i− 1
)
µt−2iνi−1xn−1
+ν
d(t−2)/2e∑
i=1
(
t− 2− i
i− 1
)
µt−2i−1νi−1xn−1

=
d(t−1)/2e∑
i=1
(
t− 1− i
i− 1
)
µt−2i+1νi−1xn−1 +
d(t−2)/2e∑
i=1
(
t− 2− i
i− 1
)
µt−2i−1νixn−1.
=
d(t−1)/2e∑
i=1
(
t− 1− i
i− 1
)
µt−2i+1νi−1xn−1 +
dt/2e∑
i=2
(
t− 1− i
i− 2
)
µt−2i+1νi−1xn−1.
Now consider the coefficient of µt−2i+1νi−1xn−1. For i = 1 this coefficient is(
t− 2
0
)
=
(
t− 1
0
)
,
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for 2 ≤ i ≤ d(t− 1)/2e it becomes(
t− 1− i
i− 1
)
+
(
t− 1− i
i− 2
)
=
(
t− i
i− 1
)
,
which is the same for i = dt/2e when t is even, while for t odd and i = dt/2e one
obtains (
t− 1− (t/2 + 1/2)
t/2 + 1/2− 2
)
= 1 =
(
t− (t/2 + 1/2)
t/2 + 1/2− 1
)
.
It follows that the coefficient of µt−2i+1νi−1xn−1 equals
(
t−i
i−1
)
, for all 1 ≤ i ≤ dt/2e. The
converse follows from the above calculations.
For future reference we recall the relation (2.17) where k is the cycle (1 2 . . . n−1),
i.e.,
xi +
αn−1
βn
xi−1 =
(
1 +
αn−1
βn
)
xi+1. (2.21)
for 1 ≤ i ≤ n− 1, where indices are calculated modulo n− 1.
Theorem 2.27. For any n ≥ 4 the polynomial
Hn(x) =
dn−1
2
e−1∑
j=0
(
n− j − 2
j
)
xj(1 + x)j (2.22)
has a root α in F∗q if and only if there exist x1 = 0, x2, . . . , xn−1 ∈ Fq, satisfying (2.21),
where αn−1/βn = α.
Proof. Let α ∈ F∗q be a root of the polynomial (2.22). Equivalently
dn−1
2
e−1∑
j=0
(
n− j − 2
j
)[(
− 1
α
)−2(
1 +
1
α
)]j
= 0,
and multiplying by (−1/α)n−2 we obtain
dn−1
2
e−1∑
j=0
(
n− j − 2
j
)(
− 1
α
)n−2−2j (
1 +
1
α
)j
= 0.
Rewriting the summation gives
dn−1
2
e∑
i=1
(
n− i− 1
i− 1
)(
− 1
α
)n+1−2i(
1 +
1
α
)i−1
= 0,
which is Gn−1(−α−1, 1 + α−1) = 0, where Gt(µ, ν) is defined by (2.20). Now choose
βn−1, βn, xn−1 ∈ F∗q, put αn−1 = βnα, and define x1, . . . , xn−2 by (2.20), with µ =
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−βn/αn−1 and ν = 1 + βn/αn−1. By the above, it follows that x1 = 0. Applying
Lemma 2.26, we obtain the recurrence relation (2.21).
Conversely, if there exists x1 = 0, x2, . . . , xn−1 ∈ Fq, αn−1, βn ∈ F∗q satisfying (2.21),
then by Lemma 2.26 for t = n− 1 we obtain
0 = x1 =
dn−1
2
e∑
i=1
(
n− i− 1
i− 1
)(
− 1
α
)n+1−2i(
1 +
1
α
)i−1
,
where α = αn−1/βn ∈ F∗q. It follows from the equivalent statements at the start of the
proof that α is a root of the polynomial (2.22).
Theorem 2.28. If Hn(α) = 0 with α ∈ F∗q and xn−1 ∈ F∗q such that the xi’s defined by
xn−t = Gt(−α−1, 1 + α−1)xn−1,
for t ∈ {2, . . . , n− 1} are all distinct, then there exists a complete mapping polynomial
f(x) ∈ P(2)q,n with poles x1 = 0, x2, . . . , xn−1, xn =∞.
Proof. It follows from the hypothesis, Lemma 2.26 and Theorem 2.27 that the xi’s are
all distinct and satisfy the recurrence relations (2.21) with αn−1/βn = α. Moreover,
since −1 is not a root of the polynomial Hn(x), it follows that αn−1 6= −βn. Applying
Theorem 2.25 finishes the proof.
Example 2.29. Take q = 73 and n = 9. Then we have
H9(x) = 4x
3(1 + x)3 + 10x2(1 + x)2 + 6x(1 + x) + 1.
We choose α = 19 as one of the roots of the polynomial H9(x) in F73. Then the
polynomial Gt(−α−1, 1 + α−1) becomes
d t
2
e∑
i=1
(
t− i
i− 1
)
(23)t−2i+1(51)i−1.
Put R9(x) = 19x+ 1 giving x8 = 23. By using above theorem, we obtain
x7 = G2(23, 51)x8 = 23.23 = 18,
x6 = G3(23, 51)x8 = −4.23 = −19,
x5 = G4(23, 51)x8 = 59.23 = 43,
x4 = G5(23, 51)x8 = 58.23 = 20,
x3 = G6(23, 51)x8 = 36.23 = 25,
x2 = G7(23, 51)x8 = −10.23 = −11,
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which are all distinct. Now we use a procedure given in [3] which enables us constructing
P9 with R9 and the poles x1, . . . , x9 are prescribed. Since R9(x) = 19x + 1, we have
α8 = 19, β8 =  and β9 =  where  6= 0. Now we will use the relations (2.2) from
before
αi−2 = αi − ci−1αi−1 and βi−2 = βi − ci−1βi−1
for i ∈ {2, . . . , n − 1}, to determine the coefficients c8, c7, . . . , c0 in the definition of
f(x), where F (x) = f(x) + x. These relations imply that for all i ∈ {2, . . . , 8},
βi−2
αi−2
=
βi − ci−1βi−1
αi − ci−1αi−1
and hence
−xi−2 = βi − ci−1βi−1
αi − ci−1αi−1
or equivalently
−xi−2
(
αi − ci−1αi−1
)
= βi − ci−1βi−1
and finally
ci−1 =
βi + xi−2αi
βi−1 + xi−2αi−1
. (2.23)
Therefore we get
c8 =
β9 + x7α9
β8 + x7α8
=

+ 50
= −10,
and α7 = α9 − c8α8 = 44, β7 = β9 − c8β8 = 11. Recursively we calculate the exact
values for c7, . . . , c2, and values for α6, β6, . . . , α1, β1 as multiples of . Then we can
find c2 which is equal to β3. The identity β2 = c1β1 + β0 = − = 1 then yields the
value for  = −1. From α0 = 0, we have c1 = α2/α1 = 22. Finally, we have c0 = α1.
Hence we get a polynomial
f(x) = P9(−19, 22,−11, 23,−11, 23,−11, 23,−10;x)
which is a complete mapping polynomial over F73.
2.3.1 n = 4
In this section we focus on the smallest case: n = 4. We start by giving a necessary
and sufficient condition for the existence of complete mapping polynomials in the class
P(2)q,4 .
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Theorem 2.30. There exists a complete mapping polynomial f ∈ P(2)q,4 with distinct
poles x1, x2, x3, x4 =∞ satisfying (2.21) if and only if the polynomial 1 + x+ x2 has a
root α in F∗q.
Proof. For n = 4, the polynomial (2.22), becomes
H4(x) =
1∑
j=0
(
2− j
j
)
xj(1 + x)j = 1 + x+ x2. (2.24)
Now suppose α ∈ F∗q is a root of H4(x). Applying Theorem 2.27 we obtain x1 =
0, x2, x3 ∈ Fq satisfying the recurrence relations (2.21) with αn−1/βn = α, i.e.,
x1 = 0, x2 = (1 + α)x3.
It follows that for any choice of x3 ∈ F∗q, the elements x1, x2, x3 are distinct. By Theo-
rem 2.25 we obtain a complete mapping polynomial f ∈ P(2)q,4 with poles x1, x2, x3, x4 =
∞ satisfying (2.21), where αn−1/βn = α.
Conversely, if f ∈ P(2)q,4 with poles x1, x2, x3, x4 =∞ satisfying (2.21) is a complete
mapping polynomial then by Theorem 2.27, the polynomial H4(x) must have a root
α ∈ F∗q.
Theorem 2.30 yields explicit constructions of complete mapping polynomials in P(2)q,4
for q ≡ 1 mod 3 and q = 3s.
Theorem 2.31. If q = 3s or q ≡ 1 mod 3, then any polynomial of the form(((( α3
(1 + α)2
x
)q−2
+ c
)q−2
+
1
αc
)q−2
− αc
1 + α
)q−2
∈ P(2)q,4 (2.25)
is a complete mapping polynomial over Fq where c ∈ F∗q is arbitrary, α = 1 if q = 3s
and it is a primitive 3rd root of unity if q ≡ 1 mod 3.
Proof. If char(Fq) = 3, then 1 + x + x2 = (x − 1)2. So α = 1 is a root in Fq. When
(q, 3) = 1, then 1 + x+ x2 = Q3 is the 3
rd cyclotomic polynomial over Fq and it has a
root α in Fq whenever q ≡ 1 mod 3. In both cases Thm 2.30 applies and hence there
exists a complete mapping polynomial in f ∈ P(2)q,4 with poles x4 = ∞, and x1, x2, x3
satisfying the recurrence relations (2.21),
xi + αxi−1 = (1 + α)xi+1.
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Let F ∈ F (2)q,4 with F (x) = f(x) + x. Then
F (x) =
((
(c0x)
q−2 + c1
)q−2
+ c2
)q−2
+ c3
)q−2
+ x,
for some c0, c1, c2, c3 ∈ F∗q. From (2.2) and (2.3) one obtains
x1 = 0, x2 = − 1
c1c0
, x3 = − c2
c0(c2c1 + 1)
.
From the recurrence relations between the poles we then obtain
x2 = (1 + α)x3 which implies c2 =
1
αc1
.
We also know that α4 = 0, which implies that c3(c1c2 + 1) + c1 = 0. Substituting the
expression obtained for c2 above, gives
c3 =
−αc1
1 + α
.
Finally, recall that α =
α3
β4
, which means
α =
c0(c1c2 + 1)
c3c2 + 1
,
and this implies
c0 =
α3
(1 + α)2
.
We have obtained the coefficients c0, c1, c2, c3 in terms of α and c1 ∈ F∗q, which gives
the formula (2.25) for f(x) ∈ P(2)q,4 , where c = c1 ∈ F∗q is arbitrary.
2.3.2 n = 5
Also for the case n = 5 we obtain a necessary and sufficient condition for the existence
of complete mapping polynomials in the class P(2)q,5 . For this case we will obtain explicit
constructions of complete mapping polynomials in P(2)q,5 for q ≡ 1 mod 4.
Theorem 2.32. There exists a complete mapping polynomial f ∈ P(2)q,5 with distinct
poles x1, x2, x3, x4, x5 =∞ satisfying (2.21) if and only if the polynomial 2x2 + 2x+ 1
has a root α in F∗q.
Proof. For n = 5, the polynomial (2.22), becomes
H5(x) =
1∑
j=0
(
3− j
j
)
xj(1 + x)j = 2x2 + 2x+ 1. (2.26)
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Now suppose α ∈ F∗q is a root of H5(x). Applying Theorem 2.27 we obtain x1 =
0, x2, x3, x4 ∈ Fq satisfying the recurrence relations (2.21) with αn−1/βn = α, i.e.,
x1 = 0, x2 = (1 + α)x3, x3 = (1 + α)x4 − αx2.
Solving for x2 and x3 in function of α and x4 we obtain
x1 = 0, x2 =
(1 + α)2
α2 + α + 1
x4, x3 =
1 + α
α2 + α + 1
x4. (2.27)
It follows that for any choice of x4 ∈ F∗q, the elements x1, x2, x3, x4 are distinct.
By Theorem 2.25, we obtain a complete mapping polynomial f ∈ P(2)q,5 with poles
x1, x2, x3, x4, x5 =∞ satisfying (2.21), where αn−1/βn = α.
Conversely, if f ∈ P(2)q,5 with poles x1, x2, x3, x4, x5 = ∞ satisfying (2.21) is a com-
plete mapping polynomial then by Theorem 2.27, the polynomial H5(x) must have a
root α ∈ F∗q.
In the next theorem we explicitly determine the coefficients c0, c2, c3, c4 in function
of the root α of H5(x) and the first coefficient c1 ∈ F∗q.
Theorem 2.33. Let q ≡ 1 mod 4. Any polynomial of the form(((((− (α + 1)2
αc2
x
)q−2
+ c
)q−2
+
1
αc
)q−2
− (2α + 1)αc
(α + 1)2
)q−2
+
(α + 1)2
α2c
)q−2
(2.28)
in P(2)q,5 is a complete mapping polynomial over Fq where α ∈ Fq is a root of 2x2+2x+1
and c ∈ F∗q is arbitrary.
Proof. Since q ≡ 1 mod 4, by Euler’s criterion, the polynomial 2x2 +2x+1 has a root
α ∈ F∗q. By Theorem 2.32, there exists a complete mapping polynomial in f ∈ P(2)q,5
with poles x5 =∞, and x1, x2, x3, x4 satisfying the recurrence relations in (2.21),
xi + αxi−1 = (1 + α)xi+1.
Let F ∈ F (2)q,5 with F (x) = f(x) + x. Then
F (x) =
(((
(c0x)
q−2 + c1
)q−2
+ c2
)q−2
+ c3
)q−2
+ c4
)q−2
+ x,
for some c0, c1, c2, c3, c4 ∈ F∗q. From (2.2) and (2.3) one can get
x1 = 0, x2 = − 1
c1c0
, x3 = − c2
c0(c2c1 + 1)
, x4 = − c3c2 + 1
c0
(
c3(c2c1 + 1) + c1
) .
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From the recurrence relations between the poles we first obtain
x2 = (1 + α)x3 which implies c2 =
1
αc1
.
Now to find c3 we consider the relation between the poles for i = 4. We obtain
x4 = −αx3 and by substituting c2 = 1αc1 we get
c3 = −c1α(2α + 1)
(α + 1)2
.
We also know that α5 = 0, which implies
c4 =
c2c1 + 1
c3c2c1 + c3 + c1
Substituting c2 and c3 by the expression obtained above, gives
c4 =
(α + 1)2
c1α2
.
To determine the coefficient c0, we recall that α =
α4
β5
, which means
α =
c0(c3(c2c1 + 1) + c1
c4(c3c2 + 1) + c2
which gives
c0 = −(α + 1)
2
c21
.
Hence we have obtained the coefficients c0, c1, c2, c3, c4 in terms of α and c1 ∈ F∗q, which
gives the formula (2.28) for f(x) ∈ P(2)q,5 , where c = c1 ∈ F∗q is arbitrary.
2.3.3 n = 6
As in the case n = 4 and n = 5 we obtain the following necessary and sufficient
condition for the existence of complete mapping polynomials in the class P(2)q,6 .
Theorem 2.34. There exists a complete mapping polynomial f ∈ P(2)q,6 with distinct
poles x1, x2, x3, x4, x5, x6 =∞ satisfying (2.21) if and only if the polynomial x4 + 2x3 +
4x2 + 3x+ 1 has a root α in F∗q.
Proof. For n = 6, the polynomial (2.22), becomes
H6(x) =
2∑
j=0
(
4− j
j
)
xj(1 + x)j = x4 + 2x3 + 4x2 + 3x+ 1. (2.29)
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Now suppose α ∈ F∗q is a root of H6(x). Note that α 6= −1. Applying Theorem 2.27
we obtain x1 = 0, x2, x3, x4, x5 ∈ Fq satisfying the recurrence relations (2.21) with
αn−1/βn = α, i.e.,
x1 = 0, x2 =
α
1 + α
x5, x3 = (1 + α)x4 − αx2, x4 = (1 + α)x5 − αx3.
Writing all poles in terms of α and x5 gives
x1 = 0, x2 =
α
1 + α
x5, x3 =
α
(1 + α)2
x5, x4 = − 1
α
x5. (2.30)
Clearly x2 6= x5. We may conclude that for any choice of x5 ∈ F∗q, the elements
x1, x2, x3, x4, x5 are distinct.
By Theorem 2.25, we obtain a complete mapping polynomial f ∈ P(2)q,6 with poles
x1, x2, x3, x4, x5, x6 =∞ satisfying (2.21), where αn−1/βn = α.
Conversely, if f ∈ P(2)q,6 with poles x1, x2, x3, x4, x5, x6 = ∞ satisfying (2.21) is a
complete mapping polynomial then by Theorem 2.27, the polynomial H6(x) must have
a root α ∈ F∗q.
The following theorem gives an explicit formula for a family of complete mapping
polynomials in P(2)q,6 .
Theorem 2.35. Any polynomial of the form
f(x) = P6
(
α5
(α + 1)4
, c,
1
cα
,
c
1 + α
,
1
cα
,− cα
1 + α
;x
)
∈ P(2)q,6 (2.31)
is a complete mapping polynomial over Fq if α ∈ Fq is a root of x4 + 2x3 + 4x2 + 3x+ 1
and c ∈ F∗q is arbitrary.
Proof. If the polynomial x4 + 2x3 + 4x2 + 3x + 1 has a root α ∈ F∗q then by Theorem
2.34, there exists a complete mapping polynomial in f ∈ P(2)q,6 with poles x6 =∞, and
x1, x2, x3, x4, x5 satisfying the recurrence relations in (2.21),
xi + αxi−1 = (1 + α)xi+1.
Let F ∈ F (2)q,6 with F (x) = f(x) + x. Then
F (x) =
(((((c0x)q−2 + c1)q−2 + c2)q−2 + c3)q−2 + c4)q−2 + c5
q−2 + x,
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for some c0, c1, c2, c3, c4, c5 ∈ F∗q. From (2.2) and (2.3) one can get
x1 = 0, x2 = − 1
c1c0
, x3 = − c2
c0(c2c1 + 1)
, x4 = − c3c2 + 1
c0
(
c3(c2c1 + 1) + c1
)
and
x5 = − c4(c3c2 + 1) + c2
c0
(
c4c3(c2c1 + 1) + c4c1 + c2c1 + 1
) .
Similarly as above we obtain
x2 = (1 + α)x3 which implies c2 =
1
αc1
.
Now to find c3 we consider the relation x3 + αx2 = (1 + α)x4 and by substituting
c2 =
1
αc1
we get
c3 =
c1
1 + α
.
By substituting c2 and c3 to the equation
x4 + αx3 = (1 + α)x5
we get c4 =
1
c1α
. We also know that α6 = 0, which implies that
c5 =
c0
(
c3(c2c1 + 1) + c1
)
c0
(
c4c3(c2c1 + 1) + c4c1 + c2c1 + 1
) .
Substituting the expressions we obtained for c2, c3 and c4 above, we get
c5 = − c1α
1 + α
.
Recall that α =
α5
β6
, which means
c0 =
α5
(1 + α)4
.
Hence we have obtained the coefficients c0, c1, c2, c3, c4, c5 in terms of α and c1 ∈ F∗q,
which gives the formula (2.31) for f(x) ∈ P(2)q,6 , where c = c1 ∈ F∗q is arbitrary.
Corollary 2.36. Let p = 5 or p ≡ ±1 mod 10 and q = ps be a square. Then any
polynomial of the form (2.31) is a complete mapping polynomial over Fq, where α ∈ Fq
is a root of x4 + 2x3 + 4x2 + 3x+ 1 and c ∈ F∗q is arbitrary.
47
Proof. We only need to prove that the polynomial H6(x) = x
4 + 2x3 + 4x2 + 3x + 1
has a root α ∈ Fq if q is as in the hypothesis. It is easy to see that H6 factorizes over
Fq2 as H6(x) = (x2 + x + d)(x2 + x + d−1), where d = 3±
√
5
2
. If p = ±1 mod 5 then
d is in Fp. Note that since p is odd, this means that p ≡ ±1 mod 10. In this case
x2 + x± d ∈ Fp[x], being a quadratic, has roots in Fp2 . Hence if q is a square, its roots
are in Fq.
Remark 2.37. It is possible to deal with the case of characteristic 2 along the same
lines. One needs to consider the trace function to determine the number of zeros of
a quadratic equations. More precisely, for the equation x2 + ax + b = 0, substitute
x 7→ ay. Then
a2y2 + a2y + b = 0 ⇒ y2 + y + a−2b = 0,
has 2 solutions if Tr(a−2b) = 0 and no solution otherwise. However we leave out this
case since Carlitz rank has been studied only in odd characteristic so far.
Remark 2.38. Above we gave construction of complete mapping polynomials satisfy-
ing |On| = n. Note that there are also examples of complete mappings with |On| < n.
For instance, take q = 17 and n = 6 the polynomial
f(x) = P6(−1, 10, 3,−3, 6,−4;x)
is a complete mapping polynomials where x2 = x5 = 12.
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CHAPTER 3
On Value Sets of a Class of
Polynomials
As mentioned in Section 1.3, value sets of polynomials f(x) are usually studied in
relation to the degree of f(x). In this thesis, we study value sets in relation with
the Carlitz rank. In particular, we will study the spectrum of classes of polynomials
f(x) + x, where f(x) is a PP of Carlitz rank at most n.
3.1 The Spectrum v(F (1)q,n)
In this section, the spectrum of the class F (1)q,n is studied. First, we give some results
for n = 1 and n = 2.
Theorem 3.1. If F (x) ∈ Fq,1, then
v(Fq,1) =

q+1
2
if q ≡ 1 mod 4,
q−1
2
, q+3
2
if q ≡ 3 mod 4.
Proof. Let F (x) be in Fq,1. Then F (x) = (c0x)q−2+x. Note that F (x) has a unique pole
which is 0 and clearly F (0) = 0. For c ∈ F∗q, we have a rational function F (c) = c0c
2+1
c0c
.
Obviously ±
√
−c−10 are zeros of F .
Let c ∈ F∗q. We show that there is a unique y 6= c with F (c) = F (y), whenever
c 6= ±
√
c−10 . Namely, for c 6= 0, we have
F (c) = F (y) ⇒ c0c2y + y = a0cy2 + c
⇒ c0cy(c− y) = (c− y)
⇒ y = 1
c0c
, since c 6= y.
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Therefore y = 1
c0c
6= c if c 6= ±
√
c−10 .
If c0 and −c0 are both squares in Fq (which implies q ≡ 1 mod 4), then we get
three times F (c) = 0, once F (c) = ±2
√
c−10 and twice any other value. This implies
|VF | = 3 + (q − 5)/2 = (q + 1)/2.
If c0 and −c0 are both nonsquares in Fq (that is q ≡ 1 mod 4 again), then we get
once F (c) = 0 and any other value attained twice. Thus the size of the value set is
again 1 + (q − 1)/2 = (q + 1)/2.
If c0 is a square and −c0 is nonsquare in Fq (that is q ≡ 3 mod 4), then F (c) = 0
and F (c) = ±2
√
c−10 are attained once and each other value twice. Therefore we have
|VF | = 3 + (q − 3)/2 = (q + 3)/2. If c0 is a nonsquare and −c0 is a square in Fq (thus
q ≡ 3 mod 4), then we get three times F (c) = 0, and any other value is attained twice.
Then the size of the value set is 1 + (q − 3)/2 = (q − 1)/2.
Theorem 3.2. If F (x) ∈ Fq,2, then
v(Fq,2) =
{
(q − 1)/2, (q + 1)/2, (q + 3)/2, (q + 5)/2
}
.
Proof. Consider F (x) =
(
(c0x)
q−2 + c1
)q−2
+x, where c0, c1 6= 0. The poles are x1 = 0,
x2 = −1/(c0c1). Hence when c 6= 0 and c 6= −1/(c0c1),
F (c) =
(
(c0c)
−1 + c1
)−1
+ c =
c0c1c
2 + (c0 + 1)c
c0c1c+ 1
=
c
(
c0c1c+ (c0 + 1)
)
c0c1c+ 1
,
F (0) = 1/c1, F
(− 1/c0c1) = −1/(c0c1). Let c ∈ F∗q and c 6= −1/(c0c1). We show that
there is a unique y 6= c with F (c) = F (y), whenever
c 6= ∓
√−c0 − 1
c0c1
.
Namely, for c 6= 0, and c 6= −1/(c0c1),
F (c) = F (y) ⇒ (c20c21cy + c0c1(c+ y) + (c0 + 1))(c− y) = 0
⇒ y(c20c21c+ c0c1) + c0c1c+ c0 + 1 = 0.
Therefore we get
y = −c0c1c+ c0 + 1
c20c
2
1c+ c0c1
.
Note that c = − c0+1
c0c1
implies y = 0 but y can not be equal to the one of the poles
so in this case we should exclude c = − c0+1
c0c1
.
If y = c ⇒ −c0c1c+ c0 + 1
c20c
2
1c+ c0c1
= c ⇒ (c0c1c+ 1)2 = −c0 ⇒ c = ∓
√−c0 − 1
c0c1
.
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Hence y 6= c only if
c 6= ∓
√−c0 − 1
c0c1
.
Now let us consider the poles of F . Note that F (0) = 1/c1 = F (c) occurs when
1
c1
=
c0c1c
2 + (c0 + 1)c
c0c1c+ 1
⇒ c0c21c2 + c1c− 1 = 0
i.e
c =
−1∓√1 + 4c0
2c0c1
.
Similarly F
(− 1/(c0c1)) = −1/(c0c1) = F (c) occurs when
−1
c0c1
=
c0c1c
2 + (c0 + 1)c
c0c1c+ 1
⇒ c20c21c2 + (c20c1 + 2c0c1)c+ 1 = 0,
i.e,
c =
−(c0 + 1)±
√
c0(4 + c0)
2c0c1
.
Now we determine the values of |VF |. First let c0 6= −1.
Suppose that −c0, 1+4c0, c0(4+c0) are all squares in Fq. Then F attains the values
0, and
∓2c0 + (c0 − 1)(
√−c0)
c0c1
√−c0
once each and any other value twice. Thus the size of the value set is 1+2+(q−5)/2 =
(q + 1)/2.
If −c0 is a square and one of 1 + 4c0, then c0(4 + c0) is a nonsquare in Fq. Then
both values F (c) = 0, and
F (c) =
∓2c0 + (c0 − 1)(
√−c0)
c0c1
√−c0
are attained once, one of the values 1/c1, −1/(c0c1) is attained once and any other
value twice. Hence |VF | = 1 + 2 + 1 + (q − 5)/2 = (q + 3)/2.
Suppose that −c0 is a square in Fq and 1 + 4c0, c0(4 + c0) are nonsquares in Fq.
Then 0,
∓2c0 + (c0 − 1)(
√−c0)
c0c1
√−c0 ,
−1/(c0c1) and 1/c1 are all attained once each, and any other value is attained twice.
Thus |VF | = 1 + 2 + 1 + 1 + (q − 5)/2 = (q + 5)/2.
Suppose that −c0 is a nonsquare in Fq, and 1 + 4c0, c0(4 + c0) are squares in Fq.
Then F attains the value 0 once and any other value twice. Hence the size of the value
set is 1 + (q − 3)/2 = (q − 1)/2.
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Suppose that −c0 is a nonsquare in Fq and one of 1 + 4c0, c0(4 + c0) is a square in
Fq. Then 0 is attained once, one of the values 1/c1, −1/(c0c1) is attained once and any
other value twice. Therefore |VF | = 1 + 1 + (q − 3)/2 = (q + 1)/2.
Suppose that −c0, 1 + 4c0, c0(4 + c0) are all nonsquares in Fq. Then we have
F (c) = 0, F (c) = 1/c1 and F (c) = −1/(c0c1) once each and any other value twice.
Thus |VF | = 1 + 1 + 1 + (q − 3)/2 = (q + 3)/2.
Now let c0 = −1. Then −c0 = 1 is always a square in Fq. Note that in this case
F (c) 6= 0, for each c ∈ F∗q. If −3 is a square in Fq then F attains the value 1/c1 four
times, the value 4/c1 once and any other value twice. Therefore |VF | = 1+1+(q−5)/2 =
(q − 1)/2. If −3 is a nonsquare in Fq then 1/c1 is attained twice and 4/c1 is attained
once and any other value is attained twice. Thus |VF | = 1 + 1 + (q− 3)/2 = (q+ 1)/2.
This completes the proof.
Theorem 3.3. For every F ∈ F (1)q,n,
dq − n
2
e ≤ |VF | ≤ q + 2n+ 1
2
.
Proof. By the arguments presented in Section 2.2, the maximal cardinality of the value
set for F is attained when |M | = n − 1, (−1)n−1c0 is square in Fq, |F (On)| = n and
F (On) ∩ F (Fq \On) = ∅. Therefore
max(|VF |) = n+ 2 + (n− 1) + q − n− 2− (n− 1)
2
=
q + 2n+ 1
2
.
If n is odd, then the minimum value is attained if the sets T and M are empty and
F (On) ⊂ F (Fq \On), in which case
min(|VF |) = q − n
2
If n is even, then q − n is odd, which implies (since |D| is even), that at least one
element belongs to Fq \ (On ∪D). Therefore
min(|VF |) = 1 + q − 1− n
2
=
q + 1− n
2
.
Hence
dq − n
2
e ≤ |VF | ≤ q + 2n+ 1
2
,
for every F ∈ F (1)q,n.
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3.2 The Spectrum v(F (2)q,n)
In this section, the spectrum of the class F (2)q,n is studied. We start by determining the
spectrum of F (2)q,3 .
3.2.1 v(F (2)q,3 )
Theorem 3.4. If F ∈ F (2)q,3 , F (x) = f(x) + x with f(x) = P3(c0, c1, c2;x) then
|VF | =
 3 if c0c21 = 1,q − 2 otherwise.
Proof. Take F ∈ F (2)q,3 . Then α3 = 0, which means that c2c1 + 1 = 0, i.e., c2 = − 1c1 .
Therefore we have the polynomial F ∈ F (2)q,3 is of the form
F (x) =
(
((c0x)
q−2 + c1)q−2 − 1
c1
)q−2
+ x,
and the corresponding rational function
Rn(x) = α2x+ β2
β3
+ x = (−c0c21 + 1)x− c1 (3.1)
since α2 = c1c0, β2 = 1 and β3 = c2 = − 1c2 . By Lemmas 2.9 and 2.21, we have
F (x1) = 0, F (x2) = Rn(x1) + x2 = −c0c
2
1 + 1
c0c1
,
where x1 = 0 and x2 = − 1c0c1 .
If c0c
2
1 = 1 then by equation (3.1) we obtain F (y) = −c1 for all y 6= x1, x2, or
equivalently F behaves as a constant polynomial except at two points x1, x2. We also
have F (x2) = − c0c
2
1+1
c0c1
= −2c1. Therefore, VF = {0,−c1,−2c1}. Hence |VF | = 3.
Now consider the case c0c
2
1 = −1. Then F (x1) = F (x2) = 0 for the poles x1 = 0
and x2 = − 1c0c1 = c1. By Equation (3.1), we have F (y) = 2y−c1 for each y ∈ F∗q \{x2}.
The multiplicity of the element 0 in the value set is 3 since the equation 2x − c1 = 0
has exactly one solution in Fq \ {x1, x2}. Therefore, we have
VF = {0, 0, 0, u1, u2, ..., uq−3},
where ui = F (yi) for i ∈ {1, . . . , q − 3} and yi ∈ F∗q \ {x2}. Hence |VF | = q − 2.
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Next, assume that c0c
2
1 6= ±1. Then F (x1) 6= F (x2) and F (y) = (−c0c21 + 1)y − c1
for y 6= x1, x2. Hence for each i = 1, 2, there exists a unique y ∈ Fq \ {x1, x2} s.t.
F (x) = F (xi). Therefore,
VF =
{
0, 0,−−c0c
2
1 − 1
c0c1
,−−c0c
2
1 − 1
c0c1
, v1, v2, ..., vq−4
}
,
where vi = F (yi) for i ∈ {1, . . . , q − 4} and yi ∈ F∗q \ {x2}. Hence |VF | = q − 2.
Corollary 3.5. The spectrum of the family F (2)q,3 is
v
(
F (2)q,3
)
= {3, q − 2}.
Corollary 3.6. Any polynomial F ∈ F (2)q,3 of the form
F (x) =
(( 1
c2
x
)q−2
+ c
)q−2
− 1
c
q−2 + x,
where c ∈ F∗q, has the value set VF = {0,−c,−2c}.
Proof. The polynomial of this form is obtained in the case c0c
2
1 = 1 in the proof of the
previous theorem, and so is the value set VF = {0,−c,−2c}.
3.2.2 v(F (2)q,4 )
Next we study the spectrum of the class of polynomials F (2)q,4 . First we collect some
general properties of polynomials in this class which will be used in the proof of the
main theorems of this section.
Let F (x) ∈ F (2)q,4 . Then α4 = 0, which means that c3(c2c1 + 1) + c1 = 0. Therefore
c3 = − c1
c2c1 + 1
.
So F (x) is of the form
F (x) =
(((
(c0x)
(q−2) + c1
)(q−2)
+ c2
)(q−2)
− c1
c2c1 + 1
)q−2
+ x,
where c0, c1, c2 ∈ F∗q. Here the corresponding rational function is
Rn(x) =
(
α3
β4
+ 1
)
x+
β3
β4
=
(
c0(c2c1 + 1)
2 + 1
)
x+ c2(c2c1 + 1), (3.2)
54
since α3 = c0(c2c1 + 1), β3 = c2 and
β4 = c3c2 + 1 =
1
c2c1 + 1
.
Therefore the poles are
x1 = 0, x2 = − 1
c0c1
, and x3 = − c2
c0(c2c1 + 1)
. (3.3)
By Lemmas 2.9 and 2.21, we have
F (x1) = 0, F (x2) = c2(c2c1 + 1) + x2, (3.4)
F (x3) =
1
c3
+ x3 = −c2c1 + 1
c1
+ x3. (3.5)
Theorem 3.7. If F (x) ∈ F (2)q,4 is of the form F (x) = f(x) + x, where f(x) =
P4(c0, c1, c2, c3;x), with c0 = −1/(c2c1 + 1)2, then
|VF | =

2 if c1c2 ∈ {−2,−1/2, 1} and char(Fq) = 3,
3 if c1c2 ∈ {−2,−1/2, 1} and char(Fq) 6= 3,
4 otherwise.
Proof. Since
c0 = − 1
(c2c1 + 1)2
,
it follows that Rn(x) is constant: Rn(x) = c2(c2c1 + 1). Then for y ∈ Fq \On we get
F (y) = Rn(y) = c2(c2c1 + 1),
whereas for the poles we have
F (x2) = Rn(x1)− x1 + x2 = c2(c2c1 + 1) + (c2c1 + 1)
2
c1
=
(c2c1 + 1)(2c2c1 + 1)
c1
,
and
F (x3) = Rn(x2)− x2 + x3 = c
2
1c
2
2 − 1
c1
,
where
x2 =
(c1c2 + 1)
2
c1
, x3 = c2(c1c2 + 1).
One easily verifies that F (y) can not coincide with F (x1), F (x2) and F (x3) since c2c1+1
can not be equal to zero.
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If c1c2 = −1/2, then we have F (x1) = F (x2) = 0, F (x3) = 3c2/2, where x1 = 0,
x2 = −c2/2, x3 = c2/2 and F (y) = c2/2 for y ∈ Fq \ {x1, x2, x3}. Therefore, VF =
{0, c2/2, 3c2/2}, which has size three for char(Fq) 6= 3.
If c1c2 = 1, then we have F (x1) = F (x3) = 0, F (x2) = 6c2, where x1 = 0, x2 = 4c2,
x3 = 2c2 and F (y) = 2c2, for y ∈ Fq \ {x1, x2, x3}. Therefore, VF = {0, 2c2, 6c2}, which
has size three for char(Fq) 6= 3.
If c1c2 = −2, then we have F (x1) = 0, F (x2) = F (x3) = −3c2/2, where x1 = 0,
x2 = c2/2, x3 = −c2 and F (y) = −c2 for y ∈ Fq \ {x1, x2, x3}. Therefore, VF =
{0,−c2,−3c2/2}, which has size three for char(Fq) 6= 3.
If c1c2 /∈ {−2,−1/2, 1} then the values of F (x1), F (x2), F (x3) are pairwise distinct
and different from F (y) for y ∈ Fq \ {x1, x2, x3}, and we have
VF = {0, (c2c1 + 1)(2c2c1 + 1)
c1
,
c21c
2
2 − 1
c1
, c2(c2c1 + 1)},
which has cardinality four.
Theorem 3.8. If F (x) ∈ F (2)q,4 is of the form F (x) = f(x) + x, where f(x) =
P4(c0, c1, c2, c3;x), with c0 6= −1/(c2c1 + 1)2, then |VF | ∈ {q − 3, q − 2, q}.
Proof. Since
c0 6= − 1
(c2c1 + 1)2
the rational function Rn(x) is a linear function. Observe that F (x1) = 0 = Rn(y) if
y = γ1(c0, c1, c2), where
γ1(c0, c1, c2) = − c2(c2c1 + 1)
c0(c2c1 + 1)2 + 1
(3.6)
and γ1(c0, c1, c2) 6= x1 since c2c1 + 1 can not be zero. If γ1(c0, c1, c2) = x3, then
− c2(c2c1 + 1)
c0(c2c1 + 1)2 + 1
= − c2
c0(c2c1 + 1)
,
and hence
c0(c2c1 + 1)
2 = c0(c2c1 + 1)
2 + 1,
which gives a contradiction. If γ1(c0, c1, c2) = x2, then
− c2(c2c1 + 1)
c0(c2c1 + 1)2 + 1
= − 1
c0c1
,
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or equivalently
c0c2c1(c2c1 + 1) = c0(c
2
2c
2
1 + 2c2c1 + 1) + 1,
which implies c0(c2c1 + 1) + 1 = 0. Therefore, if c0 = δ1(c1, c2), where
δ1(c1, c2) = − 1
c2c1 + 1
, (3.7)
then γ1(c0, c1, c2) = x2 in which case there exists no element y ∈ F∗q \{x2, x3} such that
F (x1) = F (y) = 0.
Now suppose F (x2) = Rn(y). Then we have y = γ2(c0, c1, c2), where
γ2(c0, c1, c2) = − 1
c0c1(c0(c2c1 + 1)2 + 1)
. (3.8)
It clear that γ2(c0, c1, c2) 6= x1. If γ2(c0, c1, c2) = x2, then we have
− 1
c20c1(c2c1 + 1) + c0c1
= − 1
c0c1
,
which gives a contradiction since c0(c2c1 + 1) 6= 0. The condition γ2(c0, c1, c2) = x3 is
satisfied for c0 = δ2(c1, c2), where
δ2(c1, c2) =
1
c1c2(c2c1 + 1)2
. (3.9)
Finally if F (x3) = Rn(y), then we have(
c0(c2c1 + 1)
2 + 1
)
y + c2(c2c1 + 1) = −c2c1 + 1
c1
− c2
c0(c2c1 + 1)
and hence y = γ3(c0, c1, c2), where
γ3(c0, c1, c2) = − c0(c2c1 + 1)
3 + c2c1
c0c1(c2c1 + 1)(c0(c2c1 + 1)2 + 1)
. (3.10)
We have γ3(c0, c1, c2) = x1 for c0 = δ3(c1, c2), where
δ3(c1, c2) = − c1c2
(c2c1 + 1)3
, (3.11)
whereas straightforward calculations show that the conditions γ3(c0, c1, c2) = x2 and
γ3(c0, c1, c2) = x3 both lead to the same contradiction 0 = 1. It follows that for each
i ∈ {1, 2, 3},
(i) Rn(γi(c0, c1, c2)) = F (xi),
(ii) γi(c0, c1, c2) ∈ {x1, x2, x3} if and only if c0 = δi(c1, c2), and
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(iii) γi(δi(c1, c2), c1, c2) = xi+1, where the indices i = 1, 2, 3 should be calculated
modulo 3.
(iv) there exists an element y ∈ F∗q \ On such that F (xi) = F (y) if and only if
c0 6= δi(c1, c2).
Moreover, we see that δ1(c1, c2) = δ2(c1, c2), if and only if −(c1c2)2 = (c1c2 + 1), which
can only happen when −3 is a square in Fq, i.e., for q = 3h or q ≡ 1 mod 3. Exactly
the same condition is valid for δ2(c1, c2) = δ3(c1, c2), and δ1(c1, c2) = δ3(c1, c2). In
this case for each i = 1, 2, 3, it follows from property (iv) there is no y ∈ Fq \ On
for which F (y) = F (xi). Therefore we obtain |VF | = q. If c0 = δ1(c1, c2), then
F (x1) 6= F (x2), F (x1) 6= F (x3). Also F (x2) = F (x3) if and only if (c1c2 + 1)2 = −1
which can only occur when q ≡ 1 mod 4. Suppose this holds, i.e. F (x2) = F (x3).
Then −(c1c2)2 6= (c1c2 + 1), and hence δi(c1, c2) 6= δj(c1, c2) for each i 6= j. Also
γ2(δ1(c1, c2), c1, c2) = γ3(δ1(c1, c2), c1, c2), and it follows from properties (i)-(iv) that
|VF | = q − 2. If F (x2) 6= F (x3), i.e. (c1c2 + 1)2 6= −1 and −(c1c2)2 6= (c1c2 + 1), then
γ2(δ1(c1, c2), c1, c2), γ3(δ1(c1, c2), c1, c2) ∈ Fq \On,
and again applying the above properties, this time we obtain |VF | = q − 2. The same
argument holds for the other two case c0 = δi(c1, c2), i = 2, 3. If on the other hand
c0 /∈ {δi(c1, c2) : i = 1, 2, 3}, then
γi(c0, c1, c2) ∈ Fq \On, for all i = 1, 2, 3,
in which case |VF | = q − 3.
Examining the different cases in the proof of the above theorems, we can determine
the spectrum of the class of polynomials F (2)q,4 .
Corollary 3.9. The spectrum of the family F (2)q,4 is
v(F (2)q,4 ) =

{2, 4, q − 3, q − 2, q} if char(Fq) = 3,
{3, 4, q − 3, q − 2, q} if char(Fq) 6= 3 and q ≡ 1 mod 3,
{3, 4, q − 3, q − 2} otherwise.
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Theorem 3.10. Any polynomial F ∈ F (2)q,4 of the form
F (x) =
(((
(− 1
(c2c1 + 1)2
x)q−2 + c1
)q−2
+ c2
)q−2
− c1
c2c1 + 1
)q−2
+ x
where c1, c2 ∈ F∗q with c1c2 /∈ {−2,−1/2, 1}, has value set
VF =
{
0,
(c1c2 + 1)(2c1c2 + 1)
c1
,−c1c2 + 1
c1
, c2(c2c1 + 1)
}
,
and |VF | = 4.
Proof. It follows from the proof of Theorem 3.7 that if c1c2 /∈ {−2,−1/2, 1} then we
have that F (xi) 6= F (xj) for all i 6= j. The explicit value set follows from the end of
the proof Theorem 3.7.
Theorem 3.11. If char(Fq) 6= 3 and q 6≡ 1 mod 3 then any polynomial F ∈ F (2)q,4 of
the form
F (x) =
(( −x
c2c1 + 1
)q−2
+ c1
)q−2
+ c2
q−2 − c1
c2c1 + 1
q−2 + x
where c1, c2 ∈ F∗q, has |VF | = q − 2.
Proof. The polynomial F (x) is of the form f(x) + x where f(x) = P4(c0, c1, c2, c3;x)
with
c0 =
−1
c2c1 + 1
.
Note that this equals δ1(c1, c2) as defined in (3.7). It follows from the proof of Theorem
3.8 that |VF | ∈ {q − 2, q}.
The condition char(Fq) 6= 3 and q 6≡ 1 mod 3 implies that δi(c1, c2) 6= δj(c1, c2) for
i 6= j, where δi is as defined in (3.7), (3.9), (3.11). This implies that
γ2(c0, c1, c2), γ3(c0, c1, c2) ∈ Fq \On,
and hence |VF | = q − 2.
Theorem 3.12. If F (x) ∈ F (2)q,4 is of the form F (x) = f(x) + x, where f(x) =
P4(c0, c1, c2, c3;x), with c1, c2 ∈ F∗q arbitrary and
c0 /∈
{
− 1
c2c1 + 1
,
1
c1c2(c2c1 + 1)2
,− c1c2
(c2c1 + 1)3
}
then |VF | = q − 3.
Proof. The proof easily follows from the proof of Theorem 3.8; the excluded values for
c0 are the values δi(c1, c2), i = 1, 2, 3 as defined in (3.7), (3.9), (3.11).
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3.2.3 v(F (2)q,n)
Theorem 3.13. If F ∈ F (2)q,n with n distinct poles, then
|VF | ∈ {2, 3, 4, 5, . . . , n, q − n+ 1, q − n+ 2, . . . , q − 2, q} .
Proof. Let F ∈ F (2)q,n with n distinct poles. Then there are n− 1 poles which lie in Fq
and q − n+ 1 elements in Fq \On. If αn−1 = −βn then we have the following
F (x1) = 0, F (y) = xn−1 6= 0 for every y ∈ Fq \On.
In the pole part, the number of different images lies between 2 and n− 1. Since there
is a fixed value for the non-poles, we have 2 ≤ |VF | ≤ n.
Now let αn−1 6= −βn. Then the restriction of the function defined by F to the
non-pole elements is represented by a linear polynomial. Hence there are q − n + 1
distinct values for the non-poles. The image of a pole might coincide with the image
of another pole or with the image of a non-pole, so as a minimum we have the same
number q − n + 1. But when some images of poles are not contained in the set of
images of non-poles, then |VF | may take the values q − n+ 1, q − n+ 2, . . . , q − 2.
Assume that |VF | has size q − 1. This means that there q − 2 distinct elements
appear once, 1 element b1 appears twice and one element b0 does not appear. Now
consider the sum of the values of images of F , i.e.
q−1∑
c=0
F (c) =
q−1∑
c=0
(
f(c) + c
)
=
q−1∑
c=0
f(c) +
q−1∑
c=0
c.
Since f(x) and x are permutation polynomials, i.e.,
q−1∑
c=0
f(c) ≡ 0 (mod q) and
q−1∑
c=0
c ≡ 0 (mod q),
and
q−1∑
c=0
F (c) = b1 +
∑
c∈Fq\{b0}
c = b1 − b0
which gives a contradiction. Hence the value set of F can not contain exactly q − 1
values. The case where q is attained is studied in the 2nd Chapter, Section 2.3.
Remark 3.14. The theorem above shows that there is a gap in the spectrum of F (2)q,n
between n and q−n+ 1. Note that this gap is large if q is large with respect to n. The
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second gap, between permutation and non permutation polynomials, between q − 2
and q, is independent of n for any choice of q. Moreover, as we have seen for n = 3
and n = 4, this gap can in general not be enlarged.
In the following section we study the permutation polynomials f(x) for which
F (x) = f(x) + x attains the minimum cardinality of value set where F ∈ F (2)q,n.
3.3 Minimal Value Polynomials in F (2)q,n
In this section we are interested in the construction of minimal value set polynomials in
the class F (2)q,n, n ≥ 3. This means that we are studying polynomials F (x) = f(x) + x,
with |VF | ∈ {2, 3}, where
f(x) = Pn(c0, ..., cn−1;x) ∈ P(2)q,n,
and f(x) has set of poles On with the first n−1 poles x1 = 0, x2, . . . , xn−1 ∈ Fq and the
last pole xn =∞. With the αi’s and βi’s defined as in (2.2), this implies that αn = 0.
Then f(x) has associated rational fraction
Rn(x) =
αn−1x+ βn−1
βn
,
and similarly for F (x) we have the rational function
Rn(x) =
(
αn−1
βn
+ 1
)
x+
βn−1
βn
. (3.12)
We also recall that if |On| = n then F (x1) = 0, see Lemma 2.21. We start with the
following easy lemma.
Lemma 3.15. If F (x) ∈ P(2)q,n has n distinct poles and αn−1 = −βn, then F (c) = xn−1
is constant for each c ∈ Fq \On.
Proof. By the assumption and by (2.8), we have
F (c) = Rn(c) = βn−1
βn
= −βn−1
αn−1
,
and hence F (c) = xn−1, by definition of the poles.
Lemma 3.16. If the poles x1, x2, ..., xn−1 in Fq are distinct and αn−1 = −βn, then
F (xi) = xn−1 − xi−1 + xi for 2 ≤ i ≤ n− 1.
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Proof. This immediately follows from (2.10, and
Rn(x) =
(
αn−1
βn
+ 1
)
x+
βn−1
βn
=
βn−1
βn
= −βn−1
αn−1
= xn−1,
that
F (xi) = xn−1 − xi−1 + xi for 2 ≤ i ≤ n− 1.
Lemma 3.17. If |On| = n and αn−1 = −βn, then the following statements are equiv-
alent:
(i) xi = (1− i)xn−1 for all 1 ≤ i ≤ n− 2;
(ii) F (xi) = 0 for all 1 ≤ i ≤ n− 2.
Proof. By Lemma 3.16, we have
F (xi) = xn−1 − xi−1 + xi for 2 ≤ i ≤ n− 1.
Therefore if xi = (1− i)xn−1 for all 1 ≤ i ≤ n− 2, then for any j ∈ {2, . . . , n− 2} we
obtain
F (xj) = xn−1 − (2− j)xn−1 + (1− j)xn−1 = 0.
Since also F (x1) = 0, property (ii) of the lemma follows.
Conversely if F (xi) = 0 for all 1 ≤ i ≤ n − 2, then xi = xi−1 − xn−1 for all
1 ≤ i ≤ n− 2, and hence for each j ∈ {1, . . . , n− 2} it follows that
xj = xj−1 − xn−1 = xj−2 − 2xn−1 = . . . = x1 − (j − 1)xn−1 = (1− j)xn−1,
which completes the proof.
Remark 3.18. We note that the requirement |On| = n and any of the two equivalent
conditions from the above lemma imply that n− 3 < char(Fq). The same holds for the
conditions in Theorem 3.20.
Lemma 3.19. If |On| = n and αn−1 = −βn, then xn−2 = (3−n)xn−1 ⇐⇒ F (xn−1) =
(n− 1)xn−1.
62
Proof. The proof is immediate from Lemma 3.16
Theorem 3.20. Let On = {x1, . . . , xn}, where x1 = 0, xn = ∞, and |On| = n. If
xi = (1 − i)xn−1 for 1 ≤ i ≤ n − 2, then there exists a minimal value set polynomial
F (x) ∈ P(2)q,n with set of poles On.
Proof. Here we use a slight modification of a procedure given in [3], in order to obtain
F (x) where Rn(x) and the poles are prescribed.
Consider a polynomial F (x) ∈ P(2)q,n with prescribed set of poles On and with asso-
ciated rational fraction
Rn(x) =
ax+ b
−a =
ax+ b
−a ,
 6= 0, and define
αn−1 = a, βn−1 = b, βn = −a.
Then we know the exact value for xn−1 = −b/a since
xn−1 = −βn−1
αn−1
.
All the other poles xi for 1 ≤ i ≤ n− 2 are obtained by the formula xi = (1− i)xn−1.
Equation (2.23) allow us to recursively calculate the exact values for cn−1, cn−2, . . . , c2,
and values for αn−2, βn−2, . . . , α1, β1 as multiples of . In the final step c2, c1, c0, and 
are calculated as follows. From α0 = 0, β0 = 1 and α2 = c1α1 +α0 we have c1 = α2/α1.
The identity β2 = c1β1 + β0 = 1 then yields the value for . Then we can find c2
which is equal to β3. Finally, we have c0 = α1. Hence we construct a minimal value
polynomial F ∈ P(2)q,n with value set
VF = {0, 0, ..., 0, (n− 1)xn−1, xn−1}.
This completes the proof.
Remark 3.21. We note that if char(Fq) divides n − 1, then for F as in the above
theorem we obain |VF | = 2, otherwise |VF | = 3. Now, since the conditions already
imply that char(Fq) > n − 3 (see Remark 3.18), the case |VF | = 2 only occurs for
char(Fq) = n− 1.
Remark 3.22. Note that the proof of Theorem 3.20 gives a procedure to construct
the minimal value set polynomial.
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Corollary 3.23. For all a, b ∈ F∗q and n ≥ 3 with char(Fq) > n − 3, a polynomial
F (x) ∈ F (2)q,n can be constructed with value set VF = {0,−b/a, (n− 1)(−b/a)}.
Proof. It suffices to define xn−1 = −b/a, and apply the procedure described in the
proof of Theorem 3.20.
We now illustrate Remark 3.22 with an example.
Example 3.24. Assume that p = 13, n = 5, α5 = 0 and α4 = −β5. Let
Rn(x) =
9x+ 8
4
.
As the initial values we have
α4 = 9, β4 = 8, β5 = 4.
First one can calculate the last pole x4 = −8/9 = 2. Also it is known that the first
pole is always zero. The other poles x3 = 9, x2 = 11 are obtained by the formula
xi = (1− i)xn−1 for i = 2, 3. Also, we have
c4 =
β5 + x3α5
β4 + x3α4
= 11,
and hence
α3 = α5 − c4α4 = 5, β3 = β5 − c4β4 = 7.
We obtain recursively
c3 =
β4 + x2α4
β3 + x2α3
= 12, α2 = α4 − c3α3 = , β2 = β4 − c3β3 = 2,
Therefore  = 7 since we must have β2 = 1. It follows that c2 = β3 = 10. Then
α1 = α3 − c2α2 = −5 = 4, c1 = α2
α1
= 5 and c0 = α1 = 4.
Finally we obtain the polynomial F (x) = f(x) + x given by given by
F (x) =
(((
((4x)q−2 + 5)q−2 + 10
)q−2
+ 12
)q−2
+ 11
)q−2
+ x.
whose value set has size three since |VF | = |V1|+ |V2| = 2 + 1 = 3, where V1 = {F (xi) :
xi ∈ On} and V2 = {F (c) : c ∈ Fq \On}.
Theorem 3.25. For any n ≥ 3, n− 3 < char(Fq) 6= n− 1, there exists F ∈ F (2)q,n s.t.
|VF | = 3.
Proof. Put αn = 0 and αn−1 = −βn, and consider Rn(x) = Rn(x) + x = xn−1. Put
xi = (1 − i)xn−1 for i = 1, ..., n − 2. Now apply Theorem 3.20 to obtain the required
polynomial F ∈ F (2)q,n.
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CHAPTER 4
Examples
We emphasise that with regard to applications, see Remark 1.18, these complete map-
ping polynomials are easy to implement thanks to their Carlitz rank representation.
Moreover, the tables with examples illustrate that these complete mapping polynomials
also satisfy the required properties (iii) and (iv), as explained in Remark 1.18.
4.1 Complete mapping polynomials in P (1)q,n
In this section we list some examples of complete mapping polynomials in the class
P(1)q,n which were found by an algorithm based on Theorem 2.20. The computations
were done by the use of the computer algebra system MAGMA [5].
Table 4.1. The following table contains examples of complete mapping polynomials
f(x) ∈ P(1)q,n. The first column indicates the prime power q, the second column indicates
the integer n = (q − 1)/2. We only list one example for each value of q.
q n f(x)
11 5 5x8 + 5x7 + 5x6 + 4x4 + 2x3 + 5x2 + 9x+ 5
13 6 10x10 + 5x9 + 5x8 + 8x7 + 12x6 + 7x5 + 2x4 + 6x3 + 4x2 + 4x+ 3
17 8 7x14 + 13x13 + 3x12 + 14x9 + 10x8 + 5x7 + x6 + 6x5 + 2x4 + 2x3
+5x2 + 13x+ 3
19 9 14x16 + 13x15 + 5x14 + 12x13 + 9x12 + 11x11 + 3x10 + 8x9 + 10x8
+6x7 + 6x6 + 6x5 + 10x4 + 4x3 + 18x2 + 2x+ 4
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q n f(x)
23 11 14x20 + 18x19 + 21x18 + 4x16 + 11x15 + 18x13 + 21x12 + 11x11 + 19x10
+5x9 + 6x8 + 9x6 + 4x5 + 3x3 + 11x2 + 3
25 12 u16x22 + u9x21 + u9x20 + u15x19 + u16x18 + u8x17 + u17x16
+u7x15 + u20x14 + u17x13 + u5x12 + u5x11 + 4x10 + u11x9
+u8x8 + u9x7 + u8x5 + u4x4 + u13x3 + u9x2 + u8x+ u
27 13 ux24 + u21x23 + ux22 + u25x21 + u8x20 + u5x19 + u23x18
+u20x17 + 2x16 + u22x15 + u6x14 + 2x13 + u14x11 + u2x10
+u12x9 + u20x8 + u9x7 + u10x6 + u12x5 + u2x4 + 2x3
+u7x2 + u25x+ u2
29 14 15x26 + 26x23 + 25x22 + 13x21 + 6x20 + 5x19 + 9x18 + 24x17 + 19x16
+16x15 + 3x14 + 7x13 + 3x12 + 23x11 + 15x10 + 24x9 + 25x8 + 19x7
+8x6 + 28x5 + 9x4 + 6x3 + 23x+ 4
4.2 Complete mapping polynomials in P (2)q,4
For n = 4 we list examples of complete mapping polynomials in P(2)q,4 for q ≡ 1 mod 3,
obtained by Theorem 2.31, i.e.,
f(x) =
(((( α3
(1 + α)2
x
)q−2
+ c
)q−2
+
1
αc
)q−2
− αc
1 + α
)q−2
,
where q ≡ 1 mod 3, α ∈ Fq is a root of x2 + x+ 1 and c ∈ F∗q is arbitrary.
In the Tables 4.2 and 4.3, the first column gives the value of q, the second column
gives the values for the root α and the coefficient c ∈ F∗q. The last column gives
the complete mapping polynomial f(x) mod xq − x corresponding to α and c. The
examples illustrate that the reduced degree of f(x) is always large compared to q,
in fact in the table below, all the examples have reduced degree q − 3, the largest
possible degree. We note that in the table the coefficient c was randomly picked from
the nonzero elements of Fq. From our data for other values of c, it seems that the
polynomials do not substantially differ, in terms of degree or weight. For this reason
we only listed one complete mapping polynomial for each prime, although different
choices for c ∈ F∗q do give different polynomials.
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4.3 Complete mapping polynomials in P (2)q,5
For n = 5 we list examples of complete mapping polynomials in P(2)q,5 for q ≡ 1 mod 4,
obtained by Theorem 2.33, i.e.,
f(x) =
(((((− (α + 1)2
αc2
x
)q−2
+ c
)q−2
+
1
αc
)q−2
− (2α + 1)αc
(α + 1)2
)q−2
+
(α + 1)2
α2c
)q−2
where α ∈ Fq is a root of H5(x) = 2x2 + 2x+ 1 and c ∈ F∗q is arbitrary.
In the Tables 4.4 and 4.5, the first column gives the value of q, the second column
gives the values for the root α and the coefficient c ∈ F∗q, and the last column gives
the complete mapping polynomial f(x) mod xq − x corresponding to α and c. The
examples illustrate that the reduced degree of f(x) is always large compared to q, in
fact in the table below, all the examples have reduced degree q − 4.
4.4 Complete mapping polynomials in P (2)q,6
For n = 6 we list examples of complete mapping polynomials in P(2)q,6 for p = 5 or
p ≡ ±1 mod 10 and q = ps where q is a square, obtained by Theorem 2.35 and
Corollary 2.36, in case q is not a prime, i.e.,
f(x) = P6
(
α5
(α + 1)4
, c,
1
cα
,
c
1 + α
,
1
cα
,− cα
1 + α
;x
)
∈ P(2)q,6
where α ∈ Fq is a root of H6(x) = x4+2x3+4x2+3x+1 and c ∈ F∗q is arbitrary. In the
Tables 4.6 and 4.7, the first column gives the value of q, the second column gives the
values for the root α and the coefficient c ∈ F∗q, and the last column gives the complete
mapping polynomial f(x) mod xq− x corresponding to α and c. Again, the examples
illustrate that the reduced degree of f(x) is always large compared to q, in fact in the
table below, all the examples have reduced degree q− 5, except the trivial example for
q = 5.
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Table 4.2. Examples of complete mapping polynomials in the class Pp,4 where p is a
prime, p ≤ 61, p = 3 or p ≡ 1 mod 3.
p [α, c] f(x)
3 [1, 1] x1
7 [2, 3] 6x4 + 4x3 + x2
13 [3, 3] x10 + 2x9 + 7x8 + 7x7 + 9x6 + x4 + 2x3 + 7x2 + 10x
19 [7, 12] 18x16 + 6x15 + 14x14 + 15x13 + 8x12 + 18x10 + 6x9 + 14x8 + 15x7
+8x6 + 18x4 + 6x3 + 14x2 + 3x
31 [5, 14] 2x28 + 25x27 + 12x26 + 13x25 + 18x24 + 8x22 + 7x21 + 17x20 + 21x19
+10x18 + x16 + 28x15 + 6x14 + 22x13 + 9x12 + 4x10 + 19x9 + 24x8
+26x7 + 5x6 + 16x4 + 14x3 + 3x2 + 16x
37 [10, 27] 36x34 + 9x33 + 20x32 + 21x31 + 11x30 + 36x28 + 9x27 + 20x26 + 21x25
+11x24 + 36x22 + 9x21 + 20x20 + 21x19 + 11x18 + 36x16 + 9x15 + 20x14
+21x13 + 11x12 + 36x10 + 9x9 + 20x8 + 21x7 + 11x6 + 36x4 + 9x3
+20x2 + 31x
43 [6, 27] 39x40 + 29x39 + 39x38 + 36x37 + 42x36 + 22x34 + 34x33 + 22x32 + 17x31
+27x30 + 8x28 + 28x27 + 8x26 + 14x25 + 2x24 + 42x22 + 18x21 + 42x20
+9x19 + 32x18 + 27x16 + 30x15 + 27x14 + 15x13 + 39x12 + 2x10 + 7x9
+2x8 + 25x7 + 22x6 + 32x4 + 26x3 + 32x2 + 19x
61 [13, 16] 34x58 + 57x57 + 35x56 + 41x55 + 57x54 + 20x52 + 12x51 + 17x50 + 60x49
+12x48 + x46 + 25x45 + 10x44 + 3x43 + 25x42 + 58x40 + 47x39 + 31x38
+52x37 + 47x36 + 9x34 + 42x33 + 29x32 + 27x31 + 42x30 + 34x28 + 57x27
+35x26 + 41x25 + 57x24 + 20x22 + 12x21 + 17x20 + 60x19 + 12x18 + x16
+25x15 + 10x14 + 3x13 + 25x12 + 58x10 + 47x9 + 31x8 + 52x7 + 47x6
+9x4 + 42x3 + 29x2 + 40x
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Table 4.3. Examples of complete mapping polynomials in the class Pq,4 where q is a
prime power, and q is not a prime, q ≤ 121, q = 3s or q ≡ 1 mod 3.
q [α, c] f(x)
9 [1, u7] u3x6 + u5x4 + u7x2 + 1x
25 [u8, u10] 3x22 + u23x21 + u16x20 + u15x19 + u2x18 + 2x16 + u11x15 + u4x14 + u3x13
+u14x12 + 3x10 + u23x9 + u16x8 + u15x7 + u2x6 + 2x4 + u11x3 + u4x2
+u17x
27 [1, u2] u20x24 + u16x22 + u12x20 + u8x18 + u4x16 + x14 + u22x12 + u18x10
+u14x8 + u10x6 + u6x4 + u2x2 + 1x
49 [2, u31] u3x46 + u36x45 + u29x44 + u46x43 + u23x42 + u9x40 + u42x39 + u35x38
+u4x37 + u29x36 + u15x34 + x33 + u41x32 + u10x31 + u35x30 + u21x28
+u6x27 + u47x26 + 2x25 + u41x24 + u27x22 + u12x21 + u5x20 + u22x19
+u47x18 + u33x16 + u18x15 + u11x14 + u28x13 + u5x12 + u39x10 + 6x9
+u17x8 + u34x7 + u11x6 + u45x4 + u30x3 + u23x2
81 [1, u56] u72x78 + 2x76 + u8x74 + u56x72 + u24x70 + u72x68 + 2x66 + u8x64 + u56x62
+u24x60 + u72x58 + 2x56 + u8x54 + u56x52 + u24x50 + u72x48 + 2x46
+u8x44 + u56x42 + u24x40 + u72x38 + 2x36 + u8x34 + u56x32 + u24x30
+u72x28 + 2x26 + u8x24 + u56x22 + u24x20 + u72x18 + 2x16 + u8x14 + u56x12
+u24x10 + u72x8 + 2x6 + u8x4 + u56x2 + 1x
121 [u40, 7] 6x118 + u102x117 + 2x116 + u114x115 + 2x114 + 7x112 + u78x111 + 6x110 + u90x109
+6x108 + 10x106 + u54x105 + 7x104 + u66x103 + 7x102 + 8x100 + u30x99 + 10x98
+u42x97 + 10x96 + 2x94 + u6x93 + 8x92 + u18x91 + 8x90 + 6x88 + u102x87
+2x86 + u114x85 + 2x84 + 7x82 + u78x81 + 6x80 + u90x79 + 6x78 + 10x76 + u54x75
+7x74 + u66x73 + 7x72 + 8x70 + u30x69 + 10x68 + u42x67 + 10x66 + 2x64 + u6x63
+8x62 + u18x61 + 8x60 + 6x58 + u102x57 + 2x56 + u114x55 + 2x54 + 7x52 + u78x51
+6x50 + u90x49 + 6x48 + 10x46 + u54x45 + 7x44 + u66x43 + 7x42 + 8x40 + u30x39
+10x38 + u42x37 + 10x36 + 2x34 + u6x33 + 8x32 + u18x31 + 8x30 + 6x28 + u102x27
+2x26 + u114x25 + 2x24 + 7x22 + u78x21 + 6x20 + u90x19 + 6x18 + 10x16 + u54x15
+7x14 + u66x13 + 7x12 + 8x10 + u30x9 + 10x8 + u42x7 + 10x6 + 2x4 + u6x3
+8x2 + u37x
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Table 4.4. Examples of complete mapping polynomials in the class Pp,5 where p is a
prime, p ≤ 61, p ≡ 1 mod 4.
p [α, c] f(x)
5 [1, 4] 3x1
13 [2, 1] 7x9 + 2x8 + 5x7 + 10x6 + 5x5 + 6x4 + 8x3 + 3x2 + 3x
17 [6, 9] 16x13 + 15x12 + 6x11 + 6x10 + 2x9 + 15x8 + 13x7 + 13x6 + 14x5
+15x4 + 7x3 + 7x2
29 [8, 4] 8x25 + 12x24 + 4x23 + 3x22 + 10x21 + 26x20 + 21x19 + 23x18 + 20x17
+8x16 + 7x15 + 27x14 + 10x13 + 27x12 + 4x11 + 3x10 + 22x9 + 15x8
+27x7 + 13x6 + 6x5 + 18x4 + 24x3 + 18x2 + 19x
37 [15, 14] 19x33 + 28x32 + 18x31 + 23x30 + 32x29 + 3x28 + 14x27 + 22x26 + 10x25
+36x24 + 34x23 + 27x22 + 21x21 + 25x20 + 33x19 + 36x18 + 31x17 + 4x16
+4x15 + x14 + 36x13 + 11x12 + 3x11 + 10x10 + 34x9 + 21x8 + 23x7
+15x6 + 11x5 + 30x4 + 19x3 + 14x2 + 6x
41 [4, 2] 2x37 + 16x36 + 39x35 + 33x34 + 4x33 + 37x32 + 26x31 + 22x30 + 39x29
+x28 + 22x27 + 6x26 + 3x25 + 10x24 + 36x23 + 21x22 + 34x21 + 18x20
+2x17 + 16x16 + 39x15 + 33x14 + 4x13 + 37x12 + 26x11 + 22x10 + 39x9
+x8 + 22x7 + 6x6 + 3x5 + 10x4 + 36x3 + 21x2 + 38x
53 [11, 38] 19x49 + 26x48 + 32x47 + 47x46 + 3x45 + 26x44 + 24x43 + 22x42 + 7x41
+26x40 + 26x39 + 15x38 + 6x37 + 26x36 + 52x35 + 30x34 + 46x33 + 26x32
+19x31 + 13x30 + 36x29 + 26x28 + 14x27 + 4x26 + 12x25 + 26x24 + 2x23
+46x22 + 18x21 + 26x20 + 5x19 + 9x18 + 43x17 + 26x16 + 44x15 + 5x14
+50x13 + 26x12 + 21x11 + 6x10 + 35x9 + 26x8 + 40x7 + 19x6 + 52x5
+26x4 + 22x3 + 29x2 + 19x
61 [5, 42] 2x57 + 31x56 + 22x55 + 18x54 + 31x53 + 17x52 + 12x51 + 32x50 + 57x49
+29x48 + 15x47 + 40x46 + 12x45 + 10x44 + 38x43 + 20x42 + 4x41 + 35x40
+58x39 + 53x38 + 32x37 + 31x36 + 17x35 + 25x34 + 20x33 + 17x32 + 24x31
+3x30 + 59x29 + 29x28 + 35x27 + 12x26 + 56x25 + 10x24 + 51x23 + 14x22
+57x21 + 35x20 + 39x19 + 43x18 + 39x17 + 31x16 + 26x15 + 49x14 + 52x13
+17x12 + 39x11 + 43x10 + 31x9 + 29x8 + 60x7 + 38x6 + 50x5 + 10x4
+52x3 + 37x2 + 52x
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Table 4.5. Examples of complete mapping polynomials in the class Pq,5 where q is a
prime power but not a prime, q ≤ 121, q ≡ 1 mod 4.
q [α, c] f(x)
9 [u5, u2] u2x5 + 2x4 + u6x3 + 2x2 + u5x
25 [1, 2] 2x21 + x20 + 2x17 + x16 + 2x13 + x12 + 2x9 + x8 + 2x5 + x4 + 3x
49 [u10, u22] u36x45 + u42x44 + 5x43 + u30x42 + u28x41 + u2x40 + 6x39 + u14x38 + u44x37
+u10x36 + 2x35 + u6x34 + u20x33 + u18x32 + 4x31 + u22x30 + u26x28 + 3x27
+u46x26 + u4x25 + u34x24 + u36x21 + u42x20 + 5x19 + u30x18 + u28x17
+u2x16 + 6x15 + u14x14 + u44x13 + u10x12 + 2x11 + u6x10 + u20x9 + u18x8
+4x7 + u22x6 + u26x4 + 3x3 + u46x2 + u3x
81 [u50, u11] u64x77 + u75x76 + u6x75 + u57x74 + u39x72 + u72x69 + u3x68 + u14x67
+u65x66 + u47x64 + x61 + u11x60 + u22x59 + u73x58 + u55x56 + u8x53
+u19x52 + u30x51 + ux50 + u63x48 + u16x45 + u27x44 + u38x43 + u9x42
+u71x40 + u24x37 + u35x36 + u46x35 + u17x34 + u79x32 + u32x29 + u43x28
+u54x27 + u25x26 + u7x24 + 2x21 + u51x20 + u62x19 + u33x18 + u15x16
+u48x13 + u59x12 + u70x11 + u41x10 + u23x8 + u56x5 + u67x4 + u78x3
+u49x2 + u50x
121 [u9, u79] u70x117 + u53x116 + 5x115 + u19x114 + u2x113 + u57x112 + u4x111 + u95x110
+u102x109 + u61x108 + u20x107 + u111x106 + u46x105 + u65x104 + 9x103 + u43x102
+u38x101 + u69x100 + u52x99 + u23x98 + u66x97 + u73x96 + u116x95 + u87x94
+u34x93 + u77x92 + 6x91 + u79x90 + u81x88 + u16x87 + u107x86 + u18x85
+u85x84 + u104x83 + u75x82 + u94x81 + u89x80 + u110x77 + u93x76 + u88x75
+u59x74 + u42x73 + u97x72 + u44x71 + u15x70 + u22x69 + u101x68 + 10x67
+u31x66 + u86x65 + u105x64 + u112x63 + u83x62 + u78x61 + u109x60 + u92x59
+u63x58 + u106x57 + u113x56 + 8x55 + u7x54 + u74x53 + u117x52 + u28x51
+u119x50 + ux48 + u56x47 + u27x46 + u58x45 + u5x44 + 4x43 + u115x42 + u14x41
+u9x40 + u30x37 + u13x36 + u8x35 + u99x34 + u82x33 + u17x32 + 7x31
+u55x30 + u62x29 + u21x28 + u100x27 + u71x26 + u6x25 + u25x24 + u32x23
+u3x22 + u118x21 + u29x20 + 2x19 + u103x18 + u26x17 + u33x16 + u76x15
+u47x14 + u114x13 + u37x12 + u68x11 + u39x10 + u41x8 + 3x7 + u67x6
+u98x5 + u45x4 + u64x3 + u35x2 + u37x
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Table 4.6. Examples of complete mapping polynomials in the class Pp,6 where p is a
prime, p ≤ 71.
p [α, c] f(x)
5 [2, 1] 2x1
11 [1, 7] 4x6 + 2x5 + 5x4 + 3x3 + 5x2 + 7x
31 [6, 16] 15x26 + 2x25 + 20x24 + 4x23 + 6x22 + 18x21 + 3x20 + 6x19 + 20x18
+7x16 + 20x15 + 19x14 + 28x13 + 11x12 + 18x11 + 26x10 + 25x9 + 11x8
+9x6 + 9x5 + 23x4 + 30x3 + 14x2 + 1x
41 [12, 19] 35x36 + 9x35 + 37x34 + 11x33 + 18x32 + 5x31 + 14x30 + 26x29 + 25x28
+3x26 + 28x25 + 4x24 + 34x23 + 37x22 + 5x20 + 38x19 + 5x18 + 4x16
+21x15 + 14x14 + 32x13 + 30x12 + 4x11 + 4x10 + 12x9 + 21x8 + 36x6
+2x5 + 6x4 + 9x3 + 11x2 + 21x
61 [6, 57] 57x56 + 52x55 + 58x54 + 6x53 + 42x52 + 49x51 + 6x50 + 6x49 + 21x48
+35x46 + 59x45 + 9x44 + 52x43 + 59x42 + 60x41 + 5x40 + 32x39 + 51x38
+19x36 + 34x35 + 29x34 + 51x33 + 52x32 + 24x30 + 46x29 + 39x28 + 18x26
+6x25 + 49x24 + 32x23 + 41x22 + 14x21 + 58x20 + 21x19 + 43x18 + 13x16
+44x15 + 18x14 + 26x13 + 60x12 + 34x11 + 14x10 + 17x9 + 29x8 + 41x6
+49x5 + 20x4 + 16x3 + 51x2 + 32x
71 [11, 5] 59x66 + 18x65 + 69x64 + 44x63 + 2x62 + 4x61 + 35x60 + 61x59 + 3x58
+30x56 + 65x55 + 15x54 + 60x53 + 35x52 + 40x51 + 36x50 + 60x49 + 53x48
+41x46 + 24x45 + 6x44 + 13x43 + 49x42 + 65x41 + 21x40 + 49x39 + 35x38
+18x36 + 2x35 + 25x34 + 24x33 + 14x32 + 33x31 + 63x30 + 21x29 + 15x28
+54x26 + 43x25 + 59x24 + 13x23 + 49x22 + 19x21 + 34x20 + 7x19 + 5x18
+19x16 + x15 + 8x14 + 48x13 + 28x12 + 6x11 + 38x10 + 15x9 + 31x8
+63x6 + 60x5 + 31x4 + 11x3 + 36x2 + 57x
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Table 4.7. Examples of complete mapping polynomials in the class Pq,6 where q is a
prime power but not a prime, q ≤ 121, p = 5 or p ≡ ±1 mod 10 and q = ps where q
is a square.
q [α, c] f(x)
25 [2, u20] u20x20 + 4x16 + u4x12 + u20x8 + 4x4 + 2x
81 [u2, u16] u60x76 + u19x75 + u17x73 + u56x72 + u15x71 + u14x70 + u13x69 + u12x68
+u10x66 + u9x65 + u48x64 + u7x63 + u46x62 + u4x60 + u43x59 + u42x58
+x56 + u78x54 + u75x51 + u33x49 + u32x48 + u69x45 + u68x44 + u67x43
+u26x42 + u25x41 + u64x40 + u60x36 + u19x35 + u17x33 + u56x32 + u15x31
+u14x30 + u13x29 + u12x28 + u10x26 + u9x25 + u48x24 + u7x23 + u46x22
+u4x20 + u43x19 + u42x18 + x16 + u78x14 + u75x11 + u33x9 + u32x8 + u69x5
+u68x4 + u67x3 + u26x2 + u18x
121 [1, u26] u74x116 + x115 + u94x114 + u80x113 + u90x112 + u88x111 + u74x110 + u54x106
+u100x105 + u74x104 + 10x103 + u70x102 + u68x101 + u54x100 + u34x96 + u80x95
+u54x94 + u40x93 + u50x92 + 5x91 + u34x90 + u14x86 + 10x85 + u34x84 + u20x83
+u30x82 + u28x81 + u14x80 + u114x76 + u40x75 + u14x74 + x73 + u10x72
+u8x71 + u114x70 + u94x66 + u20x65 + u114x64 + u100x63 + u110x62 + 6x61
+u94x60 + u74x56 + x55 + u94x54 + u80x53 + u90x52 + u88x51 + u74x50
+u54x46 + u100x45 + u74x44 + 10x43 + u70x42 + u68x41 + u54x40 + u34x36
+u80x35 + u54x34 + u40x33 + u50x32 + 5x31 + u34x30 + u14x26 + 10x25 + u34x24
+u20x23 + u30x22 + u28x21 + u14x20 + u114x16 + u40x15 + u14x14 + x13
+u10x12 + u8x11 + u114x10 + u94x6 + u20x5 + u114x4 + u100x3 + u110x2
+7x
73
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