


















Measurement of the B0
s





(φpi−)X Decays in pp Collisions at
√
s = 1.96 TeV
T. Aaltonen,21 B. A´lvarez Gonza´lezv,9 S. Amerio,41 D. Amidei,32 A. Anastassov,36 A. Annovi,17 J. Antos,12
G. Apollinari,15 J.A. Appel,15 A. Apresyan,46 T. Arisawa,56 A. Artikov,13 J. Asaadi,51 W. Ashmanskas,15
B. Auerbach,59 A. Aurisano,51 F. Azfar,40 W. Badgett,15 A. Barbaro-Galtieri,26 V.E. Barnes,46 B.A. Barnett,23
P. Barriacc,44 P. Bartos,12 M. Bauceaa,41 G. Bauer,30 F. Bedeschi,44 D. Beecher,28 S. Behari,23 G. Bellettinibb,44
J. Bellinger,58 D. Benjamin,14 A. Beretvas,15 A. Bhatti,48 M. Binkley∗,15 D. Biselloaa,41 I. Bizjakgg,28 K.R. Bland,5
B. Blumenfeld,23 A. Bocci,14 A. Bodek,47 D. Bortoletto,46 J. Boudreau,45 A. Boveia,11 B. Braua,15 L. Brigliadoriz,6
A. Brisuda,12 C. Bromberg,33 E. Brucken,21 M. Bucciantoniobb,44 J. Budagov,13 H.S. Budd,47 S. Budd,22
K. Burkett,15 G. Busettoaa,41 P. Bussey,19 A. Buzatu,31 C. Calancha,29 S. Camarda,4 M. Campanelli,33
M. Campbell,32 F. Canelli12,15 A. Canepa,43 B. Carls,22 D. Carlsmith,58 R. Carosi,44 S. Carrillok,16 S. Carron,15
B. Casal,9 M. Casarsa,15 A. Castroz,6 P. Catastini,15 D. Cauz,52 V. Cavalierecc,44 M. Cavalli-Sforza,4 A. Cerrif ,26
L. Cerritoq,28 Y.C. Chen,1 M. Chertok,7 G. Chiarelli,44 G. Chlachidze,15 F. Chlebana,15 K. Cho,25
D. Chokheli,13 J.P. Chou,20 W.H. Chung,58 Y.S. Chung,47 C.I. Ciobanu,42 M.A. Cioccicc,44 A. Clark,18
G. Compostellaaa,41 M.E. Convery,15 J. Conway,7 M.Corbo,42 M. Cordelli,17 C.A. Cox,7 D.J. Cox,7 F. Cresciolibb,44
C. Cuenca Almenar,59 J. Cuevasv,9 R. Culbertson,15 D. Dagenhart,15 N. d’Ascenzot,42 M. Datta,15 P. de Barbaro,47
S. De Cecco,49 A. Deisher,8, 26 G. De Lorenzo,4 M. Dell’Orsobb,44 C. Deluca,4 L. Demortier,48 J. Dengc,14
M. Deninno,6 F. Devoto,21 M. d’Erricoaa,41 A. Di Cantobb,44 B. Di Ruzza,44 J.R. Dittmann,5 M. D’Onofrio,27
S. Donatibb,44 P. Dong,15 T. Dorigo,41 K. Ebina,56 A. Elagin,51 A. Eppig,32 R. Erbacher,7 D. Errede,22 S. Errede,22
N. Ershaidaty,42 R. Eusebi,51 H.C. Fang,26 S. Farrington,40 M. Feindt,24 J.P. Fernandez,29 C. Ferrazzadd,44
R. Field,16 G. Flanaganr,46 R. Forrest,7 M.J. Frank,5 M. Franklin,20 J.C. Freeman,15 I. Furic,16 M. Gallinaro,48
J. Galyardt,10 J.E. Garcia,18 A.F. Garfinkel,46 P. Garosicc,44 H. Gerberich,22 E. Gerchtein,15 S. Giaguee,49
V. Giakoumopoulou,3 P. Giannetti,44 K. Gibson,45 C.M. Ginsburg,15 N. Giokaris,3 P. Giromini,17 M. Giunta,44
G. Giurgiu,23 V. Glagolev,13 D. Glenzinski,15 M. Gold,35 D. Goldin,51 N. Goldschmidt,16 A. Golossanov,15
G. Gomez,9 G. Gomez-Ceballos,30 M. Goncharov,30 O. Gonza´lez,29 I. Gorelov,35 A.T. Goshaw,14 K. Goulianos,48
A. Gresele,41 S. Grinstein,4 C. Grosso-Pilcher,11 R.C. Group,55 J. Guimaraes da Costa,20 Z. Gunay-Unalan,33
C. Haber,26 S.R. Hahn,15 E. Halkiadakis,50 A. Hamaguchi,39 J.Y. Han,47 F. Happacher,17 K. Hara,53 D. Hare,50
M. Hare,54 R.F. Harr,57 K. Hatakeyama,5 C. Hays,40 M. Heck,24 J. Heinrich,43 M. Herndon,58 S. Hewamanage,5
D. Hidas,50 A. Hocker,15 W. Hopkinsg,15 D. Horn,24 S. Hou,1 R.E. Hughes,37 M. Hurwitz,11 U. Husemann,59
N. Hussain,31 M. Hussein,33 J. Huston,33 G. Introzzi,44 M. Ioriee,49 A. Ivanovo,7 E. James,15 D. Jang,10
B. Jayatilaka,14 E.J. Jeon,25 M.K. Jha,6 S. Jindariani,15 W. Johnson,7 M. Jones,46 K.K. Joo,25 S.Y. Jun,10
T.R. Junk,15 T. Kamon,51 P.E. Karchin,57 Y. Katon,39 W. Ketchum,11 J. Keung,43 V. Khotilovich,51
B. Kilminster,15 D.H. Kim,25 H.S. Kim,25 H.W. Kim,25 J.E. Kim,25 M.J. Kim,17 S.B. Kim,25 S.H. Kim,53
Y.K. Kim,11 N. Kimura,56 M. Kirby,15 S. Klimenko,16 K. Kondo,56 D.J. Kong,25 J. Konigsberg,16 A.V. Kotwal,14
M. Kreps,24 J. Kroll,43 D. Krop,11 N. Krumnackl,5 M. Kruse,14 V. Krutelyovd,51 T. Kuhr,24 M. Kurata,53
S. Kwang,11 A.T. Laasanen,46 S. Lami,44 S. Lammel,15 M. Lancaster,28 R.L. Lander,7 K. Lannonu,37 A. Lath,50
G. Latinocc,44 I. Lazzizzera,41 T. LeCompte,2 E. Lee,51 H.S. Lee,11 J.S. Lee,25 S.W. Leew,51 S. Leobb,44
S. Leone,44 J.D. Lewis,15 C.-J. Lin,26 J. Linacre,40 M. Lindgren,15 E. Lipeles,43 A. Lister,18 D.O. Litvintsev,15
C. Liu,45 Q. Liu,46 T. Liu,15 S. Lockwitz,59 N.S. Lockyer,43 A. Loginov,59 D. Lucchesiaa,41 J. Lueck,24
P. Lujan,26 P. Lukens,15 G. Lungu,48 J. Lys,26 R. Lysak,12 R. Madrak,15 K. Maeshima,15 K. Makhoul,30
P. Maksimovic,23 S. Malik,48 G. Mancab,27 A. Manousakis-Katsikakis,3 F. Margaroli,46 C. Marino,24 M. Mart´ınez,4
R. Mart´ınez-Ballar´ın,29 P. Mastrandrea,49 M. Mathis,23 M.E. Mattson,57 P. Mazzanti,6 K.S. McFarland,47
P. McIntyre,51 R. McNultyi,27 A. Mehta,27 P. Mehtala,21 A. Menzione,44 C. Mesropian,48 T. Miao,15 D. Mietlicki,32
A. Mitra,1 H. Miyake,53 S. Moed,20 N. Moggi,6 M.N. Mondragonk,15 C.S. Moon,25 R. Moore,15 M.J. Morello,15
J. Morlock,24 P. Movilla Fernandez,15 J. Mu¨lmensta¨dt,26 A. Mukherjee,15 Th. Muller,24 P. Murat,15 M. Mussiniz ,6
J. Nachtmanm,15 Y. Nagai,53 J. Naganoma,56 I. Nakano,38 A. Napier,54 J. Nett,58 C. Neu,55 M.S. Neubauer,22
J. Nielsene,26 L. Nodulman,2 O. Norniella,22 E. Nurse,28 L. Oakes,40 S.H. Oh,14 Y.D. Oh,25 I. Oksuzian,55
T. Okusawa,39 R. Orava,21 L. Ortolan,4 S. Pagan Grisoaa,41 C. Pagliarone,52 E. Palenciaf ,9 V. Papadimitriou,15
2A.A. Paramonov,2 J. Patrick,15 G. Paulettaff ,52 M. Paulini,10 C. Paus,30 D.E. Pellett,7 A. Penzo,52 T.J. Phillips,14
G. Piacentino,44 E. Pianori,43 J. Pilot,37 K. Pitts,22 C. Plager,8 L. Pondrom,58 K. Potamianos,46 O. Poukhov∗,13
F. Prokoshinx,13 A. Pronko,15 F. Ptohosh,17 E. Pueschel,10 G. Punzibb,44 J. Pursley,58 A. Rahaman,45
V. Ramakrishnan,58 N. Ranjan,46 I. Redondo,29 P. Renton,40 M. Rescigno,49 F. Rimondiz,6 L. Ristori45,15
A. Robson,19 T. Rodrigo,9 T. Rodriguez,43 E. Rogers,22 S. Rolli,54 R. Roser,15 M. Rossi,52 F. Rubbo,15
F. Ruffinicc,44 A. Ruiz,9 J. Russ,10 V. Rusu,15 A. Safonov,51 W.K. Sakumoto,47 L. Santiff ,52 L. Sartori,44
K. Sato,53 V. Savelievt,42 A. Savoy-Navarro,42 P. Schlabach,15 A. Schmidt,24 E.E. Schmidt,15 M.P. Schmidt∗,59
M. Schmitt,36 T. Schwarz,7 L. Scodellaro,9 A. Scribanocc,44 F. Scuri,44 A. Sedov,46 S. Seidel,35 Y. Seiya,39
A. Semenov,13 F. Sforzabb,44 A. Sfyrla,22 S.Z. Shalhout,7 M.D. Shapiro,26 T. Shears,27 P.F. Shepard,45
M. Shimojimas,53 S. Shiraishi,11 M. Shochet,11 I. Shreyber,34 A. Simonenko,13 P. Sinervo,31 A. Sissakian∗,13
K. Sliwa,54 J.R. Smith,7 F.D. Snider,15 A. Soha,15 S. Somalwar,50 V. Sorin,4 P. Squillacioti,15 M. Stanitzki,59
R. St. Denis,19 B. Stelzer,31 O. Stelzer-Chilton,31 D. Stentz,36 J. Strologas,35 G.L. Strycker,32 Y. Sudo,53
A. Sukhanov,16 I. Suslov,13 K. Takemasa,53 Y. Takeuchi,53 J. Tang,11 M. Tecchio,32 P.K. Teng,1 J. Thomg,15
J. Thome,10 G.A. Thompson,22 E. Thomson,43 P. Ttito-Guzma´n,29 S. Tkaczyk,15 D. Toback,51 S. Tokar,12
K. Tollefson,33 T. Tomura,53 D. Tonelli,15 S. Torre,17 D. Torretta,15 P. Totaroff ,52 M. Trovatodd,44 Y. Tu,43
N. Turinicc,44 F. Ukegawa,53 S. Uozumi,25 A. Varganov,32 E. Vatagadd,44 F. Va´zquezk,16 G. Velev,15 C. Vellidis,3
M. Vidal,29 I. Vila,9 R. Vilar,9 M. Vogel,35 G. Volpibb,44 P. Wagner,43 R.L. Wagner,15 T. Wakisaka,39 R. Wallny,8
S.M. Wang,1 A. Warburton,31 D. Waters,28 M. Weinberger,51 W.C. Wester III,15 B. Whitehouse,54 D. Whitesonc,43
A.B. Wicklund,2 E. Wicklund,15 S. Wilbur,11 F. Wick,24 H.H. Williams,43 J.S. Wilson,37 P. Wilson,15 B.L. Winer,37
P. Wittichg,15 S. Wolbers,15 H. Wolfe,37 T. Wright,32 X. Wu,18 Z. Wu,5 K. Yamamoto,39 J. Yamaoka,14
T. Yang,15 U.K. Yangp,11 Y.C. Yang,25 W.-M. Yao,26 G.P. Yeh,15 K. Yim,15 J. Yoh,15 K. Yorita,56
T. Yoshidaj ,39 G.B. Yu,14 I. Yu,25 S.S. Yu,15 J.C. Yun,15 A. Zanetti,52 Y. Zeng,14 and S. Zucchelliz6
(CDF Collaboration†)
1Institute of Physics, Academia Sinica, Taipei, Taiwan 11529, Republic of China
2Argonne National Laboratory, Argonne, Illinois 60439, USA
3University of Athens, 157 71 Athens, Greece
4Institut de Fisica d’Altes Energies, Universitat Autonoma de Barcelona, E-08193, Bellaterra (Barcelona), Spain
5Baylor University, Waco, Texas 76798, USA
6Istituto Nazionale di Fisica Nucleare Bologna, zUniversity of Bologna, I-40127 Bologna, Italy
7University of California, Davis, Davis, California 95616, USA
8University of California, Los Angeles, Los Angeles, California 90024, USA
9Instituto de Fisica de Cantabria, CSIC-University of Cantabria, 39005 Santander, Spain
10Carnegie Mellon University, Pittsburgh, Pennsylvania 15213, USA
11Enrico Fermi Institute, University of Chicago, Chicago, Illinois 60637, USA
12Comenius University, 842 48 Bratislava, Slovakia; Institute of Experimental Physics, 040 01 Kosice, Slovakia
13Joint Institute for Nuclear Research, RU-141980 Dubna, Russia
14Duke University, Durham, North Carolina 27708, USA
15Fermi National Accelerator Laboratory, Batavia, Illinois 60510, USA
16University of Florida, Gainesville, Florida 32611, USA
17Laboratori Nazionali di Frascati, Istituto Nazionale di Fisica Nucleare, I-00044 Frascati, Italy
18University of Geneva, CH-1211 Geneva 4, Switzerland
19Glasgow University, Glasgow G12 8QQ, United Kingdom
20Harvard University, Cambridge, Massachusetts 02138, USA
21Division of High Energy Physics, Department of Physics,
University of Helsinki and Helsinki Institute of Physics, FIN-00014, Helsinki, Finland
22University of Illinois, Urbana, Illinois 61801, USA
23The Johns Hopkins University, Baltimore, Maryland 21218, USA
24Institut fu¨r Experimentelle Kernphysik, Karlsruhe Institute of Technology, D-76131 Karlsruhe, Germany
25Center for High Energy Physics: Kyungpook National University,
Daegu 702-701, Korea; Seoul National University, Seoul 151-742,
Korea; Sungkyunkwan University, Suwon 440-746,
Korea; Korea Institute of Science and Technology Information,
Daejeon 305-806, Korea; Chonnam National University, Gwangju 500-757,
Korea; Chonbuk National University, Jeonju 561-756, Korea
26Ernest Orlando Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
27University of Liverpool, Liverpool L69 7ZE, United Kingdom
28University College London, London WC1E 6BT, United Kingdom
29Centro de Investigaciones Energeticas Medioambientales y Tecnologicas, E-28040 Madrid, Spain
30Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
331Institute of Particle Physics: McGill University, Montre´al, Que´bec,
Canada H3A 2T8; Simon Fraser University, Burnaby, British Columbia,
Canada V5A 1S6; University of Toronto, Toronto, Ontario,
Canada M5S 1A7; and TRIUMF, Vancouver, British Columbia, Canada V6T 2A3
32University of Michigan, Ann Arbor, Michigan 48109, USA
33Michigan State University, East Lansing, Michigan 48824, USA
34Institution for Theoretical and Experimental Physics, ITEP, Moscow 117259, Russia
35University of New Mexico, Albuquerque, New Mexico 87131, USA
36Northwestern University, Evanston, Illinois 60208, USA
37The Ohio State University, Columbus, Ohio 43210, USA
38Okayama University, Okayama 700-8530, Japan
39Osaka City University, Osaka 588, Japan
40University of Oxford, Oxford OX1 3RH, United Kingdom
41Istituto Nazionale di Fisica Nucleare, Sezione di Padova-Trento, aaUniversity of Padova, I-35131 Padova, Italy
42LPNHE, Universite Pierre et Marie Curie/IN2P3-CNRS, UMR7585, Paris, F-75252 France
43University of Pennsylvania, Philadelphia, Pennsylvania 19104, USA
44Istituto Nazionale di Fisica Nucleare Pisa, bbUniversity of Pisa,
ccUniversity of Siena and ddScuola Normale Superiore, I-56127 Pisa, Italy
45University of Pittsburgh, Pittsburgh, Pennsylvania 15260, USA
46Purdue University, West Lafayette, Indiana 47907, USA
47University of Rochester, Rochester, New York 14627, USA
48The Rockefeller University, New York, New York 10065, USA
49Istituto Nazionale di Fisica Nucleare, Sezione di Roma 1,
eeSapienza Universita` di Roma, I-00185 Roma, Italy
50Rutgers University, Piscataway, New Jersey 08855, USA
51Texas A&M University, College Station, Texas 77843, USA
52Istituto Nazionale di Fisica Nucleare Trieste/Udine,
I-34100 Trieste, ffUniversity of Trieste/Udine, I-33100 Udine, Italy
53University of Tsukuba, Tsukuba, Ibaraki 305, Japan
54Tufts University, Medford, Massachusetts 02155, USA
55University of Virginia, Charlottesville, VA 22906, USA
56Waseda University, Tokyo 169, Japan
57Wayne State University, Detroit, Michigan 48201, USA
58University of Wisconsin, Madison, Wisconsin 53706, USA
59Yale University, New Haven, Connecticut 06520, USA




−)X decays in 1.3 fb−1 collected in pp collisions at
√
s = 1.96 TeV by the CDF II de-
tector at the Fermilab Tevatron. We measure τ (B0s) = 1.518 ± 0.041 (stat.)± 0.027 (syst.) ps. The
ratio of this result and the world average B0 lifetime yields τ (B0s)/τ (B
0) = 0.99± 0.03, which is in
agreement with recent theoretical predictions.
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4In the spectator model of heavy hadron decay, the life-
times of all b-hadrons are equal, independent of the fla-
vor of the lighter quarks bound to the b quark. Using
the heavy-quark expansion [1, 2] in the calculation of
the width, spectator quark interactions enter in higher
order (ΛQCD/mb)
3 terms where mb is the mass of the
b quark and ΛQCD is the energy scale of the QCD in-
teractions within the hadron. This leads to the lifetime
hierarchy τ(B0s )
∼= τ(B0) < τ(B+). Theoretical results
predict τ(B+)/τ(B0) = 1.06± 0.02 and τ(B0s )/τ(B0) =
1.00 ± 0.01 [3, 4]. The world averages for the corre-
sponding experimental numbers are 1.071 ± 0.009 and
0.965±0.017, respectively [5]. The precision of our knowl-
edge of the B0s lifetime is much less than for the B
0 and
B+ lifetimes, and therefore, a more precise measurement
would be useful, both in general and for comparison with
theoretical calculations. Such a measurement is espe-
cially warranted since the agreement on the lifetime ratio
between theory and experiment is only fair.
In this Letter, we present a measurement of the B0s life-
time in flavor-specific decay modes. The data come from
pp collisions at
√
s = 1.96 TeV at the Fermilab Tevatron.
This analysis is based on an integrated luminosity of 1.3
fb−1 collected by the CDF II detector between Febru-
ary 2002 and November 2006. This sample yields more
than 1100 fully-reconstructed B0s → D−s pi+ candidates
with D−s → φpi− and φ → K+K− after online and of-
fline selection [6]. In addition, the sample reconstructed
as B0s → D−s pi+ includes partially-reconstructed (PR) B0s
candidates that are used in this lifetime measurement and
more than double the number of B0s candidates available
for analysis. One such PR decay is B0s → D−s ρ+ with
ρ+ → pi+pi0 where the pi0 is not reconstructed. The in-
clusion of PR decays introduces an uncertainty in the
momentum measurement of a given candidate. However,
a correction to the proper decay time has been estimated,
and the total uncertainty on the lifetime measurement is
improved by the use of the PR final states.
The CDF II detector is described in detail in Ref. [7].
The detector elements relevant for this analysis are the
silicon vertex detectors [8–10] and the central drift cham-
ber (COT) [11]. The silicon detectors consist of 7 or 8
layers of microstrip silicon sensors covering the pseudo-
rapidity [12] range |η| < 2.0. The COT is an open cell
drift chamber covering |η| < 1.0. Both the COT and
silicon vertex detectors are immersed in a uniform 1.4
T axial magnetic field with the field axis parallel to the
proton beam.
A data sample enriched in hadronic B decays is se-
lected with a three-level trigger system that searches for
tracks displaced from the primary vertex. At level 1, pat-
terns of hits in the COT are identified as tracks by the
extremely fast tracker (XFT) [13]. At level 2, the sili-
con vertex trigger [14] associates a set of silicon hits with
the XFT tracks and improves track measurement preci-
sion. The trigger requires each event to contain a pair of
charged particle tracks, each having transverse momen-
tum pT ≥ 2 GeV/c and transverse impact parameter d0
in the range d0 ∈ [120 µm, 1 mm], where d0 is defined
as the distance of closest approach between the particle
trajectory and the beamline, measured in the transverse
plane. The opening angle between the tracks’ trajecto-
ries (∆φ in the plane transverse to the beam) must be be-
tween 2◦ and 90◦, and their intersection must be at least
200 µm from the interaction point, as measured in the
plane transverse to the beam direction. At level 3 track
reconstruction is performed entirely in software, with the
full precision of the tracking system available, and the
level 1 and 2 requirements are confirmed. These trigger
requirements preferentially select events containing long-
lived particles and sculpt the proper time distribution of
the particles that are accepted for analysis. CDF also em-
ploys two more restrictive triggers that require the tracks
in the trigger pair to have opposite charges, individual
pT ≥ 2(2.5) GeV/c, and the scalar sum pT ≥ 5.5(6.5)
GeV/c.
We reconstruct B0s → D−s pi+ candidates (where B0s
and D−s imply B
0
s candidates and D
−
s candidates)
by first identifying D−s → φ(K−K+)pi− from tracks
with pT > 350 MeV/c using the invariant mass re-
quirements |m(K−K+)− 1020.5| < 7.5 MeV/c2 and
|m(K−K+pi−)− 1968.3| < 20 MeV/c2. The D−s daugh-
ter tracks must satisfy a three-dimensional vertex fit. We
then combine each D−s with a positively charged track
with pT > 1.0 GeV/c to form a B
0
s → D−s pi+ candi-
date and require the pair to satisfy an additional three-
dimensional vertex fit. We do not constrain the mass of
the φ or D−s in this fit. The decay length of the B
0
s is
measured with respect to the event’s primary vertex and
must satisfy requirements on the following quantities: the
decay length of the B0s projected along the transverse
momentum, Lxy(B
0





s ) > 5; the transverse distance between
the B0s and D
−
s decay points is greater than 0; the trans-
verse impact parameter of the B0s ,
∣∣d0(B0s )∣∣ < 60 µm;
and the significance of the longitudinal impact param-
eter,
∣∣z0(B0s )/σz0(B0s )∣∣ < 3. Both fits for the B0s and
D−s vertices must have reasonable goodness-of-fit values
when considering only the track parameters measured in
the transverse plane.
To further separate B0s mesons from backgrounds with
similar topologies, we require the transverse momen-
tum of the B0s , pT (B
0
s ) > 5.5 GeV/c, and the an-
gular separation between the D−s and the pi from the
B0s , ∆R(D
−
s , piB) =
√
(∆η)2 + (∆φ)2 < 1.5. We re-
quire the isolation of the B0s to be greater than 0.5, de-
fined as pT (B
0
s ) divided by the scalar sum of the trans-
verse momenta of all the tracks in a cone of ∆R < 1
around the B0s . We tighten the requirement on the
mass of the D−s (|m− 1968.3| < 12 MeV/c2) and veto
D−s candidates consistent with D
∗− → D0pi− where the
D0 decays to K+pi−pi0. The D∗ veto is accomplished
by taking the D−s daughter tracks (K
−K+pi−), assign-
ing the pion mass to the negative kaon, and requiring
∆m = m(K+pi−pi−) − m(K+pi−) > 180 MeV/c2. We
also require that the decay contain two reconstructed
5tracks satisfying the level 2 trigger requirements.
The simulated data samples used in this analysis con-
sist of single b-hadrons generated by bgenerator [15,
16] with pT spectra consistent with NLO QCD and de-
cayed with evtgen [17]. Full detector and trigger sim-
ulations are performed. The simulated B candidates are
reconstructed with the same procedure and the same se-
lection as the data candidates. We reweight the simu-
lated sample to match the data distributions for pT (B)
and trigger scenario mixture.
The lifetime of the B0s meson is determined from two
sequential fits. The first is a fit to the invariant mass
distribution of candidates reconstructed as D−s pi
+ used
to determine the fractions of the total number of events
found in the various decay modes. These fractions are
then used as fixed inputs in the second fit to the proper
decay time distributions of the B0s . The uncertainties
on the fractions returned by the mass fit are treated as
sources of systematic uncertainty.
The mass fit is an unbinned maximum likelihood fit
to the invariant mass of the candidate reconstructed as
D−s pi
+ with mrecB ∈ [4.85,6.45] GeV/c2. The mass fit
components can be characterized as coming from one of
three possible sources: single b-hadrons, real-D−s +track
background, and fake-D−s +track background. The mass
probability distribution functions (PDFs) for single b-
hadrons were obtained from simulation, with an addi-
tional small shift and resolution smearing to bring the
simulated B0s -peak central value and width into agree-
ment with data. The single-b modes were separated in
the fit as follows: B0s → D−s pi+(nγ), B0s → D±s K∓,
B0s → D−s ρ+, B0s → D−∗s pi+, B0s → D−(∗)s X , B0/B− →
D−X , B0 → D−(∗)s pi+ + D−(∗)s K+, and Λb → ΛcX .
The D±s K
∓/D−s pi
+ ratio was constrained to the results
of Ref. [18].
Real-D−s +track backgrounds consist of a real D
−
s , pro-
duced promptly or from a b-hadron decay, plus an ad-
ditional track produced in the event. The mass PDF
for these events is obtained from an auxiliary fit to the
wrong-sign sample, which consists of data events recon-
structed as D−s pi
− and sideband subtracted in the D−s
mass. The mass PDF for the fake-D−s +track background
is obtained from an auxiliary fit to the D−s sidebands.
The results of the mass fit are shown in Fig. 1 with
various modes combined for plotting only. The real-
D−s +track background and fake-D
−
s +track background
components are drawn together as the “combinatorial
background”.
For the lifetime fit, the variable of interest is the proper
decay time, defined as ct ≡ (Lxy(B0s )·mrecB )/pT (B0s ). The
reconstructed mass mrecB is used instead of the world av-
erage B0s mass. A salient feature of this analysis is the
treatment of partially-reconstructed B0s mesons as sig-
nal events that contribute to the lifetime measurement.







s ) are extracted from candidates that are miss-
ing particles after reconstruction or have the wrong mass
assignment for a daughter particle, a multiplicative cor-
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FIG. 1: Mass distribution for candidates reconstructed as
B0s → D−s pi+ with fit projections overlaid.











s ) ·mrecB · cos θPR
]
where θPR is the angle in the x−y plane between the true
momentum of the B0s and the momentum of the partially-
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choice of ct definition forces the K factor distributions
to be centered near K = 1 with widths of a few percent.
The K factor distributions are determined with simula-
tion.
The lifetime of the B0s meson is determined from an un-
binned likelihood fit to the B0s candidates with invariant
masses in the range [5.00, 5.45] GeV/c2. There are three
main types of lifetime fit components that will be de-
scribed in the following paragraphs: fully-reconstructed
B0s , partially-reconstructed B
0
s , and backgrounds. The
treatment of each component depends on its decay struc-
ture and whether it can provide information about the
B0s lifetime.
Fully-reconstructed (FR) modes where all of the B0s
daughter particles are included with the correct mass as-
signment in the construction of the B0s candidate are the
first type of lifetime fit component. The only FR mode
in this analysis is the D−s pi
+. The core functional form
of the FR PDF is an exponential with decay constant















A multiplicative “efficiency curve” accounts for the trig-




Ni · (ct− βi)2 · e
−ct
τi · θ(βi)
The shape parameters (σ, βi, Ni and τi) of the PDF
are determined in a fit to a simulated B0s sample where
the lifetime used for generation is known. All the pa-
rameters for the PDF are then fixed and only τ(B0s ) is
varied in the final fit to the data. As we depend on the
simulation of the displaced-track trigger, we use a data
sample of J/ψ → µ+µ− decays collected with a di-muon
trigger to assess the accuracy of this assumption and as-
sign a “trigger simulation” systematic uncertainty based
on these studies. The partially-reconstructed, photos-
modeled D−s pi(nγ) decays [19] are combined with the FR
D−s pi, as the momentum carried by the photon is small
and their lifetime distribution is extremely close to the
FR one. This simplification is considered as a possible
source of systematic uncertainty.
Partially-reconstructed modes either neglect B0s
daughter particles in the construction of the B0s candi-
date or assign them an incorrect mass. B0s → D−s K+,
D−s ρ
+, D∗−s pi
+, and other decay modes partially recon-
structed under the D−s pi
+ hypothesis can also contribute
to the B0s lifetime measurement. The PR PDF is similar
to the FR PDF of Eq. (1) with an additional convolution
with the K factor distribution for each mode. There are
separate efficiency curve parameters for each mode, again
determined from fits to simulated events.
The backgrounds in the lifetime fit can either come
from decays of b-hadrons other than the B0s (e.g.,
B0/B− → D−X , B0 → D−s X , and Λb → ΛcX), or
they can come from real-D−s +track and fake-D
−
s +track
combinations. The PDFs for the former modes are de-
rived from fits to simulated B0, B− and Λb samples,
while the ones for the latter combinatorial backgrounds
come from the two proxies available: the B0s upper side-
band taken from the mrecB interval [5.7, 6.4] GeV/c
2 and
the D−s sidebands. The D
−
s sidebands are taken from
the mrecB interval [5.0, 5.45] GeV/c
2 and the mrecD in-
terval [1.924,1.939]
⋃
[1.999,2.014] GeV/c2. Both prox-
ies contain a mixture of fake D−s +track events and real
D−s +track events, where a real D
−
s can be poorly recon-
structed. All the background shape parameters are fixed
in the final lifetime fit.
The analysis procedure was tested extensively on three
control samples: B0 → D−pi+ with D− → K+pi−pi−,
B0 → D∗−pi+ with D∗− → D0pi− and D0 → K+pi−,
and B+ → D0pi+ with D0 → K+pi− before perform-
ing the B0s fits. Furthermore, the lifetime fit of the B
0
s
was performed using a blind approach, i.e. by determin-
ing the statistical and systematic uncertainties without
knowledge of the fit result itself. Good agreement with
the world average values [5] of the B0 and B+ lifetimes
was found.
The lifetime of τ(B0s ) = 1.518 ± 0.041 (stat.) ps is
obtained from the full fit. The fit results are plotted in
Fig. 2. The results of the fits performed separately in the
FR mass region (1.456 ± 0.067 ps) and PR mass region
(1.544 ± 0.051 ps) agree with each other at a level of 1.0
σ.
FIG. 2: Distribution of ct for candidates reconstructed as
B0s → D−s (φpi−)pi+ with fit projection overlaid.
TABLE I: Summary of sources of systematic uncertainty for
the B0s → D−s (φpi−)X lifetime fit. The total uncertainty is
calculated assuming the individual contributions are uncorre-
lated.
Description Value (ps)
Background modeling and fractions 0.019
Fixed single-b background ct 0.003
Reweighting for pT and trigger 0.012
Lifetime contribution of Dpi radiative tail 0.002
Efficiency curve parameterization 0.002
Trigger simulation 0.014
Impact parameter correlation 0.003
Detector alignment 0.003
Total systematic uncertainty 0.027
We use a Monte Carlo technique to assess the system-
atic uncertainties. For each source of systematic uncer-
tainty, we generate 1000 simulated experiments with the
number of events in each experiment Poisson-distributed
around the number of events in data. The simulated ex-
periments are generated with a non-standard lifetime fit
configuration (where the PDFs or numbers of events in
the various modes are modified to account for the system-
atic effect) and fit with the default configuration. The
mean biases returned from the fits to the simulated ex-
periments (τret − τgen) are used to set the size of the
7systematic uncertainties. We consider several sources of
systematic uncertainty: combinatorial background frac-
tion, modeling of backgrounds from single b-hadron de-
cays, effect of reweighting the full simulations to match
the data, modeling of the trigger bias as a function of
ct, oﬄine-online impact parameter correlation, accuracy
of the trigger simulation in Monte Carlo, and detector
alignment. Table I contains the final list of systematic
uncertainties for this measurement. The largest contri-
bution comes from the uncertainty on the total amount of
combinatorial background and the amount of promptly
produced real-D−s background.
The displaced-track trigger, in addition to modifying
the accepted decay length distribution from a simple ex-
ponential to the form in Eq. (1), alters the expected
mixture of mass eigenstates B0s,L and B
0
s,H in the flavor-
specific B0s → D−s pi+ decay by preferentially selecting the
longer lived B0s,H . The size of the imbalance can be cal-
culated using the parameters of the efficiency curve and
the world average of 1/Γ = 1.47 ps [5]. Our result can be
corrected back to a flavor-specific lifetime measurement
with δτ(B0s ) = −0.11 (∆Γ/Γ)2 ps. Given the world av-
erage ∆Γ/Γ = 0.092+0.051−0.054 [5], the correction would be
smaller than our statistical and systematic uncertainties.
Therefore, we do not correct the central value or assess
an additional systematic uncertainty.
In summary we have measured the B0s lifetime using
both fully reconstructedB0s → D−s (φpi−)pi+ and partially
reconstructed B0s → D−s (φpi−)X decay modes, in a sam-
ple with 1.3 fb−1 of integrated luminosity. We measure
τ(B0s ) = 1.518± 0.041 (stat.)± 0.027 (syst.) ps, which is
consistent with theoretical expectations [3, 4].
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