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1. INTRODUCTION
In this paper, we study certain nonlinear functional differential equa-
tions with variable lags. We assume that the lags vanish at the origin
which, for example, is the case for the pantograph equation introduced in
w x9 . A neutral differential equation of the form
u9 t s Au t q Bu pt q Cu9 pt .  .  .  .
1 .
u 0 s x , . 0
 .where A, B, C are complex matrices and p g 0, 1 is known as a
w xgeneralised pantograph equation and it is investigated in detail in 4 . In
w x5 , existence, uniqueness, and asymptotic stability of the solutions of the
system
` `
u9 t s Au t q B u p t q C u9 q t , .  .  .  . i i i i
is1 is1 2 .
u 0 s x . 0
are studied. Stability and asymptotic stability results for the nonlinear
problem
u9 t s F t , u t , u p t , u9 p t .  .  .  . .  . .
3 .
u 0 s x , . 0
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w . m m m mwhere F: 0, ` = C = C = C ª C satisfies a Lipschitz condition
w . w .  .and p: 0, ` ª 0, ` is a continuous function with p t F t, is analysed in
w x w x7 . In 6 the pantograph integro-differential equation
1 1
u9 t s ay t q u qt dm q q u9 qt dn q , .  .  .  .  .  .H H
0 0
u 0 s x 4 .  .0
 . w xis studied. In 4 , m, n : 0, 1 ª C are functions of bounded variation and
the integrals are understood in the Riemann]Steiltjes sense.
 .The existence of monotonic and oscillatory solutions of 1 is investi-
w xgated in 8 . The existence of solutions to the boundary value problem
u9 t s F t , u t , u p t , . . . , u p t , u9 q t , . . . , u9 q t , .  .  .  .  .  . .  . .  . /1 N 1 N1 2
wt g t , t , 5 ..0 1
P u t q lim Q u t s x , .  .0 0
tªt1
w . 3m mwhere F: t , t = R ª R is a continuous function satisfying certain0 1
w xgrowth conditions, is obtained in 11 .
The following initial value problems constitute the subject matter of the
present paper:
I.
u9 t s F t , u t , u p t , . . . u p t , u9 q t , .  .  .  .  . .  . . 1 N 11
u9 q t , . . . u9 q t , t G 0, 6 .  .  . .  . /2 N2
u 0 s x . 0
w . w .Here p : 0, ` ª 0, ` , i s 1, 2, . . . , N , are continuous functions suchi 1
 . w . w .that p t F t, q : 0, ` ª 0, ` , j s 1, 2, . . . , N , are smooth functionsi j 2
 .such that q t - t, t ) 0, with derivatives bounded away from zero andj
F: C mq m N1qm N2 ª C m is continuous.
II.
`
w xu9 t s A t u t q B t S u t , u 0 s x . 7 .  .  .  .  .  .  . i i 0
is1
Here, A, B , i s 1, 2, . . . , `, are complex matrix-valued continuous func-i
w . w . m. w . m.tions defined on 0, ` and S : C 0, ` ; C ª C 0, ` ; C are operatorsi
5w x .5 w x4 5  .5 w x4satisfying sup S u t : t g 0, t F j sup u t : t g 0, t with j G 0i i i
 4and sup j : i g N - `.i
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 .The hypothesis on S is motivated by the case of pantograph equation 1
 .and the pantograph integro-differential equation 4 .
III.
u9 t s A t u t q B t u p t q C t u9 p t .  .  .  .  .  .  . .  .
q f t , u t , u p t , .  . . . 8 .
u 0 s x . . 0
w . 2 m mHere f : 0, ` = C ª C is continuous function such that
5 5 5 5 4f t , x , y s o max x , y .  .
 .as x, y ª 0.
Theorem 3.3 of the present paper is a continuation theorem for Problem
 .6 under the hypothesis that F has linear growth in all the variables other
 .than t. Theorem 4.1 gives sufficient conditions for solutions of 7 to be
w x  .bounded. As in 5, 7 , a nonautonomous version of Problem 2 is analysed
 .by transforming it into Problem 7 , under certain restrictions on the C ’s.j
Theorem 4.1 of the present paper includes many cases to which Theorem 5
w x w xof 7 and Lemma 3 of 5 are not applicable. Theorem 4.8 is a stability
 .result for the perturbed linear problem 8 . In Theorem 4.9 we give a
 .sufficient condition for the uniform boundedness of solutions of 6 in the
absence of neutral terms.
2. NOTATIONS AND PRELIMINARIES
The symbol Rq denotes the set of all nonnegative real numbers. We
 .denote the set of all complex numbers by C. R z denotes the real part of
a complex number z. For any two vectors x, y g C N, we define the
 :innerproduct x, y as
 :x , y s z w q z w q ??? qz w ,1 1 2 2 N N
 .  . N 5 5where x s z , z , . . . , z and y s w , w , . . . , w . For x g C , x is1 2 N 1 2 N
5 5  :1r2 m Ndefined as x s x, x . Let m, N g N. For a vector V g C , and
1 F i F N, V  i. g C m is defined as
V  i. s z , z , . . . , z , .1q  iy1.m 2q iy1.m im
 .where V s z , z , . . . , z . The set of all m = m matrices with complex1 2 m N
 m.  m. 5 5entries is denoted by BL C . For A g BL C , A denotes the operator
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5 5  .norm corresponding to the vector norm ? . The quantity m A is defined
as
 :R Ax , x
m A s sup : x / 0 . . 2 55 5x
 .It can be shown that for the case of the Euclidean norm, m A is the
 w x.logarithmic norm cf. 5 of A.
 m. mFor an interval I ; R, let C I; C denote the space of all C -valued
 m.continuous functions on I. For a bounded member u of C I, C , the
5 5 5 5 5  .5 4  m.norm u is defined as u s sup u t : t g I . If I is compact, C I, C` `
5 5is a Banach space with the norm ? . The Banach space of all once`
1 m.continuously differentiable functions is denoted by C I; C . The norm
5 5 1 m. 5 5 5 5 5 5 4? on C I; C is defined as u s max u , u9 .1 1 ` `
We shall employ the following definition of the ball measure of noncom-
w xpactness as in 2 .
DEFINITION 2.1. Let X be a normed linear space and A : X be
 .bounded. The ball measure of noncompactness b A is defined as
 4b A s inf « : A can be covered by finitely many balls of radius « . .
DEFINITION 2.2. Let X be a Banach space and let B be a subset of X.
w .Further, let k g 0, 1 be given. A continuous map F: B ª X is said to be
a k-ball contraction, provided that for every subset A of B the following
holds:
b F A F kb A . .  . .
Below, we state a proposition without proof. The proof follows from
w xLemma 3.1 of 10 with some minor modifications.
PROPOSITION 2.3. Let X be a Banach space. Let a continuous map
V : X = X ª X and a bounded set B : X be such that
 .  .a for e¨ery fixed u g X, the map V u, ? is Lipschitz with Lipschitz
constant k, and
 .  . .b for e¨ery fixed ¨ g X, V ?, ¨ B is relati¨ ely compact.
 .Then the map u ª V u, u is a k-ball contraction on B.
We need the following Leray]Schauder theorem to obtain a local
existence result for Problem I.
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THEOREM 2.4. Let X be a Banach space and let D be an open neighbour-
hood of 0. Suppose that F: D ª X is a k-ball contraction satisfying the
following hypothesis:
 .  . w xc x / lF x , x g ­ D; l g 0, 1 .
Then F has a fixed point in D.
w xFor a proof of the above theorem, refer to 2 .
3. A CONTINUATION THEOREM FOR
NEUTRAL EQUATIONS
In this section we prove a continuation theorem for Problem I. In other
words, we show that under certain hypotheses, Problem I is solvable locally
and that a local solution u can be continued either to the whole of interval
w .0, ` or if a solution cannot be continued beyond a certain T - `, thenx 0
 .lim u t s `. The following theorem will be used to show thatt ª T x0
Problem I is solvable locally.
w x mq m*qm N2THEOREM 3.1. Let 0 - T F 1. Assume that F: 0, T = C0 0
ª C m is a continuous function satisfying the following hypotheses:
 . w x .d there exist nonnegati¨ e functions a, b, d g C 0, T ; R such that0
 . w x mq m*qm N2for all t, u, V, W g 0, T = C , we ha¨e0
5 5 5 5 5 5F t , u , V , 0 F a t u q b t V q d t ; .  .  .  .
 . w . N2e there exist constants c g 0, 1 , i s 1, 2, . . . , N with  c - 1j 2 js1 j
 . w x mq m*q2 m N2such that for all t, u, V, W , W g 0, T = C ,1 2 0
N2
 j.  j.5 5 5 5F t , u , V , W y F t , u , V , W F c W y W . . .  .1 2 j 1 2
js1
w x m. w x m*.Assume that S: C 0, T ; C ª C 0, T ; C is a continuous operator0 0
satisfying
 . 5 5 5 5f there exists a constant j G 0 such that, Su F j u .` `
Further, suppose that the inequality
def N2 . w   .   .. w x4xg c s T sup a t q j b t : t g 0, T q  c - 1 holds.0 0 is1 i
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Then the problem
w xu9 t s F t , u t , Su t , u9 q t , u9 q t , . . . , u9 q t , .  .  .  .  .  . .  .  . /1 2 N2
w xtg 0, T , 9 .0
u 0 s x . 0
has at least one solution.
Proof. Clearly u is a solution of the problem
w xu9 t s lF t , u t , Su t , u9 q t , u9 q t , . . . , u9 q t , .  .  .  .  .  . .  .  . /1 2 N2
w xtg 0, T , 10 .0
u 0 s l x . 0
1w x m.if and only if u is a fixed point of the map lF, where F: C 0, T ; C ª0
1w x m.C 0, T ; C defined as0
t w xFu t sx q F s,u s , Su s ,u9 q s ,u9 q s ??? u9 q s ds. .  .  .  .  .  . .  .  .H  /0 1 2 N2
0
 .First, using the inequality g , we obtain an open subset D of
1w x m.  .C 0, T ; C containing the origin such that c of Theorem 2.4 holds as0
 . w x  .  .follows: Let u be a solution of 10 with l g 0, 1 . Then by d and e , wel
have
N2
5 5 5 5 5 5 5 5 5 5 5 5 5 5u 9 F l a u q b j u q c u 9 q d , .  . .  . ` ` ` ` ` ` `l l l j l /js1
i.e.,
N2
5 5 5 5 5 5 5 5 5 5 5 5 5 5u 9 F a q j b u 9 T q x q c u 9 q d , . .  . ` ` ` ` ` `l l 0 0 j l
js1
i.e.,
5 5 5 5 5 5 5 5 5 5u 9 F x a q j b q u 9 .` ` ` `l 0 l
N2
5 5 5 5 5 5= T a q j b q c q d . . ` ` `0 j /js1
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 .Now, applying the inequality g ,
y15 5 5 5 5 5 5 5 5 5u 9 F 1 y c x a q j b q d . 11 .  . .` ` ` `l 0
Denote the quantity on the RHS of the above inequality by M* and define
 5 5 4  1w x m.M s max M*, x q M*T . Now setting D s u g C 0, T ; C :˙ 0 0 0
5 5 4  . 1w xu - M q 1 , c of Theorem 2.4 follows. Define V : C 0, T ;1 0
m. 1w x m. 1w x m.C = C 0, T ; C ª C 0, T ; C as0 0
t w xV u , ¨ s x q F s, u s , Su s , ¨ 9 q s , . . . , ¨ 9 q t . .  .  .  .  . .  .H  /0 1 N2
0
 .Using the fact that T F 1 and condition e , it is easy to show that V ,0
def 1 mw x .B s D and X s C 0, T ; C satisfy the hypotheses of Proposition 2.30
with k s N2 c . Thus F is a k-ball contraction. The existence of a fixedjs1 j
point of F now easily follows from Theorem 2.4.
w xNext, we state a lemma which follows from Theorem 1 of 3 and which,
combined with Theorem 3.1, yields a continuation theorem for Problem I.
w x w . mq m N1qm N2 mLEMMA 3.2 3 . Let F: 0, ` = C ª C be a continuous
1w x m. w .function and let ¨ g C 0, T ; C . Further, assume that p , q : 0, ` ªo i j
w .0, ` , i s 1, 2, . . . , N ; j s 1, 2, . . . , N , are as in I of Section 1. Then there1 2
w . mexists a T* ) T and a continuous function u: 0, T* ª C with a piecewise0
continuous deri¨ ati¨ e u9 such that
u9 t s F t , u t , u p t , . . . , u p t , u9 q t , . . . , u9 q t , .  .  .  .  .  . .  . .  . /1 N 1 N1 2
T -t-T*, 12 .0
w xu t s ¨ t , t g 0, T . .  . 0
 .Besides, if the maximal inter¨ al of existence of a solution of 12 with the
w .  .initial data ¨ is 0, T , where T - `, then lim u t s `.¨ ¨ t ª T¨
w . mq m N1qm N2 mTHEOREM 3.3. Let F: 0, ` = C ª C be a continuous
function satisfying the following conditions:
 . w . .h there exist nonnegati¨ e functions a, b, d g C 0, ` ; R such that for
 . w . mq m N1qm N2all t, u, V, W g 0, ` = C , we ha¨e
5 5 5 5 5 5F t , u , V , 0 F a t u q b t V q d t ; .  .  .  .
 . w . N2i there exist constants c g 0, 1 , i s 1, 2, . . . , N, with  c - 1j js1 j
 . w . 2 mqm N1q2 m N2such that for all t, u, V, W , W g 0, ` = C ,1 2
N
 j.  j.5 5 5 5F t , u , V , W y F t , u , V , W F c W y W . .  .  .1 2 j 1 2
js1
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Assume that x g C m. Further, suppose that p , i s 1, 2, . . . , N , and q ,0 i 1 j
j s 1, 2, . . . , N , are as in I of Section 1. Then there exists a T* ) 0 and a2
continuously differentiable function u such that
u9 t s F t , u t , u p t , . . . , u p t , u9 q t , u9 q t , . . . , .  .  .  .  .  . .  .  . . 1 N 1 21
u9 q t , 0 - t - T*, 13 .  . . /N2
u 0 s x . . 0
 .Besides, if the maximal inter¨ al of existence of a solution of 13 with the
w .  .initial data x is 0, T with T - `, then lim u t s `.0 x x t ª T0 0 x0
 .Proof. Define for t ) 0, c t as
N2
w xc t s t sup a t q N b t : t g 0, t q c . .  .  .’ 5 1 i
is1
 .Clearly, c is continuous and, since c 0 - 1, there exists T ) 0 such that0
 .c T - 1. Besides, T can be chosen so as to satisfy T F 1. Thus T0 0 0 0
satisfies the hypothesis of Theorem 3.1 with j s N . Let the operator’ 1
w x m. w x m N1. w . .x i.   ..S: C 0, T ; C ª C 0, T ; C be defined as Su t s u p t .0 0 i
1 m . w x .Clearly, S satisfies f with j s N . Thus, there exists ¨ g C 0, T ; C ,’ 1 0
 .a solution of Problem 9 . With this ¨ as the initial data, now consider
 .Problem 12 . By an application of Lemma 3.2, we obtain the existence of
w . mT* ) T and a continuous function u: 0, T* ª C such that u is differ-0
w .  .entiable almost everywhere on T , T* and satisfying 12 almost every-0
where. But since
u9 Ty s ¨ 9 Tq .  .0 0
s F T , u T , u p T , . . . , .  . . 0 0 1 0
u p T , u9 q T , . . . , u9 q T , .  .  . . .  . /N 0 1 0 N 01 2
w xthe method of proof in 3 implies that the function u is indeed continu-
w . 1  .ously differentiable on T , T* . From the fact that ¨ is a C solution of 90
w x  .on 0, T , it follows that u is a solution of 13 . The rest of the proof is0
obvious from the statement of Lemma 3.2.
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In the following theorems, we consider the linear system,
N N1 2
u9 t s A t u t q B t u p t q C t u9 q t , .  .  .  .  .  .  . .  . i i j j
is1 js1 14 .
u 0 s x . 0
w x  m.THEOREM 3.4. Let 0 - T F 1. Assume that A, B , C : 0, T ª BL C0 i i 0
be continuous functions satisfying
N N1 2
5 5 5 5 5 5 w xsup T A t q N B t q C t : t g 0, T - 1. .  .  .’  0 1 i j 0 5 /is1 js1
m  .  .Then for e¨ery x g C there exists a unique solution u x of Problem 140 0
w x  . m 1w xin 0, T and the map x ª u x is a continuous map from C ª C 0, T .0 0 0 0
w x q  . 5  .5  .Proof. Define a, b: 0, T ª R as follows: a t s A t , b t s
N1 5  .5 5  .5 w x4 B t . Set c , j s 1, 2, . . . , N , as c s sup C t : t g 0, T andis1 i j 2 j j
d ' 0. Define S as in the proof of Theorem 3.3. Defining F as
 .  . N1  .  i. N2  .  j.F t, u, V, W s A t u q  B t V q  C t W , we note that allis1 i js1 j
the hypotheses of Theorem 3.1 are satisfied with j s N . Thus existence’ 1
 . w xof a solution to 14 on 0, T is proved. Uniqueness and continuous0
 .dependence follow from linearity and the estimate 11 .
w .  m.THEOREM 3.5. Let A, B , C : 0, ` ª BL C , i s 1, 2, . . . , N ; j si j 1
w .1, 2, . . . , N , be continuous functions. Assume that there exists a k g 0, 12
such that
 .  N2 5  .5 w .4j sup  C t : t g 0, ` F k.js1 j
m  .Then for e¨ery x g C there exists a T ) 0 and a unique solution u x of0 0
 . w .  . w .Problem 14 on 0, T . If the maximal of existence of u x is 0, T with0 x 0
 .  . .T - `, then lim u t s `. Besides the map x ª u x t is a contin-x t ª T 0 00 x0
uous map from C m into C m.
Proof. Defining a, b, c , j s 1, 2, . . . , N , and d as in the proof ofj 2
Theorem 3.3, existence of a solution is guaranteed by Theorem 3.3.
w xContinuous dependence follows from Theorem 3.4, Theorem 5 of 3 , and
the observation that the number T in the proof of Theorem 3.3 does not0
depend on the choice of x . Uniqueness follows from linearity.0
4. STABILITY
In this section, we give sufficient conditions for the uniform bounded-
ness and stability of solutions of functional differential equations.
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w . w .Throughout this section p : 0, ` ª 0, ` , i s 1, 2, . . . , N , are continuousi 1
 . w . w .functions with p t F t. Besides, q : 0, ` ª 0, ` , j s 1, 2, . . . , N , arei j 2
continuously differentiable functions with derivatives bounded away from
 .zero satisfying q t - t, t ) 0.j
w .  m.THEOREM 4.1. Let A, B : 0, T ª BL C , i s 1, 2, . . . , be continuousi
functions. Assume that there exists a bounded sequence of nonnegati¨ e reals
 4j satisfying the hypothesisi
 .   .  `  . . : mk R A t x q  B t y , x - 0, for all x / 0 and y g C ,is1 i i i
5 5 5 5with y F j x , i s 1, 2 . . . .i i
w . m. w . m.Further, suppose that S : C 0, T ; C ª C 0, T ; C , i s 1, 2, . . . , arei
operators satisfying the condition
 . 5w x .5 w x4 5  .5 w x4l sup S u t : t g 0, t F j sup u t : t g 0, t .i i
 .Then a solution of Problem 7 if it exists, satisfies the bound
5 5 5 5 wu t F x , t g 0, T . 15 . .  .0
 .Moreo¨er, if S are linear, Problem 7 can ha¨e at most one solution.i
 . w .Proof. Let u be a solution of Problem 7 and let t g 0, ` be fixed.
w x 5  .5 w xLet t g 0, t be a point, where u ? attains its maximum in 0, t . If0
5  .5either t s 0, or u t s 0, there is nothing to prove. Now we show that0 0
 x 5  .5the assumption t g 0, t and u t / 0 leads to a contradiction. If the0 0
above assumption is true, by virtue of the fact that the derivative of the
5  .5 2   .  .:function u ? is given by R u ? , u9 ? , we have the inequality
N1
w xR u t , Au t q B t S u t G 0. .  .  .  .0 0 i 0 i 0 ;
is1
5w x .5 5w x .5 w x4 5  .5  .Since S u t F sup S u t : t g 0, t F j u t , thus, k is vio-i 0 i i 0
 . w x .lated for x s u t and y s S u t and the desired estimate follows.0 i i 0
 .Clearly, if x s 0, the only solution of 7 is the trivial one and hence for0
linear S , uniqueness follows. The proof is complete.i
w .  m.Remark 4.2. Let A, B : 0, T ª BL C be continuous functions satis-i
fying the condition
 . 5 `  . 5 5 5 4   .. w .m sup  B t y : y F j q m A t - 0, t g 0, ` .is1 i i i i
 .  .Then condition k holds. Clearly, condition m is weaker than demanding
that
 . ` 5  .5   .. w .n  j B t q m A t - 0, t g 0, ` .is1 i i
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 .Example 4.10 of the present paper illustrates this point. Therefore,
Theorem 4.1 of the present paper covers a large number of cases to which
w xTheorem 5 of 7 is not applicable.
The following theorem for nonhomogenous equations is interesting in
its own right, and it is also useful in obtaining stability results for the
 .perturbed linear system 8 .
w .  m.THEOREM 4.3. Let A, B : 0, T ª BL C be continuous and leti
w . m. w . m.S : C 0, T ; C ª C 0, T ; C be as in Theorem 4.1, satisfying the strongeri
hypothesis
`
5 5 wsup B t y : y F j q m A t F yg , t g 0, T , .  .  . . i i i i 5
is1
w . mfor some g ) 0. Further, assume that h: 0, T ª C is a continuous func-
tion. Then, a solution of the problem
`
w xu9 t s A t u t q B t S u t q h t , u 0 s x , 16 .  .  .  .  .  .  .  . i i 0
is1
satisfies the estimate
5 5 5 5 5 5 w xu t F max x , 1rg sup h t : t g 0, t . 4 4 .  .  .0
 .Moreo¨er, if S are linear, Problem 16 can ha¨e at most one solution.i
w . 5  .5Proof. Fix t g 0, T . Let t be the point where u ? attains its0
w xmaximum in 0, t . If t s 0, there is nothing to prove. We show that if0
 xt g 0, t , then0
5 5 5 5u t ) 1rg h t 17 .  .  .  .0 0
leads to a contradiction. As in the proof of Theorem 4.1,
N1
w xR u t , Au t q B t S u t q h t G 0. 18 .  .  .  .  .  .0 0 i 0 i 0 0 ;
is1
Since
5 5 5 5 5 5w x w x w xS u t F sup S u t : t g 0, t F j u t , 4 .  .  .i 0 i 0
 : 5 5 2R u t , u9 t F m A t u t .  .  .  . .0 0 0 0
`
5 5q sup B t y : y F j . i 0 i i i 5
i
5 5 2 5 5 5 5= u t q h t u t . .  .  .0 0 0
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But by the hypothesis we have
 : 5 5 2 5 5 5 5R u t , u9 t F yg u t q u t h t . .  .  .  .  .0 0 0 0 0
 .   .  .:  .Now 17 implies that R u t , u9 t - 0, a contradiction to 18 . For0 0
 .linear S , uniqueness follows from the fact that the only solution of 16i
with x s 0 and h ' 0 is the trivial one.0
 .In the next theorem, we give a sufficient condition for a solution of 14
to be stable.
w .  m.THEOREM 4.4. Let A, B , C : 0, ` ª BL C , i s 1, 2, . . . , N ; j si j 1
1, 2, . . . , N , be continuous functions. Assume that there exists a constant2
w .k g 0, 1 such that
 .  N2 5  .5 w .4o sup  C t : t g 0, ` F k - 1.js1 j
  ..  .  .Further, suppose that m A t q V t F 0, where V t is defined as
N N N N`1 2 2 2
V t s sup B t w q ??? C t C q t .  .  .  . .    i i j j j1 2 1
is1 ns1 j s1 j s1 j s11 2 n
??? C q q ??? q t ??? . . / /j j j jn ny1 ny2 1
= A q q ??? q t ??? x . . / /j j j nn ny1 1
N1
q B p q q ??? q t ??? y . .  / /i i j j j n /n ny1 1
is1
5 5 5 5 5 5= w F 1, x F 1, and y F 1 . 19 .i n n 5
 .Then the unique solution of 14 is stable.
For the proof of Theorem 4.4, we need the following lemma.
w .  m.LEMMA 4.5. Let A, B , C : 0, ` ª BL C , i s 1, 2, . . . , N ; j si j 1
1, 2, . . . , N , be as in Theorem 4.4, but satisfying the following stronger2
hypothesis:
 .   ..  .p m A t q V t - 0.
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 . w .Then the solution of 14 exists in the whole of the inter¨ al 0, ` and satisfies
the estimate
5 5 5 5u t F x . . 0
 .Proof. Using the hypothesis o , the equation can easily be shown to be
equivalent to
N1
u9 t s A t u t q B t u p t .  .  .  .  . . i i
is1
N N N` 2 2 2
q ??? C t C q t .  . .    j j j1 2 1
ns1 j s1 j s1 j s11 2 n
??? C q q ??? q t ??? . . / /j j j jn ny1 ny2 1
= A q q ??? q t ??? u q q ??? q t ??? .  . .  . /  / /  /j j j j j jn ny1 1 n ny1 1
N1
q B p q q ??? q t ??? u q q ??? q t ??? .  . .  .  /  / /  /i i j j j j j j /n ny1 1 n ny1 1
is1
u 0 s x 20 .  .0
 .Now Theorem 4.1, Remark 4.2, and the hypothesis p imply that the
 .  .  .solution of 20 and, hence, the solution of 14 satisfy estimate 15 . Thus
 .by Theorem 3.5 the maximal interval of existence of 14 cannot be finite
and the proof is complete.
 .  .  .Proof of Theorem 4.4. Define A t s A t y 1rn I, where I is then
identity on C m. Now A and B and C satisfy the hypothesis of Lemma 4.5n i i
and, hence, for every n g N a solution u ofn
N1
u9 t s A t y 1rn I u t q B t u p t .  .  .  .  .  . .  . i i
is1
N2
q C t u9 q t , .  . . j j
js1
21 .
u 0 s x . 0
w .  .exists in 0, ` and each u satisfies the estimate 15 . Now a standardn
 4compactness argument shows that u converges to u, the solution ofn
 . w .14 , on every compact interval of 0, ` . But this clearly implies that u
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 .satisfies the estimate 15 and, hence, by linearity, uniqueness and stability
follow.
Next, we consider the stability of perturbed linear systems. For a proof
w xof Theorem 4.7, we make use of an argument employed in 1 .
w .  m.THEOREM 4.7. Let A, B : 0, T ª BL C , i s 1, 2, . . . , 1, and leti
w . m. w . m.S : C 0, T , C ª C 0, T , C be as in Theorem 4.3. Assume thati
w . m. w . m.G: C 0, T ; C ª C 0, T ; C is a continuous function satisfying the fol-
lowing property:
 .s for e¨ery c ) 0, there exists a c ) 0 such that1 2
5 5 5 5w x w x w xsup Gx t : t g 0, t F c sup x t : t g 0, t 4  4 .  .1
5  .5 w x4whene¨er sup x t : t g 0, t F c .2
Further, suppose that S are linear operators. Denote a solution of thei
equation
`
w xu9 t s A t u t q B t S u t q h t , u 0 s x , 22 .  .  .  .  .  .  .  . i i 0
is1
 .by u x , h and let u be a solution of the problem:0
`
w x w xu9 t s A t u t q B t S u t q Gu t , u 0 s x . 23 .  .  .  .  .  .  .  . i i 0
is1
Then, the following holds:
 . 5 5 5 5t there exists c with the property that whene¨er x F c, u F`0
5  .52 u x , 0 .`0
Proof. Clearly, u satisfies
u s u x , 0 q u 0, Gu . .  .0
 .Now choose c satisfying c - gr2 and let c be as in s . Now we claim1 1 2
 . 5 5  .that t holds for c s c r2. Let us assume that x F c r2; by Theorem2 0 2
5  .5  . w .  .4.1, we have u x , 0 F c r2, t g 0, T . Suppose t were to be false;`0 2
 .  .then since u 0 s u x , 0 , there is s ) 0 such that0
5 5 5 5 wu t - 2 u x , 0 , t g 0, s , .  . .`0
and
5 5 5 5u s s 2 u x , 0 . .  . `0
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Thus,
5 5 5 5w xsup u t : t g 0, s F 2 u x , 0 F c . 4 .  . `0 2
w .Now, since for any t g 0, T ,
5 5 5 5 5 5u t s u x , 0 t q u 0, Gu t , .  .  .  .  .0
by Theorem 4.3,
5 5 5 5 5 5w x w xu s F u x , 0 s q 1rg sup Gu t : t g 0, s . 4 .  .  .  .  .0
But by our choice of x , c , and c , we have0 1 2
5 5 5 5 5 5 w xu s F u x , 0 s q c rg sup u t : t g 0, s . 4 .  .  .  .  .0 1
Using the fact that c rg - 1, we have1
5 5 5 51 y c rg u s F u x , 0 s .  .  .  .1 0
which implies that
5 5u x , 0 . `0
5 5u s F . .
1 y c rg1
By the choice of c we obtain1
5 5 5 5u s - 2 u x , 0 , .  . `0
a contradiction to the definition of s. This completes the proof.
w . w .THEOREM 4.8. Let p: 0, ` ª 0, ` be a continuous function such that
 . w . w .  m.p t F t, t g 0, ` . Assume that A, B, C: 0, ` ª BL C are continuous
functions satisfying the following properties:
 . 5  .5 w .4u sup C t : t g 0, ` F k - 1
 .   ..  .v m A t q V t F yg , where g ) 0 and V is defined as
`
5V t s sup B t w q C t C p t ??? C p t .  .  .  .  . .  . ny1
ns1
5 5 5 5 5 5 5= A p t x q B p t y : w F 1, x F 1, y F 1 . .  . .  .n n n n n n 5
n times! # "
mw .In the abo¨e, p s p( p( ??? ( p . Further, suppose that f : 0, ` = C =n
C m ª C m is a continuous function satisfying the hypothesis:
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 . q q  .w there exists a map h: R ª R with h r ª 0 as r ª 0 such that
5  .5  5 5 5 54. 5 5 5 54.f t, x, y F h max x , y max x , y .
Then the zero solution of the problem
u9 t s A t u t q B t u p t q C t u9 p t .  .  .  .  .  .  . .  .
q f t , u t , u p t 24 .  .  . . .
is stable.
 .Proof. First let us note that u ' 0 is a solution of 8 satisfying
 .  .u 0 s 0. As in the proof of Lemma 4.5, Problem 24 is equivalent to
u9 t s A t u t q B t u p t .  .  .  .  . .
`
qf t , u t , u p t q C t C p t ??? C p t ??? .  .  .  .  . .  . .  . ny1
ns1
= A p t u p t q B p t u p t .  .  .  . .  .  .  .n n n nq1
qf p t , u p t , u p t . 25 .  .  .  . .  . .n n nq1
Now a minor modification of Peano’s existence theorem assures that there
 . w x  .is a T ) 0 such that 25 is solvable in 0, T with u 0 s x . As in the0
w .proof of Theorem 3.3, if 0, T is the maximal interval of existence and ifx 0
 .T is finite, then lim u t s `. Thus, once we show that the mapx t ª T0 x0
w . m. w . m.G: C 0, ` ; C ª C 0, ` ; C defined as
w xGu t s f t , u t , u p t .  .  . . .
`
q C t C p t ??? C p t .  .  . .  . ny1
ns1
= f p t , u p t , u p t 26 .  .  .  . .  . .n n nq1
 .G satisfies of s of Theorem 4.7, the result follows. Let c ) 0 be given.1
5 5 5 54Let c be such that whenever max x , y F c , we have2 2
5 5 5 5 5 5 4f t , x , y F c 1 y k max x , y . .  .  .1
w . w . m.Suppose that t g 0, ` and u g C 0, ` ; C are such that
5 5 w xsup u t : t g 0, t F c . 4 . 2
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Now
5 5w x w xsup Gu t : t g 0, t 4 .
5 5 w xF 1r 1 y k sup f t , u t , u t : t , t , t g 0, t . 4 .  .  . .  .1 2 3 1 2 3
Now by the choice of t, we obtain
5 5w x w xsup Gu t : t g 0, t 4 .
5 5 w xF 1r1 y k c 1 y k sup u t : t g 0, t 4 .  .  .  .1
5 5 w xs c sup u t : t g 0, t 27 4 .  . .1
and the proof is complete.
We omit the proof of the following theorem which can be easily proved
by arguments similar to those used in the proof of Theorem 4.1.
w . mq m N1 mTHEOREM 4.9. Assume that F: 0, T = C ª C is a continuous
function satisfying the following property:
 .   .:x there is a constant M G 0 such that R u, F t, u, V - 0 for all
 .t, u, V in the set
mq m N2 5 5 5 5 5 5w0, T = ¨ , W g C : W F N ¨ , ¨ ) M ..  . ’ 51
Then a solution of the problem
u9 t s F t , u t , u p t , u p t , . . . , u p t , .  .  .  .  . .  .  . /1 2 N1
u 0 s x . 0
satisfies the bound
5 5 5 5 wu t F max x , M , t g 0, T . 4 . .0
EXAMPLE 4.10. Consider the functional differential equation
u9 t s Au t q B u tr2 q B u tr3 , u 0 s x , 28 .  .  .  .  .  .1 2 0
where A, B , and B are defined as1 2
’y 2 0
A s  /’0 y 2
1 0B s1  /0 0
0 0B s .2  /0 1
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’5 5 5 5  .Clearly, B q B s 2 and m A s y 2 . Thus the hypothesis of1 2
w xLemma 3 in 5 does not hold. But we now show that Theorem 4.4 of the
 .present paper assures the stability of 28 . Let
z w1 1z s , w sz w /  /2 2
2 < < 2 < < 2 < < 2 < < 2be elements of C such that z q z F 1 w q w F 1. Thus,z 2 1 2
2 2 ’5 5 < < < <’B z q B w s z q w F 2 . Thus, the hypotheses of Theorem1 2 1 2
 .4.4 holds with N s 2, N s 1, C s 0, and the stability of 28 follows.1 2 1
ACKNOWLEDGMENT
The author is grateful to P. N. Srikanth, Institute of Mathematical Sciences, Madras, for
useful comments and suggestions.
REFERENCES
1. R. Bellman, On an application of a Banach]Steinhaus theorem to the study of solutions
 .of nonlinear differential and difference equations, Ann. of Math. 49 1948 , 515]522.
2. K. Deimling, ‘‘Nonlinear Functional Analysis,’’ Springer-Verlag, BerlinrHeidelberg, 1985.
3. R. D. Driver, Existence and continuous dependence of solutions of neutral functional
 .differential equations, Arch. Rational Mech. Anal. 19 1965 , 149]166.
4. A. Iserles, On the generalised pantograph functional differential equation, European J.
 .Appl. Math. 4 1993 , 1]38.
5. A. Iserles and Y. Liu, ‘‘On Neutral Functional Differential Equations with Proportional
Delays,’’ Cambridge University Tech. Rep. DAMPT 1993rNA3, 1993.
6. A. Iserles and Y. Liu, ‘‘On Pantograph Integro-Differential Equations,’’ Cambridge
University Tech. Rep. DAMPT, 1993rNA13, 1993.
7. A. Iserles and J. Terjeki, ‘‘Stability and Asymptotic Stability of Functional-Differential
Equations,’’ Cambridge University Tech. Rep. DAMPT 1992rNA1, 1992.
8. Y. Kuang and A. Feldstein, Monotonic and oscillatory solutions of a linear neutral delay
 .equation with infinite lag, SIAM. J. Math. Anal. 21 1990 , 1633]1641.
9. J. R. Ockendon and A. B. Tayler, The dynamics of a current collection system for an
 .electric locomotive, Proc. Roy. Soc. London Ser. A. 322 1971 , 447]468.
10. W. V. Petryshyn, Fixed point theorems for various classes of 1-set contractive and 1-ball
 .contractive mappings in Banach spaces, Trans. Amer. Math. Soc. 182 1973 , 323]352.
11. T. Sengadir, D. V. Pai, and A. K. Pani, A Leray]Schauder type theorem and applications
to boundary value problems for neutral equations, Preprint.
