Introduction
Circadian (daily) rhythms are a particularly fascinating example of a biological timing mechanism. When entrained to the 24 hour environmental cycle, they provide an intracellular clock that estimates environmental time [1] . However, these self-sustaining oscillators can maintain robust rhythms for years in the absence of any daily cue that the environment provides (such as light/dark or temperature cycles). Under these conditions, they revert to their endogenous periodicity, which is usually a little faster or a little slower than 24 hours (hence their name, coined from the Latin: circa = about, dies = one day). This endogenous period is remarkably precise from cycle to cycle, especially considering the long w24 hour time constant. Finally, these circadian clocks are 'temperature compensated', meaning that they run at nearly the same rate independently of the average ambient temperature. From an evolutionary perspective, a temperature-dependent clock is likely to be useless as an internal estimator of environmental time [1] . Therefore, a temperature-compensated daily clock was the product of natural selection, and temperature compensation was conserved, even in the cells of homeotherms, which can regulate their body temperature [2, 3] . These cardinal characteristics of circadian oscillators -the long time constant, precision, and temperature compensation -remain difficult to explain biochemically.
Interactions with the Environment -Does This Clock System Do Anything Useful?
We study circadian organization in the prokaryotic cyanobacterium Synechococcus elongatus PCC7942 [4] . This organism is a unicellular bacterium that depends upon photosynthesis autotrophically. Some cyanobacterial species are also able to fix atmospheric nitrogen, but the growth of S. elongatus is dependent upon the availability of fixed nitrogen in the environment. S. elongatus has a genome size of 2.7 Mbp (smaller than that of Escherichia coli), and it grows optimally at [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] C. Its division rate varies as a function of light intensity, temperature, and nutrients; under favorable conditions, it can exhibit a doubling time as short as 4-5 hours. For many years, circadian biologists were reluctant to believe that organisms as 'simple' as prokaryotes could have evolved an elaborate circadian timing mechanism [5] ; they reasoned that a rapidly dividing bacterium whose 'lifetime' was less than a day had no use for a timing mechanism that extended farther than its lifetime [6] . This was 'individual-centric' thinking that does not apply appropriately to microbial systems. The circadian system in cyanobacteria clearly enhances fitness for cells that are exposed to environmental cycles. In fact, cyanobacteria are one of the few systems in which the adaptive significance of circadian programs has been rigorously tested [1, 7] .
This fitness test was performed in S. elongatus by measuring the differential growth of one strain under competition with another strain, a good measure of reproductive fitness in asexual microbes [8] . When wild-type cells are competed against a strain in which the circadian clock is inactivated so that it is arrhythmic, the arrhythmic strain is rapidly defeated by the wild-type strain in LD 12:12 cycles (12 hours of light followed by 12 hours of darkness). However, under competition in LL (constant light) conditions, the arrhythmic strain grew slightly better than the wild-type strain, as depicted in Figure 1 [9] . Therefore, the clock system confers a fitness advantage in a rhythmic environment, but not in a constant, non-selective environment. In another series of experiments, mutants with different circadian periods were competed with wild-type strains and with each other [9, 10] . Short-period mutants could out-compete wild-type or long-period strains in short-period LD cycles (e.g., LD 11:11, which is a 22 hour cycle), whereas long-period mutants were the victors in long-period LD cycles (e.g., LD 15:15, a 30 hour cycle). On a 24 hour cycle (LD 12:12), wild-type cells could outcompete either mutant as shown in Figure 1 [7, 9, 10] . Note that over many cycles, each of these LD conditions has equal amounts of light and dark (which is important since photosynthetic cyanobacteria derive their energy from light); it is only the frequency of light-dark cycling that differs. These data clearly show that, in rhythmic environments, the strain whose period most closely matches that of the LD cycle defeats the competitors. Therefore, an intact clock system whose free-running period is consonant with the environment significantly enhances the fitness of cyanobacteria in rhythmic environments.
How do cyanobacterial cells sense the environmental cycles? Although the endogenous clock is not driven by the environmental cycles, these cells are entrained to those cycles. As a result of this entrainment, the circadian clock takes on the 24 hour period of the environment with a phase relationship that is determined by the biological clock's endogenous period and its resetting characteristics [1] . Even a 5 hour dark pulse can strongly reset the cyanobacterial clock when the cells are otherwise in constant light (LL) [11] . The input pathway by which this entrainment is accomplished is a subject of active research and numerous candidate genes have been implicated [12, 13] . The first such gene to be identified was cikA, which encodes a histidine kinase, whose disruption causes interruption of light-dark resetting [11] . Recently, four new proteins have been found to interact with CikA (NhtA, PrkE, IrcA, and CdpA) and they may contribute to the input pathway [13] . Two other proteins, Pex and LdpA, also affect the ability of S. elongatus cells to respond to external light-dark cues [14, 15] . LdpA contains iron-sulfur clusters that may enable it to sense the redox state of the cell [15] , which could be an important daily signal in photosynthetic cyanobacteria. Light drives large changes in redox potential via photosynthesis, and this could be an entraining cue for the cyanobacterial clock [12] .
Rhythms in Cyanobacteria
The first circadian rhythm discovered in a cyanobacterium was that of nitrogen fixation, a process in which the rate is regulated by the circadian clock to be maximal in the night phase [16] . This nocturnal regulation is potentially of adaptive significance because nitrogenase, the enzyme that reduces atmospheric nitrogen to ammonia during nitrogen fixation, is oxygen sensitive and photosynthesis produces oxygen throughout the daytime. Therefore, the circadian system orchestrates a temporal separation of incompatible metabolic events: photosynthesis in the day, nitrogen fixation at night. In searching for a cyanobacterium that was genetically malleable, we and our collaborators focused upon S. elongatus PCC7942 (which does not fix nitrogen); we were enabled by the excellent genetics of this species to discover that gene expression was globally regulated by a circadian timekeeper. Initially, we used bacterial luciferase as a reporter of the activity of the promoter of the psbAI gene [4] , but we subsequently found, by applying the luciferase reporter system, that essentially every promoter in the S. elongatus genome is regulated by the circadian system [17] . Rhythms from a few selected promoter-reporter constructs are shown in Figure 2A and include the cyanobacterial promoters for the psbAI, kaiA, kaiBC, purF, and ftsZ genes. Note that most of the promoters are activated in the subjective day phase, but the purF promoter is activated in the nocturnal phase, an interesting finding given that its gene product is involved in an oxygen-sensitive pathway, therefore providing another potential example of temporal separation [17, 18] . These daily rhythms of gene activity may be regulated, at least in part, via the putative transcription factor RpaA, which is coupled to the KaiABC oscillator (described below) by the two-component system kinase SasA [19] .
The fact that heterologous promoters from E. coli, such as conIIp [20] and trcp [21] , exhibit circadian activity in S. elongatus suggests that the global regulation is not mediated solely by transcription factors that have co-evolved with cis elements of S. elongatus promoters and that, perhaps, an even more global process can modulate the activity of any promoter that is introduced into the genome. This idea is supported by the recent finding that the circadian system in S. elongatus regulates pervasive changes in the compaction or topology of the entire chromosome! Both compaction/decompaction, as visualized by DNA-binding dyes [22] , and DNA topology, as indicated by plasmid supercoiling [23] , undergo dramatic circadian changes ( Figure 2B ,C). Because transcriptional rates are known to be sensitive to DNA topology or torsion, these circadian changes in chromosomal topology could be partially responsible for the daily modulation of promoter activity [22] [23] [24] [25] . While the two available explanations for the global expression patterns (oscillating chromosomal topology versus transcription factors such as RpaA) seem to exclude each other, a recent analysis of stochastic gene expression in cyanobacteria [26] In competitions between wild-type and arrhythmic strains, the arrhythmic strain is rapidly out-competed in LD cycles, but slowly defeats wild-type strains in constant light (LL, nonselective conditions). (C) In competitions among strains that are rhythmic, the strain whose endogenous free-running period (FRP) most closely matches that of the environmental LD cycle is able to out-compete strains with a non-optimal FRP. In LL, all the strains were able to maintain their initial fraction in the population. (Modified from [9, 10] ).
for example, by changes in both DNA topology and transcription factor activity. The rhythms shown in Figure 2A are from populations of cells, but a tour de force imaging investigation showed that single isolated cyanobacterial cells also display luminescence rhythms from a luciferase reporter fused to the psbAI promoter [27] . The rhythms from single cells are shown in Figure 2D , and the quantification of these images revealed that cell division did not perturb the circadian oscillator ( Figure 2E) ; that is, the daughter cells retained the circadian phase of the mother cells. Studies of circadian timing in populations of dividing cells also indicate that the circadian clock is not disturbed by cell division. Irrespective of whether S. elongatus cells are dividing rapidly, dividing slowly, or not dividing at all, the circadian system ambles sedately at its intrinsic w24 hour period [28] [29] [30] . However, not only does the circadian oscillator tick independently of cell division, it specifies a checkpoint for division, thus restricting when cell division can occur. For example, Figure 2F depicts an experiment in which a population of cells is rapidly dividing in constant light (average doubling time of 10.5 hours), but in which cell division is restrained every w24 hours by the circadian system (red arrows in Figure 2F ). Therefore, circadian timing is unperturbed by the pervasive changes in metabolism, structure, and gene expression that accompany cell division, yet the timing of cell division operates at the behest of the circadian program. Recent studies suggest that the genes cikA and cdpA, which have been implicated in circadian rhythms, are involved in the regulation of cell division in S. elongatus [13, 31, 32] .
The Underlying Clockwork: Molecular Rhythms In Vivo and In Vitro
What is the clockwork mechanism that underlies these remarkable properties? A mutation/complementation analysis identified three essential clock genes in S. elongatuskaiA, kaiB, and kaiC -that are clustered together on the chromosome [33] . The initial studies of expression from the kaiABC cluster supported the hypothesis that the cyanobacterial clockwork was a transcriptional/translational feedback loop (TTFL) oscillator that was similar in principle to that proposed for the circadian mechanism of eukaryotic organisms [34, 35] . This hypothesis was based on evidence from cyanobacteria that was similar to that used to support a TTFL oscillator in eukaryotes: rhythmic expression of mRNAs and proteins encoded by 'clock genes'; negative feedback of clock proteins on their own transcription; phase setting by overexpression of clock genes; interaction among the Kai proteins that modulates their activity; and other evidence [33, [36] [37] [38] [39] . For example, the levels of KaiB and KaiC proteins and transcripts oscillate [33, 38, 39] , and overexpression of KaiC protein results in the repression of the kaiC gene and resetting of the clock phase [33, 38] . Another similarity to eukaryotic clock systems is that KaiC is rhythmically phosphorylated in vivo [37] , as shown in Figure 3A . Astonishingly, Kondo and colleagues [40] were able to reconstitute the rhythm of KaiC phosphorylation by combining purified KaiA, KaiB, and KaiC proteins, together with ATP, in a test tube, as shown in Figure 3B . This in vitro rhythm was even temperature compensated, indicating that a temperature-compensation mechanism is encoded in the characteristics of the three Kai proteins and the nature of their interactions. Mutations of KaiC that alter the circadian period in vivo similarly altered the period of this post-translational oscillator (PTO) in vitro. Therefore, the Kondo group concluded that the ''oscillation of KaiC phosphorylation is the molecular timer for the circadian rhythm of Synechococcus'' [40] . Subsequent studies from the Kondo lab discovered that KaiC has a weak, but stable, ATP hydrolytic activity of w16 ATPs per day per monomer [41] . The rate of this activity oscillates over the PTO cycle; a few of these ATPs are used to phosphorylate key residues on KaiC. The function of the remaining ATP hydrolysis is unknown but may provide the energy to drive conformational changes and/or monomer exchange (see below). This rhythm of ATP hydrolytic activity is also temperature compensated [41, 42] .
The availability of the in vitro PTO system, coupled with the ability to crystallize KaiA, KaiB, and KaiC, allowed cyanobacteria to become the first circadian system in which the techniques of structural biology and biophysics could be fully applied. These capabilities enabled truly molecular analyses, including the interpretation and prediction of the effect of mutations on the structure and function of the clock proteins. The structure of cyanobacterial KaiA has been studied by several groups, and solved by solution NMR [43] and X-ray crystallography [44, 45] . The crystal structure of KaiA from S. elongatus revealed a dimer that is composed of swapped domains ( Figure 3C ) [45] . The crystal structure of cyanobacterial KaiB revealed an a-b meander motif [44, 46] and KaiB has been found as both dimers and tetramers (the tetrameric form is illustrated in Figure 3C ). The fold of KaiB closely resembles the a-b motif of thioredoxin. While the folds of KaiA and KaiB are clearly different, some surface features of the physiologically relevant oligomers are similar, suggesting that KaiA and KaiB may compete for a potential common binding site on KaiC [44, 46] . Indeed, recent structural studies support the interpretation that KaiA and KaiB both interact with the same 'end' of KaiC, namely the CII domain as depicted in Figure 3C [47] .
KaiC is the largest of the Kai proteins and it forms a 'double doughnut' hexamer with a central pore that is partially sealed at one end ( Figure 3C ) [48] . The crystal structure revealed ATP-binding sites, inter-subunit organization, a scaffold for Kai protein complex formation, the location of critical KaiC mutations, and evolutionary relationships to other proteins. The KaiCI and KaiCII domains of each subunit adopt similar conformations, but their ATP-binding pockets exhibit significant differences that are likely of functional importance. The KaiCII terminus, and the 22 amino acid 'tentacles' that extend from KaiCII, appear to be critical for binding to KaiA ( Figure 3C ) [49, 50] . In addition to facilitating our understanding of the KaiA-KaiC interaction, the KaiC structure also shed light on the mechanism of rhythmic phosphorylation of KaiC by identifying threonine and serine residues at positions 426, 431, and 432 (T426, S431, and T432) in KaiCII as potential sites at which KaiC is phosphorylated [51] . A crucial role for these residues was shown by the loss of rhythmicity in T426A, S431A, and T432A single alanine mutants [51, 52] . Mass spectrometry studies also found that S431 and T432 are key phosphorylation sites [52] , while the role of the T426 is still unknown. Recent investigations have established that the S431 and T432 residues are phosphorylated in an ordered sequence over the cycle of the in vitro PTO: first T432 is phosphorylated (432p), then S431 is phosphorylated to form a doubly phosphorylated KaiC (431p/432p), then T432 is dephosphorylated to form a singly phosphorylated KaiC at the S431 residue (431p), and finally KaiC is completely dephosphorylated to complete the cycle [53, 54] . These various phosphoforms can be visualized by SDS-PAGE, as shown in Figure 3B . Furthermore, singly phosphorylated 431p KaiC appears to be the form of KaiC that binds to KaiB [53, 54] . This ordered sequence of phosphorylation and dephosphorylation was interpreted to be the mechanism that serves as the basis for cyanobacterial circadian rhythm generation [53, 54] .
The knowledge that the Kai proteins interact [36] and the availability of the in vitro system led to investigations of Kai protein interactions and complex formation by both structural and biochemical methods that visualized the 'ticking' of the PTO [55, 56] . For example, we and our collaborators used electron microscopy (EM) of samples from the in vitro reaction to analyze and quantify the time-dependent interactions among the three proteins (KaiA, KaiB, and KaiC) to elucidate the timing of the formation of complexes among the Kai proteins [56] . We could visualize by EM all the possible combinations of complexes between KaiC and KaiA/KaiB, as shown in Figure 3D . During the course of the in vitro oscillation, KaiC existed in any of all the possible combinations, namely, free KaiC hexamers, KaiA-KaiC complexes, KaiBKaiC complexes, and KaiA-KaiB-KaiC complexes, but the proportions of these complexes varied in a phase-dependent manner: free KaiC hexamers predominated at all phases, w10% of KaiC hexamers appeared as KaiAKaiC complexes at all phases, and KaiB-KaiC and KaiA-KaiBKaiC complexes were clearly rhythmic, peaking in the KaiC dephosphorylation phase ( Figure 3D ). Similar results were observed by chromatography and 2D native gel electrophoresis [55, 56] . Structural, biochemical, and biophysical methods have also shown that KaiC can exchange monomers among its hexamers, and this exchange is maximally active during the dephosphorylation phase of the in vitro rhythm [55] [56] [57] .
Modeling the In Vitro PTO Mathematical modeling of the in vitro oscillator has been attempted by many groups [54, 56, [58] [59] [60] [61] [62] [63] [64] [65] [66] . Most of these mathematical models share a similar core KaiC hexamer model in which KaiC can exist in two (or more) conformational states over the course of the cycle. The cyclical phosphorylation status of KaiC is considered by these models as both an indicator of the oscillation as well as a regulator of KaiC conformational changes and interactions with KaiB and KaiA. The various models differ in a number of respects, including the role of KaiA, which figures more prominently in some models [59, 62, 63] than in other models.
We will briefly describe one of these models [56] as an illustrative example (Figure 4 ). This particular model stochastically simulates the kinetics of KaiC hexamers and the degree of phosphorylation of each monomer in every hexamer. Starting from a hypophosphorylated state of KaiC (state a), rapid association and disassociation of KaiA facilitates phosphorylation until the KaiC hexamer is hyperphosphorylated (state b). In this model, KaiB is assumed to bind to hyperphosphorylated KaiC, but we now know that KaiB associates with the 431p state of KaiC [53, 54] . The association of KaiB with KaiC induces a conformational change to a new state (KaiC*, state c). The KaiC* hexamer (state c) dephosphorylates to a relatively hypophosphorylated status (state d) and relaxes to the original conformation (state a). Simultaneous with the phosphorylation cycle of a hexamer is the possibility of the exchange of monomers between any two hexamers in any of the states. The rate of this exchange is highest during the KaiC dephosphorylation phase, when KaiC is associated with KaiB [57] . This model assumes that KaiA stochastically binds and dissociates rapidly from KaiC hexamers and that KaiB associates with the KaiC hexamer when the total degree of phosphorylation of the hexamer exceeds a threshold that places KaiC in state b [56] .
How does the in vitro oscillator maintain a robust, highamplitude oscillation for more than 10 cycles without apparent damping [57] ? The first published mathematical model for the in vitro oscillation [58] assumed the existence of monomer exchange among KaiC hexamers, which was experimentally confirmed shortly thereafter [55] . The model depicted in Figure 4 incorporated KaiC monomer exchange as a mechanism for keeping the phosphorylation state of hexamers synchronized in the population, thereby maintaining a high-amplitude oscillation [56] , and these predictions were experimentally confirmed [57] . Therefore, the in vitro oscillator is an excellent candidate for a PTO in vivo that can maintain a robust oscillation in the face of metabolic perturbations by virtue of biochemical mass-action kinetics among the 1,500-2,000 KaiC hexamers present in a single cyanobacterial cell [67] . Despite the fact that KaiC hexamers synchronize to each other intracellularly, cyanobacterial cells do not appear to communicate phase information intercellularly. Both from observations of the rhythms of single cells in colonies on agar plates ( Figure 2D [27] ) and of populations of cells in liquid cultures [68] , cyanobacterial cells appear to be independently oscillating entities and, therefore, the exquisite rhythms observed from populations of cells (Figure 2A ) must be due to highly precise oscillators residing within cells that have nearly the same period.
Relationship between the TTFL and the PTO in Cyanobacteria As summarized above, early work provided evidence in favor of a TTFL pacemaker in cyanobacteria [33, 38] that was similar to that proposed for circadian clocks in eukaryotes [34, 35] . However, even before the discovery of the in vitro KaiC phosphorylation rhythm that corresponds to the PTO in vivo, there were indications that the usual formulation of a circadian TTFL oscillator was inadequate to explain the circadian system of cyanobacteria. For example, the promoters driving kaiABC gene expression can be replaced with non-specific heterologous promoters without disturbing the circadian rhythm [21, 69] . If the TTFL model, as proposed for eukaryotic clocks, were correct for cyanobacteria, the Kai proteins would be expected to inhibit their own transcription through direct or indirect feedback upon their specific promoters. In that case, the replacement of the kaiABC promoters with non-specific heterologous promoters should interrupt the central feedback loop, a prediction which was refuted by the experiments described above.
Studies of cyanobacterial cells under metabolic repression also failed to support a simple TTFL model. For example, we showed in 2000 [38] that prolonged treatments with the protein-synthesis inhibitor chloramphenicol did not perturb the phase of the circadian system after return to normal conditions ( Figure 5A) , and Tomita and coworkers [39] , in 2005, found that the PTO was similarly unaffected by chloramphenicol or by constant darkness (which also represses transcription and translation). Since a TTFL oscillator will be inoperative in the absence of translation, these results supported the hypothesis that a translation-independent PTO was acting as an uninterruptible oscillator that could keep track of time, even when metabolism was repressed. Moreover, when Kondo and colleagues discovered the in vitro rhythm of KaiC phosphorylation [40] , the identity of a circadian oscillator (i.e., the PTO) was revealed that did not involve a TTFL.
Clearly, the existence of a PTO shows that a circadian oscillator can be built without transcriptional and translational feedback. Does this mean that transcriptional and translational feedback plays no role in the larger circadian system in cyanobacteria, and that the early studies that found phase resetting by KaiC expression [33, 38] were misleading? A re-evaluation of the relative roles of a TTFL and the PTO in the cyanobacterial circadian system in vivo is underway. In particular, the Kondo lab has recently reported that interfering with the KaiC phosphorylation rhythm in vivo does not abolish the rhythm of circadian gene expression [70] . These authors disrupted the KaiC phosphorylation rhythm by constitutive KaiC hyperphosphorylation (via overexpression of KaiA) and by mutation of the S431/T432 residues of KaiC to glutamate (431E/432E), which should mimic constitutive phosphorylation. The authors reasoned that the persisting rhythms of gene expression that they observed while KaiC was locked into a constitutive phosphorylation status (i.e., a 'clamped' PTO) argue for the presence of another oscillator in cyanobacteria. Therefore, despite their earlier conclusion that the PTO is the core circadian pacemaker [40] , the Kondo lab now favors the interpretation that the only other described candidate for an alternative pacemaker -the TTFL -can oscillate independently and, therefore, that the cyanobacterial clock is a multiple oscillator system composed of hierarchically equal, coupled oscillators -the PTO and the TTFL [70] . [56] [55] [56] [57] , depicted by 'dumbbell' KaiC monomers exchanging with KaiC hexamers in the central region of the figure. The rate of this exchange is highest between hexamers during the dephosphorylation phase [57] , as indicated by the thicker exchange arrow in this phase.
What is the relationship between the PTO and TTFL? The Kondo group now suggests that the two oscillating systems are both self-sustained oscillators that provide additional robustness when coupled, especially at lower temperatures [70] . As mentioned above, the PTO could act as an 'uninterruptible' oscillator that operates under metabolic repression/activation. More significantly, the PTO could provide the imperturbability observed when cells are actively dividing [27] [28] [29] [30] . A simple TTFL would be sensitive to the consequences of cell division: chromosomes condense (and are therefore less accessible for transcription) and there are changes in the ratio between DNA and transcriptional factors. Indeed, the period of synthetic TTFL oscillators in bacteria is strictly dependent upon doubling time [71] . An alternative to the 'dual-coupled The translational inhibitor chloramphenicol (Cm) was applied to cyanobacterial cultures for various durations (blue triangle), then removed. If the clock were stopped, or otherwise perturbed by the Cm treatment, the phase of the subsequent rhythms would be expected to follow the diagonal line of the Cm wash-out. In contrast, we found that the phase of the subsequent rhythms align vertically, indicating that the cyanobacterial clock's phase was not affected by inhibition of protein synthesis [38] . (B) A self-sustained PTO embedded within a transcription and translation feedback loop (TTFL, represented by green arrows). The PTO is shown in greater detail in Figure 4 , and is represented here by yellow arrows. New synthesis of KaiC monomers feeds into the KaiABC oscillator as non-phosphorylated hexamers or as monomers that exchange into pre-existing hexamers. If the new synthesis of KaiC occurs at a phase when hexamers are predominantly hypo-phosphorylated, the oscillation of KaiC phosphorylation is reinforced (enhanced amplitude). If on the other hand, new synthesis of unphosphorylated KaiC happens at a phase when hexamers are predominantly hyper-phosphorylated, this could lead to an overall decrease in the KaiC phosphorylation status, thereby altering the phase of the KaiABC oscillator (phase shift) and/or reducing its amplitude. Some configuration of KaiC (here shown as the dephosphorylating phase, but it could be any phase of the PTO) mediates rhythmic DNA torsion/compaction and transcription factor (TF) activity to control global transcription of all promoters, including those driving expression of the essential clock genes kaiA, kaiB,and kaiC.
oscillator' hypothesis of Kondo and colleagues [70] that we favor is a self-sustained PTO that is embedded within a damped TTFL oscillator ( Figure 5B ). In this model, the PTO acts as the core circadian oscillator that runs under all conditions. When metabolism is active, a damped oscillator additionally elaborates the rhythmic transcription of all promoters in the cell and mediates a TTFL of central Kai proteins. In this scenario, the TTFL could behave as a damped oscillator and indeed, the rhythms observed when KaiC is mutated to the constitutively active form (431E/432E) suggest a damped oscillation [70] .
Resolving the relationship between the PTO and the TTFL will ultimately require the elucidation of KaiC's most fundamental biochemical activity in regulating the clock. At this time, the most elemental activity known for KaiC is its rhythm of ATP hydrolysis [41] . However, this activity probably reflects a rhythm of ATP-dependent conformational changes in KaiA, KaiB, and KaiC and/or oligomeric associations that drives the essential oscillating circuit by a more fundamental enzymatic activity. What is this primary activity that mediates the outputs of KaiC? An early hypothesis that was based upon KaiC's sequence similarity to RecA and DnaB [72] was that KaiC might have helicase activity [73] . However, despite the observation that KaiC can bind forked DNA substrates [73] , there is no direct evidence that KaiC has a helicase activity. What is known, however, is that KaiC appears to influence the phosphorylation status of the putative transcription factor RpaA via the two-component system kinase SasA [19] ; perhaps the modulation of RpaA function is the enzymatic activity of KaiC that is most directly relevant to its downstream effects.
Implications for Eukaryotic Clocks and Unanswered Questions
The hypothesis of a TTFL in cyanobacteria has come full circle, from the initial proposal of the hypothesis [33, 38] , to its marginalization [39, 40, 69] , and finally back again to a position of prominence [70] . Now that a TTFL is once again considered to be significant for the cyanobacterial clock system, cyanobacterial and eukaryotic clocks appear to be more similar than we thought three years ago. It is noteworthy that the early evidence in support of a core TTFL oscillator in cyanobacteria, summarized above, is the same as that which currently supports a TTFL core in eukaryotic circadian systems, including the setting of circadian phase by overexpression of core clock proteins such as PER and FRQ [34, 35] . If a PTO is embedded in the TTFL of cyanobacteria, perhaps a similar organization exists for eukaryotic clocks. Indeed, there was early evidence for circadian rhythms in enucleated eukaryotic cells [74] [75] [76] -obviously a TTFL cannot operate in cells without DNA -but, the quality of this old evidence might not satisfy the standards of contemporary research.
A re-evaluation of the role of the TTFL in eukaryotes is underway [77] [78] [79] . Can the cyanobacterial clock system tell us anything about clocks in eukaryotes? Eukaryotic circadian genes have no detectable homology to kaiABC sequences, so if there is an evolutionary relationship between the bacterial and eukaryotic systems, it is so diverged as to be genetically invisible. But what about the possibility of convergence to a fundamentally similar biochemical mechanism? It might seem implausible that clocks of independent origin would converge upon an essentially similar core PTO made more robust by an overlying TTFL. However, the advantages that accrue to the cyanobacterial system by having a post-translational mechanism at its core are also relevant to eukaryotic clocks. For example, individual mammalian fibroblasts express cell-autonomous, self-sustained circadian oscillations of gene expression that are largely unperturbed by cell division [80, 81] in a fashion reminiscent of cyanobacteria [27] [28] [29] [30] 68] . Could the necessity for imperturbability, even when buffeted by the massive intracellular changes provoked by cell division, provide an evolutionary driving force for circadian clock mechanisms to converge on a relatively similar core mechanism? The results from cyanobacteria, combined with recent results from eukaryotic systems that do not easily fit into the original TTFL formulation [77] [78] [79] , embolden such speculations.
Circadian timekeeping is common in organisms from bacteria to humans. We now appreciate many features underlying the cyanobacterial system, which has a PTO embedded within a larger transcriptional/translational control loop. A variety of structural and biophysical methods, including X-ray crystallography, NMR, EM, fluorescence resonance energy transfer (FRET), and mathematical modeling, in addition to biochemical assays, are enabling us to appreciate the inner workings of the in vitro oscillator. Nevertheless, unanswered questions abound. How does the KaiC-based oscillator regulate global gene expression? How is the central oscillator linked to the environmental cycle (i.e., what is the input pathway)? What is the relationship/coupling between the PTO and the TTFL that results in the overall emergent circadian program? How is this program temperature-compensated from the truly molecular perspective? Finally, what is the mechanism by which strains with clock properties that resonate with the environment outcompete strains with less favorable clock properties? The objectives of the research on cyanobacterial clocks are to take advantage of this system's capabilities and tools to delve deeply into its molecular nature, to examine the interaction of the core oscillator with its input and output mediators, and to discover if our own clocks have attributes that are similar to those of cyanobacteria.
