In this paper, we introduce the problem of private sequential function computation, where a user wishes to compute a composition of a sequence of K linear functions, in a specific order, for an arbitrary input. The user does not run these computations locally, rather it exploits the existence of N noncolluding servers, each can compute any of the K functions on any given input. However, the user does not want to reveal any information about the desired order of computations to the servers. For this problem, we study the capacity, defined as the supremum of the number of desired computations, normalized by the number of computations done at the servers, subject to the privacy constraint. In particular, we show that the capacity satisfies (1 − 1 N )/(1 − 1 max(K,N ) ) ≤ C ≤ 1. For the achievability, we show that the user can retrieve the desired order of computations, by choosing a proper order of inquiries among different servers, while keeping the order of computations for each server fixed, irrespective of the desired order of computations.
I. INTRODUCTION
Outsourcing storage and computation to external parties are the inevitable reaction to the growing size of data and increasing load of processing. One of the main challenges in those arrangements is to ensure the privacy of data and algorithms, with minimum overhead in terms of computation, storage, and communication.
Recently, in the context of private information retrieval (PIR), it is shown that redundancy in data storage over multiple servers can significantly reduce the communication overhead of preserving privacy. In PIR, a user wishes to retrieve a specific file from a database, duplicated across multiple non-colluding servers, while the file identity must be kept private from the servers. In [1] , the basic PIR problem has been investigated from an information-theoretic viewpoint and its capacity has been characterized. The capacity there is defined as the maximum number of desired information bits per bit of download in privacy preserving algorithms. This work has been followed for different scenarios, including but not limited to, multiround PIR [2] , PIR with colluding servers [3] , PIR with coded storage [4] , [5] , PIR with eavesdroppers [6] , and cache-aided PIR [7] - [9] .
Private computation, also known as private function retrieval (PFR), is a problem, where the user wants to compute a linear combination of the files, stored in replicated servers without revealing any information about the coefficients [10] , [11] . In [10] , it is shown that the capacity of the private computation is the same as the capacity of PIR. This problem is also considered for the coded databases [12] - [14] . This is also extended to private computation of arbitrary polynomials on Lagrange coded data [15] .
In this paper, we introduce the problem of private sequential function computation as follows. Assume that we have a number of basic functions {F 1 , F 2 , . . . , F K }. Using the composition of these basic functions, we can construct a wide class of functions of interest. A user wishes to compute a particular composition of a number of those basic functions for an arbitrary input. The user also wants to offload the computation to N non-colluding servers which can compute the basic functions, while keeping the desired function secure. Due to the propriety of the basic functions, in this problem, to ensure the privacy, the only information that is needed to be kept secure from the servers is the order of the composition. In this paper, we study this problem for the cases that the basic functions are linear and so they can be represented by square matrices, and also we assume that in the desired composition of the user, each function F k appears only once 1 .
To achieve the desired result, the user sends a sequence of inquiries to the servers in a recursive manner. Each time it sends an inquiry, including a vector and the index of a function, to one of the servers, and waits for that server to return the multiplication of the corresponding matrix to that vector. Then it forms another inquiry for one of the servers, as a function of the initial input vectors, the results of the previous inquiries, and possibly some extra random vectors. In the end, the user should be able to compute the final result, and the servers should not gather any information about the order of computations.
In the private sequential function computation problem, the capacity is defined as the supremum of the number of desired computations per query, subject to the privacy constraint. In this paper, we derive non-trivial lower and upper bounds on the capacity of the private sequential function computation as
For the achievability, we show that the user can compute the desired order of computations, by choosing a proper order of inquiries among different servers, while keeping the order of computations for each server fixed, irrespective of the desired order of computations. Therefore, each server observes a fixed order of computations, and thus gains no information about the desired order of computations.
Due to the space limitations, in this conference version, we explain the core idea of the achievable scheme through some examples. The achievable scheme for the general case, in addition to the proof of converse, are available in the full version of this paper [17] .
II. PROBLEM STATEMENT
Consider a system, including a user, having access to T ∈ N input vectors W 1 , W 2 , . . . , W T , chosen independently and uniformly at random from F L , for some finite field F and some integer L. Thus,
The user wishes to retrieve the result of the sequential (composition) computation of K linear functions on its input vectors in a specific order. The functions are represented by K square matrices F 1 , F 2 , . . . , F K ∈ F L×L , that are distributed independently and uniformly over the set of invertible matrices 2 in F L×L , thus,
The sequence of computations is represented by a permutation Σ = (Σ K Σ K−1 · · · Σ 1 ) of [1 : K], selected by the user uniformly at random from the set of all possible permutations. Thus, the user wants the result of
This means that the order of computations is the same for all T input vectors. The user does not have any information about the matrices F k , k ∈ [1 : K]. To obtain the desired result, it relies on N ∈ N non-colluding servers, each has access to the full knowledge of F k , k ∈ [1 : K]. 3 Each time that a server is called by the user, it receives some vector V ∈ F L along with an index k ∈ [1 : K], and returns F k V to the user. In this paper, we assume that the servers are not synchronized. Assume that the user utilizes the servers for D times in total, in order to achieve its desired results. This means that the server generates a sequence of queries
), meaning that the user at the d th step, sends Q
N ], and asks it to run the function Q
The server then computes the desired result, denoted by
∈ F L , and sends it to the user. A (K, N, T, D, L) scheme of private sequential function computation comprises of a sequence of (possibly randomized) encoders
Definition 1: The rate of a (K, N, T, D, L) computation scheme is defined as R = KT D . Remark 1: The motivation of this definition for the rate is that in a (K, N, T, D, L) computation scheme, the user wants to compute a composition of K functions on T input vectors (total of KT computations) and it utilizes the servers for D times. To state the privacy constraint, we need to specify a notation for the sequence of queries received by each server.
Definition 2: For any n ∈ [1 : N ], the list of queries received by server n is denoted by
Remark 2: Note that the order of the received queries in Q n is known at server n. However, each server does not know the location of its received queries in the query list of the user, i.e., the exact values of index d for the queries are unknown at the server side, although their relative orders are known.
Definition 3: For any positive integers K, N, T, D, a positive real R is said to be T −achievable, if there is a sequence of (K, N, T, D, L) computation scheme {Φ
n received by server n must be independent from the order of computations, i.e., I( Q
Definition 5: The capacity of the private sequential function computation, denoted by C, is defined as the supremum of all achievable rates.
III. MAIN RESULT Theorem 1:
The capacity of private sequential function computation problem satisfies the following inequality:
The achievable scheme is explained through some examples in Section IV. The formal achievable scheme and the converse can be found in the extended version of the paper in [17] . Remark 3: When K ≤ N , the capacity is equal to one. This means that if the number of functions does not exceed the number of servers, then one can achieve the private computation without any cost. This is not surprising, because a simple one-shot (i.e., T = 1) function computation scheme in which each function is asked to be computed by one specific server ensures privacy.
Remark 4: When K > N , the user wishes to compute a number of functions which is greater than the number of available servers. Intuitively speaking, in this case, there is at least one server that must compute at least two functions. This means that to achieve privacy, the order of computations in that server should not leak any information about the desired order of computations. To ensure privacy in this case, we propose a scheme which has a surprising feature: the order of computations at each server is fixed, irrespective of the desired order of computations. The user can retrieve any order of computations, by selecting an appropriate order for queries Q 1 , Q 2 , . . . , Q D , such that the order of computations at each server remains fixed. Some randomness is also added to the inputs, such that the sever cannot infer any order from some reverse calculation. The proposed scheme satisfies both privacy and correctness with zero probability of error. The proposed scheme achieves the lower bound as T → ∞.
Remark 5: The problem of private sequential function computation is related to the problem of private computation. However, we have the following observations:
• In private sequential function computation, the input vectors W 1:T are not delivered to the servers. This means that the user decides what information about the input files should be delivered to each server. This is due to the specific modeling of the problem where the servers are for function computation. They are not for storing the input files of the user. • In the model of private sequential function computation, the computational limits of servers are taken into account. This means that it is not efficient, due to the definition of the problem, to ask each servers to compute all K! possible permutations of the functions on the input data, and then retrieve the desired result, using a PIR solution.
IV. THE ACHIEVABLE SCHEME
We consider special cases of the problem of private sequential function computation in this section, in order to explain the main idea of the achievable scheme. The general achievable scheme for the problem can be found in the full version of this paper [17] .
A. Motivating Examples
Example 1: This example explains why for K ≤ N , Theorem 1 states that the capacity of private computation is equal to one. Consider the problem of private sequential function computation with N = 2 servers and K = 2 functions. Assume that the user has only T = 1 data vector W 1 , and it wants to compute F 2 (F 1 W 1 ), i.e., σ = (2 1). One simple achievable scheme is as follows: the user asks the first server to compute the function F 1 on W 1 , i.e., F 1 W 1 . After receiving the result of the computation, the user asks the second server to compute the function F 2 on F 1 W 1 . Trivially, such scheme has the correctness property. Also, it is private 4 . Note that if the desired order is σ = (1 2), i.e., the user wants the result of F 1 (F 2 W 1 ), then the second server computes F 2 on W 1 , i.e., it computes F 2 W 1 , then the first server runs F 1 on F 2 W 1 , i.e., computes F 1 (F 2 W 1 ). In other words, for both σ = (2 1) and σ = (1 2), server one always runs F 1 and server two always runs F 2 . Therefore, each server learns nothing about the desired order of computations.
We use the following schematic to demonstrate this achievable scheme: σ = (2 1)
Note that F Wt ∼ Wt for any invertible matrix F .
Generally, when K ≤ N , one can employ a similar approach to achieve the capacity in a one-shot zero-error setting as follows:
Example 2: This example demonstrates how to achieve the capacity for cases K > N . Consider the problem of private sequential function computation with N = 2 servers and K = 3 functions. Assume that the user has T input vectors W 1:T , for some integer T , and it wants to deliver F σ3 (F σ2 (F σ1 W 1:T )), i.e., the desired order is σ = (σ 3 σ 2 σ 1 ). The scheme presented in Example 1 breaches information about σ. It is because the computation of the third function at each server (without any coding) will disclose some information about the order of computations. To solve this problem, we introduce the following computation scheme.
Assume that the user asks the servers to compute a specific sequence of functions, no mater what the desired order of computations is. In particular, assume that the user asks the first server to compute the sequence
and the second server to com-
. Because the sequence of the computed functions by each server is predetermined, it cannot reveal any information about the the desired order of computations. The next step is to assign the input vectors to the servers at each step, such that the privacy and correctness constraints hold. To achieve privacy, we utilize a number of randomly generated vectors, which are independent from any other random variables in the problem. In below, we demonstrate how the user order queries to attain this purpose for all possible options for the desired order of computations. Note that the arrows show the order of computations and the random variables Z 1:T +2 are distributed independently and uniformly over F L .
Let us describe the case σ = (3 2 1) as an example. In above, it is illustrated that the user first asks the first server to compute F 1 W 1 . Then, the user asks the second server to compute F 2 on the output of the first server in the previous step of computation. After this step, the user has access to F 2 (F 1 W 1 ). The user then generates a random vector Z 1 and then asks the second server and first server to compute F 3 (F 2 (F 1 W 1 ) ⊕ Z 1 ) and F 3 Z 1 , respectively. After this step the user has access to its desired content. In addition, the servers do not have any information about the desired permutation of the user. There are two reasons for that. As one can see above, the order of computations is the same at server one, for any desired order of computations. In addition, additional randomness guarantees that each server receives 2T +1 independent vectors, and thus subsequent computations at each server does not leak any information through reverse computation. Hence, the scheme is private.
After showing that the proposed scheme has the privacy and correctness properties, we compute its rate. In total, there are 4T + 2 usage of the servers, while we want to compute three functions on T input vectors. Hence, the rate of computation is 3T 4T +2 . As T → ∞, this rate achieves the lower bound on the capacity of the problem, which is 3 4 .
B. A Systematic Approach to Construct Achievable Schemes
Example 2 shows that one can use a predetermined association for the sequence of functions to be computed by the servers, in addition to exploit random vectors in order to achieve the capacity in the asymptotic regime. However, we require a systematic approach to construct the achievable schemes for arbitrary K, N . We explain our construction in the following example. Note that the method is a bit different from the above example. However, the ideas of both are similar.
Example 3: Consider the problem of private sequential function computation with N = 3 servers and K = 4 functions 5 . Assume that the user has 2T input vectors, denoted by W i,j , i ∈ [1 : T ], j ∈ {1, 2}, and wants to compute F σ4 (F σ3 (F σ2 (F σ1 W 1:T,1:2 ))), i.e., σ = (σ 4 σ 3 σ 2 σ 1 ). We first assign a predetermined order of computations to each server.
Assume that the user asks server n , n ∈ {1, 2, 3}, to compute the sequence of functions as follows:
, no matter what the desired order of computations is. This means that to compute 2T requests, the user asks 3(T + 3) queries from each server, and 9T + 27 queries in total.
For the convenience in the description of the achievable scheme, we divide the computation of 3(T + 3) functions at each server to T + 3 blocks of computation, each comprised of three computations (see the following table). It can be observed that the function assignment is the same for all the blocks. Assume that the blocks of computation are requested by the user sequentially. This means that the user first asks all of the queries in a block from the servers, then begins the next block. Also assume that the queries in each block are asked by the user in an arbitrary order. We claim that by exploiting this function assignment and order determination, one can design an achievable scheme for any desired permutation. Note that in this case, there are 4! = 24 distinct permutations. We focus on a specific permutation σ = (1 3 4 2) to illustrate the achievable scheme.
In the following figure, we propose the procedure of computation in the first four blocks. In this scheme, the variables 6 Z * are drawn randomly and uniformly, and they are independent from all the other variables in the problem. In the first block, the requests corresponded to W 1,{1,2} are considered and the function F 2 is applied on them (at server 2). In the second block, the user has access to F 2 W 1,{1,2} , and asks servers one and two to apply the function F 4 on them. To run F 4 , the user utilizes a randomly drawn vector to ensure the privacy of the computation. Also, the user in this block again asks from the second server to perform a similar task to the previous block on new vectors W 2,{1,2} . The third block is also similar. The function F 3 is executed on the requests corresponded to W 1,{1,2} , the function F 4 is computed for the requests corresponded to W 2,{1,2} , and the function F 2 is computed for the requests corresponded to W 3,{1,2} . In the fourth block, the user again asks three servers to compute specific functions similar to the third block. In addition, for the requests corresponded to W 1,{1,2} , the function F 1 is computed and the final result of commutation for them is available at the end of this block. The rest of the scheme is similar, where 2T requests are computed in the T +3 blocks of commutation. Observe that the scheme is correct and private. σ = (1 3 4 2)
The privacy is due to the fact that all the inputs given to each server are uniformly and independently drawn vectors, which are independent from the order of computations. Also the order of computations at each server is the same for all desired orders of request. Now we compute the rate of the proposed scheme. Note that there are 2T input vectors and we have 4 functions (8T in total), while the user utilizes the servers for 9T + 27 times. Therefore, the rate of the proposed achievable scheme is 8T
9T +27 , which goes to 8 9 as T → ∞ 7 . Let us formally denote the procedure of computation of the k th function in the sequential computation (which is equal to F σ k ), for the requests corresponded to W t,{1,2} by R k t . In this example, the user utilized T + 3 blocks of computations, and performed all tasks R k t , for k ∈ {1, 2, 3, 4} and t ∈ [1 : T ]. In particular, we showed that the following task assignment is feasible (i.e., can be performed using specific codes): 
In the proposed task assignment, we assign the task R 1 1 to the first block. This means that at the end of the first block, F σ1 W 1,{1,2} is available at the user side. For the second block, we assign two tasks R 1 2 and R 2 1 . This means that at the end of this block, the user is be able to access F σ1 W 2,{1,2} and F σ2 (F σ1 (W 1,{1,2} ) ). Generally, before the t th block begins, the tasks R k t such that k + t ≤ t is already executed, and the tasks R k t such that k + t = t + 1 need to be executed at the t th block. By this explanation, one can see that if there is a computation scheme that can perform all of the above 7 If the number of requests is set to be odd, one can see that the one extra request does not effect the limit of the rate in the asymptotic regime [17] . Also, we note that this rate is not necessarily optimum for the oneshot case and one may compute privately 2T requests with less than 9T + 27 computations. However, in the asymptotic regime, the rate achieves the capacity and the gap is vanishing. tasks, then it is 2T −achievable. This idea can be generalized for arbitrary K, N to propose an achievable scheme.
