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VANISHING OF SELF-EXTENSIONS OVER SYMMETRIC
ALGEBRAS
KOSMAS DIVERIS AND MARJU PURIN
Abstract. We study self-extensions of modules over symmetric artin
algebras. We show that non-projective modules with eventually van-
ishing self-extensions must lie in AR components of stable type ZA∞.
Moreover, the degree of the highest non-vanishing self-extension of these
modules is determined by their quasilength. This has implications for
the Auslander-Reiten Conjecture and the Extension Conjecture.
1. Introduction
In this article we study finitely generated modules with eventually vanish-
ing self-extensions over a symmetric artin algebra Λ via its Auslander-Reiten
quiver. This investigation is motivated by two questions. The first is to ex-
amine which algebras satisfy the Generalized Auslander-Reiten Condition.
Definition 1.1. A ringR is said to satisfy the Generalized Auslander-Reiten
Condition (GARC) if for each R-module M with ExtiR(M,M ⊕ R) = 0 for
all i > n the projective dimension of M is at most n.
In the special case when n = 0 one obtains the Auslander-Reiten Con-
dition (ARC) for the ring R. The Auslander-Reiten Conjecture, still an
open question, asserts that all artin algebras satisfy the Auslander-Reiten
Condition [AR]. It is clear that any algebra satisfying (GARC) also satisfies
(ARC), but it is known that these conditions are not equivalent. It is also
known that there do exist artin algebras which do not satisfy (GARC) [S].
The second motivating question has been called the Extension Conjecture.
In [ILP], K. Igusa, S. Liu, and C. Paquette prove the Strong No Loop Con-
jecture, originally stated in [Z], for finite-dimensional elementary algebras
and conjecture that the following stronger statement holds:
Conjecture 1.2 ([ILP]). Let S be a simple module over an artin algebra
with Ext1(S, S) 6= 0. Then we have Exti(S, S) 6= 0 for infinitely many
integers i.
This statement again concerns modules with eventually vanishing self-
extensions. In fact, the Extension Conjecture holds for self-injective algebras
satisfying (GARC). Indeed, if Λ is self-injective and satisfies (GARC) then
any simple Λ-module S with Exti(S, S) = 0 for all i≫ 0 must be projective
and thus Ext1(S, S) = 0.
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In this paper, we describe which AR components may contain modules
with eventually vanishing self-extensions. A similar question has been con-
sidered before. M. Hoshino has shown that a module with trivial self-
extensions in all positive even degrees must appear on the boundary of a
component of stable type ZA∞ [Ho, Theorem 1.5]. Our main result is as
follows:
Theorem A. Assume that Λ is a symmetric artin algebra. Let C be an
AR component containing a non-projective module with eventually vanishing
self-extensions. Then the stable part of C is of the form ZA∞.
Moreover, we show that all modules in C have eventually vanishing self-
extensions and describe the highest degree in which a module in C has a
non-trivial self-extension. This implies that when (GARC) does not hold for
a symmetric algebra, there must be an entire ZA∞ component consisting of
modules with eventually vanishing self-extensions.
Theorem A gives a reduction criterion for both the Generalized Auslander-
Reiten Condition and the Extension Conjecture. We obtain the following
corollary as an application of our main result.
Corollary B. Let Λ be a symmetric artin algebra. Then both the General-
ized Auslander-Reiten Condition and the Extension Conjecture hold in the
following cases:
(1) Λ has no AR component of stable type ZA∞.
(2) Λ is of wild tilted type.
(3) Λ is the trivial extension of an iterated tilted algebra.
Since the Extension Conjecture implies the Strong No Loop Conjecture,
we also obtain the validity of the latter in the above cases. We remark that
unlike [ILP] we do not require Λ to contain a field.
We now give an outline of the article. In Section 2 we set up notation
and collect a series of technical results on the vanishing of self-extensions.
Theorem 2.6 and 2.7 establish the condition (GARC) for stable AR com-
ponents that are τ -periodic, or that have finitely many τ -orbits and a slice
without cycles. In Section 3 we make use of the notion of Ω-perfect AR
components which were introduced by E. Green and D. Zacharia [GZ1]. We
prove the analog to Hoshino’s result for eventually Ω-perfect AR compo-
nents. In Section 4 we treat components of ΓΛ which are are not eventually
Ω-perfect. We show that all non-projective modules in these components
have non-vanishing self-extensions in infinitely many degrees. Finally, in
Section 5 we prove the Generalized AR Condition and the Extension Con-
jecture for some classes of symmetric algebras, including those of wild tilted
type.
2. Vanishing of Self-extensions
In this paper we consider symmetric algebras. Recall that an Artin al-
gebra Λ is symmetric if Λ ∼= D(Λ) as Λ-bimodules where D denotes the
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standard duality. We assume throughout that all modules are finitely gen-
erated left Λ-modules. The Auslander-Reiten translate of a module M is
denoted by τ(M). For symmetric algebras τ = Ω2 where Ω denotes the
syzygy operator. All finitely generated modules over Λ can be organized
into a combinatorial device called the Auslander-Reiten quiver which we
denote by ΓΛ. Furthermore, the stable AR quiver of Λ-mod is obtained by
removing all of the vertices that correspond to projective modules from the
AR quiver of Λ-mod. For background on AR theory we refer the reader to
[ARS].
We now turn to cohomology in the stable module category. Over a self-
injective algebra, every module has a complete resolution, i.e. there is an
acyclic complex of projective modules (P., δ.) where im δ0 ∼= M . For each
i ∈ Z, we set Ωi(M) = im δi. For each i ∈ Z, we define the stable cohomolgy
of M with coefficients in N to be Êxt
i
(M,N) = Hom(Ωi(M), N). Note
that according to the definitions above, the truncated complex P≥0 gives a
projective resolution of M , so that for all i ≥ 0, Ωi(M) is the ith syzygy of
M . From this it follows that for i ≥ 1 we have Êxt
i
(M,N) = Exti(M,N).
In degree zero however, there is an important difference between these co-
homologies. If M is a nonzero module, then the identity map is a nonzero
morphism in HomΛ(M,M), but HomΛ(M,M) = 0 if and only if the module
M is projective.
We record the following dimension shift isomomorphism that we employ
frequently:
Êxt
i
(M,N) ∼= Êxt
i−m+n
(Ωm(M),Ωn(N))(1)
which holds for all i,m, n ∈ Z. One advantage of using stable cohomology
is that dimension shifting holds for all indices (when using classical coho-
mology, dimension shifting only holds for extensions of positive degrees).
Another advantage of using stable cohomology in our setting is that the
projective modules are characterized by the vanishing of their stable endo-
morphism groups.
2.1. Vanishing of Self-Extensions. In this section we record several re-
sults concerning the vanishing of cohomology that we need in the sequel.
Our first lemma is used repeatedly.
Lemma 2.1. Let 0 → Ω2M → N → M → 0 be a short exact sequence in
Λ-mod.
(i) If X is an Λ-module such that Êxt
k
Λ(X,M) = 0 for k > n, then we
have Êxt
k
Λ(X,N) = 0 for k > n+2, and Êxt
n+2
Λ (X,N)
∼= Êxt
n
Λ(X,M).
(ii) If X is an Λ-module such that Êxt
k
Λ(M,X) = 0 for k > n, then we
have Êxt
k
Λ(N,X) = 0 for k > n, and Êxt
n
Λ(N,X)
∼= Êxt
n
Λ(M,X).
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Proof. (i) Consider the long exact sequence in Êxt
∗
(X,−):
· · · → Êxt
k−1
Λ (X,M)→ Êxt
k
Λ(X,Ω
2M)→ Êxt
k
Λ(X,N)→ Êxt
k
Λ(X,M)→ · · ·
Shifting dimensions, we see that the second term listed is isomorphic to
Êxt
k−2
Λ (X,M). Therefore the second and fourth terms vanish when k >
n + 2, so the third must also vanish. This demonstrates that the stated
vanishing holds. For the isomorphism, we consider the piece of the above
sequence when k = n+ 2. In this case the first and last terms are zero and
the dimension shift gives that the second term is isomorphic to Êxt
n
(X,M).
The middle map now provides the desired isomorphism.
The proof of (ii) is analogous to that of (i). 
We find it useful to introduce the notion of an extension degree of a module
as a means of describing the vanishing of self-extensions in AR components.
Definition 2.2. For a Λ-module M we define the extension degree of M to
be ext.deg(M) = sup{i | Exti(M,M) 6= 0}.
An application of the above lemma gives the following.
Lemma 2.3. Let M be a non-projective Λ-module with ext.deg(M) = m.
Let 0 → Ω2M → N → M → 0 be an exact sequence. Then we have
ext.deg(N) = m+ 2 and an isomorphism Êxt
m+2
Λ (N,N)
∼= Êxt
m
Λ (M,M).
Proof. We have Êxt
m
Λ (M,M) 6= 0. First invoke part (i) of Lemma 2.1, with
X =M . It provides an isomorphism f : Êxt
m+2
Λ (M,N)
∼= Êxt
m
(M,M) and
Êxt
k
(M,N) = 0 for k > m+ 2.
Next, we apply part (ii) of Lemma 2.1. This time we take X = M
and use the vanishing obtained in the previous paragraph. It provides an
isomorphism g : Êxt
m+2
Λ (N,N)
∼= Êxt
m+2
Λ (M,N) and Êxt
k
Λ(N,N) = 0 for
k > m+ 2.
In particular, we see that ext.deg(N) ≤ m + 2. Composing the isomor-
phisms f and g gives the desired isomorphism between Êxt
m+2
Λ (N,N) and
Êxt
m
Λ (M,M). Since the latter is nontrivial, this gives ext.deg(N) ≥ m+ 2,
which completes the proof. 
We record the following observation as a corollary.
Corollary 2.4. Let Λ be a symmetric algebra. If there exists a nonprojective
module with finite extension degree in a component C of ΓΛ, then all modules
in C have finite extension degree.
Proof. Over a symmetric algebra every almost split sequence has the form
of the short exact sequence in Lemma 2.3. The lemma tells us that if a non-
projective module has finite extension degree then so do all of its neighbors in
ΓΛ. The corollary then follows from the fact that C is a connected graph. 
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In view of the above corollary, it makes sense to discuss the finiteness
of the extension degree of an AR component. We write ext.deg(C) < ∞
when any (and therefore every) non-projective module in the component C
has finite extension degree. Note that there need not exist a bound on the
extension degree of the modules in the component.
We now set up some notation and terminology that we use throughout
this section. First, fix a Λ-module M and suppose that C, is the component
of the AR quiver containing M . Let CM ⊂ C be the cone of M , it consists of
all predecessors of M in C. For a Λ-module X ∈ CM , we denote by dM (X),
the length of the shortest directed path in C from X to M . Let C0M = {M},
and for every n ≥ 0 set
Cn+1M = {X ∈ CM | X is an immediate predecessor of some Y ∈ C
n
M}
That is, X ∈ CdM if and only if there exists a directed path of length d from
X to M . In particular we see that dM (X) = d is a sufficient condition
for X to be in CdM . If a slice of C does not contain a cycle, this condition
is necessary. Also, note that CM =
⋃
n≥0 C
n
M , but the union need not be
disjoint.
The diagram below shows the beginning of the cone of M in an arbitrary
component C. Each CnM appears above the column of modules it contains.
C4M C
3
M C
2
M C
1
M C
0
M
· · · • // •
&&▼
▼▼
▼▼
▼
•
''◆
◆◆
◆◆
◆◆
77♣♣♣♣♣♣♣
// • // •
&&▼
▼▼
▼▼
▼
· · · • // •
88qqqqqq
%%❑
❑❑
❑❑
// • // •
%%❑
❑❑
❑❑
❑
τ2M
88rrrrr
&&▲
▲▲
▲▲
▲
// • // τM
99sssss
%%❑
❑❑
❑❑
❑
// • // M
· · · • // •
99ssssss
&&▼
▼▼
▼▼
▼
// • // •
99ssssss
•
''◆
◆◆
◆◆
◆◆
77♣♣♣♣♣♣♣
// • // •
88qqqqqq
· · · • // •
88qqqqqq
•
77♣♣♣♣♣♣♣
Since the Auslander-Reiten quiver ΓΛ is a locally finite graph, we have
that each CnM contains finitely many modules up to isomorphism. We de-
note by addCnM the subset of Λ-mod consisting of all direct summands of
direct sums of modules in CnM . We say that a module X generates addC
n
M
if it contains each module in CnM as a direct summand. Then we define
ext.deg(CnM ) = ext.deg(X), where X is any generator of addC
n
M . Note that
this definition is independent of the generator chosen.
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Proposition 2.5. Let Λ be a symmetric algebra and assume that M is a
non-projective Λ-module with ext.deg(M) = m. Then for all d ≥ 0 we have
ext.deg(CdM ) = m+ 2d.
Proof. We proceed by induction on d. There is nothing to show when d = 0.
So, assume the claim holds when d = k ≥ 0.
Choose a module X =
⊕
Xi that generates addC
k
M where each Xi is inde-
composable. Denote by Ei be the middle term of the almost split sequence
ending in Xi and set E = ⊕Ei. Since a module is in C
k+1
M if and only if it is
an immediate predecessor of some module in CkM and X generates addC
k
M we
see that E generates addCk+1M . Thus, ext.deg(C
k+1
M ) = ext.deg(E). Summing
the almost split sequences we obtain an exact sequence:
0 −→ Ω2X −→ E −→ X −→ 0
The induction hypothesis gives ext.deg(X) = ext.deg(CkM ) = m + 2k. Fi-
nally, an application of Lemma 2.3 yields ext.deg(E) = m + 2(k + 1) as
needed. 
In the next two results we show that a component in the AR quiver of a
symmetric algebra satisfying some finiteness conditions may not contain a
non-projective module with eventually vanishing self-extensions.
Theorem 2.6. Let Λ be a symmetric algebra and assume that C is a compo-
nent of ΓΛ containing a τ -periodic module. Then any module with eventually
vanishing self-extensions in C must be projective.
Proof. If C contains a τ -periodic module, then every non-projective module
in C is τ periodic and therefore Ω-periodic, as Λ is symmetric. Let n be so
that ΩnX ∼= X for all X ∈ C. Then, if M ∈ C and ext.deg(M) <∞, for all
k ≫ 0 we have
0 = Êxt
kn
(M,M) ∼= Hom(ΩknM,M) ∼= Hom(M,M)
This occurs only when M is projective. 
Theorem 2.7. Let Λ be a symmetric algebra. Assume that the C is a
component of ΓΛ that has finitely many τ -orbits and that its slice does not
contain an unoriented cycle. Then any module with eventually vanishing
self-extensions in C must be projective.
Proof. We may assume that C does not contain a τ -periodic module, oth-
erwise the previous proposition applies. Suppose that C has n τ -orbits and
M is any non-projective module in C.
Since a slice of C does not contain a cycle, we have that a module X is
in CdM if and only if dM (X) = d. Also note that for all d ≥ 0 there is a
containment CdτM ⊆ C
d+2
M . For small values of d, this containment may be
strict. Modules on a slice containing M are not in the cone of τM and these
are the modules in Cd+2M \C
d
τM .
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Since C has only n τ -orbits, the distance from any module on a slice
containing M to M is at most n. Therefore, Cn+2M is contained in the cone
of τM and so CnτM = C
n+2
M .
Proposition 2.5 gives the equalities ext.deg(Cn+2M ) = ext.deg(M)+2(n+2)
and ext.deg(CnτM ) = ext.deg(τM) + 2n. Since ext.deg(M) = ext.deg(τM)
and CnτM = C
n+2
M , we get ext.deg(M) + 2(n + 2) = ext.deg(M) + 2n so that
M must have infinite extension degree. 
The following observation about the cone of a module M with eventually
vanishing self-extensions is needed in the proof of the next proposition. We
record it separately as it provides a source of finitely generated modules over
the graded artin algebra Ext∗(M,M).
Lemma 2.8. Let Λ be a symmetric algebra. Suppose that M is a Λ-module
with ext.deg(M) = m and Y ∈ CM . Then
(i) Êxt
k
Λ(Y,M) = 0 for k > m, and
(ii) Êxt
k
Λ(M,Y ) = 0 for k > m+ 2dM (Y ).
Proof. We proceed by induction on dM (Y ). When this is zero the claims are
clear. So we assume that the proposition holds for all modules of distance
d ≥ 0 to M . If dM (Y ) = d + 1 then Y has a neighbor, say X, in CM
with dM (X) = d. The almost split sequence ending in X is of the form
0→ Ω2X → Y ⊕ Y ′ → X → 0 where Y ′ ∈ Λ-mod.
For (i), we have Extk(X,M) = 0 for k > m, by the induction hypoth-
esis. Part (ii) of Lemma 2.1 applied to the above sequence shows that
Extk(Y,M) = 0 for k > m, as claimed.
For (ii), the induction hypothesis gives Extk(M,X) = 0 for k > m+ 2d.
An application of part (i) of Lemma 2.1 to the above sequence shows that
Extk(M,Y ) = 0 for k > m+ 2d+ 2, as claimed. 
In order to classify the extension degree of all modules in a component of
stable type ZA∞, we will need the following result.
Proposition 2.9. Let Λ be a symmetric artin algebra. Take a short exact
sequence 0 → Ω2M → N ⊕ L → M → 0 in Λ-mod with m = ext.deg(M)
and n = ext.deg(N). If n < m < ∞, then ext.deg(L) = m + 2 and
Êxt
m+2
(L,L) ∼= Êxt
m
(M,M).
Proof. Proposition 2.3 gives ext.deg(L) ≤ m+ 2 and
Êxt
m
(M,M) ∼= Êxt
m+2
(N ⊕ L,N ⊕ L).
To complete the proof, it suffices to show that the following summands
of the right hand term are all zero: Êxt
m+2
(N,N), Êxt
m+2
(L,N), and
Êxt
m+2
(N,L).
First, Êxt
m+2
(N,N) = 0 is immediate since m > n = ext.deg(N). We
write N =
⊕
Ni and L =
⊕
Lj where each Ni and Lj are indecomposable.
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Note that ext.deg(Ni) ≤ n for each i and we have the following subgraph of
ΓΛ for each i and j:
Ni
((❘
❘❘
❘❘
❘ Ω−2Ni
M
))❚
❚❚❚
❚❚
44❥❥❥❥❥❥
Lj
66♠♠♠♠♠♠
Ω−2Lj
So we see that Lj is in CΩ−2Ni and dΩ−2Ni ≤ 2 for each i and j.
Since Lj ∈ CΩ−2Ni we may employ Lemma 2.8 and then shift dimen-
sions to get 0 = Êxt
k
(Lj ,Ω
−2Ni) = Êxt
k+2
(Lj , Ni) for all k > n, that is
Êxt
k
(Lj , Ni) = 0 for all k > n+ 2. In particular, we get Êxt
m+2
(L,N) = 0.
Next, as dΩ−2Ni(Lj) = 2, Lemma 2.8 along with a dimension shift give
us 0 = Êxt
k
(Ω−2Ni, Lj) = Êxt
k−2
(Ni, Lj) for all k > n + 4 which is to say
Êxt
k
(Ni, Lj) = 0 for all k > n+2. Therefore, we get Êxt
m+2
(N,L) = 0. 
Until this point, we have been careful to track the degrees where the
vanishing of extensions begins. This attention to detail is used repeatedly
in the sequel. In some instances, however, the following notation can simplify
our arguments considerably.
Definition 2.10. If Exti(M,N) = 0 for all i≫ 0 we write M ⊥ N . We set
⊥M = {X | X ⊥M} and M⊥ = {Y | M ⊥ Y }.
Remark 2.11. (i) For each Λ-module M , the sets ⊥M and M⊥ satisfy the
two out of three property on short exact sequences. That is, if the sequence
0 −→ X −→ Y −→ Z −→ 0 is exact and any two modules from {X,Y,Z}
are in ⊥M or M⊥, then so is the remaining module.
(ii) If ext.deg(M) < ∞ and N is any module in the same component
of the Auslander-Reiten quiver as M , then it follows from Lemma 2.8 that
M ⊥ N and N ⊥M .
Proposition 2.12. Let Λ be a symmetric artin algebra. Assume that N is
an indecomposable Λ-module of finite extension degree. Let f : M −→ N
be an irreducible epimorphism (monomorphism), then ker f (respectively,
coker f) has finite extension degree.
Proof. Since f is irreducible, the modules M and N are in the same com-
ponent of ΓΛ. In particular, this gives ext.deg(M) < ∞ and M ⊥ N and
N ⊥M .
We prove the proposition in the case when f is an epimorphism. A similar
argument works when f is a monomorphism. Since f is an epimorphism,
we have a short exact sequence 0 −→ ker f −→ M −→ N −→ 0. Since
M ⊥ M and M ⊥ N the two out of three property gives M ⊥ ker f .
Similarly, since N ⊥ N and N ⊥ M , the two out of three property gives
N ⊥ ker f . One more application of the two out of three property now gives
ker f ⊥ ker f . 
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3. Eventually Ω-perfect components
In order to determine the extension degree of modules in all of the possi-
ble types of AR components, we separate the components into two classes:
those that are eventually Ω-perfect and those that are not eventually Ω-
perfect. This section is dedicated to the study of the AR components that
are eventually Ω-perfect. We show that any such component of finite ex-
tension degree must be stably ZA∞. In addtion, we describe the extension
degree of each module in such a component.
Recall that an irreducible map f : M −→ N is called Ω-perfect if the in-
duced irreducible maps Ωnf : ΩnM −→ ΩnN are either all monomorphisms,
for every n ≥ 0, or are all epimorphisms, for every n ≥ 0. An indecompos-
able non-projective moduleM is Ω-perfect if all irreducible homomorphisms
ending at M and beginning in τM are Ω-perfect. We say that an AR com-
ponent C is eventually Ω-perfect if for each M ∈ C there is an i ∈ N so that
τ iM is Ω-perfect.
The concepts of an Ω-perfect map and an Ω-perfect module where in-
troduced in [GZ1]. The authors also showed that Ω-perfect modules occur
quite often. In particular, if an algebra has no periodic simple modules, then
every indecomposable non-projective module is eventually Ω-perfect [GZ2,
Proposition 2.4].
Throughout the section the valence of a vertex in a stable AR component
is the valence of the vertex in the graph of a slice of the stable component
containing it. Equivalently, the valence denotes the number of irreducible
maps ending at the vertex in the stable AR quiver. We denote the length of
the Λ-module M by ℓ(M).
We now begin working with stable AR components that are eventually
Ω-perfect.
Proposition 3.1. Let Λ be a symmetric algebra. Suppose that C is an
eventually Ω-perfect component in the stable AR quiver of Λ containing a
module of finite extension degree. Let M be an Ω-perfect module in C of
minimal length. Then α(M) = 1.
Proof. Consider the almost split sequence ending in M :
0 // Ω2M
[f1,...,fr]T
//
⊕r
1Ei
[g1,...,gr]
// M // 0
where each Ei is indecomposable. Suppose for purposes of contradiction
that that r ≥ 2.
If gi is a monomorphism for some i, then Ei is Ω-perfect by [GZ2, Lemma
2.6] and ℓ(Ei) < ℓ(M), contrary to the choice of M . Thus, each gi is an
epimorphism. If r ≥ 2, then fi is also an epimorphism for each i, by [GZ2,
Lemma 2.5]. Since M is Ω-perfect, for each n ≥ 1 the induced morphisms
Ω2nf1 : Ω
2(n+1)M −→ Ω2nE1 and Ω
2ng1 : Ω
2nE1 −→ Ω
2nM are epimor-
phisms. Composing these maps gives us epimorphisms Ω2nM −→ M for
each n ∈ N. Lemma X.3.1 of [ARS] then says that for each n ∈ N we have
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0 6= Hom(Ω2nM,M) ∼= Ext2n(M,M). But Corollary 2.4 says that M must
have finite extension degree. We have arrived at a contradiction. 
Since every eventually Ω-perfect component contains an Ω-perfect module
of minimal length, it follows that any such component of finite extension
degree admits a module whose almost split sequence has an indecomposable
middle term.
The next step in showing that an Ω-perfect component C of finite ex-
tension degree is of stable type ZA∞ is to show that α(M) ≤ 2 for all M
in C. To this end, we proceed with the following observations concerning
Ω-perfect modules.
Lemma 3.2. Let M ∈ C be an Ω-perfect module. Let
0 // Ω2M
[f1,...,fr]T
//
⊕r
1Ei
[g1,...,gr]
// M // 0
be an almost split sequence where each Ei is indecomposable. If f1 is a
monomorphism, then g1 is an epimorphism and r ≤ 2. If r = 2, then f2 is
an epimorphism and g2 is a monomorphism.
Proof. If f1 is a monomorphism, then g1 is an epimorphism by [GZ2, Lemma
2.5], and then r ≤ 2 by [GZ2, Lemma 3.4].
If r = 2, then the following square is a pushout diagram:
E1 g1
'' ''❖
❖❖
❖❖
❖
Ω2X
)
	
f1 66♠♠♠♠♠♠
f2
((◗
◗◗
◗◗
◗
X
E2
g2
77♦♦♦♦♦♦
It follows that parallel arrows are monomorphisms/epimorphisms simultane-
ously. This gives that f2 is an epimorphism and g2 is a monomorphism. 
Corollary 3.3. Suppose that N is an indecomposable Ω-perfect module and
that f : M −→ N is an irreducible monomorphism. Then M is Ω-perfect,
α(M) ≤ 2 and if α(M) = 2, the almost split sequence ending in M has the
form:
τN g
(( ((◗
◗◗
◗◗
◗
0 // τM
(

τf 55❧❧❧❧❧❧
α )) ))❘
❘❘
❘❘
❘ M // 0
E
)
	
β
66♠♠♠♠♠♠♠
Proof. That M is Ω-perfect follows from [GZ2, Lemma 2.6]. Since N is
Ω-perfect, we have τf : τM −→ τN is a monomorphism. The remaining
claims now follow immediately from the preceding lemma. 
Lemma 3.4. Suppose that C has finite extension degree. Let X ∈ C be an
Ω-perfect module with almost split sequence:
0 // Ω2X
[fi]T
//
⊕r
1Ei
[gi]
// X // 0
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where each Ei is indecomposable. If α(X) ≥ 3, then fi is an epimorphism
and gi is a monomorphism for each i.
Proof. The previous lemma gives that if fi is a monomorphism for some i,
then α(X) ≤ 2. This shows that each fi is an epimorphism.
If gi is an epimorphism for some i, then since X is Ω-perfect we obtain
epimorphisms Ω2nX −→ X for each n ∈ N. Now Lemma X.3.1 of [ARS]
gives Hom(Ω2nX,X) 6= 0, i.e. Êxt
2n
(X,X) 6= 0 for all n ∈ N. This contra-
dicts the assumption that C has finite extension degree. Thus, each gi is a
monomorphism, as claimed. 
Proposition 3.5. Let C be an eventually Ω-perfect component containing a
module of finite extension degree. Then for each non-projective module M
in C the middle term of the almost split sequence ending in M has at most
two non-projective indecomposable summands.
Proof. Since C is eventually Ω-perfect, we may apply τ repeatedly to any
indecomposable module M in C and assume that M is Ω-perfect and that
there is no projective module in the cone CM . We show that if α(M) ≥ 3
for such an M , then the stable part of C must have finitely many τ -orbits
and its slice is a tree. This contradicts Theorem 2.7.
We now construct the slice of the stable component C that contains the
module M . Begin with the almost split sequence ending in M :
0 // τM
[fi]T
//
⊕r
1Ei
[gi]
// M // 0
where the Ei are indecomposable modules and assume that r ≥ 3.
We know from Lemma 3.4 that each gi is a monomorphism. Corollary
3.3 gives that α(Ei) ≤ 2 for each i. If α(Ei) = 1, then Ei lies at an end of
the slice. If α(Ei) = 2, Corollary 3.3 implies that the almost split sequence
ending in Ei has the form:
τM gi
(( ((◗
◗◗
◗◗
◗
0 // τEi
(

τfi 66❧❧❧❧❧❧
αi (( ((◗
◗◗
◗◗
◗ Ei
// 0
E′i
)
	
β1
i
77♥♥♥♥♥♥
(2)
where E′i is indecomposable and Ω-perfect. We therefore obtain exactly one
new map E′i −֒→ Ei in our slice.
If α(E′i) = 1 we have reached the end of the slice. Otherwise, we may
repeat the above steps to obtain again exactly one new map E′′i −֒→ E
′
i in
the slice. Continuing this process yields, for each i, a chain of irreducible
monomorphisms:
. . . −֒→ E′′i −֒→ E
′
i −֒→ Ei −֒→M
This chain of proper monomorphisms must stop eventually since the module
M has finite length.
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Thus, a slice containing the module M consists only of modules lying
along finite chains of monomorphisms that terminate in M . Since there
are only α(M) such chains, the stable component C has only finitely many
τ -orbits.
Now we show that this slice is a tree. If the slice contained an unoriented
cycle, then we could find two non-isomorphic modules X1 and X2 with a
common immediate predecessor in the slice. So we suppose that two modules
in the slice, X1 and X2, do have a common immediate predecessor, E, in
the slice. We show that X1 ∼= X2 and therefore the slice does contains no
unoriented cycles. Since every map in the slice is a monomorphism, we must
have irreducible monomorphisms E →֒ Xi for i = 1, 2. Since Xi is Ω-perfect,
we see that the irreducible maps Ω2E →֒ Ω2Xi are also monomorphisms.
However, since E is in the slice, the almost split sequence ending in E has
the form (2). Thus, there is an irreducible monomorphism from from Ω2E
to only one other module. Therefore X1 ∼= X2. 
Theorem 3.6. Let Λ be a symmetric artin algebra. Let C be an eventually
Ω-perfect AR component of finite extension degree. Then C is of stable type
ZA∞.
Proof. First, Proposition 3.1 guarantees that C contains a module M with
α(M) = 1. Then Proposition 3.5 states that α(N) ≤ 2 for all N ∈ C and
thus a slice in the stable part of C must have the form A∞ or An for some
n. Lastly, Theorem 2.7 rules out the possibility that the stable part of C is
ZAn, so it must be the case that the stable part of C is ZA∞. 
Remark 3.7. K. Erdmann and O. Kerner examine the dimensions of Ext-
groups of modules in quasi-serial components of the stable module category
of a self-injective algebra in [EK]. They give a sufficient condition (Lemma
3.6) that guarantees the eventual vanishing of self-extensions in components
of stable type ZA∞.
Our next result complements Theorem A by providing a description of the
extension degree of all modules in components of stable type ZA∞. Recall
that the quasi-length of a module M , denoted ql(M) in C is its distance to
the boundary. A module is quasi-simple if its quasi-length is zero.
Theorem 3.8. Assume that C is a component of stable type ZA∞ containing
a nonprojective module of finite extension degree. Let M be a quasi-simple
module in C and set m = ext.deg(M). If X ∈ C and l = ql(X), then
ext.deg(X) = m+ 2l and Êxt
m+2l
(X,X) ∼= Êxt
m
(M,M).
Proof. Take a path of length l = ql(X) from X to a quasi-simple module
and note that all quasi-simple modules in this component are of the form
τ iM ∼= Ω2iM for some i ∈ Z. Since none of these quasi-simples have self-
extensions, we may assume that i = 0. We can now say X ∈ ClM and so
ext.deg(X) ≤ ext.deg(ClM ) = m+ 2l by Proposition 2.5.
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To finish the proof, it remains to show that Êxt
m+2l
(X,X) ∼= Êxt
m
(M,M).
We induce on l = ql(X). The case l = 0 is clear, the case l = 1 follows from
Lemma 2.3.
Assume now that the result holds for all modules of quasi-length l = k ≥ 1
and that the quasi-length of X is k + 1. There is an almost split sequence
of the form:
0→ Ω2Y → Z ⊕X → Y → 0
where the quasi-lengths of Y,Ω2Y and Z are k, k and k − 1 respectively.
Since for all i ∈ Z, ext.deg(Ω2iX)) = ext.deg(X) we may replace X by
Ω2i(X) if necessary and assume that the middle term of the AR sequence
ending in Y does not contain a projective summand.
The induction hypothesis says ext.deg(Y ) = m + 2k > m + 2(k − 1) =
ext.deg(Z) and Êxt
m+2k
(Y, Y ) ∼= Êxt
m
(M,M). An application of Propo-
sition 2.9 now gives Êxt
m+2(k+1)
(X,X) ∼= Êxt
m+2k
(Y, Y ), which completes
the proof. 
Remark 3.9. There do exist symmetric algebras which have non-projective
modules with eventually vanishing self-extensions in ZA∞ components. Us-
ing an argument analogous to that in Section 2 of [S], one can show that
the R-module M introduced on page 1004 of [L] has ext.deg(M) = 1. In
Example 5.7 of [L] it is shown that M is in a ZA∞ component in the AR
quiver of R. According to Theorem 3.8, we have that for each n ∈ N, R
admits an indecomposable module Xn with ext.deg(Xn) = 2n − 1. In fact,
whenever a symmetric algebra does not satisfy the Generalized Auslander-
Reiten Condition it must admit indecomposable modules having arbitrarily
large extension degrees as seen in Corollary 5.3.
4. Components that are not eventually Ω-perfect
In order to complete the proof of Theorem A, it remains to show that
a component of ΓΛ that is not eventually Ω-perfect may not contain any
non-projective modules of finite extension degree. To show this, we need
the following result of O. Kerner and D. Zacharia:
Lemma 4.1. Let Λ be a symmetric algebra and C a component of ΓΛ. If
C is not eventually Ω-perfect, then there exists an irreducible epimorphism
f : M −→ N with M and N in C such that ker f is an Ω-periodic simple
Λ-module.
Proof. This is shown in the proof of Proposition 2.4 of [GZ2]. 
Theorem 4.2. Suppose Λ is a symmetric artin algebra and that C is a
component in ΓΛ. If C is not eventually Ω-perfect, then every non-projective
module in C has infinite extension degree.
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Proof. Assume that C is not eventually Ω-perfect. Suppose to the contrary
that C contains a module of finite extension degree. Then by Corollary 2.4
all modules in C have finite extension degree.
Now Lemma 4.1 guarantees the existence of an irreducible epimorphism
f : M −→ N between modules in C where ker f is an Ω-periodic simple
module. Next, Proposition 2.12 gives that ext.deg(ker f) is finite. Since ker f
is Ω-periodic, Theorem 2.6 gives that ker f is projective, or equivalently, it is
injective. This contradicts the fact that ker f is the kernel of an irreducible
epimorphism. 
5. Applications
In this section we prove that the Generalized Auslander-Reiten Condi-
tion and the Extension Conjecture hold for large classes of symmetric artin
algebras– those without a ZA∞ component in the stable AR quiver and
those that are of wild tilted type in the sense of [EKS]. Note that in the
setting of symmetric algebras, the condition (GARC) requires the modules
of finite extension degree to coincide with the projective modules. Also
observe that the Extension Conjecture follows if all simple modules have
infinite extension degree.
Corollary 5.1. Let Λ be a symmetric artin algebra. Then Λ satisfies the
Generalized Auslander-Reiten Condition in the following cases:
(1) Λ has no AR component of stable type ZA∞.
(2) Λ is of wild tilted type.
(3) Λ is the trivial extension of an iterated tilted algebra.
Proof. (1) This is a direct consequence of Theorem A. In this case, all
nonprojective modules must have infinite extension degree.
(2) It follows from Theorem 9.6 of [EKS] that all non-projective modules
in AR components of stable type ZA∞ have infinite extension degree. All
other non-projective modules have infinite extension degree by Theorem A.
Thus, the modules of finite extension degree are precisely the projective
modules.
(3) The wild case follows from (2). If Λ is not wild, then (1) applies
because ΓΛ does not contain a component of stable type ZA∞ by [T], [TW].

We note that several classes of symmetric algebras satisfying (1) have been
identified. In particular, these include all symmetric algebras of Euclidean
type [LeS].
As a further consequence we obtain the validity of the Extension Conjec-
ture in the above cases as the conjecture holds for all symmetric algebras
satisfying (GARC). Theorem A gives one additional case when the Extension
Conjecture holds, even if (GARC) may fail. Consequently we also obtain a
proof of the Strong No Loop Conjecture for algebras satisfying the hypothe-
ses of the next corollary. Note that we do not require Λ to be an algebra
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over a field as is assumed in the proof of the Strong No Loop Conjecture in
[ILP].
Corollary 5.2. Let Λ be a symmetric artin algebra. If no simple Λ-module
lies in a component of stable type ZA∞, then Λ satisfies the Extension Con-
jecture.
In [CH] it is shown that (GARC) is satisfied by all Noetherian rings which
satisfy Auslander’s Condition. For a self-injective ring Λ, it is known that
Λ satisfies (GARC) if and only if its finitistic extension degree, fed(Λ) =
sup{ext.deg(M) |ext.deg(M) <∞}, is finite [D]. For these rings, the latter
condition is weaker than Auslander’s Condition as it only depends on the
vanishing of self-extensions. In contrast to testing for Auslander’s Condition,
however, it is not known if one may compute fed(Λ) by considering only
indecomposable Λ-modules.
For symmetric algebras, our results give an alternative proof of the above
mentioned result from [D]. Moreover, we show that to test for (GARC) one
may consider only the indecomposable Λ-modules.
Corollary 5.3. Let Λ be a symmetric artin algebra. Λ satisfies the General-
ized Auslander-Reiten Condition if and only if the supremum
sup{ext.deg(M) | M is indecomposable and ext.deg(M) <∞} is finite.
Proof. If Λ satisfies (GARC), then the supremum is zero. If Λ does not
satisfy (GARC), then combining Theorems A and 3.8 one sees that there
exist indecomposable Λ-modules having arbitrarily large extension degrees.

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