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The prospect of combining the dissipationless nature of superconducting currents with the spin-polarization
of magnetic materials is interesting with respect to exploring superconducting analogues of topics in spintron-
ics. In order to accomplish this aim, it is pivotal to understand not only how such spin-supercurrents can be
created, but also how they interact dynamically with magnetization textures. In this paper, we investigate the
appearance of a spin-supercurrent and the resulting magnetization dynamics in a textured magnetic Josephson
current by using three experimentally relevant models: i) a superconductor|ferromagnet|superconductor (S|F|S)
junction with spin-active interfaces, ii) a S|F1|F2|F3|S Josephson junction with a ferromagnetic trilayer, and iii)
a Josephson junction containing a domain wall. In all of these cases, the supercurrent is spin-polarized and
exerts a spin-transfer torque on the ferromagnetic interlayers which causes magnetization dynamics. Using a
scattering matrix formalism in the clean limit, we compute the Andreev-bound states and resulting free energy
of the system which in turn is used to solve the Landau-Lifshiftz-Gilbert equation. We compute both how the
inhomogeneous magnetism influences the phase-dependence of the charge supercurrent as well as the magneti-
zation dynamics caused by the spin-polarization of the supercurrent. Using a realistic experimental parameter
set, we find that the spin-supercurrent can induce magnetization switching that is controlled by the supercon-
ducting phase difference. Moreover, we demonstrate that the combined effect of chiral spin symmetry breaking
of the system as a whole with interface scattering causes the systems above to act as phase batteries that may
supply any superconducting phase difference ϕ in the ground state. Such a ϕ junction is accompanied by an
anomalous supercurrent appearing even at zero phase difference, and we demonstrate that the flow direction of
this current is controlled by the chirality of the magnetization configuration.
PACS numbers: 74.50.+r, 74.45.+c, 74.78.Fk, 76.50.+g
I. INTRODUCTION
The synergistic effects of combining ferromagnetism and
superconductivity, two seemingly disparate phenomena, have
garnered much attention in recent years1,2. Investigations re-
garding the mutual interplay between these condensed phases
may be traced back to the early work of Ginzburg3 and it
is by now established that ferromagnetic order not necessar-
ily acts detrimentally toward superconductivity - the two may
even coexist in a series of uranium-based heavy fermion com-
pounds such as UGe2, UCoGe, and UIr4–6. Whereas such
systems pose several challenges with regard to experimental
investigations e.g. due to requirements of very high pressures
in some cases, the combined influence of FM and SC order
can be studied in a more controllable fashion by tailoring hy-
brid structures with the desired properties.
The physical mechanism behind the unlikely alliance of
magnetic and superconducting order is symmetry breaking
combined with the Pauli exclusion principle7. As long as
the Cooper pair wavefunction respects the correct antisym-
metry property under an exchange of the particle-coordinates
for spin, space, and time, the Cooper pairs can in fact become
spin-polarized. Such an effect takes place in FM/SC structures
since both the explicit translation symmetry breaking due to
the interface and the presence of a band-splitting exchange
field creates Cooper pairs with different symmetry properties
than in the bulk superconductor8. The consequence of same-
spin electrons constituting a Cooper pair is that they become
insensitive to the paramagnetic limitation of internal or ex-
ternal magnetic fields, allowing such correlations to survive
distances up to hundreds of nanometer inside a ferromagnet9,
even in extreme cases such as half-metallic compounds10,11.
In such a scenario, the limiting factor of the penetration depth
is not determined by the strength of the magnetic exchange
field, but by other pair-breaking events such as spin-flip and
inelastic scattering12. Experiments have unambiguously ob-
served such long-ranged superconducting correlations arising
in FM/SC structures that feature magnetic textures of some
sort: this includes multilayered magnetic structures13,14, do-
main wall or intrinsically textured ferromagnets15,16, and in-
terfaces with spin-active scattering and/or disorder17,18. A
large amount of theoretical work has recently been devoted
to the topic of spin-triplet correlations arising in S/F hybrid
structures (see e.g.19–41).
The existence of long-ranged spin-polarized superconduct-
ing correlations raises an interesting question: is it possible
to utilize this to obtain a superconducting analogue to central
topics in spintronics such as domain wall motion and mag-
netization switching? It is well-known that resisitive (nor-
mal) spin-polarized currents play a central part in terms of
obtaining magnetization dynamics in spintronics42. Spin-
currents enable a transfer of angular momentum to the mag-
netic order parameter of a material via the effect of spin-
transfer torque43,44. Since spin-supercurrents also carry an-
gular momentum, the same effect is possible in this con-
text and a few previous works have investigated the possi-
bility of magnetization dynamics in superconducting hybrid
structures45,46,48–51,56. However, it remains unclear how the
superconducting phase difference affects the dynamics via the
Andreev bound-state spectrum. In this paper, we will con-
sider three experimentally relevant types of FM/SC weak-link
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2structures that all have in common that the region separat-
ing the superconductors is spin-textured. We will compute
the spin-polarized supercurrent analytically, and demonstrate
that its spin-torque can give rise to magnetization switch-
ing by solving the non-linear Landau-Lifshitz-Gilbert52 equa-
tion numerically. This constitutes a way to directly utilize
the spin-polarized nature of the recently observed long-range
triplet currents in order to dynamically alter magnetization
textures. In addition to this, we will demonstrate that the mag-
netic structure in such Josephson junctions has a profound
effect on the superconducting ground-state itself. Whereas
it is known that superconductor|ferromagnet|superconductor
(S|F|S) junctions normally have a ground-state phase differ-
ence of 0 or pi, it was very recently demonstrated experimen-
tally that it is possible to construct a ϕ-state junction where
the ground-state phase takes on any value between 0 and pi53.
Such a ϕ-state was originally proposed to occur in SFS junc-
tions in54 and subsequently studied in several works55–62, of-
fering the unique possibility to design phase batteries63,64 with
an arbitrary phase-shift rather than only 0 or pi which could
be used to bias both classical and quantum circuits. We will
compute the free-energy and belonging supercurrent-phase re-
lation in inhomogeneous magnetic Josephson junctions and
show that anomalous behavior arises in the form of a finite
supercurrent even at zero phase difference. As will be shown,
this is intimately linked with a chiral spin symmetry breaking
and scattering at the interfaces of the structure and results in
the possibility of a controllable ϕ-state by adjusting the mag-
netization vectors in the system.
This paper is organized as follows. In Sec. II, we out-
line the theoretical framework used in our calculations of the
spin supercurrent, Andreev levels, the magnetization dynam-
ics, and the ground-state energy of the system under consid-
eration (see Fig. 1). In essence, we are combining the mean-
field Bogolioubov-de Gennes equations in a scattering state
framework to compute the free energy from which all ther-
modynamic quantities may be obtained, and then extract the
effective magnetic field in our theory which is used as input
in the Landau-Lifshitz-Gilbert equation in order to obtain the
magnetization dynamics. Additional details of the calcula-
tions are found in the Appendix. In Sec. III, we give a compre-
hensive treatment of the Andreev levels that arise and compute
the spin-polarized supercurrent flowing in the system. We pro-
vide results for the current-phase relation and magnetization
dynamics, and show how a ϕ-state may arise in non-collinear
arrangements in addition to magnetization switching. We give
a detailed discussion of our results in Sec. IV, in particu-
lar with regard to the experimental feasibility of our proposed
setup and the regime of validity for the approximations made
in our calculations. Finally, we summarize our findings in Sec.
V.
II. THEORY
We consider a ballistic Josephson junction composed of
one or more ferromagnetic layers sandwiched between two
conventional s-wave superconducting electrodes. The entire
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FIG. 1: (Color online) The three setups considered in this paper for
magnetization dynamics induced by a spin-polarized supercurrent:
(a) a trilayer S|F|S junction with non-collinear magnetization, (b)
S|F|S junction with spin-active interfaces, and (c) S|DW|F|S junction
where the supercurrent is polarized by a domain-wall.
structures is positioned along the y-axis such that the inter-
faces lie in the x− z-plane. We choose the origin y = 0 to
be at the interface between the left superconducting layer and
its proximate ferromagnetic. Assuming large superconduct-
ing banks with size d ξS, these layers are characterized by
their bulk superconducting gap ∆ and the macroscopic phase
difference across the junction, γ= γR− γL.
The ferromagnetic part of the junction depends on the spe-
cific model considered as shown in Fig. 1. We will treat three
experimentally relevant model systems in order to illustrate
the rich physics that arises due to the spin-polarized nature of
the long-ranged superconducting correlations. In Fig. 1(a),
we consider a multilayered ferromagnetic junction, similar to
a recent experiment14. As predicted by Ref.20, the Josephson
current in such a structure should have a long-ranged contri-
3bution that depends on the relative orientation of the magne-
tization vectors in each of the ferromagnetic layers. To treat
a general scenario, we consider an arbitrary direction of the
magnetization in the free layer and fix the orientation in the
two hard magnetic layers to the z- and x-axis, respectively.
The three layers j ∈ {1,2,3} are characterized by their thick-
ness L j and exchange field h j, and we will also consider the in-
fluence of interface resistance captured by an effective dimen-
sionless parameter Z (see Appendix). As we will calculate
below, the rich physics including supercurrent-induced mag-
netization reversal and the appearance of a ϕ-ground state is
intimately related to chiral symmetry breaking by the magne-
tization vectors M j35,39, characterized by a finite value of the
chirality vector:
χ=M1 · (M2×M3). (1)
Next, we consider in Fig. 1(b) a free magnetic layer with
low anisotropy where the interface region coupling to the su-
perconductors is spin-active. Such interfaces are known to
give rise to spin mixing, and spin rotation22 which consider-
ably alters the superconducting proximity effect. We consider
a situation where the barrier moments lie in the x− z-plane
with the parallel, perpendicular and antiparallel alignments
given by φL = φR = 0, φL = 0 and φR = pi/2, φL = 0 and
φR = pi, respectively. The spin-active interfaces are charac-
terised by barriers37
U = [1ˆ−ρm cos(φ)(τ0⊗σ3)−ρm sin(φ)(τ0⊗σ1)], (2)
One of our results is that breaking chiral spin symmetry is
not a sufficient condition to generate an anomalous zero-phase
difference supercurrent. Instead, the scattering taking place at
the interfaces separating the various regions will be shown to
play a pivotal part in this. Finally, we include the effect of a
domain wall by considering in Fig. 1(c) a setup where the fer-
romagnetic region consists of a domain wall and a free mag-
netic layer. The domain wall is taken to be of Bloch-type, thus
rotating around the y-axis with a characteristic length scale
of λ. This particular choice of domain wall is not essential
to the resulting physics, and the results we obtain are quali-
tatively unchanged for other types of magnetization textures.
The structure of the domain wall is described by a vector f
proportional to the magnetization vector65. In order to obtain
analytical results, we use the following form:
f (y) =
{
[sin( piyldw ),0,cos(
piy
ldw
)], if 0 < y< ldw.
0, otherwise.
(3)
The starting point for all scenarios described above is the
mean-field Bogoliubov-de Gennes equations67 describing
quasiparticle propagation in these structures. Due to the
non-collinear magnetization textures, one must consider the
full spin⊗particle-hole space and use a four-component wave
function Ψ= (u↑,u↓,v↑,v↓)T(
Hˆ0(y) ∆ˆ(y)
−∆ˆ†(y) −Hˆ0T (y)
)
Ψ(y) = EΨ(y) (4)
where ∆ˆ(y) = iσ2∆(y) and the single-particle Hamiltonian is
Hˆ0(x) =
[
− 5
2m
−µ(y)
]
1ˆ−h f (y) ·σ (5)
where m is effective mass of quasiparticles, µ is chemical po-
tential, and σ is the Pauli matrix spin-vector. The quasiparticle
energy E is measured relative the chemical potential which in
the low-temperature limit considered here equals the Fermi
energy. The eigenstates Ψ may be constructed once the mag-
netization texture f (y) is specified [see Fig. 1]. In each case,
the free layer magnetization is allowed to take arbitrary direc-
tions. This enables a study of the supercurrent-induced mag-
netization dynamics on the magnetic order parameter of this
layer. We also mention that the scattering states in the domain
wall region treated in case (c) may be obtained by employing
a unitary transformation of the Hamiltonian which rotates the
spin-basis to follow the magnetization texture. This also alters
the boundary conditions to the superconducting regions. All
of these calculational details are left for the Appendix.
Using the framework sketched above, one may compute the
allowed energy-levels that exist in the Josephson junctions.
These Andreev levels ε will depend on the junction geometry,
the U(1) superconducting phase gradient, and the magnetiza-
tion texture. With them in hand, both the free energy F and
the charge supercurrent I are obtained via66:
F (γ) =−1
β∑j
ln(1+ e−βε j), I (γ) =
2e
h¯ ∑i
f (εi)
∂εi
∂γ
(6)
where f (ε) is Fermi-Dirac distribution function and β =
1/kBT . The fact that the supercurrent is spin-polarized due to
the long-range triplet proximity effect and flows under equi-
librium conditions directly implies that the exchange interac-
tion between the ferromagnets will be altered by the super-
conducting phase difference γ. In fact, there is an interesting
co-dependence between the phase difference γ and the non-
collinearity of the magnetization vectors regarding the super-
current I and the equilibrium magnetic torque τ as first noted
by Waintal and Brouwer45. Considering for simplicity two
monodomain ferromagnets with a relative angle θ between the
magnetization vectors, it follows from I = 2eh¯
∂F
∂γ and τ =
∂F
∂θ
that:
∂I
∂θ
=
2e
h¯
∂τ
∂γ
. (7)
The above equation is simple, yet it conveys a powerful mes-
sage: if the supercurrent is sensitive to the magnetization ori-
entation, then the torque exerted on the magnetic order param-
eters is sensitive to the superconducting phase difference. This
is the core principle which enables the supercurrent-induced
magnetization dynamics in inhomogeneous S|F|S junctions.
The induced superconducting correlations are long-ranged
since they become spin-polarized and thus avoid picking up
a finite center-of-mass momentum which acts pair-breaking.
In turn, their spin-polarized nature makes them sensitive to
the magnetization texture in the junction such that a mutual
interplay is enabled between the supercurrent and the magne-
tization.
4Having obtained the free energy of the system from the An-
dreev levels, one may also compute the effective field Heff that
couples to the magnetic order parameter:
Heff =− 1V
∂F
∂M
(8)
The effective field is used to describe the supercurrent-
induced magnetization dynamics in the free layer (blue region
in Fig. 1) by solving the Landau-Lifshitz-Gilbert equation52:
∂M
∂t
=−ζM×Heff+αM× ∂M∂t , (9)
where ζ is the gyromagnetic ratio and α is the Gilbert damping
constant. As long as the effective field is not fully aligned with
the magnetization, it will exert a torque on it which induces
magnetization dynamics. We are considering a monodomain
macrospin model for the soft ferromagnetic layer, such that
there is no contribution from the spin stiffness term ∼ ∂2M∂y2 .
However, we include the influence of magnetic anisotropy
with additional terms ±K jM2j , j ∈ {x,y,z} in the free energy
where K j are the anistropy constants and the ± sign deter-
mines the hard and easy axes of magnetization.
III. RESULTS
We will now proceed to present our results for the Andreev
bound-state (ABS) spectrum, the system’s free energy, the
current-phase relation, and the ensuing magnetization dynam-
ics via spin-supercurrents. We treat each of the three proposed
systems in Fig. 1 separately. In each subsection, we start
by considering the analytical expression for the ABS energy.
Obtaining this quantity serves as the foundation for the com-
putation of both the total free energy of the system and the
equilibrium supercurrent, as given by Eq. (6). The technical
procedure for doing so consists of three steps. First, we obtain
the eigenstate wavefunctions that solve the BdG equations in
each region (see Appendix for details). From these wavefunc-
tions, the appropriate scattering states involving particle- and
hole-like excitations are constructed with belonging probabil-
ity coefficients. The energies ε that allow for a non-trivial so-
lution of the scattering coefficients are obtained by matching
the wavefunctions at each interface region using appropriate
boundary conditions and setting up a system of linear equa-
tions of the type Aˆx= b where x contains the scattering coef-
ficients. Solving the characteristic equation detAˆ = 0 allows
one to identify the ABS solutions for ε. The boundary con-
ditions require some special care for the systems under con-
sideration in the present paper, i.e. they are modified from
conventional boundary conditions both for setup (b) and (c) in
Fig. 1.
A. Trilayered S|F|F|F|S structure
The magnetizations in the first two layers F1 and F2 are as-
sumed to be fixed via strong anisotropy energies along the zˆ
and xˆ directions, respectively. In F3, we allow for an arbitrary
magnetization direction in order to explore the effect of spin-
supercurrent induced magnetization dynamics. This material
should then consist of a much softer ferromagnet than F1 and
F2. For a completely arbitrary parameter set, the analytical
expression for the ABS-energy is overwhelming. However,
physical insight can be obtained in experimentally relevant
limiting cases. In the quasiclassical regime of a rather weak
ferromagnet h/µ 1, one finds that:
ε j = ∆0
√
1−A cosγ+BZ3(hy/h)sinγ−C ±
√
D(γ) (10)
where the coefficients A ,B,C are independent on the phase
difference γ. Instead, they are functions of the junction pa-
rameters such as length L, barrier Z, and exchange field h. It
should be noted that Eq. (10) is valid for arbitrary interface
transparency Z. We provide some additional details for the
coefficients in Eq. (10) in the Appendix. The quantity D(γ)
is a rather large expression which depends on γ; the essential
property of this quantity is nevertheless that
∂D(γ)
∂γ
∣∣∣∣∣
γ=0
∝ BZ3(hy/h). (11)
We prove now that it follows from the above properties of
the Andreev-level that there will be a finite supercurrent at
zero phase difference. This finding is then independent on the
specific details of the coefficients introduced above.
The presence of an anomalous current is seen to be con-
tigent on two factors: 1) the presence of scattering barriers
and 2) hy 6= 0 in the free F layer. The absence of either of
these causes the supercurrent to revert to conventional behav-
ior. We comment first on the role of the scattering barriers.
In Eq. (10), it was assumed that the scattering barrier Z was
the same for the interfaces between the ferromagnetic regions
whereas the S/F interface was taken to be completely trans-
parent. By allowing for different barrier values, which will be
the case in general since the value of Z depends on the spe-
cific materials connected, one finds that the term providing
the anomalous current reads 12BZ1Z2(Z1 +Z2)hy sinγ. Here,
Z1 is the barrier between the F1/F2 interface whereas Z2 is the
barrier between the F2/F3 interface. This demonstrates that
in the short-junction regime where the Andreev bound-states
carry the current, barriers at both ferromagnetic interfaces are
required in order to produce the anomalous current: setting
either Z1 or Z2 to zero cancels the sinγ term in Eq. (10). We
will later establish a connection between this observation and
the results for the domain wall junction to be considered in a
section below.
Secondly, the fact that the anomalous supercurrent only ap-
pears when hy 6= 0 means that the presence of an explicitly
broken chiral spin symmetry the system is a necessary cri-
terium. Interestingly, we find that direction of the current is
actually controlled by the specific chirality, i.e. the sign of hy.
A consequence of this is that the magnetization direction then
acts as a 0-pi switch as it controls the direction of the supercur-
rent, which offers a novel way of exerting dynamical control
over a superflow of spins. The precise quantitative behaviour
5of the system depends also on the following parameters: the
interface barrier, the magnetic anisotropy constant, and the
length of ferromagnetic layers. For convenience, we introduce
the normalized and dimensionless variables βi = kFLih2µ , where
the index i denotes the ferromagnetic layer under considera-
tion. Throughout this work, we set kFL= 2pin, where n is in-
teger. The presence of ferromagnetism introduces additional
phase-shifts for the Andreev bound-states as they propagate
through the system.
In Fig. 2, we plot the ABS-energy (a, d), the free energy (b,
e) and the Josephson current (c, f) as function of the phase dif-
ference. We fixed β1 = β2 = pi/3 and considered several val-
ues for β3 and Z. The magnetization in the free layer has been
set to m ‖ yˆ in order to demonstrate the appearance and con-
sequences of the anomalous supercurrent. To give the reader
a better idea about which values these correspond to in an ex-
perimental setup, we note that for a weakly polarized ferro-
magnet with h/µ = 0.02 (exchange field of around 30 meV),
β = pi/3 corresponds to a length of 15 nm. In Fig. 2, we
consider in (a-c) the effect of varying the width or exchange
field of the free ferromagnetic layer, captured in the parameter
β3. We consider here a weakly transparent interface Z = 2. In
(d-f), we instead fix β3 and consider the influence of having
different barrier potentials Z. The panels for the ABS-energies
clearly display that the current is spin-polarized as their spin-
degeneracy is completely removed in the present system. One
important feature is that the effect of increasing Z on the spec-
trum is that the maxima and minima are shifted away from a
phase difference γ = 0 and γ = pi. The fact that the derivative
of the ABS-energy with respect to γ does not vanish at these
points implies that there will be a finite current even in the
absence of any superconducting phase difference. This will
be referred to as an anomalous supercurrent. We observe that
there is no anomalous supercurrent when Z = 0, as seen also
in Eq. (10).
The presence of an anomalous supercurrent is intimately
related to an unusual property for the quantum ground-state
of the system, which is illustrated in the plots for the free en-
ergy in Fig. 2 (b) and (e). The global minimum of F is seen
to not necessarily occur at the conventional 0 and pi states for
the phase difference - in fact, for weakly transparent inter-
faces it deviates strongly from these values and occurs at an
intermediate phase ∈ [0,pi]. This is a manifestation of a so-
called φ-junction. In the right column of Fig. 2, we plot the
supercurrent-phase relation for various choices of the length
and exchange field for the free ferromagnetic layer as well
as different values of the interface transparency. When a φ-
junction is realized, we have I(γ = 0) 6= 0 and an anomalous
current is present. Its magnitude is strongly dependent on
β3 ∝ hL and Z, and is seen to reach up to 50% of the critical
Josephson current (for β3 = pi/4 in the figure under consider-
ation).
Having considered the equilibrium properties of the mag-
netically textured trilayer-Josephson junction, we now wish
to address if magnetization dynamics will be generated when
a spin-polarized supercurrent flowing through the system. In
particular, we will consider if and how the presence of the
aforementioned anomalous supercurrent alters the dynamics
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FIG. 2: (Color online) (a,d): Andreev bound-state energies as a
function of superconducting phase difference γ. (b,e): free energy
of the system as a function of γ and (c,f) supercurrent-phase rela-
tion for our trilayered S|F|F|F|S structure. In all plots, we have set
β1 = β2 = pi/3. In (a,b,c), we fix the barrier at Z = 2 and investigate
the effect of different values of β3 (proportional to both exchange
field h and width L of the free ferromagnetic layer): β3 = 0 (black),
15pi/100 (blue), 25pi/100 (red), 50pi/100 (green). For (d,e,f), we fix
β3 = 15pi/100 and investigate the effect of a varying barrier poten-
tial: Z = 0 (black), 1 (blue), 1.5 (red), 2 (green).
.
of the free ferromagnetic layer. To explore this, we solve the
Landau-Lifshitz-Gilbert (LLG) equation numerically without
any approximation for the ABS energies, i.e. valid for arbi-
trary parameter values. The main ingredient which makes this
possible is the effective field, which contains both the contri-
bution from anisotropy terms and the ABS-energies. It may
be written as:
Heff =
2
|M0| (Kemi−Khm j)−
1
V |M0|
∂F
∂m
(12)
where Ke(h) is the easy (hard) axis anisotropy constant while
F is the contribution to the free energy from the ABS-energies
[see Eq. (6)] and i( j) can be x or y or z in accordance with
in which direction is easy (hard) axis. We comment specifi-
cally on the regime of validity for our approach that consists
of combining a scattering matrix approach in equilibrium with
the time-dependent LLG-equation in Sec. IV. For now, we
simply state that this framework is justified when the mag-
netization dynamics is sufficiently slow compared to the rate
at which the system relaxes to an equilibrium state68, and is
commonly used in the literature. In our numerical simula-
tions, we will set β1 = β2 = pi/3, ∆ = 10−22 J, µ0 = 10−6
H/m, and |M0|= 105 A/m. The Gilbert damping parameter is
set to α= 0.02.
Before discussing the obtained results, it should be noted
that the time-dynamics of the magnetic order parameter in
the free F layer depends on the relative magnitude of the
anisotropy and ABS-energy terms in the effective field Heff.
Depending on the parameters of the system, one of these will
dominate or they will be of similar magnitude and compete.
We will take the cross-sectional area of the junction to be
1µm×1µm and consider a width of 10 nm for the free layer.
60,4
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FIG. 3: (Color online) Stable magnetization state as a function of
superconducting phase difference γ for t → ∞ when m3(t = 0) ‖ yˆ
initially. The components of the magnetization are given in the left
(mx), middle (my), and right (mz) columns. For all panels, we fix
β1 = β2 = pi/3. (a,b,c): We set β3 = 5pi/100, Z = 0.5, and consider
different values of the anisotropy constant - K = 104 J/m3 (black
line), 105 (blue line). (d,e,f): We set Z = 0.5, K = 105, and consider
different values of the β3 parameter - β3 = pi/100 (black), 5pi/100
(blue), 25pi/100 (red). (g,h,i): We set β3 = 25pi/100, K = 105, and
consider different values of the barrier transparency - Z = 0 (black),
1 (blue), 2 (red).
With a lattice constant of a= 0.1 nm and estimating the num-
ber of transverse modes to N/V = 1028 m−3, we find that for
K ≤ 103 J/m3 the ABS-term dominates whereas for K ≥ 105
J/m3 the anisotropy governs the dynamics. In order to limit
the parameter space, we will consider only a high to mod-
erate interface transparency (Z ≤ 2) and a junction length of
the free F layer satisfying β3 ≤ 25pi/100. These values are
representative for a set of experimentally attainable interface
transparencies ranging from high to low as well as different
values for the exchange field of the free ferromagnetic layer,
ranging from weakly to moderately polarized. In each case,
we solve the LLG-equation numerically and identify the sta-
ble state that arises when t→∞ and its dependence on the su-
perconducting phase difference. The initial condition for the
magnetization of the free layer is taken to be along its easy
anisotropy axis. We discuss the experimental realization of
this setup in more detail in Sec. IV.
Firstly, consider the case with anisotropy along the yˆ direc-
tion shown in Fig. 3. We plot the stable state (t→∞) for each
of the magnetization components and investigate the effect of
varying the anisotropy strength K (top row), the combined ef-
fect of exchange field and width of the ferromagnetic layer
β3 ∝ hL (middle row), and the interface barrier transparency
Z (bottom row). Several observations can be made. Whereas
the qualitative behavior of the mx (left column) and mz (right
column) components are equivalent, displaying a symmetry
around γ = pi, the my (middle column) component displays
different behavior. For some parameter values, we observe
very fast oscillations in terms of the value of the stable state as
a function of the superconducting phase difference. Remark-
ably, this is a direct result of the presence of an anomalous
supercurrent in the system. To see this, consider the LLG-
equation for a stable, time-independent magnetization:
m×Heff = 0, (13)
where Heff contains a contribution from both the anisotropy
and ABS-energies. From the definition of the effective field,
one can show that the components of it satisfy:(
Heff
)i
∝∑
k
C(εk)
∂εk
∂hi
. (14)
Now, the partial derivative of the ABS-energy depends
strongly on which component of the field one considers. For
instance, one finds ∂εk∂hy ∝ sinγ (odd function of the phase
difference) whereas ∂εk∂hz is mainly determined by cosγ (even
function of the phase difference). In turn, these properties also
determine the symmetries of
(
Heff
)
i
with respect to γ. This
observation is essential as it explains the qualitative behavior
of the magnetization dynamics in Fig. 3. Let us write out
the stable state condition componentwise where we explicitly
separate the contribution from anisotropy and ABS-energies:
myHzABS−mzHyABS−Kmymz = 0,
mxHzABS−mzHxABS = 0,
mxH
y
ABS−myHxABS+Kmxmy = 0. (15)
There are now three possible scenarios: 1) the anisotropy
term dominates, 2) the ABS-energy term dominates, or 3) the
contribution from both of these are comparable. When the
anisotropy term dominates the effective field, one would ex-
pect that the magnetization does not deviate much from its
original configuration (along the easy axis). This is seen in
panel (e) for the black line. When the anisotropy term is
small compared to HABS, we can neglect the terms ∝ K in
Eq. (15) which allows us to conclude the following: since
HyABS is close to antisymmetric in γ whereas H
z
ABS is close
to symmetric, the first and third line dictate that my must be
close to antisymmetric in γ whereas mx and mz must be close
to symmetric. This is again consistent with Fig. 3. Therefore,
we may conclude that it is the appearance of the anomalous
supercurrent (which is proportional to the sinγ term in the ef-
fective field) that is responsible for the qualitatively different
behavior of my compared to the other components. Finally,
the oscillatory behavior of my may be understood as a com-
petition between the anisotropy and the ABS-contribution to
the effective field. Whereas dominating K permits a symmet-
ric my with respect to the phase difference γ while dominating
ABS-contribution gives an antisymmetric my, the two terms
compete when they are of comparable magnitude and give rise
to a stable-state for my which displays symmetry in a certain
range of γ and otherwise antisymmetry. Having established
the influence of the superconducting phase difference on the
magnetization dynamics, the plots moreover show that mag-
netization switching is possible. For instance, panel (l) shows
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FIG. 4: (Color online) Stable magnetization state as a function of
superconducting phase difference γ for t → ∞ when m3 ‖ yˆ initially.
The components of the magnetization are given in the left (mx), mid-
dle (my), and right (mz) columns. For all panels, we fix β1 = β2 =
pi/3. (a,b,c): m3(t = 0) ‖ xˆ as initial condition with β3 = pi/100
and Z = 0.5. We consider several values of the anisotropy constant
K = 103J/m3 (black line), 104 (blue line) 105 (red line). (d,e,f):
m3(t = 0) ‖ zˆ as initial condition with Z = 0.5 and K = 104J/m3.
We here consider different values of the β3 parameter - β3 = pi/100
(black), 15pi/100 (blue), 25pi/100 (red). (g,h,i): m3(t = 0) ‖ zˆ as
initial condition with β3 = 15pi/100 and K = 104J/m3. We consider
several choices for the barrier transparency Z = 0 (black), 0.5 (blue),
1 (red), 1.5 (green), 3 (yellow).
that depending on the phase difference γ, the stable magneti-
zation state is almost fully aligned with either the +zˆ or the
−zˆ direction.
Consider next the case where we change the initial mag-
netization configuration of the free ferromagnetic layer to be
along the xˆ or zˆ directions. The results are shown in Fig. 4.
The corresponding equation governing the stable-state now
changes compared to Eq. (15) since the anisotropy contri-
bution will now always appear in the second line. As a result,
one concludes that regardless of the strength of the anisotropy
and regardless of whether the initial configuration is along xˆ
or zˆ, the my component will always be close to antisymmetric
in γ, as seen in Fig. 4.
Let us also comment specifically on the role played by
the interface barrier potential Z and the parameter β3 ∝ hL
in terms of how they influence the magnetization dynamics.
A common feature for both Fig. 3 and 4 is that the my-
component grows with increasing barrier Z. This should be
seen in conjunction with that the magnitude of the anomalous
supercurrent also increases with Z (up to Z ' 2), as shown
in Fig. 2. In effect, the anomalous supercurrent increases in
magnitude with Z and is seen to have a feedback-effect on
the magnetization in terms of enhancing the magnitude of my.
With regard to the role of β3, its main role is seen to oppose
the effect of the anisotropy. As β3 increases, the influence
of the ABS-contribution to the effective field becomes more
dominant as evidenced by the emergent antisymmetric my de-
pendence on γ.
B. S|F|S junction with spin-active interface zones
We proceed to consider the structure shown in Fig. 1(b): an
SFS junction where the interface are spin-active. More specif-
ically, we allow (as before) for an arbitrary magnetization di-
rection in the free ferromagnetic layer whereas the interface
regions are modeled via Eq. (2) in the perpendicular config-
uration in order to allow for the possibility of spin chirality
breaking with the interface moments and the bulk moment all
pointing along different axes. In the quasiclassical regime of
a sufficiently weak ferromagnet, we find the following analyt-
ical expression for the ABS-energy:
ε j = ∆0
√
1−A cosγ−B(hy/h)Z2ρ2mαsinγ−C ±
√
D(γ)
(16)
where the coefficients A ,B,C are independent on the phase
difference γ. The quantity D(γ) is a rather large expression
which depends on γ; the essential property of this quantity is
nevertheless that
∂D(γ)
∂γ
∣∣∣∣∣
γ=0
∝ B(hy/h)Z2ρ2mα. (17)
Similarly to the trilayer structure the sin(γ) contribution is
only present when hy 6= 0 and is accompanied by an anoma-
lous supercurrent. The effect increases with the strength of the
interface barrier Z and its existence is actually contigent on a
non-zero Z. Therefore, the same conclusion as for the trilayer
structure holds here: chiral spin-symmetry breaking is not a
sufficient criterion for the appearance of an anomalous super-
current - it also requires scattering at the interfaces.
In Fig. 5, we provide a plot for the ABS-spectrum, free
energy, and supercurrent-phase relation for the system with
spin-active interfaces. In this structure, there is a new parame-
ter compared to the trilayer case, namely the ratio between the
magnetic and non-magnetic part of the barrier ρm. In what fol-
lows, we set ρm = 0.5. Considering first the ABS-spectrum,
we see that the shift of the extremal values away from 0 and
pi are very small when the conditions for a non-zero anoma-
lous supercurrent are present (finite Z and hy). In fact, the free
energy plots are very close to describing usual 0-pi transitions.
However, the zoom-in in the right column of Fig. 5 demon-
strates that there is a small but finite value of the supercurrent
at γ = 0, which is equivalent to saying that the junction is in
a ϕ-state. Both the present and the trilayer system can then
in principle act as phase batteries supplying whichever phase
difference that may be desirable as its ground-state.
For the magnetization dynamics, we consider in this sec-
tion only the case where the initial configuration is along the
yˆ-axis since this gives the qualitatively most interesting behav-
ior. Using the xˆ and zˆ directions as the free layer initial state
provides similar results as in the previous section. One key
difference is nevertheless that unlike the trilayer case, there
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FIG. 5: (Color online) (a,d): Andreev bound-state energies as a func-
tion of superconducting phase difference γ. (b,e): free energy of the
system as a function of γ and (c,f) supercurrent-phase relation for
our spin-active SFS structure. In (a,b,c), we fix the barrier at Z = 2
and investigate the effect of different values of β (proportional to
both exchange field h and width L of the free ferromagnetic layer):
β= 0 (black), 15pi/100 (blue), 25pi/100 (red), 50pi/100 (green). For
(d,e,f), we fix β = 15pi/100 and investigate the effect of a varying
barrier potential: Z = 0 (black), 1 (blue), 1.5 (red), 2 (green).
is no magnetization dynamics whatsoever in the present sce-
nario when Z = 0. The reason is that for perfectly transparent
interfaces, the junction is equivalent to a homogeneous SFS
junction and there is no spin-transfer torque due to misaligned
magnetic moments. Moreover, we see that for all parameter
choices we have mx(t→∞)=mz(t→∞). This stems from the
fact that the influence of both spin-active interfaces is equiv-
alent in magnitude so that the induced x and z-components of
the bulk magnetization take the same values. The qualitative
behavior of the stable-state magnetization my(t→∞) is deter-
mined by the relative contribution of the anisotropy term and
the ABS-energies, and a similar analysis as for the trilayer
case holds here as well. With increasing β ∝ hL, the influence
of the anisotropy term decreases.
C. Domain wall S|F|S junction
The final structure under consideration in this work is one
where the magnetic weak link connecting the superconductors
consists of two layers: a magnetic domain wall ferromagnet
and, as before, a free ferromagnetic layer. The domain wall is
modeled via Eq. (3). In the quasiclassical regime h µ, we
obtain the expression
ε j = ∆0
√
1−A cosγ−B±
√
(A cosγ)2+C cosγ+D (18)
where all coefficients A, B, C and D are independent of γ and
instead depend on all the other parameters in the junction. In
obtaining Eq. (18), we considered the limit η 1 and αdw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FIG. 6: (Color online) Stable magnetization state as a function of su-
perconducting phase difference γ for t → ∞ when m3(t = 0) ‖ yˆ ini-
tially. The components of the magnetization are given in the left (mx),
middle (my), and right (mz) columns. In all panels, we fix ρm = 0.5.
(a,b,c): We fix β= 15pi/100, Z = 0.5, and consider several values of
the anisotropy constant - K = 104 J/m3 (black line), 105 (blue line).
(d,e,f): We fix Z = 0.5, K = 105, and consider several values of the
β parameter - β = 5pi/100 (black), 15pi/100 (blue), 25pi/100 (red).
(g,h,i): we fix β = 25pi/100, K = 105, and consider several values
of the interface transparency - Z = 0 (black), 0.5 (blue), 1 (red), 2
(green).
η where
αdw = hdw/2µ,
η= a2/k2F , a= pi/2ldw. (19)
To understand what this limit means physically, we note
that it is equivalent to stating that the domain wall width ldw
far exceeds a typical lattice spacing constant as it should.
From this expression, it is clear that the ground-state energy
will always occur at γ= 0 or γ= pi, in contrast to the two pre-
viously analyzed configurations. The sinγ term responsible
for the anomalous supercurrent and ϕ-junction is absent. For
this reason, we do not include any results for the magnetiza-
tion dynamics of this system. We instead show graphically in
Fig. 7 the ABS-energies (a,d,g), the free energy of the system
(b,e,h) and the supercurrent-phase relation (c,f,j) are all shown
for various parameter choices. The fact that the anomalous
supercurrent is absent is an important observation, because it
demonstrates that chiral spin-symmetry breaking (or alterna-
tively, non-coplanar magnetization vectors) alone is insuffi-
cient to induce such a term. In fact, the finding that the term
causing a ϕ-junction is absent in the present case of a domain
wall is consistent with our findings for the trilayer junction
above. There, it was shown that if either interface barrier be-
tween the ferromagnetic layers was absent, the anomalous su-
percurrent vanishes. Such a scenario is similar to the present
case, since two misaligned ferromagnetic regions without any
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FIG. 7: (Color online) (a,d,g): Andreev bound-state energies as a
function of superconducting phase difference γ. (b,e,h): free energy
of the system as a function of γ and (c,f,j): supercurrent-phase rela-
tion for our S/DW/F/S structure. In (a,b,c), we set Z = 2, η = 10−4
and investigate the effect of different values of the β2 parameter -
β2 = 0 (black), 15pi/100 (blue), 25pi/100 (red), 50pi/100 (green).
In (d,e,f), we set β2 = 15pi/100, η = 10−4 and investigate the ef-
fect of the magnitude of the barrier transparency - Z = 0 (black),
1 (blue), 1.5 (red), 2 (green). Finally, for (g,h,i) we set Z = 2,
β2 = 15pi/100 and investigate the effect of the domain wall width
- η= 10−4 (black), 8×10−3 (blue), 5×10−3 (red)
interface scattering barrier can be thought of as a simplified
domain wall.
IV. DISCUSSION
We discuss here some issues which are relevant for the ap-
proximations made in our model as well as how to realize
experimentally the proposed setups. First of all, the varia-
tion of the magnetization dynamics on the superconducting
phase difference can be probed in several ways. In our treat-
ment, we have considered a phase-biased Josephson junc-
tion with a fixed superconducting phase rather than a fixed
current bias. In the latter case, the superconducting phase
would vary together with the magnetization dynamics since
the supercurrent-phase relation is sensitive to the exact mag-
netization configuration. Instead, by phase-biasing the junc-
tion via a loop-geometry and a minute external field corre-
sponding to a flux quantum (which has no effect on the mag-
netization dynamics), the current is allowed to vary as the
magnetization dynamics takes place while the phase remains
fixed. Another approach would be to study a phase-driven
junction with a voltage-bias as done in e.g.47,49.
For the computation of the magnetization dynamics, we
used as initial condition that the magnetization of the free
layer was along the easy axis anisotropy. In general, however,
the magnetization configuration that solves the static LLG
equation in equilibrium is not necessarily with the free layer
along the easy axis. This is due to the presence of the effective
field stemming from the ABS-energies that exist in the junc-
tion. We have attempted to find a general analytical solution
for the orientation of the free layer which solves m×Heff = 0
when including all terms in the free energy, but the resulting
expressions were too cumbersome to be of any use. The ini-
tial condition used in the numerical simulations is neverthe-
less feasible to realize experimentally, simply by applying an
external field along the anisotropy axis to artificially enhance
it so that the free layer m is fixed along that direction. By
then turning off the field, the resulting magnetization due to
the Andreev-bound states and the change in superconducting
phase difference may then be observed. It is important to un-
derline that the supercurrent-induced magnetization dynamics
studied in this paper is a non-equilibrium effect even when
the SC phase difference is kept constant. The reason is that
the system is initially prepared in a magnetization configura-
tion which is not the ground-state of the system so that there is
a finite torque acting on the free layer which eventually goes
to zero as the system relaxes into a stable state for t→ ∞.
In the situation considered in the majority of previous lit-
erature on magnetic Josephson junctions, the magnetization
is considered fixed and thus already being in its ground-state
(e.g. due to strong anisotropy fixing). One then assumes that
there is no feedback on the magnetization from the Josephson
current, and so one only needs to minimize the superconduct-
ing part of the free energy with respect to the phase difference:
the magnetic part is already assumed to be minimized. If one
instead, as we have done, allows for the Andreev bound states
and (thus supercurrent) to have a considerable influence on
the free energy on equal footing as the anisotropy, the super-
conducting correlations will alter the favorable orientation of
the magnetization. The free energy should then be minimized
both with respect to the magnetization orientation and the su-
perconducting phase difference.
Let us also comment specifically on our technical treatment
of how the Andreev-bound state contribution to the free en-
ergy gives rise to an effective field that enters the LLG equa-
tion. By defining the effective field Heff as the functional
derivative of the magnetic order parameter evaluated at its in-
stantaneous configuration requires that the magnetization dy-
namics is slow compared to relaxation processes in the sys-
tem. In other words, the derived free energy may be treated
as time-dependent if the system approximately equilibriates
in pace with the change in magnetization. A lag between
the magnetization dynamics m(t) and degrees of freedom that
are coupled to it may be interpreted as a dissipation of en-
ergy and in turn captured by the Gilbert-damping parameter
that we have accounted for68. For a driven superconducting
phase where the phase difference is γ(t) = ωJt+ γ0, the above
criterium is satisfied when ωJ  kBTc47 so that the phase is
treated as a time-dependent perturbation.
In order for the magnetization vectors to be misaligned as
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e.g. in the trilayer case, it is necessary to reduce the ex-
change coupling between the layers. This can be achieved
by inserting a normal metal spacer between the F regions.
We have omitted this layer in our calculations since it would
merely complicate the analytical expressions without intro-
ducing any new physics. It should be noted that spacer thick-
nesses as small as 4 nm are sufficient to experimentally allow
for misaligned magnetization vectors in superconducting hy-
brid structures, as very recently reported in69.
V. CONCLUSION
In conclusion, we have investigated the spin- and charge-
transport in several models of magnetically textured Joseph-
son junctions. We have made predictions for the ABS-energy
spectrum, the free energy and its phase dependence, and the
supercurrent-phase relation. Moreover, we have considered
the magnetization dynamics induced by the presence of a
triplet spin-supercurrent in these systems and computed how
the stable-state magnetization m(t → ∞) is controlled by the
superconducting phase difference. A key finding is that the
presence of an anomalous supercurrent ∝ cosγ, which results
in a ϕ-state, strongly influences the resulting magnetization
dynamics and gives rise to symmetry properties of the stable-
state which may be understood by analyzing the resulting ef-
fective field Heff. Moreover, we demonstrated that chiral spin
symmetry breaking is insufficient to generate such an anoma-
lous supercurrent: the presence of scattering barriers separat-
ing different magnetic regions play an instrumental role in cre-
ating this effect. Our results may provide a basis for future in-
vestigations of how controllable magnetization dynamics can
be obtained with spin-supercurrents that are tuned via the su-
perconducting phase difference.
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Appendix A: Calculation of Andreev levels
In order to solve the Bogoliubov-de Gennes equations we
write the wavefunction in plane-wave formΨ(y) = eikyψ. The
wave vectors of electron- and hole-like quasiparticles inside
the superconductor are:
kS =
√
2m(µ±
√
E2−∆2) (A1)
while for the homogeneous ferromagnets we have:
kσf =
√
2m(µ±E+σh). (A2)
Finally, in the domain wall case we find:
kσDW =
√
2m(µ±E)+a2+σ2
√
2ma2(µ±E)+m2h2 (A3)
where a = pi2lDW . Defining α =
h
2µ and η =
a2
2m(µ±E) , we find
in the limit E  µ that η = a2
k2F
and the wave vector for the
domain wall becomes:
kσDW =
√
2m(µ±E)+η2+σ2
√
η2+α2 (A4)
During our calculation we use the approximation that E 
µ and that α and η are small. For α η, the wavevector
for the quasiparticles in the domain wall ferromagnet can be
simplified further:
kσDW = 2mµ(1+σα) (A5)
while for for α η
kσDW = 2mµ(1+ση) (A6)
For a ferromagnetic layer with arbitrary orientation of magnetization, we have:
ΨF(y)= ∑
p=±
(
t±e,↑

cos( θ2 )
sin( θ2 )e
iχ
0
0
e±ik↑F y+t±e,↓

−sin( θ2 )e−iχ
cos( θ2 )
0
0
e±ik↓F y+t±h,↑

0
0
cos( θ2 )
sin( θ2 )e
−iχ
e±(−ik↑F y)+t±h,↓

0
0
−sin( θ2 )eiχ
cos( θ2 )
e±(−ik↓F y)
)
(A7)
where θ is the angle between the magnetization and the z-axis, χ is the angle between the magnetization and the x-axis in
the x− y-plane, ± corresponds to the direction of the moving particles. For the domain wall layer, we first perform a unitary
transformation Uˆ of the Hamiltonian to remove the explicit spatial dependence of the exchange field due to the domain wall
texture. This is achieved by rotating the system so that the local spin quantization axis is aligned with the local magnetization
direction. Starting out with Hˆψ= εψ, we rewrite it to HˆrotΨ= εΨ where Hˆrot = UˆHˆUˆ−1 and Ψ= Uˆψ. The new wavefunction
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Ψ may then be expressed as follows:
ΨDW (y) = ∑
p=±
(
t±e,↑

φ↑1
±φ↑2
0
0
e±ik↑DW y+ t±e,↓

±φ↓2
φ↓1
0
0
e±ik↓DW y+ t±h,↑

0
0
φ↑1
±φ↑2
e±(−ik↑DW y)+ t±h,↓

0
0
±φ↓2
φ↓1
e±(−ik↓DW y)
)
(A8)
where
φσ1 = σ(α+η
2
√
α2+ση2),φσ2 = σiη
√
1+η2+2
√
α2+η2 (A9)
We may then revert to the original wavefunction ψ, which en-
ters the boundary conditions, by doing the inverse transfor-
mation ψ= Uˆ−1Ψ. The coefficients t±e(h),σ are associated with
right- left-going (±) ELQ and HLQ propagating throught the
ferromagnetic layers. The spin index σ=↑ or ↓.
The wave functions must satisfy the boundary conditions of
1) continuity of the wave function at the boundary:
(Ψk−Ψl)|y=Li = 0 (A10)
and 2) discontinuity of the first derivative at the boundary:
∂(Ψk−Ψl)|y=Li =
2m
h¯
UΨ|y=Li (A11)
where Li = 0, L1, L2, L3, indexes k and l are associated with
corresponding index of the wave functions. We have defined
the normalized barrier strength Z = 2mU/(h¯kF). Note that in
the domain wall case, extra terms ∂yUˆ arise in the boundary
conditions due to the unitary transformation of the wavefunc-
tion. From the boundary conditions, we can obtain all the scat-
tering coefficients and set up a homogeneous system of linear
equations, demanding that the determinant is equal to zero in
order to have a non-trivial solution. The resulting characteris-
tic equation is then solved for the energy which represents the
Andreev Bound State (ABS). In the ABS-energy for the tri-
layered structure, the coefficient B before the anomalous sinγ
term satisfies
B ∝ sin2β1 sin2β2 sin2β3 (A12)
whereas for the structure with spin-active interfaces
B ∝ sin2β. (A13)
In the scenario with a domain wall ferromagnet, there exists
is no managable expression for B in the general case.
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