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Fast and accurate evaluation of free energy has broad applications from drug design to material
engineering. Computing the absolute free energy is of particular interest since it allows the assess-
ment of the relative stability between states without the use of intermediates. In this letter, we
introduce a general framework for calculating the absolute free energy of a state. A key step of the
calculation is the definition of a reference state with tractable deep generative models using locally
sampled configurations. The absolute free energy of this reference state is zero by design. The free
energy for the state of interest can then be determined as the difference from the reference. We
applied this approach to both discrete and continuous systems and demonstrated its effectiveness.
It was found that the Bennett acceptance ratio method provides more accurate and efficient free en-
ergy estimations than approximate expressions based on work. We anticipate the method presented
here to be a valuable strategy for computing free energy differences.
Free energy is of central importance in both statisti-
cal physics and computational chemistry. It has impor-
tant applications in rational drug design [1] and material
property prediction [2]. Therefore, methodology develop-
ment for efficient free energy calculations has attracted
great research interest [3–13]. Many existing algorithms
have focused on estimating free energy differences be-
tween states and originate from the free energy pertur-
bation (FEP) identity [14]
EA[e−β∆U ] = e−β∆F . (1)
Here, ∆F = FB−FA is the free energy difference between
the two equilibrium states A and B at temperature T and
β = 1/kBT . UA(x) and UB(x) are the potential energies
for a configuration x in state A and B, respectively, and
∆U(x) = UB(x)−UA(x). EA represents the expectation
with respect to the Boltzmann distribution of x in state
A,
pA(x) =
e−βUA(x)
ZA
, (2)
where the normalization constant ZA =
∫
e−βUA(x)dx.
Computing ∆F with the FEP identity (Eq. 1) only uses
samples from state A. It is more efficient to use samples
from both states to compute ∆F by solving the Bennett
acceptance ratio (BAR) equation [15]
NA∑
k=1
f(β[∆U(xAk )−M −∆F ])
=
NB∑
k=1
f(−β[∆U(xBk )−M −∆F ])), (3)
where f(t) = 1/(1 + et) and M = ln(NB/NA). Here,
{xAk , k = 1, ..., NA} and {xBk , k = 1, ..., NB} are samples
from the two states. Both the FEP and the BAR method
converge poorly when the overlap in the configuration
space between state A and B is small. In that case, mul-
tiple intermediate states along a path with incremental
changes in the configuration space can be introduced to
bridge the two states [3]. However, sampling from mul-
tiple intermediate states greatly increases the computa-
tional cost. It is, therefore, useful to develop techniques
that can alleviate the convergence issue without the use
of intermediate states [12, 13].
The requirement on a significant overlap between the
configuration space of the two states can be circum-
vented if we compute their free energy difference from
the absolute free energy as ∆F = FB − FA. The ab-
solute free energy of a state A/B can be obtained from
its difference from a reference state A◦/B◦ as FA/B =
FA◦/B◦ − ∆FA/B→A◦/B◦ . For this strategy to be effi-
cient, however, the reference states must bear significant
overlap with the states of interest, and their absolute free
energy should be available with minimal computational
effort. For most systems, designing reference states that
satisfy these constraints can be challenging and requires
expertise and physical intuition [16–20]. In this letter,
we demonstrate that reference states can be constructed
with tractable generative models for efficient computa-
tion of the absolute free energy [21, 22].
The workflow for calculating the absolute free energy
is as follows. State A is used as an example for the dis-
cussion, but the same procedure applies to state B. We
first draw samples, {xAk , k = 1, ..., NA}, from the Boltz-
mann distribution pA(x). We then learn a tractable gen-
erative model, qθ(x), that maximizes the likelihood of
observing these samples by fine-tuning the set of param-
eters θ. Here tractable generative models refer to prob-
abilistic models that have the following two properties:
(i) the normalized probability (or probability density),
qθ(x), can be directly evaluated for a given configuration
x without the need of sampling or integration; (ii) in-
dependent configurations can be efficiently sampled from
the probability distribution. Examples of tractable gen-
erative models include the neural autoregressive models
[21] and the normalizing flow models [22, 23], both of
which are used in the following examples. The gener-
ative model defines a new equilibrium state A◦, which
serves as an excellent reference to state A. Because it
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2is parameterized from samples of state A, most probable
configurations from A◦ should resemble those from A by
design, and the overlap between the two states is guaran-
teed. In addition, since qθ(x) is normalized, the partition
function ZA◦ of state A
◦ is equal to 1, i.e.,
ZA◦ =
∫
qθ(x)dx = 1. (4)
The absolute free energy of the reference state A◦ is
FA◦ = −(1/β) lnZA◦ = 0. With the reference state de-
fined, the absolute free energy for state A can be deter-
mined by solving a similar BAR equation as Eq. 3. Our
use of tractable generative models ensures that sample
configurations can be easily produced for the reference
state to be combined with those from state A for solving
the BAR equation.
We note that a closely related algorithm for comput-
ing the absolute free energy has been introduced in vari-
ational methods [24–27]. In these prior studies, qθ(x)
was optimized by minimizing the Kullback-Leibler (KL)
divergence [28] from qθ(x) to pA(x)
DKL(qθ||pA)=
∫
qθ(x) ln
qθ(x)
pA(x)
dx
= β(〈WA◦→A〉 − FA), (5)
where 〈WA◦→A〉 = EA◦ [UA(x)− UA◦(x)]. We define the
potential energy of a configuration x in state A◦ as
UA◦(x) = − 1
β
ln qθ(x). (6)
Because DKL(qθ||pA) is non-negative, 〈WA◦→A〉 is an up-
per bound of FA. As DKL(qθ||pA) decreases along the
optimization, 〈WA◦→A〉 is expected to approach closer
to the true free energy and was used for its estimation.
Our methodology is different from the variational
methods in two aspects. Firstly, instead of DKL(qθ||pA),
we used
DKL(pA||qθ)=
∫
pA(x) ln
pA(x)
qθ(x)
dx
= β(〈WA→A◦〉+ FA) (7)
as the objective function for learning qθ(x). 〈WA→A◦〉 =
EA[UA◦(x) − UA(x)]. We note that minimizing the KL
divergence from pA(x) to qθ(x) is equivalent to learn-
ing the generative model by maximizing its likelihood
on the training data. Moreover, because DKL(pA||qθ) is
also non-negative, 〈−WA→A◦〉 is a lower bound of FA.
Therefore, minimizing DKL(pA||qθ) is equivalent to max-
imizing the lower bound 〈−WA→A◦〉. At the face value,
it may seem that DKL(qθ||pA) is a better objective func-
tion than DKL(pA||qθ) for model training since its op-
timization only requires samples from qθ(x). As afore-
mentioned, sampling from qθ(x) can be made computa-
tionally efficient by the use of tractable generative mod-
els. On the other hand, training by DKL(pA||qθ) requires
samples from pA(x), the collection of which often requires
costly long timescale simulations with Monte Carlo or
molecular dynamics techniques. The caveat is that, un-
like DKL(pA||qθ), DKL(qθ||pA) is not a convex function
of qθ(x). Therefore, the optimization with DKL(qθ||pA)
is more susceptible to traps from local minima. Con-
verging to the global minimum can be challenging un-
less simplifications, such as mean field approximations
[24], are introduced to factorize the probability distribu-
tion qθ(x). When pA(x) is a high dimensional distribu-
tion and the system exhibits multistability, optimizing
DKL(qθ||pA) often leads to solutions that cover only one
of the metastable states [26].
Another important difference between our methodol-
ogy and variational methods is the expression used for es-
timating FA. In particular, 〈WA◦→A〉 is an upper bound
of the free energy and only becomes exact when the prob-
ability distributions from generative models and the state
of interest are identical. On the other hand, our use of
the BAR equation (Eq. 3) relaxes this requirement, and
FA can be accurately determined even if the model train-
ing is not perfect and there are significant differences be-
tween the two distributions. In all but trivial examples,
we anticipate the learning process to not converge to the
true distribution pA(x) due to its high dimensionality
and complexity. The BAR estimation will be crucial to
ensure the accuracy of free energy calculations, because
the estimate from BAR is asymptotically unbiased and
has the lowest variance among asymptotically unbiased
estimators [29].
In the following, we apply the introduced methodology
to two systems that are of significant interest in statistical
physics and computational chemistry. As a benchmark,
we first computed the absolute free energy of a 20-spin
Sherrington-Kerkpatrick (SK) model [30], the value of
which can be determined from complete enumeration as
well. The discrete configurations of the SK model will be
represented using s instead of x. Though we introduced
the methodology with continuous variables, all the equa-
tions can be trivially extended to s by replacing the inte-
grals with summations over the spin configurations. The
potential energy of a configuration s = (s1, s2, ..., sN ) is
defined as
UA(s) =
1√
N
∑
j>i
Jijsisj , (8)
where si ∈ {−1,+1} and N = 20. Jij were chosen
randomly from the standard normal distribution. 5000
samples were drawn from the complete configurational
ensemble based on the probability distribution p(s) =
e−βUA(s)/ZA with β = 2.0. These samples were used to
train the reference state A◦ by minimizing DKL(pA||qθ)
(Eq. 7). The reference probability qθ(s) was defined with
a neural autoregressive density estimator (NADE) [21] as
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FIG. 1. Performance of different free energy estimators on
the Sherrington-Kerkpatrick (SK) model. (a) A schematic
representation of the neural autoregressive model used to pa-
rameterize qθ. Any node i in the third layer that represents
qθ(si|sj<i) is only connected to nodes (spins) from the input
layer (s) with indices less than i via the hidden layer (h).
For example, the 3rd node (black) in the 3rd layer is only
connected to the first two input nodes via the three hidden
nodes. (b) The absolute free energy of the SK model cal-
culated with three estimators as a function of training steps
compared with the exact result obtained from complete enu-
meration. (c, d) Errors of the estimated absolute free energy
versus the number of steps and the number of samples used
for training qθ. The coloring scheme is identical to that in
part b.
a product of conditional distributions
qθ(s) =
N∏
i=1
qθ(si|s1, ..., si−1). (9)
qθ(si|s1, ..., si−1) were parameterized using feed for-
ward neural networks with one hidden layer and the
neural network’s connections are specifically designed
such that it maintains the autoregressive property, i.e.,
qθ(si|s1, ..., si−1) only depends on s1, ..., si (Fig. 1a). The
autoregressive model is well suited for discrete data and
was chosen for its flexibility [31–34]. It is also tractable
since, given a configuration s, the conditional probabil-
ities can be directly evaluated using the neural network
to compute the reference probability qθ(s) from Eq. 9. In
addition, independent samples from qθ(s) can be drawn
with little computational cost via a sequential proce-
dure that samples the configuration for the spin i from
qθ(si|s1, ..., si−1) after having determined the values for
s1 to si−1. More details on the implementation of the
neural network are provided in the Supplemental Mate-
rial [35].
After training qθ(s) for some numbers of steps [36,
37], 5000 configurations were independently drawn from
qθ(s). These configurations, together with the training
inputs sampled from pA(s), were used to determine the
absolute free energy of the SK model. In Figs. 1b and 1c,
we compare results from the three estimators: the lower
bound 〈−WA→A◦〉, the upper bound 〈WA◦→A〉, and the
solution of the BAR equation (Eq. 3), with the exact
value.
Consistent with the expressions for the KL divergence
(Eqs. 5 and 7), 〈−WA→A◦〉 and 〈WA◦→A〉 provide lower
and upper bounds of the exact value, respectively. How-
ever, at the early stages of model parameterization with
small training step numbers, both bounds deviate signif-
icantly from the true value. This deviation is expected
and is a direct result of the difference between the two
probability distributions qθ(s) and pA(s). As the train-
ing proceeds, the agreement between the distributions
improves and 〈−WA→A◦〉 and 〈WA◦→A〉 gradually con-
verge to the exact result after 5000 steps (Fig. 1b). On
the other hand, the BAR estimator converges much faster
to the true value with a smaller error (Figs. 1b and 1c).
Importantly, even after 100 steps of training, the error of
the BAR estimator has reduced to be less than 1.0 kBT ,
whereas both the errors of 〈−WA→A◦〉 and 〈WA◦→A〉 are
large than 10 kBT . Therefore, the BAR estimator is more
efficient for computing the absolute free energy than the
bounds, especially when there is a large difference be-
tween the generative model and the true distribution. In
addition, varying the number of samples used for train-
ing qθ(s) has different effects on the accuracy of con-
verged results for the three approaches (Fig. 1d). For
both 〈−WA→A◦〉 and 〈WA◦→A〉, increasing the number
of training samples from 1×103 to 1×104 does not signif-
icantly change the accuracy of their results. In contrast,
using more training samples significantly reduces the er-
ror of the BAR estimator. This is because solutions of
the BAR equation are asymptotically unbiased for esti-
mating FA, whereas 〈−WA→A◦〉 and 〈WA◦→A〉 are not
[29].
Next, we applied the methodology to a molecular sys-
tem, the alanine dipeptide in the gas phase. This system
presents features commonly encountered in biomolecular
simulations with continuous phase space over a rugged
energy landscape. Its high dimensionality renders a com-
plete enumeration of the configurational space to com-
pute the absolute free energy for benchmarking imprac-
tical. Instead, we computed the free energy difference
between two metastable states using their absolute free
energy to compare against the value determined from
umbrella sampling. The two metastable states, A and
B, were defined using the backbone dihedral angle φ (C-
CA-N-CY): 0◦ < φ ≤ 120◦ for state A and φ ≤ 0◦ or
φ > 120◦ for state B (Fig. 2a).
To compute the absolute free energy of the two states,
we designed two references using normalizing flow based
generative models [23, 31]. Specifically, each qθ(x) was
parameterized with multiple bijective transformations,
T1, ..., TK , to convert a random variable u to a peptide
4configuration, i.e.,
x = T (u) = TK ◦ · · · ◦ T1(u). (10)
u shares the same dimension as x, and we used the stan-
dard Gaussian distribution N (0, I) as its base distribu-
tion pu(u). Based on the formula of variable change in
probability density functions, we have
ln qθ(x) = ln pu(u)−
K∑
k=1
ln |JTk(uk)|, (11)
where uk = Tk ◦ · · ·T1(u). JTk is the Jacobian matrix of
the transformation Tk, and | · | denotes the absolute value
of the determinant. The generative model defined with
normalizing flows is again tractable since for a given con-
figuration x, the corresponding probability density qθ(x)
can be evaluated using the right hand side of Eq. 11 with
u = T−1(x). We can also draw independent peptide con-
figurations by first sampling u from the base distribution
pu(u) and then applying the bijective transformations
x = T (u).
The bijective transformations, T1, ..., Tk, are often de-
signed to be as flexible as possible to ensure the expres-
sive power of qθ(x). The only constraint enforced here is
for the time complexity of calculating the determinant
of the Jacobian matrices for both Tk and the inverse
transformation to be O(D), where D is the dimension
of u. This constraint allows an efficient evaluation of
the probability function defined in Eq. 11. Here for the
alanine dipeptide, u was first transformed into the in-
ternal coordinates z, which was then converted to the
Cartesian coordinates x, i.e., z = TK−1 ◦ · · ·T1(u) and
x = TK(z). The transformation between z and x, TK ,
is determined by the topology of the alanine dipeptide
and fixed. The real-valued non-volume preserving (real-
NVP) transformations [22], which are one kind of nor-
malizing flows, were used as the bijective transforma-
tions between u and z. Each realNVP transformation
is a neural affine coupling layer that keeps a subset of
the input components unchanged and applies an affine
transformation to the remaining input components with
the slope and intercept terms parameterized by the fixed
components. More details about the implementation of
the transformations, T1, ..., TK , are included in the Sup-
plemental Material [35].
The two reference models were separately trained using
2×104 configurations collected from each state via molec-
ular dynamics simulations with the CHARMM force field
[38]. With the reference states, we computed the absolute
free energy for state A and B using the three estimators.
As shown in Figs. 2b and 2c, the BAR estimator again
converges much faster than the upper and lower bounds.
The results calculated using the upper bound are not
shown here because they are much larger than that of
the lower bound and the BAR estimator (Fig. S4). Un-
like the results for the SK model, the two bounds no
a b
c d
AB kcal/mol
FIG. 2. Performance of different free energy estimators
on the alanine dipeptide. (a) The free energy surface of the
alanine dipeptide on two collective variables of φ and ψ. The
two metastable states, A and B, correspond to regions with
0◦ < φ ≤ 120◦ and φ ≤ 0◦ or φ > 120◦, respectively. (b,
c) The absolute free energy of state A and B computed with
different estimators. (d) The free energy difference between
state A and B computed with different estimators.
longer converge to the same value or to the BAR estima-
tor, and their difference can be as large as 25 kcal/mol
(Fig. S4). The large gap between the two bounds sug-
gests that the generative models are still quite different
from the true distributions pA(x) or pB(x) even after the
training of qθ(x) has converged. We expect the numbers
from the BAR estimator to be correct, as it is guaran-
teed to converge to the exact result and does not require
the generative models to precisely reproduce the origi-
nal distributions. Furthermore, they lie in between the
two bounds in both cases (Fig. S4), as expected for the
exact values of the absolute free energy. Therefore, for
this molecular system, the two bounds cannot be used
for reliable estimation of the absolute free energy.
We further evaluated the accuracy of the three esti-
mators in computing the free energy differences between
state A and B. For comparison, we determined the free
energy difference using umbrella sampling [3] as well. Re-
sults of estimated free energy differences are shown in
Figs. 2d and S4d. Similarly to the results for the absolute
free energy, the BAR estimator converges much faster to
the result from umbrella sampling than the two bounds.
To our surprise, difference between the two lower bounds
eventually coincide with the correct result as well. Be-
cause the lower bounds converge to biased values for the
absolute free energies of state A and state B, we believe
its good performance on the free energy difference is due
to error cancellation. Therefore, the method introduced
here can be used to compute free energy differences be-
tween states by calculating the absolute free energy of
each state separately. It is computationally more efficient
5than umbrella sampling since no sampling from interme-
diate states are needed.
In summary, we demonstrated that the framework
based on deep generative models succeeds at comput-
ing the absolute free energy using sample configurations
from the state of interest and is applicable for both dis-
crete and continuous systems. Although the two exam-
ples tested here are relatively small in size, the free en-
ergy calculation method can be readily applied to larger
lattice models and more complex biomolecular systems
in gas phase or with implicit solvation. It could greatly
facilitate the evaluation of protein-ligand binding affinity
and protein conformational stability while accounting for
entropic contributions. Generalizing the methodology to
problems with explicit solvation can be challenging, due
to the difficulty in parameterizing the generative mod-
els in a configuration space with significantly higher di-
mensionality. Furthermore, in addition to translational
and rotational symmetry, these models must account for
the permutation symmetry with respect to individual sol-
vent molecules. It is worth noting that multiple studies
[13, 26, 39, 40] have introduced approaches for designing
deep generative models that are invariant to permuta-
tions. Combining these approaches with our framework
to compute the absolute free energy of biomolecular sys-
tems with explicit solvation would be an exciting direc-
tion for future studies.
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