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INVARIANT SPACE UNDER HE´NON RENORMALIZATION :
INTRINSIC GEOMETRY OF CANTOR ATTRACTOR
YOUNG WOO NAM
Abstract. Three dimensional Hn´on-like map
F (x, y, z) = (f(x) − ε(x, y, z), x, δ(x, y, z))
is defined on the cubic box B. An invariant space under renormalization would appear only
in higher dimension. Consider renormalizable maps each of which satisfies the condition
∂yδ ◦ F (x, y, z) + ∂zδ ◦ F (x, y, z) · ∂xδ(x, y, z) ≡ 0
for (x, y, z) ∈ B. Denote the set of maps satisfying the above condition be N . Then the set
N ∩ I(ε¯) is invariant under the renormalization operator where I(ε¯) is the set of infinitely
renormalizable maps. He´non like diffeomorphism in N ∩ I(ε¯) has universal numbers, b2 ≍
|∂zδ| and b1 = bF /b2 where bF is the average Jacobian of F . The Cantor attractor of
F ∈ N ∩ I(ε¯), OF has unbounded geometry almost everywhere in the parameter space of
b1. If two maps in N has different universal numbers b1 and b˜1, then the homeomorphism
between two Cantor attractor is at most Ho¨lder continuous, which is called non rigidity.
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1. Introduction
He´non renormalziation with universal limit was introduced in [dCLM]. He´non-like map is
F (x, y) = (f(x)− ε(x, y), x)
two dimensional. The interesting maps in [dCLM] are He´non-like with strong hyperbolic
fixed points and its period doubling renormalization. In higher dimension, we are interested
Date: August 13, 2014.
Email : namyoungwoo@hongik.ac.kr.
in the case that the invariant set has the only one repulsive or neutral direction and other
directions is strongly contracting. He´non renormalization was extended to three dimensional
He´non-like maps from a cubic box, B to itself
F (x, y, z) = (f(x)− ε(x, y, z), x, δ(x, y, z))
in [Nam1]. In three dimension, the geometric properties of Cantor attractor were studied
for the map in invariant spaces under renormalization operator rather than in the set of all
infinitely renormalizable maps. The first invariant space is the set of toy model maps. In
[Nam1], He´non-like maps in this set has embedded invariant surfaces with the assumption
of strong contraction along z−axis.
However, in this paper we discover another invariant space in which any He´non-like map does
not require any invariant surfaces. Instead of this, we see the formula between derivatives of
the third coordinate map of F , Dδ and Dδ1 of RF in Lemma A.1. Since renormalized map,
RF is determined by F , the third coordinate map δ1 of RF is so. In particular, f , ε and δ
of F affects δ1 in general. However, if F satisfies the following equation,
∂yδ ◦ (F (x, y, z)) + ∂zδ ◦ (F (x, y, z)) · ∂xδ(x, y, z) ≡ 0(1.1)
then only Dδ affects the next third coordinate map, Dδ1. Let N be the set of renormalizable
He´non-like maps each of which satisfies the above equation (1.1). Then the set I(ε¯) ∩ N is
invariant under renormalization operator (Theorem 3.5). Moreover, there exist two universal
numbers, say b1 and b2 and b1b2 = bF by Proposition 4.5 and Lemma 4.5. Each of three
dimensional He´non-like maps in this space has its Cantor attractor which has unbounded
geometry and non-rigidity (Theorem 6.7 and Theorem 7.2). It is worth to emphasize that
these two geometric properties of Cantor attractor only depend on b1 which is from the two
dimensional He´non-like map in three dimension.
2. Preliminaries
Let three dimensional He´non-like map F be the map as follows
F (x, y, z) = (f(x)− ε(x, y, z), x, δ(x, y, z))
where f is the unimodal map and ε and δ from Dom(F ) to R are maps with small norms,
that is, ‖ε‖, ‖δ‖ ≤ ε¯ for small enough ε¯ > 0. Then the image of the plane { x = const.}
under He´non-like map is the plane { y = const.}.
Let f be the unimodal map defined on the closed interval I such that f(I) ⊂ I and the critical
point and the critical value are in I. f is renormalizable with period doubling type if there
exists a closed subinterval J 6= I containing the critical point, cf of f and f 2(J) is invariant
and f 2(cf ) ∈ ∂J . Thus if f is renormalizable, then we can consider the smallest interval Jf
satisfying the above properties. The conjugation of the appropriate affine rescaling of f 2|Jf
defines the renormalization of f , Rf : I → I. If f is infinitely renormalizable, there exists
the renormalization fixed point f∗. The scaling factor of f∗ is
σ =
|Jf∗|
|I|
2
and λ = 1/σ = 2.6 . . . . For the properties of renormalizable unimodal maps on the bounded
interval, for example, see [BB]. However, the image of { x = const.} under F 2 is the surface
f(x)− ε(x, y, z) = const.
which is not a plane except that ε ≡ 0. Thus analytic definition of renormalization of F
requires non-linear coordinate change map. The horizontal-like diffeomorphism H of F is
defined as follows
H(x, y, z) = (f(x)− ε(x, y, z), y, z − δ(y, f−1(y), 0))
and it preserves the plane { y = const.}. Then renormalization of F is defined
RF = Λ ◦H ◦ F 2 ◦H−1 ◦ Λ−1
where Λ(x, y, z) = (sx, sy, sz) for the appropriate constant s < −1. If F is n−times
renormalizable, then RkF is defined as the renormalization of Rk−1F for 2 ≤ k ≤ n. Denote
Dom(F ) to be the cubic box region, B. If the set B is emphasized with the relation of a
certain map RkF , for example, then denote this region to be B(RkF ).
Let I(ε¯) be the space of the infinitely renormalizable He´non-like maps with small norm,
‖ε‖, ‖δ‖ = O(ε¯). If ε¯ > 0 is sufficiently small, then renormalization operator R has the
unique fixed point in I(ε¯). The fixed point F∗ is the degenerate map which is of following
form
F (x, y, z) = (f∗(x), x, 0).
F∗ is the hyperbolic fixed point of the renormalization operator and it has codimension one
stable manifold at F∗.
Fk denotes R
kF for each k. Let the coordinate change map which conjugates F 2k |Λ−1
k
(B) and
RFk is denoted by
ψk+1v ≡ H
−1
k ◦ Λ
−1
k : Dom(RFk)→ Λ
−1
k (B)
where Hk is the horizontal-like diffeomorphism and Λk is dilation with the constant sk < −1.
Let ψk+1c = Fk ◦ ψ
k+1
v . For k < n and express the compositions of ψ
k+1
v and ψ
k+1
c as follows
Ψnk,v = ψ
k+1
v ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v
Ψnk, c = ψ
k+1
c ◦ ψ
k+2
c ◦ · · · ◦ ψ
n
c .
Moreover, the word of length n in the Cartesian product, {v, c}n be wn or simply w. The
map Ψnk,w is from B(R
nF ) to B(RkF ) where the word w of the length n − k. Denote the
region Ψnk,w(B(R
nF )) by Bn
w
. We see that diam(Bn
v
) ≤ Cσn where v = vn for some C > 0 in
[dCLM] or [Nam1]. If F is a infinitely renormalizable He´non-like map, then it has invariant
Cantor set
OF =
∞⋂
n=1
⋃
w∈Wn
Bn
w
and F acts on OF as a dyadic adding machine. The counterpart of the critical value of the
unimodal renormalizable map is called the tip
{τF} ≡
⋂
n≥0
Bnvn .
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The unique invariant probability measure on OF is denoted by µ. The average Jacobian of
F , bF is defined as
bF = exp
∫
OF
log JacF dµ.
Then there exists the asymptotic expression of JacRnF for the map F ∈ I(ε¯) with bF and
the universal function.
Theorem 2.1 ([Nam2]). For the map F ∈ I(ε¯) with small enough positive number ε¯, the
Jacobian determinant of renormalization of F as follows
(2.1) JacRnF = b2
n
F a(x) (1 +O(ρ
n))
where bF is the average Jacobian of F and a(x) is the universal positive function for n ∈ N
and for some ρ ∈ (0, 1).
Denote the tip, τFn for n ∈ N to be τn. The definitions of tip and Ψ
n
k,v imply that Ψ
n
k,v(τn) =
τk for k < n. Then after composing appropriate translations, tips on each level moves to the
origin as the fixed point
Ψnk(w) = Ψ
n
k,v(w + τn)− τk
for k < n. The map Ψnk is separated non linear part and dilation part after reshuffling
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k
x+ Snk (w)y
z +Rnk(y)

where αn, k = σ
2(n−k)(1 + O(ρk)) and σn, k = (−σ)n−k(1 + O(ρk)). In this paper, we confuse
the map Ψnk,v with Ψ
n
k to obtain the simpler expression of each coordinate map of Ψ
n
k,v. For
example, the third coordinate expression of Ψnk
σn, k dn, k y + σn, k
[
z +Rnk(y)
]
means that σn, k dn, k (y+ τ
y
n) + σn, k
[
z + τ zn +R
n
k(y+ τ
y
n)
]
− τk where τn = (τxn , τ
y
n , τ
z
n). By
the same way, the first coordinate map
αn, k
[
x+ Snk (w)
]
+ σn, k tn, k y + σn, k un, k
[
z +Rnk(y)
]
means that
αn, k
[
(x+ τxn ) + S
n
k (w + τn)
]
+ σn, k tn, k (y + τ
y
n) + σn, k un, k
[
(z + τ zn) +R
n
k(y + τ
y
n)
]
− τk
for k < n. Recall the definitions for later use
Λ−1n (w) = σn · w, ψ
n+1
v (w) = H
−1
n (σnw), ψ
n+1
c (w) = Fn ◦H
−1
n (σnw)
ψn+1v (B(R
n+1F )) = Bn+1v , ψ
n+1
c (B(R
n+1F )) = Bn+1c
for each n ∈ N.
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3. An invariant space under renormalization
3.1. A space of renormalizable maps from recursive formulas of Dδ. Let F be a
renormalizable three dimensional He´non-like map. Denote partial derivatives of the compo-
sition as follows
∂x{P ◦Q(w)} ≡ ∂xP (Q(w)) ∂xP at Q(w) is ∂xP ◦Q(w).
The similar notation is defined for partial derivatives over any other variables also. Recall
that RF is the renormalized map of F and its third coordinate map of RF is δ1 = piz ◦RF .
Thus by the definition of renormalization, we obtain the relation between δ and δ1 as follows
δ1(w) = σ0 ·
[
δ ◦ F ◦H−1(σ0w)− δ(σ0x, f
−1(σ0x), 0)
]
.
Then by Lemma A.1, we obtain
∂xδ1(w) =
[
∂yδ ◦ ψ
1
c (w) + ∂zδ ◦ ψ
1
c (w) · ∂xδ ◦ ψ
1
v(w)
]
· ∂xφ
−1(σ0w)
+ ∂xδ ◦ ψ
1
c (w)−
d
dx
δ(σ0x, f
−1(σ0x), 0)
∂yδ1(w) =
[
∂yδ ◦ ψ
1
c (w) + ∂zδ ◦ ψ
1
c (w) · ∂xδ ◦ ψ
1
v(w)
]
· ∂yφ
−1(σ0w)
+ ∂zδ ◦ ψ
1
c (w) ·
[
∂yδ ◦ ψ
1
v(w) + ∂zδ ◦ ψ
1
v(w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
]
∂zδ1(w) =
[
∂yδ ◦ ψ
1
c (w) + ∂zδ ◦ ψ
1
c (w) · ∂xδ ◦ ψ
1
v(w)
]
· ∂zφ
−1(σ0w)
+ ∂zδ ◦ ψ
1
c (w) · ∂zδ ◦ ψ
1
v(w)
Then we can consider the maps such that above boxed expression is identically zero.
Definition 3.1. Let N be the set of renormalizable three dimensional He´non-like maps each
of which satisfies the following equation
∂yδ ◦ (F (w)) + ∂zδ ◦ (F (w)) · ∂xδ(w) = 0
for all w ∈ ψ1v(B) ∪ ψ
1
c (B).
Example 3.1. He´non-like maps in the above class N is non empty and non trivial. For
instance, suppose that the third coordinate map of the given He´non-like map F is
δ(x, y, z) = η(Cy − z) + Cx
where max{‖η‖C3, |C| } = O(ε¯) for C ∈ R. Then F is in N . The map η can be arbitrary
with small norm.
In the rest of this paper, we use the notation q(y) and qk(y) as follows
(3.1) q(y) =
d
dy
δ(y, f−1(y), 0), qk(y) =
d
dy
δk(y, f
−1
k (y), 0)
for each k ∈ N. Moreover, the value of qk at σky is expressed as qk ◦ (σky).
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3.2. Invariance of the space N under renormalization.
Lemma 3.2. Suppose that He´non-like map Fk−1 is renormalizable. Denote RFk−1 by Fk
and piz ◦ Fj(x, y, z) by δj(x, y, z) for j = k − 1, k. Then
∂xδk(w) = ∂xδk−1 ◦ ψ
k
c (w)− qk−1 ◦ (σk−1 · x)
∂yδk(w) = ∂zδk−1 ◦ ψ
k
c (w) ·
[
∂yδk−1 ◦ ψ
k
v (w) + ∂zδk−1 ◦ ψ
k
v (w) · qk−1(σk−1 · y)
]
∂zδk(w) = ∂zδk−1 ◦ ψ
k
c (w) · ∂zδk−1 ◦ ψ
k
v (w).
Proof. See Lemma A.1 and use the induction. 
Lemma 3.3. Let F be an infinitely renormalizable He´non-like map and let Fk be R
kF for
each k ∈ N. Then
ψkv ◦ Fk = Fk−1 ◦ ψ
k
c
piy ◦ ψ
k
v ◦ Fk = pix ◦ ψ
k
c
for each k ∈ N.
Proof. Recall that ψkv = Hk−1 ◦ Λk−1, ψ
k
c = Fk−1 ◦ ψ
k
v and Fk = (ψ
k
v )
−1 ◦ F 2k−1 ◦ ψ
k
v . Then
(3.2)
ψkv ◦ Fk = ψ
k
v ◦ (ψ
k
v )
−1 ◦ F 2k−1 ◦ ψ
k
v
= F 2k−1 ◦ ψ
k
v = Fk−1 ◦
[
Fk−1 ◦ ψ
k
v
]
= Fk−1 ◦ ψ
k
c
for k ∈ N. The special form of He´non-like map implies that piy(Fk−1(w)) = pix(w). Hence,
the equation (3.2) implies that piy ◦ ψkv ◦ Fk = pix ◦ ψ
k
c . 
Let us express the notation of ψkw ◦ · · · ◦ ψ
n
w where w = v or c ∈ W as follows
1
ψkv ◦ ψ
k+1
v ◦ · · · ◦ ψ
n
v = Ψ
n
k, vn−k ≡ Ψ
n
k,v
ψkc ◦ ψ
k+1
c ◦ · · · ◦ ψ
n
c = Ψ
n
k, cn−k ≡ Ψ
n
k, c.
Moreover, let us take the following notations
Ψnk,v ◦ ψ
n+1
c ≡ Ψ
n+1
k,vc, Ψ
n
k,c ◦ ψ
n+1
v ≡ Ψ
n+1
k, cv
for each n ∈ N. The notation Ψn+2k,vcv or Ψ
n+2
k,vc2
and any similar ones are allowed.
Corollary 3.4. Let F be the infinitely renormalizable He´non-like map. Then
Ψnk,v ◦ Fn = Fk ◦Ψ
n
k,c
for k < n.
1By the above definition, Ψnvn and Ψ
n
cn can be also expressed as follows
Ψnvn = Ψ
n
0,v, Ψ
n
cn = Ψ
n
0, c
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Proof. Recall the equation ψj+1c = Fj ◦ ψ
j+1
v for k ≤ j < n. Thus
Fk ◦Ψ
n
k, c = Fk ◦ ψ
k+1
c ◦ ψ
k+2
c ◦ · · · ◦ ψ
n
c
=
[
Fk ◦ (Fk ◦ ψ
k+1
v )
]
◦ (Fk+1 ◦ ψ
k+2
v ) ◦ · · · ◦ (Fn−1 · ψ
n
v )
= ψk+1v ◦ ψ
k+2
v ◦ Fk+2 ◦ (Fk+2 ◦ ψ
k+3
v ) ◦ · · · ◦ (Fn−1 ◦ ψ
n
v )
...
= ψk+1v ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v ◦ Fn
= Ψnk,v ◦ Fn

Theorem 3.5. Let N be the set of renormalizable He´non-like maps defined in Definition
3.1. The space I(ε¯) ∩ N is invariant under renormalization, that is, if F ∈ I(ε¯) ∩ N , then
RF ∈ I(ε¯) ∩N .
Proof. Recall that piz ◦ R
kF is δk and Dδk(w) = (∂xδ(w) ∂yδk(w) ∂zδk(w)) for k ∈ N.
Suppose that
∂yδk−1 ◦ (Fk−1(w)) + ∂zδk−1 ◦ (Fk−1(w)) · ∂xδk−1(w) = 0
where w ∈ ψkc (B) ∪ ψ
k
v (B). By induction it is sufficient to show that
∂yδk ◦ (Fk(w)) + ∂zδk ◦ (Fk(w)) · ∂xδk(w) = 0
where w ∈ ψk+1c (B) ∪ ψ
k+1
v (B). Observe that σk−1y = piy ◦ ψ
k
v (w) and σk−1x = pix ◦ ψ
k
c (w).
By Lemma 3.3, we have that pix ◦ ψkc (w) = piy ◦ ψ
k
v ◦ Fk(w) and Fk ◦ ψ
k
c (w) = ψ
k
v ◦ Fk(w).
Then by Lemma 3.2,
∂yδk ◦ (Fk(w)) + ∂zδk ◦ (Fk(w)) · ∂xδk(w)
= ∂zδk−1 ◦ ψ
k
c ◦ Fk(w)
·
[
∂yδk−1 ◦ ψ
k
v ◦ Fk(w) + ∂zδk−1 ◦ ψ
k
v ◦ Fk(w) · qk−1 ◦ piy ◦ ψ
k
v ◦ Fk(y)
]
+ ∂zδk−1 ◦ ψ
k
c ◦ Fk(w) · ∂zδk−1 ◦ ψ
k
v ◦ Fk(w) ·
[
∂xδk−1 ◦ ψ
k
c (w)− qk−1 ◦ pix ◦ ψ
k
c (x)
]
= ∂zδk−1 ◦ ψ
k
c ◦ Fk(w) ·
[
∂yδk−1 ◦ ψ
k
v ◦ Fk(w)
+ ∂zδk−1 ◦ ψ
k
c ◦ Fk(w) · ∂zδk−1 ◦ ψ
k
v ◦ Fk(w) · ∂xδk−1 ◦ ψ
k
c (w)
= ∂zδk−1 ◦ ψ
k
c ◦ Fk(w)
·
[
∂yδk−1 ◦ ψ
k
v ◦ Fk(w) + ∂zδk−1 ◦ ψ
k
v ◦ Fk(w) · ∂xδk−1 ◦ ψ
k
c (w)
]
= 0
For any point w ∈ Dom(RkF ), we obtain that ψkc (w) ∈ ψ
k
c (B) ∪ ψ
k
v (B). Then RFk−1 ∈
N ∩ I(ε¯). Hence, the space N ∩ I(ε¯) is invariant under renormalization. 
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4. Universal numbers with ∂zδ and ∂yε
4.1. Critical point and recursive formula of ∂xδn. Let us define the critical point, cF
of F ∈ I(ε¯) as the inverse image of the tip, τF under F , that is, cF = F−1(τF ). Let the tip
and the critical point of RkF be τk and cFk respectively. Recall the definition of tip
{τk} =
⋂
n≥k+1
Ψnk,v(B)
where B is the domain, B(RnF ) for each n ∈ N. The above intersection is nested and each
Ψnk,v(B) is connected. Then the tip is just the limit of the sequence of Ψ
n
vn(B) as follows
{τk} =
⋂
n≥1
Ψnk,v(B) = lim
n→∞
Ψnk,v(B).(4.1)
Lemma 4.1. Let F be the He´non-like map in I(ε¯). Then the critical point of F , cF is the
following limit
{cFk} = lim
n→∞
Ψnk,c(B)
where B is the domain, B(RnF ) for k < n.
Proof. Since diam(Ψn
w
) ≤ Cσn−k for some C > 0, the limit of Ψn
wn
(B) as n→∞ is a single
point. By Corollary 3.4, the following equation holds
Ψnk,v ◦ Fn = Fk ◦Ψ
n
k,c
for each k < n. Observe that ψn+1v (B(R
n+1F )) ⊂ B(RnF ) and ψn+1c (B(R
n+1F )) ⊂ B(RnF ).
Then passing the limit, the following equation holds
(4.2)
Fk ◦ lim
n→∞
Ψnk, c(B(R
nF )) = lim
n→∞
Fk ◦Ψ
n
k, c(B(R
nF ))
= lim
n→∞
Fk ◦Ψ
n
k, c ◦ ψ
n+1
v (B(R
n+1F ))
= lim
n→∞
Ψnk,v ◦ ψ
n+1
c (B(R
n+1F ))
= lim
n→∞
Ψnk,v(B(R
nF )) = {τk}
for all n ∈ N because each limit is a single point set. Then the critical point of F , {cFk} is
limn→∞Ψ
n
k, c(B). 
Proposition 4.2. Let F be the He´non-like map in N ∩ I(ε¯). Then the following equation
holds
∂xδn(w) = ∂xδk ◦Ψ
n
k, c(w)−
n−1∑
i=k
qi ◦
(
pix ◦Ψ
n
i, c(w)
)
where δn(w) is the third coordinate map of R
nF for each n ∈ N. Moreover, passing the limit
the following equation holds
∂xδ(cFk) = lim
n→∞
n−1∑
i=k
qi ◦
(
pix ◦Ψ
n
i, c(w)
)
= lim
n→∞
n−1∑
i=k
qi(pix(cFi))
where cFk is the critical point of R
kF for k < n.
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Proof. By Lemma 3.2, we see
∂xδn(w) = ∂xδn−1 ◦ ψ
n
c (w)− qn−1 ◦ (σn−1 · x)
Recall the definition of qk(x) in the equation (3.1). Then inductively we obtain that
∂xδn(w) = ∂xδn−1 ◦ ψ
n
c (w)− qn−1(pix ◦ ψ
n
c (w))
= ∂xδn−2 ◦ (ψ
n−1
c ◦ ψ
n
c (w))− qn−2 ◦ (pix ◦ ψ
n−1
c ◦ ψ
n
c (w))− qn−1 ◦ (pix ◦ ψ
n
c (w))
...
= ∂xδk ◦Ψ
n
k,c(w)−
n−1∑
i=k
qi ◦
(
pix ◦Ψ
n
i, c(w)
)
.
Recall that ‖ ∂xδn‖ ≤ Cε¯
2n for some C > 0 and lim
n→∞
Ψni, c(B) = {cFi} for each i < n. Thus
passing the limit, we obtain
∂xδk(cF ) = lim
n→∞
n−1∑
i=k
qi ◦
(
pix ◦Ψ
n
i, c(w)
)
.
for w ∈ Dom(RnF ). Since ∂xδk(cF ) is the single point for each k and the critical points of
each level, cFi are contained in Ψ
n
i, c(B) for all n ∈ N. Then
∂xδk(cFk) = lim
n→∞
n−1∑
i=k
qi(pix(cFi)).

4.2. Universal number b2 and the asymptotic of ∂zδn and ∂yδn.
Proposition 4.3. Let F be He´non-like diffeomorphism in N ∩ I(ε¯). Let δn be the third
coordinate map of RnF for n ∈ N. Then
∂zδn = b
2n
2 (1 +O(ρ
n))
for each n ∈ N and 0 < ρ < 1 where b2 is a non zero number.
Proof. The recursive formula of ∂zδn in Lemma 3.2 implies the following equation by induc-
tive calculation
(4.3)
∂zδn(w) = ∂zδn−1 ◦ (Fn−1 ◦H
−1
n−1(σn−1w)) · ∂zδn−1 ◦H
−1
n−1(σn−1w)
= ∂zδn−1 ◦ ψ
n
c (w) · ∂zδn−1 ◦ ψ
n
v (w)
= ∂zδn−2 ◦ (ψ
n−1
c ◦ ψ
n
c (w)) · ∂zδn−2 ◦ (ψ
n−1
v ◦ ψ
n
c (w))
· ∂zδn−2 ◦ (ψ
n−1
c ◦ ψ
n
v (w)) · ∂zδn−2 ◦ (ψ
n−1
v ◦ ψ
n
v (w))
...
=
∏
w∈ Wn
∂zδ ◦Ψ
n
w
(w).
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where w is the word of length n in W n = {v c}n. The number of words in W n is 2n. Let us
take the logarithmic average of |∂zδn| on the regions Ψnw(B) and let this map be ln(w) for
each n ∈ N 2
(4.4) ln(w) =
1
2n
∑
w∈Wn
log | ∂zδ ◦Ψ
n
w
(w)|.
The limit of ln(w) as n→∞ is a function defined on the critical Cantor set, OF as n→∞.
However, values of the limit function at all points of OF are the same as each other, that is,
the limit is a constant function. In particular, we have
ln(w) −→
∫
OF
log |∂zδ| dµ.
where µ is the unique ergodic probability measure on OF . Let this limit be log b2 for some
b2 > 0. Since diam(Ψ
n
w
(B)) ≤ Cσn for some C > 0 and for all w ∈ W n, the above equation
(4.4) converges exponentially fast as n→∞. In other words,
1
2n
log |∂zδn(w)| = log b2 +O(ρ
n
0)
for some 0 < ρ0 < 1. Let us choose the constant ρ = ρ0/2. Then we obtain the following
equation
(4.5)
log | ∂zδn(w)| = 2
n log b2 +O(ρ
n)
= 2n log b2 + log(1 +O(ρ
n))
= log b2
n
2 (1 +O(ρ
n)).
Hence,
(4.6) |∂zδn| = b
2n
2 (1 +O(ρ
n)).
We may assume that ∂zδ is non zero. The proof is complete. 
Lemma 4.4. Let F be the He´non-like diffeomorphism in N ∩ I(ε¯). Let δn(w) be the third
coordinate map of Fn ≡ RnF for each n ∈ N. Then the following equation holds
∂yδn(w) · ∂zδk ◦Ψ
n
k,v(w)
= ∂zδn(w) ·
[
∂yδk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
· ∂zδk ◦Ψ
n
k,v(w)
]
for k < n. Moreover,
∂yδk ◦Ψ
n
k,v(w) ·
[
∂zδk ◦Ψ
n
k,v(w)
]−1
+
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
≤ Cσn−k
for some C > 0 and 0 < ρ < 1.
2If ∂zδ(w) = 0 for some w ∈ B, then ∂yδ(w) = 0 at the same point because F ∈ N . Thus JacF (w) = 0,
that is, F cannot be a dffeomorphism. Moreover, ∂zδ is defined on some compact set which contains the
set
⋃
w∈ Wn Ψ
n
w
(B). Then we may assume that ∂zδ(w) has the positive lower bounds (or negative upper
bounds) on B1v ∪B
1
c .
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Proof. Recall the recursive formula in Lemma 3.2
∂yδn(w) = ∂zδn−1 ◦ ψ
n
c (w) · ∂yδn−1 ◦ ψ
n
v (w) + ∂zδn(w) · qn−1 ◦ (piy ◦ ψ
n
v (w))
∂zδn(w) = ∂zδn−1 ◦ ψ
n
c (w) · ∂zδn−1 ◦ ψ
n
v (w).
Then by the inductive calculation, we have the following equation
∂yδn(w)
= ∂zδn−1 ◦ ψ
n
c (w) · ∂yδn−1 ◦ ψ
n
v (w) + ∂zδn(w) · qn−1 ◦ (piy ◦ ψ
n
v (w))
= ∂zδn−1 ◦ ψ
n
c (w) ·
[
∂zδn−2 ◦ (ψ
n−1
c ◦ ψ
n
v (w)) · ∂yδn−2 ◦ (ψ
n−1
v ◦ ψ
n
v (w))
+ ∂zδn−1 ◦ ψ
n
v (w) · qn−2 ◦ (piy ◦ (ψ
n−1
v ◦ ψ
n
v (w))
]
+ ∂zδn(w) · qn−1 ◦ (piy ◦ ψ
n
v (w))
= ∂zδn−1 ◦ ψ
n
c (w) · ∂zδn−2 ◦ (ψ
n−1
c ◦ ψ
n
v (w)) · ∂yδn−2 ◦ (ψ
n−1
v ◦ ψ
n
v (w))
+ ∂zδn(w) ·
[
qn−2 ◦ (piy ◦ (ψ
n−1
v ◦ ψ
n
v (w)) + qn−1 ◦ (piy ◦ ψ
n
v (w))
]
...
= ∂zδn−1 ◦ ψ
n
c (w) · ∂zδn−2 ◦ (ψ
n−1
c ◦ ψ
n
v (w)) · · ·∂zδk ◦ (ψ
k+1
c ◦ ψ
k+2
v ◦ · · · ◦ ψ
n
v (w))
· ∂yδk ◦Ψ
n
k,v(w) + ∂zδn(w)
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
.
Thus let us multiply ∂zδk ◦Ψnk,v(w) to both sides. Then we obtain that
∂yδn(w) · ∂zδk ◦Ψ
n
k,v(w)
= ∂zδn(w) · ∂yδk ◦Ψ
n
k,v(w) + ∂zδn(w) ·
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
· ∂zδk ◦Ψ
n
k,v(w)
= ∂zδn(w) ·
[
∂yδ ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
· ∂zδk ◦Ψ
n
k,v(w)
]
for k < n. Since Fk is a diffeomorphism, there exists
[
∂zδk ◦Ψnk,v(w)
]−1
for all w ∈ B(RnF ).
Then
∂yδn(w) = ∂zδn(w) ·
[ (
∂zδk ◦Ψ
n
k,v(w)
)−1
· ∂yδk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
) ]
Let us estimate the second factor the right side of the above equation
(4.7)
(
∂zδk ◦Ψ
n
k,v(w)
)−1
· ∂yδk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
.
Since Fi(cFi) = τi and He´non-like map Fi is (fi(x)− εi(w), x, δi(w)), observe that
pix(cFi) = piy(τi)
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for every i ∈ N. By Proposition 4.2, we have the following equation
∂xδk(cF ) = lim
n→∞
n−1∑
i=k
qi ◦
(
pix ◦Ψ
n
i, c(w)
)
and it converges exponentially fast. Recall the fact that
pix ◦Ψ
n
i, c(w) = σn, i x(4.8)
piy ◦Ψ
n
i, c(w) = σn, i y(4.9)
for i < n. Then the expression (4.9) converges with the same rate of the expression (4.8).
Take the limit of (4.7).
lim
n→∞
(
∂zδk ◦Ψ
n
k,v(w)
)−1
· ∂yδk ◦Ψ
n
k,v(w) + lim
n→∞
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
=
(
∂zδk(τk)
)−1
· ∂yδk(τk) + lim
n→∞
n−1∑
i=k
qi ◦
(
piy(τi)
)
=
(
∂zδk(τk)
)−1
· ∂yδk(τk) + lim
n→∞
n−1∑
i=k
qi ◦
(
pix(cFi)
)
=
(
∂zδk(τk)
)−1
· ∂yδk(τk) + ∂xδk(cFk)
= 0
Recall that diamΨnk,w(B) ≤ Cσ
n−k for some c > 0. Thus Ψnk,v(B) and Ψ
n
k, c(B) converge to
τF and cF respectively as n→∞ at the same rate. Then
(4.10)
(
∂zδk ◦Ψ
n
k,v(w)
)−1
· ∂yδk ◦Ψ
n
k,v(w) +
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
≤ Cσn−k
for some C > 0. 
4.3. Universal number b1 and ∂yε. In Section 4.2, the universal number b2 represents
asymptotic for ∂zδ. Universality of Jacobian determinant implies that average Jacobian of
F , bF is the universal number. Define the number b1 as the ratio bF/b2 and we would show
that b1 is also the universal number which describes the asymptotic of ∂yε.
Suppose that He´non-like diffeomorphism F is in N ∩ I(ε¯). By the universal expression of
Jacobian determinant with average Jacobian and Proposition 4.3, we obtain that
JacFk(w) = b
2k
F a(x)(1 +O(ρ
k))
= ∂yεk(w) · ∂zδk(w)− ∂zεk(w) · ∂yδk(w)
=
[
∂yεk(w)− ∂zεk(w) · ∂yδk(w) ·
(
∂zδk(w)
)−1 ]
· ∂zδk(w)
=
[
∂yεk(w)− ∂zεk(w) · ∂yδk(w) ·
(
∂zδk(w)
)−1 ]
· b2
k
2 (1 +O(ρ
k)).
The above equation implies the existence of another universal number bF/b2.
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Lemma 4.5. Let F be the He´non-like map in N ∩ I(ε¯). Then there exists the number
b1 ≡ bF/b2 satisfying the following equation
∂yεk(w)− ∂zεk(w) · ∂yδk(w) ·
(
∂zδk(w)
)−1
= b2
k
1 a(x)(1 +O(ρ
k))
for each k ∈ N.
Lemma 4.6. Let F be the He´non-like diffeomorphism in N ∩ I(ε¯). Then the following
equation holds for k < n
∂yεk ◦ (Ψ
n
k,v(w)) + ∂zεk ◦ (Ψ
n
k,v(w)) ·
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
≤ C1 b
2k
1 + C2 ε¯
2kσn−k
where w ∈ B(RnF ) for some positive C1 and C2.
Proof. The equation (4.2) and (4.5) implies that
b2
k
1 a ◦ (Ψ
n
k,v(w))(1 +O(ρ
k))
= ∂yεk ◦ (Ψ
n
k,v(w))− ∂zεk ◦ (Ψ
n
k,v(w)) · ∂yδk ◦ (Ψ
n
k,v(w)) ·
(
∂zδk ◦ (Ψ
n
k,v(w))
)−1
= ∂yεk ◦ (Ψ
n
k,v(w))
− ∂zεk ◦ (Ψ
n
k,v(w)) ·
[
−
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
+
(
∂zδn(w)
)−1
· ∂yδn(w)
]
= ∂yεk ◦ (Ψ
n
k,v(w)) + ∂zεk ◦ (Ψ
n
k,v(w)) ·
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
− ∂zεk ◦ (Ψ
n
k,v(w)) ·
(
∂zδn(w)
)−1
· ∂yδn(w)
Lemma 4.4 implies that
‖∂zεk ◦ (Ψ
n
k,v(w))‖ · ‖
(
∂zδn(w)
)−1
· ∂yδn(w)‖ ≤ C2 ε¯
2kσn−k
for some C2 > 0 independent of k. Hence,
∂yεk ◦ (Ψ
n
k,v(w)) + ∂zεk ◦ (Ψ
n
k,v(w)) ·
n−1∑
i=k
qi ◦
(
piy ◦Ψ
n
i,v(w)
)
≤ C1 b
2k
1 + C2 ε¯
2kσn−k

5. Recursive formula of Ψnk
In this section, let us calculate recursive formulas of some components of DΨnk . Recall that
Ψnk is the conjugation between F
2n−k
k and Fn. These formulas in this section would be used
in the estimation of minimal distances of a particular adjacent boxes and the diameter of
boxes in the next sections.
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Lemma 5.1. Let F ∈ I(ε¯). The derivative of non-linear conjugation Ψnk at the tip, τFk
between F 2
n−k
k and Fn is as follows
Dnk ≡ DΨ
n
k(τn) =
αn, k σn, k tn, k σn, k un, kσn, k
σn, k dn, k σn, k

where σn, k and αn, k are linear scaling factors such that σn, k = (−σ)n−k(1 + O(ρk)) and
αn, k = σ
2(n−k)(1 +O(ρk)). Then
dn, k =
n−1∑
i=k
di+1, i , un, k =
n−1∑
i=k
σi−k ui+1, i(1 +O(ρ
k))
tn, k =
n−1∑
i=k
σi−k
[
ti+1, i + ui+1, i dn, i+1
]
(1 +O(ρk))
tn, k − un, k dn, k =
n−1∑
i=k
σi−k
[
ti+1, i − ui+1, i di+1, k
]
(1 +O(ρk))
where σi−k(1+O(ρk)) =
i−1∏
j=k
αj+1, j
σj+1, j
. Moreover, dn, k, un, k and tn, k are convergent as n→∞
super exponentially fast.
Proof. Dnk = D
m
k ·D
n
m for any m between k and n because Ψ
n
k(τFn) is τFk , the tip of k
th level.
By the direct calculation, we obtain that
Dmk ·D
n
m
=
αn, k αm,k σn,m tn,m + σn, k tm, k + σn, k um, k dn,m αm, kσn,m un,m + σn, k um, kσn, k
σn, k dm, k + σn, k dn,m σn, k
 .
Then
σn, k tn, k = αm, k σn,m tn,m + σn, k tm, k + σn, k um,k dn,m
σn, k un, k = αm, k σn,m un,m + σn, k um,k
σn, k dn, k = σn, k dm, k + σn, k dn,m
for any m between k and n. Recall that σn, k = σn,m · σm, k and αn, k = αn,m · αm,k. Let m
be k + 1. Then
dn, k = dn, k+1 + dk+1, k
= dn, k+2 + dk+2, k+1 + dk+1, k
...
= dn,n−1 + · · ·+ dk+2, k+1 + dk+1, k
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=
n−1∑
i=k
di+1, i.
Each term is bounded by ε2
i
for each i, that is, | di+1, i| ≍ | qi(piy(τi+1))| ≤ ‖Dδi‖ = O(ε¯2
i
).
Then dn, k converges to the number, say d∗, k super exponentially fast.
Let us see the recursive formula of un, k
un, k =
αk+1, k
σk+1, k
un, k+1 + uk+1, k
=
αk+1, k
σk+1, k
[
αk+2, k+1
σk+2, k+1
un, k+2 + uk+2, k+1
]
+ uk+1, k
...
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ui+1, i + uk+1, k
=
n−1∑
i=k
σi−kui+1, i (1 +O(ρ
k)).
Since ui+1, i ≍ ∂zεi(τFi+1), un, k converges to the number, say u∗, k also super exponentially
fast. Let us see the recursive formula of tn, k
tn, k =
αk+1, k
σk+1, k
tn, k+1 + tk+1, k + uk+1, k dn, k+1
=
αk+1, k
σk+1, k
[
αk+2, k+1
σk+2, k+1
tn, k+2 + tk+2, k+1 + uk+2, k+1 dn, k+2
]
+ tk+1, k + uk+1, k dn, k+1
...
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ti+1, i + tk+1, k +
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ui+1, i dn, i+1 + uk+1, k dn, k+1
=
n−1∑
i=k
σi−k
[
ti+1, i + ui+1, i dn, i+1
]
(1 +O(ρk)).
By the above equations for dn, k, un, k and tn, k, we obtain the recursive formula of tn, k −
un, k dn, k as follows
tn, k − un, k dn, k
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
[
ti+1, i + ui+1, i dn, i+1
]
+ tk+1, k + uk+1, k dn, k+1
−
[
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
ui+1, i + uk+1, k
]
dn, k
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=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
[
ti+1, i + ui+1, i dn, i+1 − ui+1, idn, k
]
+ tk+1, k + uk+1, k dn, k+1 − uk+1, kdn, k
=
n−1∑
i=k+1
i−1∏
j=k
αj+1, j
σj+1, j
[
ti+1, i − ui+1, idi+1, k
]
+ tk+1, k − uk+1, kdk+1, k
=
n−1∑
i=k
σi−k
[
ti+1, i − ui+1, i di+1, k
]
(1 +O(ρk)).
Recall the derivative of coordinate change map at the tip on each level
σk ·DHk(τFk) = (D
k+1
k )
−1 =
(αk)−1 (σk)−1
(σk)
−1
 ·
1 −tk + uk dk −uk1
−dk 1
 .
Since Hk(w) = (fk(x)− εk(w), y, z − δk(y, f
−1
k (y), 0)), we see that ∂yεk(τFk) ≍ −tk + uk dk
for every k ∈ N. Moreover, the fact that ti+1, i − ui+1, i di+1, i ≍ ∂yεi(τFi+1) and | ui+1, i dn, i|
is super exponentially small for each i < n implies that tn, k converges to a number, say t∗, k
super exponentially fast.

Recall the expression of Ψnk from B(R
nF ) to Bn−k
v
(RkF )
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k
x+ Snk (w)y
z +Rnk(y)

where v = vn−k ∈ W n−k. Recall that Ψnk be the map from B(R
nF ) to B(RkF ) as the
conjugation between (RkF )2
n−k
and RnF .
Lemma 5.2. Let F ∈ I(ε¯). Then both Rnk (y) and (R
n
k)
′(y) converges to zero exponentially
fast as n → ∞ where Rnk(y) be non-linear part of piz ◦ Ψ
n
k depending only on the second
variable y.
Proof. Let w = (x, y, z) be the point in B(RnF ) and let Ψnn−1(w) be w
′ = (x′, y′, z′). Recall
Ψnk = Ψ
n
n−1 ◦Ψ
n−1
k . Thus
z′ = piz ◦Ψ
n
n−1(w) = σn, n−1
[
dn, n−1 y + z +R
n
n−1(y)
]
y′ = piy ◦Ψ
n
n−1(w) = σn, n−1 y.
Then by the composition of Ψn−1k and Ψ
n
n−1, we obtain the recursive formula of piz ◦ Ψ
n
k as
follows
piz◦Ψ
n
k(w)
= σn, k
[
dn, k y + z +R
n
k(y)
]
(5.1)
= piz ◦Ψ
n−1
k (w
′) = σn−1, k
[
dn−1, k y
′ + z′ +Rn−1k (y
′)
]
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= σn−1, k
[
dn−1, k σn, n−1 y + σn, n−1
[
dn, n−1y + z +R
n
n−1(y)
]
+Rn−1k (σn, n−1 y)
]
= σn, k (dn−1, k + dn, n−1) + σn, k z + σn, k R
n
n−1(y) + σn−1, k R
n−1
k (σn, n−1 y).(5.2)
By Proposition 5.1, dn, k = dn−1, k + dn, n−1. Let us compare (5.1) with (5.2). Recall the
equation σn, k = σn, n−1 · σn−1, k. Then
Rnk(y) = R
n
n−1(y) +
1
σn, n−1
Rn−1k (σn, n−1 y).
Each Rij(y) is the sum of the second and higher order terms of piz ◦Ψ
i
j for i > j. Thus
Rnk(y) = an, k y
2 + An, k(y) · y
3
Moreover, ‖Rnn−1‖ = O(ε¯
2n−1) because Rnn−1(y) is the second and higher order terms of the
map δn−1(σn, n−1 y, f
−1
n−1(σn, n−1 y), 0). Then
Rnk(y) =
1
σn, n−1
Rn−1k (σn, n−1 y) + cn, k y
2 +O(ε¯2
n−1
y3)
where cn, k = O(ε¯
2n−1). The recursive formula for an, k and An, k as follows
Rnk(y) =
1
σn, n−1
(
an−1, k · (σn, n−1 y)
2 + An−1, k(σn, n−1 y) · (σn, n−1 y)
3
)
+O(ε¯2
n−1
y3).
Then an, k = σn, n−1 an−1, k + cn, k and ‖An, k‖ ≤ ‖ σn, n−1‖2‖An−1, k‖ + O(ε¯2
n−1
) and for each
fixed k < n, an, k → 0 and An, k → 0 exponentially fast as n → ∞. Thus Rnk(y) converges
to zero as n → ∞ exponentially fast. Let us estimate ‖A′n, k‖ in order to measure how fast
(Rnk)
′(y) is convergent. By similar method, we have the recursive formula of (Rnk)
′(y) as
follows
(Rnk)
′(y) = 2 an, k y + 3An, k(y) · y
2 + A′n, k(y) · y
3
Thus (Rnk)
′(y) = (Rnn−1)
′(y) +Rn−1k (σn, n−1 y)
= Rn−1k (σn, n−1 y) + 2 cn, k y +O(ε¯
2n−1y2).
Then
(Rnk)
′(y) = 2 an−1, k σn, n−1 y + 3An−1, k(σn, n−1 y) · (σn, n−1 y)
2 + A′n, k(σn, n−1 y) · (σn, n−1 y)
3
+ 2 cn, k y +O(ε¯
2n−1y2).
Let us compare quadratic and higher order terms of (Rnk)
′(y)
3An, k(y) · y
2 + A′n, k(y) · y
3 = 3An−1, k(σn, n−1 y) · (σn, n−1 y)
2 + A′n, k(σn, n−1 y) · (σn, n−1 y)
3
+O(ε¯2
n−1
y2).
Thus
A′n, k(y) y = A
′
n, k(σn, n−1 y) · σ
3
n, n−1 y − 3An, k(y) + 3An−1, k(σn, n−1 y) · σ
2
n, n−1 +O(ε¯
2n−1).
Then
‖A′n, k‖ ≤ ‖A
′
n−1, k‖ · ‖σn, n−1‖
3 + 3‖An, k‖+ 3‖An−1, k‖ · ‖ σn, n−1‖
2 +O(ε¯2
n−1
)
≤ ‖A′n−1, k‖ · ‖ σn, n−1‖
3 + C‖ σn, n−1‖
2
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for some C > 0. Then A′n, k → 0 as n → ∞ exponentially fast. Hence, so does (R
n
k)
′(y)
exponentially fast. 
Let w1 and w2 be two points in B(RnF ) and wj = (xj , yj, zj) for j = 1, 2. Let Ψni,v(w
j) = wji
for i ∈ N and j = 1, 2.
Proposition 5.3. Let F ∈ I(ε¯). Then
z˙1 − z˙2 = piz ◦Ψ
n
k(w
1)− piz ◦Ψ
n
k(w
2) = σn, k · (z
1 − z2) + σn, k
n−1∑
i=k
qi(σn, i y¯) · (y
1 − y2)
where y¯ is in the line segment between y1 and y2. Moreover,
n−1∑
i=k
qi ◦ (σn, i y¯) · (y
1 − y2) = dn, k · (y
1 − y2) +Rnk(y
1)−Rnk(y
2).
Proof. Firstly, let us express piz ◦ Ψnk(w). Let p i(y) be δi(y, f
−1
i (y), 0) in order to simplify
expression. Let Ψni,v(w) = wi for k ≤ i ≤ n − 1 and let wi = (xi, yi, zi)
3. Let w = wn.
Recall piz ◦ ψ
i+1
i (wi+1) = σi zi+1 + p i(σi yi+1). Since Ψ
n
k = ψ
k+1
k ◦Ψ
n
k+1, we estimate zk using
recursive formula
zk = piz ◦Ψ
n
k(w) = piz ◦ ψ
k+1
k (wk+1)
= σk · zk+1 + p k(σk · yk+1)
= σk
[
σk+1 · zk+2 + p k+1(σk+1 · yk+2)
]
+ p k(σk · yk+1)
= σkσk+1 · zk+2 + σk · p k+1(σk+1 · yk+2) + p k(σk · yk+1)
...
= σkσk+1 · · ·σn−1 · z +
[
σkσk+1 · · ·σn−2 · pn−1(σn−1 · y)
+ σkσk+1 · · ·σn−3 · pn−2(σn−2 · yn−1) + · · ·+ p k(σk · yk+1)
]
= σn, k · z + σn−1, k · pn−1(σn−1 · y) + σn−2, k · pn−2(σn−2 · yn−1) + · · ·+ p k(σk · yk+1)
= σn, k · z +
n−1∑
i=k
σi, k · p i(σi · yi+1)
where σk+1, k = σk. Moreover, Hi ◦ Λi(w) = (φ
−1
i (σiw), σi y, •) for each k ≤ i ≤ n − 1.
Thus
σn, i · y = σi · yi+1 = yi
Secondly, let us estimate z˙1− z˙2 = piz ◦Ψnk(w
1)−piz ◦Ψnk(w
2) where wj ∈ B(RnF ) for j = 1, 2.
Recall the definition of qi(y), namely,
d
dy
p i(y) = qi(y). By the above equation and mean
value theorem, we obtain that
z˙1 − z˙2 = piz ◦Ψ
n
k(w
1)− piz ◦Ψ
n
k(w
2)
3For notational compatibility, let Ψii(B) = B, that is, Ψ
i
i = id and let σi, i = 1 for every i ∈ N.
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= σn, k · (z
1 − z2) +
n−1∑
i=k
σi, k ·
[
p i(σi · y
1
i+1)− p i(σi · y
2
i+1)
]
= σn, k · (z
1 − z2) +
n−1∑
i=k
σi, k ·
[
p i(σn, i · y
1)− p i(σn, i · y
2)
]
= σn, k · (z
1 − z2) +
n−1∑
i=k
σi, k · q i ◦ (σn, i · y¯) · σn, i+1 · (y
1 − y2)
= σn, k · (z
1 − z2) + σn, k
n−1∑
i=k
q i ◦ (σn, i · y¯) · (y
1 − y2)(5.3)
where y¯ is in the line segment between y1 and y2 which is contained in piy◦B(RnF ). Moreover,
by the expression of Ψnk ,
piz ◦Ψ
n
k(w) = σn, k
[
dn, k y + z +R
n
k(y)
]
.
Then
z˙1 − z˙2 = piz ◦Ψ
n
k(w
1)− piz ◦Ψ
n
k(w
2)
= σn, k
[
dn, k (y
1 − y2) + (z1 − z2) +R
n
k(y
1)− Rnk(y
2)
]
= σn, k · (z
1 − z2) + σn, k ·
[
dn, k (y
1 − y2) +Rnk(y
1)−Rnk(y
2)
]
.(5.4)
Hence, taking the limit as n→∞, we obtain
n−1∑
i=k
q i ◦ (σn, i · y¯) · (y
1 − y2) = dn, k (y
1 − y2) +Rnk(y
1)− Rnk(y
2)
of which convergence is exponentially fast. 
Corollary 5.4. Let F ∈ I(ε¯). Then
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = dn, k + (R
n
k)
′(piy(w))
for every w ∈ B(RnF ) and for each k < n. Moreover,
lim
n→∞
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = d∗, k.
Proof. Let us compare the equation (5.3) and (5.4) below
n−1∑
i=k
σi, k ·
[
p i (σn, i · y
1)− p i (σn, i · y
2)
]
= σn, k ·
[
dn, k (y
1 − y2) +Rnk(y
1)− Rnk(y
2)
]
n−1∑
i=k
σi, k ·
p i (σn, i · y1)− p i (σn, i · y2)
y1 − y2
= σn, k ·
[
dn, k +
Rnk(y
1)−Rnk (y
2)
y1 − y2
]
.(5.5)
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Since both y1 and y2 are arbitrary, we may choose two points y and y + h instead of y1 and
y2. The differentiability of both pi and R
n
k enable us to take the limit of (5.5) as h → 0.
Then
σn, k ·
n−1∑
i=k
q i ◦ (σn, i · y) = σn, k ·
[
dn, k + (R
n
k)
′(y)
]
for every y ∈ piy(B(RnF )). Moreover, dn, k → d∗, k as n → ∞ super exponentially fast by
Lemma 5.1 and (Rnk)
′ converges to zero exponentially fast by Lemma 5.2. Hence,
lim
n→∞
n−1∑
i=k
qi ◦ (piy ◦Ψ
n
i,v(w)) = lim
n→∞
[
dn, k + (R
n
k)
′(y)
]
= d∗, k.

Let us collect the estimations of numbers and functions which are used in the following
sections.
(1) |tk+1, k|, |uk+1, k| and |dk+1, k| are O
(
ε¯2
k)
.
(2) |un,k| and |dn, k| are O
(
ε¯2
k)
.
(3) σn, k = (−σ)n−k(1 + O(ρk)) and αn, k = σ2(n−k)(1 + O(ρk)) for k < n and for some
0 < ρ < 1.
(4) ‖Rk+1k ‖ is O
(
ε¯2
k)
.
(5) ‖Rnk‖ and ‖(R
n
k)
′‖ are O
(
σn−kε¯2
k)
by Lemma 5.2.
6. Unbounded geometry on critical Cantor set
6.1. Boxing and bounded geometry. Recall the pieces Bn
w
≡ Bn
w
(F ) = Ψn
w
(B) on the
nth level or nth generation . The word, w = (w1 . . . wn) ∈ W n := {v, c}n has length n. Recall
that the map
w = (w1 . . . wn) 7→
n−1∑
k=0
wk+12
k
is one to one correspondence between words of length n and the additive group of numbers
with base 2 mod 2n. Let the subset of critical Cantor set on each pieces be Ow ≡ B
n
w
∩ O.
Then by the definition of Ow, we have the following facts.
(1)
OF =
⋃
w∈Wn
Ow
(2) F (Bn
w
) ⊂ Bn
w+1 for every w = (w1 . . . wn) ∈ W
n.
(3) diam(Bn
w
) ≤ Cσn for some C > 0 depending only on B and ε¯.
Then we can define boxing of Cantor set. The notations in the following definitions are used
in [HLM]. These definitions are adapted to three dimensional maps.
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Definition 6.1. Let F ∈ I(ε¯). A collection of simply connected sets with interior Bn =
{Bn
w
⋐ Dom(F ) |w ∈ W n} is called boxing4 of OF if
(1) Ow ⋐ Bnw for each w ∈ W
n.
(2) Bn
w
and Bn
w
′ has disjoint closure if w 6= w′.
(3) F (Bn
w
) ⊂ Bn
w+1 for every w ∈ W
n.
(4) Each element of Bn is nested for each n, that is,
Bn+1
wν ⊂ B
n
w
, w ∈ W n, ν ∈ {v, c}.
On the above definition, the elements of boxing are just topological boxes. Denote Dom(F2d)
by B2d in order to distinguish the domain of three dimensional He´non-like map from that of
two dimensional one. Let the minimal distance between two boxes B1, B2 be the infimum of
distance between all elements of each boxes and express this distance to be distmin(B1, B2).
Definition 6.2. The (given) boxing Bn has the bounded geometry if
distmin(B
n+1
wv , B
n+1
wc ) ≍ diam(B
n+1
wν ) for ν ∈ {v, c}
diam(Bn
w
) ≍ diam(Bn+1
wν ) for ν ∈ {v, c}
for all w ∈ W n and for all n ≥ 0.
Moreover, if the boxing has bounded geometry, then we just callOF has bounded geometry. If
any given boxing does not have bounded geometry, then we call OF has unbounded geometry.
6.2. Horizontal overlap of two adjacent boxes. The proof of unbounded geometry
of the Cantor set requires to compare diameter of boxes and the minimal distance of two
adjacent boxes in the boxing. In order to compare these quantities, we would use the maps,
Ψnk(w) and Fk(w) with the two points w1 = (x1, y1, z1) and w2 = (x2, y2, z2) in Fn(B). Let
us each successive image of wj under Ψ
n
k(w) and Fk(w) be w˙j, w¨j and
...
wj for j = 1, 2.
wj
✤
Ψn
k
// w˙j
✤ Fk
// w¨j
✤
Ψk
0
//
...
wj
For example, w˙j = Ψ
n
k(wj) and w˙j = (x˙j , y˙j, z˙j) for j = 1, 2. Let S1 and S2 be the (path)
connected set on R3. If pix(S1)∩pix(S2) contains at least two points, then this intersection is
called the x−axis overlap or horizontal overlap of S1 and S2. We say S1 overlaps S2 on the
x−axis or horizontally. Recall σ is the linear scaling of F∗, the fixed point of renormalization
operator and σk = σ(1 +O(ρ
k)) for each k ∈ N.
Recall the map Ψnk from B(R
nF ) to Bn
v
(RkF ) where v = vn−k ∈ W n−k.
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k
x+ Snk (w)y
z +Rnk(y)

4Element Bn
w
in Definition 6.1 is defined topologically. In other words, this definition does not require
that Bn
w
∈ Bn is Ψn
w
(B).
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where αn, k = σ
2(n−k)(1+O(ρk)) and σn, k = (−σ)n−k(1+O(ρk)). Thus for any w ∈ B(RnF )
we have the following equation
pix ◦Ψ
n
k(w) = αn, k(x+ S
n
k (w)) + σn, k
(
tn, k y + un, k(z +R
n
k(y))
)
.
Let us find the sufficient condition of horizontal overlapping. Horizontal overlapping means
that there exist two points w1 ∈ B1v(R
nF ) and w2 ∈ B1c (R
nF ) satisfying the equation
pix ◦Ψ
n
k(w1)− pix ◦Ψ
n
k(w2) = 0.
Equivalently,
(6.1)
αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 +R
n
k(y1)− R
n
k(y2)
}]
= 0.
Recall that x + Snk (w) = v∗(x) + O(ε¯
2k + ρn−k) for some 0 < ρ < 1. Since the universal
map v∗(x) is a diffeomorphism and |x1 − x2| = O(1), we have the estimation by mean value
theorem
| x1 + S
n
k (w1)−
(
x2 + S
n
k (w2)
)
| = O(1).
Recall τi the tip of Fi for i ∈ N.
Proposition 6.1. Let F ∈ N ∩ I(ε¯). Let b1 = bF /b2 where bF is the average Jacobian of F
and b2 is the universal number defined in Proposition 4.3. Then
b2
k
1 ≍ tn, k
for every k + A < n where A is the big enough number depending only on b1 and ε¯.
Proof. Applying Lemma 4.2 to δk, we see
∂xδn(w) = ∂xδk ◦Ψ
n
k, c(w)−
n−1∑
i=k
qi ◦
(
pix ◦Ψ
n
i, c(w)
)
for k < n. Let us take w = cFn which is the critical point of Fn. Then
∂xδn(cFn) = ∂xδk(cFk)−
n−1∑
i=k
qi ◦
(
pix(cFi)
)
= ∂xδk(cFk)−
n−1∑
i=k
qi ◦
(
piy(τi)
)
where cFi is the critical point of Fi for k ≤ i ≤ n − 1 because Fi(cFi) = τi. Moreover, by
Proposition 4.3, ∂zδk = b
2k
2 (1 +O(ρ
n)) for some positive ρ < 1. The fact that F ∈ N ∩ I(ε¯)
implies that ∂yδk(Fk(w)) = −∂zδk(Fk(w)) · ∂xδk(w). Then JacFk(τk) as follows
JacFk(τk) = ∂yεk(τk) · ∂zδk(τk)− ∂zεk(τk) · ∂yδk(τk)
=
[
∂yεk(τk) + ∂zεk(τk) · ∂xδk(cFk)
]
· ∂zδk(τk)
=
[
∂yεk(τk) + ∂zεk(τk) ·
n−1∑
i=k
qi ◦
(
piy(τi)
) ]
· b2
k
2 (1 +O(ρ
k))
+ ∂zεk(τk) · ∂xδn(cFn) · b
2k
2 (1 +O(ρ
k)).
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By universality theorem, JacFk(τk) = b
2k
F a(pix(τk))(1 + O(ρ
k)) and by the definition of b1,
we obtain that
(6.2)
∂yεk(τk) + ∂zεk(τk) ·
n−1∑
i=k
qi ◦
(
piy(τi)
)
+ ∂zεk(τk) · ∂xδn(cFn) = b
2k
1 a(pix(τk))(1 +O(ρ
k)).
Observe that ‖∂zεk · ∂xδn‖ = O( ε¯2
k
ε¯2
n
) and k < n. Let us find the sufficient condition
satisfying ε¯2
k
ε¯2
n
. b2
k
1 . If b1 ≥ ε¯
2, then ε¯2
k
ε¯2
n
≤ b2
k
1 for n > k. Assume that b1 < ε¯
2 ≪ 1.
Thus
ε¯2
n
ε¯2
k
. b2
k
1 ⇐⇒ (2
n + 2k) log ε¯ . 2k log b1
⇐⇒ 2n ≥ 2k
(
log b1
log ε¯
− 1
)
+ C0
for some positive C0 > 0. Define A as follows
(6.3) A =

0 where b1 ≥ ε¯
2
C1 log2
(
log b1
log ε¯
− 1
)
where b1 < ε¯
2
Thus if n ≥ k+A, then ε¯2
k
ε¯2
k
. b2
k
1 . Recall thatH
−1
k ◦Λ
−1
k = Ψ
k+1
k . Thus let us compare each
components of derivatives , D(Ψk+1k )
−1(τk) = (D
k+1
k )
−1 = D(Λk ◦Hk)(τk). Then comparison
of the second and the third column of the matrices shows that
αk+1, k
σk+1, k
· ∂yεk(τk) = tk+1, k − uk+1, k dk+1, k
αk+1, k
σk+1, k
· ∂zεk(τk) = uk+1, k, qi ◦
(
piy(τi)
)
= di+1, i.
The equation, dn, k+1 =
∑n
i=k+1 di+1, i holds by Lemma 5.1. Then
tk+1, k + uk+1, k · dn, k+1 = tk+1, k − uk+1, k · dk+1, k + uk+1, k · dn, k
= tk+1, k − uk+1, k · dk+1, k + uk+1, k
n−1∑
i=k
di+1, i
=
αk+1, k
σk+1, k
[
∂yεk(τk) + ∂zεk(τk)
n−1∑
i=k
qi ◦
(
piy(τi)
) ]
= b2
k
1 ·
[
σ · a(pix(τk))(1 +O(ρ
k)) + C1
]
for some C1 > 0 where n ≥ k + A. Hence, by Lemma 5.1 again, tn, k is as follows
tn, k ≍
n−1∑
i=k
σi−k
[
ti+1, i + ui+1, i · dn, i+1
]
(1 +O(ρk))
≍ tk+1, k + uk+1, k · dn, k+1
≍ b2
k
1 .
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Let us choose two points w′1 and w
′
2 in Fn(B). In particular, we may assume that wj ∈ ORnF
where piz(wj) = zj for j = 1, 2. Let w
′
1 and w
′
2 be the pre-image of w1 and w2 respectively.
Then
(6.4) | z1 − z2| = | δn(w
′
1)− δn(w
′
2)| ≤ C‖Dδn‖ · ‖w
′
1 − w
′
2‖ = O( ε¯
2n)
for some C > 0. Thus |z1 − z2| = O(ε¯2
n
).
Corollary 6.2. Let F ∈ N ∩ I(ε¯). Suppose that Ψnk(B
n+1
v ) overlaps Ψ
n
k(B
n+1
c ) on x−axis.
In particular, pix ◦ Ψnk(w1) = pix ◦ Ψ
n
k(w2) where w1 ∈ B
n+1
v ∩ ORnF and w2 ∈ B
n+1
c ∩ ORnF .
Suppose also that k and n are big enough and n ≥ k + A where A is the number defined in
Proposition 6.1. Then
σn−k ≍ b2
k
1
for every big enough k.
Proof. Recall the following equation
pix ◦Ψ
n
k(w) = αn, k
[
x+ Snk (w)
]
+ σn, k
[
tn, k y + un, k(z +R
n
k(y))
]
.
Recall x+ Snk (w) = v∗(x) +O(ε¯
2k + ρn−k) where v∗(x) is a diffeomorphism and
| v∗(x1)− v∗(x2)| = | v
′
∗(x¯) · (x1 − x2)| ≥ C0 > 0
where x¯ is in the line segment between x1 and x2. Thus
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 + R
n
k(y1)−R
n
k(y2)
}]
= αn, k
[
v′∗(x¯) · (x1 − x2) +O(ε¯
2k + ρn−k)
]
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 + (R
n
k)
′(y¯) · (y1 − y2)
}]
.
Then by Proposition 6.1 and the estimations in the end of Section 6.2, we obtain that∣∣ x˙1 − x˙2∣∣ = ∣∣∣ C3σ2(n−k) + σn−k [C4 b2k1 + C5 ε¯2k( ε¯2n + σn−kε¯2k) ]∣∣∣
=
∣∣∣ σ2(n−k) [C3 + C4 ε¯2k+1 ]+ σn−k [C4 b2k1 + C5 ε¯2k ε¯2n ]∣∣∣
≤ C5 σ
2(n−k) + C6 σ
n−k
[
b2
k
1 + ε¯
2k ε¯2
n ]
(6.5)
for some constants C3, C4, and C5, which do not have to be positive. Let us take big enough
n such that the condition b2
k
1 & ε¯
2k ε¯2
n
is satisfied by Proposition 6.1. However, x˙1 − x˙2 = 0
is the horizontal overlapping assumption. Hence,
σ2(n−k) ≍ σn−k b2
k
1 .

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6.3. Unbounded geometry on the critical Cantor set. Let us assume that the x−axis
overlapping of two boxes, Ψnk,v(B
n+1
v ) and Ψ
n
k,v(B
n+1
c ). Under this assumption, we can
measure the upper bound the minimal distances of two adjacent boxes distmin(B
n
wv, B
n
wc ),
where Bn
wv and B
n
wc are the image of B
n+1
v and B
n+1
c under Ψ
k
0,v ◦ Fk ◦ Ψ
n
k,v respectively.
Compare this minimal distance with the lower bound of the diameter of the above boxes.
Then Cantor attractor has unbounded geometry. Moreover, this result is only related to the
universal constant b1 (Theorem 6.7).
Lemma 6.3. Let F be the He´non-like diffeomorphism in N ∩I(ε¯). Suppose that Bn
vv(R
kF )
overlaps Bn
vc(R
kF ) on the x−axis where the word v = vn−k ∈ W n−k. Then
distmin(B
n
wv, B
n
wc ) ≤ C
[
σ2kσn−kb2
k
1 + σ
2kσ2(n−k)ε¯2
k
+ σkσ2(n−k)b2
k
2
]
where w = vkc vn−k−1 ∈ W n for some C > 0 and sufficiently big k.
Proof. Recall the map Ψnk from B(R
nF ) to Bn−k
v
(RkF )
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k
x+ Snk (w)y
z +Rnk(y)
 .
where v = vn−k ∈ W n−k. Let us choose two different points as follows
w1 = (x1, y1, z1) ∈ B
1
v(R
nF ) ∩ ORnF , w2 = (x2, y2, z2) ∈ B
1
c (R
nF ) ∩ORnF .
Then by the above expression of Ψnk and overlapping on the x−axis, we may assume the
following equations
x˙1 − x˙2 = 0
y˙1 − y˙2 = σn, k(y1 − y2)
z˙1 − z˙2 = σn, k
[
dn, k (y1 − y2) + z1 − z2 +R
n
k(y1)− R
n
k(y2)
]
.
Moreover, definitions of Fk and Ψ
k
0,v implies that
...
y 1 −
...
y 2 = σk, 0 · (y¨1 − y¨2) = σk, 0 · (x˙1 − x˙2) = 0.
By mean value theorem and the fact that (x¨j , y¨j, z¨j) = R
kF (x˙j, y˙j, z˙j) for j = 1, 2, we
obtain the following equations
x¨1 − x¨2 = fk(x˙1)− εk(w˙1)−
[
fk(x˙2)− εk(w˙2)
]
= −εk(w˙1) + εk(w˙2)
= −∂yεk(η) · (y˙1 − y˙2)− ∂zεk(η) · (z˙1 − z˙2)
= −∂yεk(η) · σn, k(y1 − y2)
− ∂zεk(η) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +R
n
k(y1)− R
n
k(y2)
]
(∗) = −∂yεk(η) · σn, k(y1 − y2)− ∂zεk(η) · σn, k
n−1∑
i=k
qi ◦ (σn, i y¯) · (y1 − y2)
− ∂zεk(η) · σn, k(z1 − z2)
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= −
[
∂yεk(η) + ∂zεk(η) ·
n−1∑
i=k
qi ◦ (σn, i y¯)
]
· σn, k (y1 − y2)− ∂zεk(η) · σn, k (z1 − z2)(6.6)
where η is some point in the line segment between w˙1 and w˙2 in Ψ
n
k(B) and y¯ is in the line
segment between y1 and y2. The second last equation (∗) is involved with Proposition 5.3.
Recall that | y1 − y2| ≍ 1 and | z1 − z2| = O
(
ε¯2
n)
because every point in the critical Cantor
set, OFn has its inverse image under Fn. Thus by Lemma 4.6, we obtain that
(6.7) | x¨1 − x¨2| ≤ C1 σ
n−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
.
Similarly, we have
z¨1 − z¨2 = δk(w˙1)− δk(w˙ 2)
= ∂yδk(ζ) · (y˙1 − y˙2) + ∂zδk(ζ) · (z˙1 − z˙2)
= ∂yδk(ζ) · σn, k(y1 − y2)(6.8)
+ ∂zδk(ζ) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +R
n
k(y1)− R
n
k(y2)
]
= ∂yδk(ζ) · σn, k (y1 − y2) + ∂zδk(ζ) · σn, k
n−1∑
i=k
qi ◦ (σn, i y¯) · (y1 − y2)
+ ∂zδk(ζ) · σn, k (z1 − z2)
=
[
∂yδk(ζ) + ∂zδk(ζ)
n−1∑
i=k
qi ◦ (σn, i y¯)
]
· σn, k (y1 − y2) + ∂zδk(ζ) · σn, k (z1 − z2)
where ζ is some point in the line segment between w˙1 and w˙2 in Ψ
n
k(B). By Lemma 4.4, the
upper bounds of |z¨1 − z¨2| is
(6.9) |z¨1 − z¨2| ≤ C2 σ
n−k
[
σn−kb2
k
2 + b
2k
2 ε¯
2n
]
.
Recall
pix ◦Ψ
n
k(w) = αn, k
[
x+ Snk (w)
]
+ σn, k
[
tn, k y + un, k(z +R
n
k(y))
]
.
Then the fact that y¨1 − y¨2 = 0 implies that
...
x 1 −
...
x 2 = pix ◦Ψ
k
0(w¨1)− pix ◦Ψ
k
0(w¨2)
= αk, 0
[
(x¨1 + S
k
0 (w¨1))− (x¨2 + S
k
0 (w¨2))
]
+ σk, 0
[
tk, 0 (y¨1 − y¨2) + uk, 0
(
z¨1 − z¨2 +R
k
0(y¨1)−R
k
0(y¨2)
) ]
= αk, 0
[
v′∗(x¯) +O(ε¯+ ρ
k)
]
(x¨1 − x¨2) + σk, 0 · uk,0 (z¨1 − z¨2)
where x¯ is some point in the line segment between x¨1 and x¨2. Moreover,
...
z 1 −
...
z 2 = piz ◦Ψ
k
0(w¨1)− piz ◦Ψ
k
0(w¨2)
= σk, 0 (z¨1 − z¨2) + σk, 0
[
dk, 0(y¨1 − y¨2) +R
n
k(y¨1)−R
n
k (y¨2)
]
= σk, 0 (z¨1 − z¨2).
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Let us apply the estimations in (6.7) and (6.9) to
...
x 1 −
...
x 2 and
...
z 1 −
...
z 2. Then the minimal
distance is bounded above as follows
distmin(B
n
wv, B
n
wc ) ≤ |
...
x 1 −
...
x 2|+ |
...
z 1 −
...
z 2|
≤
[
σ2k · | x¨1 − x¨2| · v∗(x¯) + σ
k · (1 + uk, 0) | z¨1 − z¨2|
]
(1 +O(ρk))
≤ C3 σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C4 σ
kσn−k
[
σn−kb2
k
2 + b
2k
2 ε¯
2n
]
≤ C3
[
σ2kσn−kb2
k
1 + σ
2kσ2(n−k)ε¯2
k
]
+ C4 σ
kσ2(n−k)b2
k
2(6.10)
for some positive numbers C3 and C4. Hence, the estimation (6.10) is refined as follows
(6.11)
distmin(B
n
wv, B
n
wc ) ≤ |
...
x 1 −
...
x 2|+ |
...
z 1 −
...
z 2|
≤ C
[
σ2kσn−kb2
k
1 + σ
2kσ2(n−k)ε¯2
k
+ σkσ2(n−k)b2
k
2
]
for some C > 0. 
Lemma 6.4. Let F ∈ N ∩ I(ε¯). Then
diam(Bn
wv) ≥ |C1 σ
kσ2(n−k) − C2 σ
kσn−kb2
k
1 |
where w = vkc vn−k−1 ∈ W n and n is big enough satisfying n ≥ k + A for A defined in
Proposition 6.1.
Proof. Let us choose two points
wj = (xj , yj, zj) ∈ B
1
v(R
nF ) ∩ ORnF
for j = 1, 2 satisfying |x1 − x2| ≍ 1 and | y1 − y2| = O(1). Thus we may assume that
|z1 − z2| = O(ε¯2
n
) by the equation (6.4). Recall that the box, Bn
wv is Ψ
n
0,w(B
1
v(R
nF )) and
that the diameter of the box Bn
wv is greater than the distance between any two points in
Bn
wv. Let
...
wj = Ψ
k
0,v ◦ Fk ◦Ψ
n
k,v(wj), Ψ
k
0,v(wj) = w˙j, and Fk(w˙j) = w¨j for j = 1, 2. Then
diam(B1v) = sup { |w1 − w2|
∣∣ w1, w2 ∈ B1v } ≍ 1.
We may assume that |x1 − x2| ≍ 1 and | y1 − y2| ≍ 1 by the appropriate choice of w1 and
w2. The definition of Fk and Ψ
k
0 implies that
diam(Bn
wv) ≥ |
...
w1 −
...
w2| ≥ |
...
y 1 −
...
y 2|
= | σk,0 (y¨1 − y¨2)|
= | σk,0 (x˙1 − x˙2)|
=
∣∣σk, 0 [pix ◦Ψnk(w1)− pix ◦Ψnk(w2) ]∣∣
for any two points
...
w1,
...
w2 ∈ B
n
wv. Recall the equation
pix ◦Ψ
n
k(w) = αn, k
[
x+ Snk (w)
]
+ σn, k
[
tn, k y + un, k(z +R
n
k(y))
]
.
and recall x+ Snk (w) = v∗(x) +O(ε¯
2k + ρn−k). Thus
| v∗(x1)− v∗(x2)| = | v
′
∗(x¯) · (x1 − x2)| ≥ C0 > 0
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where v∗(x) is a diffeomorphism and x¯ is in the line segment between x1 and x2. Thus
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 +R
n
k(y1)− R
n
k(y2)
}]
= αn, k
[
v′∗(x¯) · (x1 − x2) +O(ε¯
2k + ρn−k)
]
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 + (R
n
k)
′(y¯) · (y1 − y2)
}]
Then by Proposition 6.1 and the estimations in the end of Section 6.2, we obtain that
∣∣ x˙1 − x˙2∣∣ = ∣∣∣ C3σ2(n−k) + σn−k [C4 b2k1 + C5 ε¯2k( ε¯2n + σn−kε¯2k) ]∣∣∣
=
∣∣∣ σ2(n−k) [C3 + C4 ε¯2k+1 ]+ σn−k [C4 b2k1 + C5 ε¯2k ε¯2n ]∣∣∣(6.12)
for some constants C3, C4, and C5 which do not have to be positive. Let us take big enough
n such that the condition b2
k
1 & ε¯
2k ε¯2
n
is satisfied.
n ≥ k + A
where A is the number depending only on ε¯ and b1 in Proposition 6.1. Hence,
diam(Bn
w
) ≥
∣∣ ...y 1 − ...y 2∣∣ ≥ ∣∣ σk, 0 (x˙1 − x˙2)∣∣ ≥ ∣∣C1 σkσ2(n−k) − C2 σkσn−kb2k1 ∣∣
where w = vkc vn−k−1 ∈ W n for some positive C1 and C2. 
Remark 6.1. In the above lemma, we may choose two points w1 and w2 which maximize
| x˙1 − x˙2|. Thus we may assume that
diam(Bn
w
) ≥ max { C1 σ
kσ2(n−k), C2 σ
kσn−kb2
k
1 }
with appropriate positive constants C1 and C2.
Horizontal (or x−axis) overlap is only related to the x−coordinates of points w˙j ≡ pix◦Ψnk(wj)
for j = 1, 2 where w1 ∈ B1v(R
nF ) ∩ ORnF and w2 ∈ B1c (R
nF ) ∩ ORnF . Recall that b2 is the
number defined in Proposition 4.3 and b1 is defined by the equation, b1b2 = bF where bF is
the average Jacobian of F . Recall that b1 is also another universal constant by Lemma 4.5.
Proposition 6.5. Let Fb1 be an element of parametrized space in N ∩I(ε¯). If σ
n−k ≍ b2
k
1 for
infinitely many k and n, then there exists b1 for Fb1 such that B
n
vv(R
kF ) overlaps Bn
vc(R
kF )
on the x−axis where the word v = vn−k ∈ W n−k. Furthermore, F has no bounded geometry
of OF .
Proof. Let us choose the two points
w1 = (x1, y1, z1) ∈ B
1
v(R
nF ) ∩ ORnF , w2 = (x2, y2, z2) ∈ B
1
c (R
nF ) ∩ORnF
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such that |x1 − x2| ≍ 1, |y1 − y2| ≍ 1. Recall |z1 − z2| = O(ε¯2
n
). Let w˙j = (x˙j , y˙j, z˙j) be
Ψnk(wj) for j = 1, 2. Thus
(6.13)
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 +R
n
k(y1)− R
n
k(y2)
}]
.
Recall that αn, k = σ
2(n−k)(1 +O(ρk)), σn, k = (−σ)n−k(1 +O(ρk)) and x+ Snk (w) = v∗(x) +
O(ε¯2
k
+ρn−k). Since v∗ is a diffeomorphism and |x1−x2| ≍ 1, | v∗(x1)−v∗(x2)| ≍ 1 by mean
value theorem. Moreover, Proposition 6.1 implies that
b2
k
1 ≍ tn, k.
In addition to the above estimation, the fact that ‖(Rnk)
′‖ = O
(
σn−kε¯2
k)
and the estimation
in (6.5) implies that∣∣un, k [z1 − z2 +Rnk(y1)− Rnk(y2) ] ∣∣ ≤ ∣∣un, k · (z1 − z2)∣∣+ ∣∣ (Rnk)′(y¯) · (y1 − y2)∣∣
= O
(
ε¯2
k
ε¯2
n)
+O
(
σn−kε¯2
k)
.
If n ≥ k + A, then we express the equation (6.13) as follows
x˙1 − x˙2 = σ
2(n−k)
[
v∗(x1)− v∗(x2)
]
·
[
1 + rn, k b
2k
1 (−σ)
−(n−k)
]
(1 +O(ρk))
where 1
r
≤ rn, k ≤ r for some number r depends uniformly on b1. Let us take n such that
σn−k ≍ b2
k
1 .
Then we may assume that Bn−k
vv (R
kF ) overlaps Bn−k
vc (R
kF ) on the x−axis where v =
vn−k−1 ∈ W n−k−1 for infinitely many big enough n − k. Let us compare the distance of
two adjacent boxes and the diameter of box. By Lemma 6.4 and Lemma 6.3, we obtain that
diam(Bn
wv) ≥
∣∣C1 σkσ2(n−k) − C2 σkσn−kb2k1 ∣∣
distmin(B
n
wv, B
n
wc) ≤ C0
[
σ2kσn−kb2
k
1 + σ
2kσ2(n−k)ε¯2
k
+ σkσ2(n−k)b2
k
2
]
where w = vkc vn−k−1 ∈ W n for some numbers C0 > 0 and C1 and C2. Hence,
distmin(B
n
wv, B
n
wc) ≤ C σ
k diam(Bn
wv)
for every sufficiently large k ∈ N and for some C > 0. Then the critical Cantor set has
unbounded geometry. 
Overlapping is almost everywhere property in the sense of Lebesgue in [HLM]. See the
following Theorem.
Theorem 6.6 ([HLM]). Given any 0 < A0 < A1, 0 < σ < 1 and any p ≥ 2, the set of
parameters b ∈ [0, 1] for which there are infinitely many 0 < k < n satisfying
A0 <
bp
k
σn−k
< A1
is a dense Gδ set with full Lebesgue measure.
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Then unbounded geometry is almost everywhere property in the parameter set of b1 for every
fixed b2.
Theorem 6.7. Let Fb1 be an element of parametrized space in N ∩ I(ε¯) with b1 = bF/b2.
Then there exists a small interval [0, b•] for which there exists a Gδ subset S ⊂ [0, b•] with
full Lebesgue measure such that the critical Cantor set, OFb1 has unbounded geometry for all
b1 ∈ S.
7. Non rigidity on critical Cantor set
Let F and F˜ be He´non-like maps in N ∩I(ε¯). Let the universal number b1 and b˜1 are for the
map F and F˜ respectively. Non rigidity on critical Cantor set with respect to the universal
constant b1 means that the homeomorphism between critical Cantor sets, OF and OF˜ is at
most α−Ho¨lder continuous with a constant α < 1 (Theorem 7.2 below). This kind of non
rigidity phenomenon is a generalization of two dimensional one in [dCLM]. However, non
rigidity of three dimension maps only depends essentially on the universal number, b1 from
two dimensional He´non-like map in three dimension.
7.1. Bounds of the distance between two points. Let us consider the box
Bn
w
= Ψk0 ◦ Fk ◦Ψ
n
k(B)
where B = B(RnF ). Since diamB(RnF ) ≍ diamB1v(R
nF ), by Lemma 6.4 we have the
lower bound of diamB(RnF ) as follows
(7.1) diam(Bn
w
) ≥
∣∣C1 σkσ2(n−k) − C2 σkσn−kb2k1 ∣∣
where w = vkc vn−k−1 ∈ W n for some positive C1 and C2.
Lemma 7.1. Let F ∈ N ∩ I(ε¯). Then
diam(Bn
w
) ≤ C
[
σkσ2(n−k) + σkσn−kb2
k
1
]
where w = vkc vn−k−1 ∈ W n for some C > 0.
Proof. Recall the map Ψnk from B(R
nF ) to Bn
v
(RkF ).
Ψnk(w) =
1 tn, k un, k1
dn, k 1
αn, k σn, k
σn, k

x+ S
n
k (w)
y
z +Rnk(y)
 .
where v = vn−k ∈ W n−k. Let us choose two points
w1 = (x1, y1, z1) ∈ B
1
v(R
nF ) ∩ ORnF , w2 = (x2, y2, z2) ∈ B
1
c (R
nF ) ∩ORnF .
Recall w˙j = Ψ
n
k(wj), w¨j = Fk(w˙j) and
...
wj = Ψ
k
0(w¨j) for j = 1, 2. Observe that |x1 − x2|
and |y1− y2| is O(1). We may assume that |z1 − z2| = O(ε¯2
n
) because ORnF is a completely
invariant set under RnF . By Corollary 6.2 and the equation (6.5), we have
x˙1 − x˙2 = αn, k
[(
x1 + S
n
k (w1)
)
−
(
x2 + S
n
k (w2)
)]
30
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 +R
n
k(y1)−R
n
k(y2)
}]
= αn, k
[
v′∗(x¯) +O(ε¯
2k + ρn−k)
]
(x1 − x2)
+ σn, k
[
tn, k(y1 − y2) + un, k
{
z1 − z2 +R
n
k(y1)−R
n
k(y2)
}]
≤ C
[
σ2(n−k) + σn−k(b2
k
1 + ε¯
2k ε¯2
n
)
]
(7.2)
for some C > 0. Moreover,
y˙1 − y˙2 = σn, k(y1 − y2)
z˙1 − z˙2 = σn, k
[
dn, k(y1 − y2) + z1 − z2 +R
n
k(y1)− R
n
k(y2)
]
.
By the equation (6.6), we estimate the distance between each coordinates of Fk(w˙1) and
Fk(w˙2) as follows
x¨1 − x¨2 = fk(x˙1)− εk(w˙1)− [fk(x˙2)− εk(w˙2)]
= f ′k(x¯) · (x˙1 − x˙2)− εk(w˙1) + εk(w˙2)
= [ f ′k(x¯)− ∂xεk(η) ] · (x˙1 − x˙2)− ∂yεk(η) · (y˙1 − y˙2)− ∂zεk(η) · (z˙1 − z˙2)
= [ f ′k(x¯)− ∂xεk(η) ] · (x˙1 − x˙2)− ∂yεk(η) · σn, k(y1 − y2)
− ∂zεk(η) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +R
n
k(y1)− R
n
k(y2)
]
y¨1 − y¨2 = x˙1 − x˙2
z¨1 − z¨2 = δk(w˙1)− δk(w˙2)
= ∂xδk(ζ) · (x˙1 − x˙2) + ∂yδk(ζ) · (y˙1 − y˙2) + ∂zδk(ζ) · (z˙1 − z˙2)
= ∂xδk(ζ) · (x˙1 − x˙2) + ∂yδk(ζ) · σn, k(y1 − y2)
+ ∂zδk(ζ) · σn, k
[
dn, k(y1 − y2) + z1 − z2 +R
n
k(y1)− R
n
k(y2)
]
where η and ζ are some points in the line segment between w˙1 and w˙2 in Ψ
n
k(B). The
equations (6.6) and (6.7) in Lemma 6.3 implies that
(7.3) | x¨1 − x¨2| ≤ | f
′
k(x¯)− ∂xεk(η) | · | x˙1 − x˙2|+ C2 σ
n−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
and the equations (6.8) and (6.9) in the same Lemma implies that
(7.4) | z¨1 − z¨2| ≤ | ∂xδk(ζ)| · | x˙1 − x˙2|+ C3 σ
n−k
[
σn−kb2
k
2 + b
2k
2 ε¯
2n
]
.
Then the difference of each coordinates of Ψk0(w¨1) and Ψ
k
0(w¨2) as follows
...
x 1 −
...
x 2 = pix ◦Ψ
k
0(w¨1)− pix ◦Ψ
k
0(w¨2)
= αk, 0
[
(x¨1 + S
k
0 (w¨1))− (x¨2 + S
k
0 (w¨2))
]
+ σk, 0
[
tk, 0 (y¨1 − y¨2) + uk, 0
(
z¨1 − z¨2 +R
k
0(y¨1)−R
k
0(y¨2)
) ]
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= αk, 0
[
v′∗(x¯) +O(ε¯+ ρ
k)
]
(x¨1 − x¨2) + σk, 0 · uk,0 (z¨1 − z¨2)(7.5)
+ σk, 0
[
tk, 0 (x˙1 − x˙2) + uk,0
(
Rk0(x˙1)− R
k
0(x˙2)
) ]
...
y 1 −
...
y 2 = σk, 0 (y¨1 − y¨2) = σk, 0 (x˙1 − x˙2)(7.6)
...
z 1 −
...
z 2 = piz ◦Ψ
k
0(w¨1)− piz ◦Ψ
k
0(w¨2)
= σk, 0 (z¨1 − z¨2) + σk, 0
[
dk,0(y¨1 − y¨2) +R
n
k (y¨1)−R
n
k(y¨2)
]
= σk, 0 (z¨1 − z¨2) + σk, 0
[
dk,0(x˙1 − x˙2) +R
n
k(x˙1)− R
n
k(x˙2)
]
.(7.7)
Let us calculate a upper bound of the distance, |
...
w1 −
...
w2|. Applying the estimation (7.5),
(7.6) and (7.7), we obtain that
|
...
w1 −
...
w2| ≤ |
...
x 1 −
...
x 2|+ |
...
y 1 −
...
y 2|+ |
...
z 1 −
...
z 2|
≤
∣∣αk, 0[ v′∗(x¯) +O(ε¯+ ρk) ](x¨1 − x¨2) + σk, 0 · uk,0 (z¨1 − z¨2)
+ σk, 0
[
tk, 0 (x˙1 − x˙2) + uk,0
(
Rk0(x˙1)− R
k
0(x˙2)
) ]∣∣
+
∣∣ σk, 0 (x˙1 − x˙2) ∣∣+ ∣∣ σk, 0 (z¨1 − z¨2) + σk, 0[ dk,0(x˙1 − x˙2) +Rnk(x˙1)− Rnk(x˙2) ]∣∣
≤
∣∣αk, 0[ v′∗(x¯) +O(ε¯+ ρk) ] · | f ′k(x¯)− ∂xεk(η) | · | x˙1 − x˙2|
+
∣∣αk, 0[ v′∗(x¯) +O(ε¯+ ρk) ] · C2 σn−k[ b2k1 + ε¯2kσn−k + ε¯2k ε¯2n ]∣∣
+
∣∣ σk, 0 [ 1 + | tk, 0|+ |dk,0| ] (x˙1 − x˙2) ∣∣+ ∣∣ σk, 0 [ 1 + |uk,0| ]∣∣ · ∣∣ (Rnk)′(x˜) · (x˙1 − x˙2)∣∣
+
∣∣ σk, 0 [ 1 + |uk,0| ]∣∣ · [ ∣∣ ∂xδk(ζ) · (x˙1 − x˙2)∣∣+ C3 σn−k(σn−kb2k2 + b2k2 ε¯2n)]
After factoring out | x˙1 − x˙2| , this inequality continues as follows
≤ C4 σ
k| x˙1 − x˙2|+ C5 σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C6 σ
kσn−k
[
σn−kb2
k
2 + b
2k
2 ε¯
2n
]
(∗) ≤ C7 σ
k
[
σ2(n−k) + σn−k(b2
k
1 + ε¯
2k ε¯2
n
)
]
+ C5 σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C6 σ
kσn−k
[
σn−kb2
k
2 + b
2k
2 ε¯
2n
]
for some positive constants, Cj, 2 ≤ j ≤ 7 which are independent of k and n. The second
last line, (∗) holds by the estimation (7.2) and ‖(Rnk)
′‖ at the end of Section 6.2. Observe
that σn ≫ ε¯2
n
for all big enough n. Then the above estimation continues
≤ C7 σ
k
[
σ2(n−k) + σn−k(b2
k
1 + ε¯
2k ε¯2
n
)
]
+ C5 σ
2kσn−k
[
b2
k
1 + ε¯
2kσn−k + ε¯2
k
ε¯2
n ]
+ C8 σ
kσ2(n−k)b2
k
2
≤
(
C7 + C5 σ
kε¯2
k
+ C6 b
2k
2
)
σkσ2(n−k) +
(
C7 + C5 σ
k) σkσn−kb2
k
1
+
(
C7 + C5 σ
k
)
σkσn−kε¯2
k
ε¯2
n
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for some positive constant C8. Moreover, if n ≥ k + A where A is the number defined in
Proposition 6.1, then
b2
k
1 & ε¯
2k ε¯2
n
.
Hence,
diam(Bn
w
) ≤ C
[
σkσ2(n−k) + σkσn−kb2
k
1
]
where w = vkc vn−k−1 ∈ W n for some C > 0.

Remark 7.1. Lemma 6.4 and Lemma 7.1 implies the lower and the upper bounds of diamBw
where Bw = Ψ
k
0 ◦ Fk ◦Ψ
n
k(B(R
nF )) as follows
C0 σ
k| x˙1 − x˙2| ≤ diamBw ≤ C1 σ
k| x˙1 − x˙2|
for every big enough k ∈ N, that is, diamBw ≍ σ
k| x˙1 − x˙2|.
7.2. Non rigidity on critical Cantor set with respect to b1. Recall that b1 is bF/b2
where bF is the average Jacobian of F and b2 is the number defined in Proposition 4.3. The
number b˜1 is defined by the similar way for the map F˜ .
Theorem 7.2. Let He´non-like maps F and F˜ be in N ∩ I(ε¯). Let φ : OF˜ → OF be a
homeomorphism which conjugate FOF and F˜OF˜ and φ(τF˜ ) = τF . If b1 > b˜1, then the Ho¨lder
exponent of φ is not greater than
1
2
(
1 +
log b1
log b˜1
)
.
Proof. Let two points w1 and w2 be in B
1
v(R
nF ) and B1c (R
nF ) respectively. Similarly, assume
that w˜1 and w˜2 are in B(R
nF˜ ). Let us define
...
wj = Ψ
k
0 ◦Fk ◦Ψ
n
k(wj) for j = 1, 2. The points...
w˜1 and
...
w˜2 are defined by the similar way. For sufficiently large k ∈ N, let us choose n
depending on k which satisfies the following inequality
σn−k+1 ≤ b˜2
k
1 < σ
n−k.
Observe that b2
k
1 ≫ b˜
2k
1 . By Lemma 6.4 and Lemma 7.1, we have the following inequalities
dist(
...
w˜1,
...
w˜2) ≤ C0
[
σkσ2(n−k) + σkσn−k b˜2
k
1
]
≤ C1 σ
k b˜2
k
1 b˜
2k
1
dist(
...
w1,
...
w2) ≥
∣∣C2 σkσ2(n−k) − C3 σkσn−kb2k1 ∣∣ ≥ C4 σk b˜2k1 b2k1
for some positive Cj where j = 0, 1, 2, 3 and 4. Ho¨lder continuous function, φ with the Ho¨lder
exponent α has to satisfy
dist(
...
w1,
...
w2) ≤ C
(
dist(
...
w˜1,
...
w˜2)
)α
for some C > 0. Then we see that
σk b˜2
k
1 b
2k
1 ≤ C
(
σk b˜2
k
1 b˜
2k
1
)α
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Take the logarithm both sides and divide them by 2k. After passing the limit, divide both
sides by the negative number, 2 log b˜1. Then the desired upper bound of Ho¨lder exponent is
obtained
k log σ + 2k log b˜1 + 2
k log b1 ≤ logC + α
(
k log σ + 2k log b˜1 + 2
k log b˜1
)
k
2k
log σ + log b˜1 + log b1 ≤
1
2k
logC + α
(
k
2k
log σ + log b˜1 + log b˜1
)
log b˜1 + log b1 ≤ α · 2 log b˜1
α ≤
1
2
(
1 +
log b1
log b˜1
)
.

In renormalization theory of two dimensional He´non-like map, the answer of rigidity problem
with average Jacobian is unknown. In other words, the best regularity which the conjugation
φ should satisfy is not known yet where bF = bF˜ for two dimensional He´non-like maps F
and F˜ . However, the average Jacobian of three dimensional He´non-like map in N ∩ I(ε¯)
less affects rigidity than b1. Moreover, in higher dimension, we do not expect rigidity with
average Jacobian between Cantor attractors.
Example 7.3. Let us consider a map F in I(ε¯) as follows
F (w) = (f(x)− ε(x, y), x, δ(z)).
We call the three dimensional He´non-like map satisfying δ(w) ≡ δ(z) a trivial extension of
two dimensional He´non-like map. Let the set of these maps be T . If F ∈ T ∩ I(ε¯), then the
nth renormalized map of F , Fn ≡ RnF is as follows
Fn(w) =
(
fn(x)− a(x) b
2n
1 y (1 +O(ρ
n)), x, b2
n
2 z (1 +O(ρ
n))
)
where b1 is the average Jacobian of two dimensional map, pixy ◦ F and b2 = bF/b1 for some
0 < ρ < 1. Let F˜ be another map in T ∩ I(ε¯) with the corresponding numbers b˜1, b˜ and b˜2.
By Theorem 7.2, if b1 > b˜1, the upper bound of Ho¨lder exponent is
1
2
(
1 +
log b1
log b˜1
)
Let δ and δ˜ be the third coordinate map of F and F˜ respectively. Recall that b1b2 = bF
for every map F ∈ T ∩ I(ε¯) and b2 is the contracting rate along the third coordinate. The
condition, b2 6= b˜2 may require non rigidity of homeomorphic conjugacy between critical
Cantor sets of F and F˜ even if bF = bF˜ . Assume that
b1b2 = b = b˜ = b˜1b˜2
Thus the condition b2 6= b˜2 implies either b1 > b˜1 or b1 < b˜1. Then Theorem 7.2 implies the
non rigidity between Cantor attractors of F and F˜ .
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Appendix A
Recursive formula of JacRnF
Recall the definition of H and H−1
H(x, y, z) = (f(x)− ε(w), y, z − δ(y, f−1(y), 0))
H−1(x, y, z) = (φ−1(w), y, z + δ(y, f−1(y), 0)).
Thus φ−1(x, y, z) is the straightening map satisfying φ−1 ◦H(w) = x.
f ◦ φ−1(w)− ε ◦H−1(w) = x.
Then
φ−1(w) = f−1(x+ ε ◦H(w))
Recall ε ◦H−1(w) = ε(φ−1(w), y, z + δ(y, f−1(y), 0)). Then by the chain rule, each partial
derivatives of φ−1 is as follows
∂xφ
−1(w) = (f−1)′(x+ ε ◦H−1(w)) ·
[
1 + ∂xε ◦H
−1(w) · ∂xφ
−1(w)
]
∂yφ
−1(w) = (f−1)′(x+ ε ◦H−1(w))
·
[
∂xε ◦H
−1(w) · ∂yφ
−1(w) + ∂yε ◦H
−1(w) + ∂zε ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
∂zφ
−1(w) = (f−1)′(x+ ε ◦H−1(w)) ·
[
∂xε ◦H
−1(w) · ∂zφ
−1(w) + ∂zε ◦H
−1(w)
]
.
Then
∂xφ
−1(w) =
(f−1)′(x+ ε ◦H−1(w))
1− (f−1)′(x+ ε ◦H−1(w)) · ∂xε ◦H−1(w)
∂yφ
−1(w) = ∂xφ
−1(w) ·
[
∂yε ◦H
−1(w) + ∂zε ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
∂zφ
−1(w) = ∂xφ
−1(w) · ∂xε ◦H
−1(w) .
Recall pre-renormalization of F , PRF is defined as follows
PRF = H ◦ F 2 ◦H−1
where H(w) = (f(x) − ε(w), y, z − δ(y, f−1(y), 0)). Recall the renormalized map RF is
defined as Λ◦PRF ◦Λ−1 where Λ(w) = (sx, sy, sz) for the appropriate number s < −1 from
the renormalized one dimensional map, f(x). Denote σ0 = 1/s. Let the first coordinate map
of H−1(w) be φ−1(w). Then
H−1(w) = (φ−1(w), y, z + δ(y, f−1(y), 0)).
By the direct calculation PRF is as follows.
PRF (w) = (f(f(x)− ε ◦F ◦H−1(w))− ε ◦F 2 ◦H−1(w), x, δ ◦F ◦H−1(w)− δ(x, f−1(x), 0))
Let the perturbed part of the first coordinate map of PRF be Pre ε1(w). Let the third
coordinate map of PRF be Pre δ1(w). Moreover, Pre ε1(w) and Pre δ1(w) is defined as the
35
corresponding parts of PRkF for each k ∈ N. Then relations between Pre εk(w) and εk(w)
and between Pre δk(w) and δk(w) respectively are as follows
Pre εk(w) = σk−1 · εk ◦
(
w
σk−1
)
and Pre δk(w) = σk−1 · δk ◦
(
w
σk−1
)
.
Lemma A.1. Let F be a renormalizable three dimensional He´non-like map. Let δ1 be the
third coordinate of RF , namely, piz ◦RF . Then
∂xδ1(w) =
[
∂yδ ◦ ψ
1
c (w) + ∂zδ ◦ ψ
1
c (w) · ∂xδ ◦ ψ
1
v(w)
]
· ∂xφ
−1(σ0w)
+ ∂xδ ◦ ψ
1
c (w)−
d
dx
δ(σ0x, f
−1(σ0x), 0)
∂yδ1(w) =
[
∂yδ ◦ ψ
1
c (w) + ∂zδ ◦ ψ
1
c (w) · ∂xδ ◦ ψ
1
v(w)
]
· ∂yφ
−1(σ0w)
+ ∂zδ ◦ ψ
1
c (w) ·
[
∂yδ ◦ ψ
1
v(w) + ∂zδ ◦ ψ
1
v(w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
]
∂zδ1(w) =
[
∂yδ ◦ ψ
1
c (w) + ∂zδ ◦ ψ
1
c (w) · ∂xδ ◦ ψ
1
v(w)
]
· ∂zφ
−1(σ0w)
+ ∂zδ ◦ ψ
1
c (w) · ∂zδ ◦ ψ
1
v(w)
Proof. Let us calculate the recursive formula of each partial derivatives of Pre δ1(w). Let us
estimate ∂x
(
Pre δ1(w)
)
. Then
∂x (δ ◦ F ◦H
−1(w)− δ(x, f−1(x), 0)) =
∂
∂x
δ(x, φ−1(x), δ ◦H−1(w))−
d
dx
δ(x, f−1(x), 0)
= ∂xδ ◦ (F ◦H
−1(w)) + ∂yδ ◦ (F ◦H
−1(w)) · ∂xφ
−1(w)
+ ∂zδ ◦ (F ◦H
−1(w)) · ∂x(δ ◦H
−1(w))−
d
dx
δ(x, f−1(x), 0)
= ∂xδ ◦ (F ◦H
−1(w)) + ∂yδ ◦ (F ◦H
−1(w)) · ∂xφ
−1(w)
+ ∂zδ ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w) · ∂xφ
−1(w)−
d
dx
δ(x, f−1(x), 0)
=
[
∂yδ ◦ (F ◦H
−1(w)) + ∂zδ ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)
]
· ∂xφ
−1(w)
+ ∂xδ ◦ (F ◦H
−1(w))−
d
dx
δ(x, f−1(x), 0).
Let us estimate ∂y
(
Pre δ1(w)). Then
∂y(δ ◦ F ◦H
−1(w)− δ(x, f−1(x), 0)) =
∂
∂y
δ(x, φ−1(x), δ ◦H−1(w))
= ∂yδ ◦ (F ◦H
−1(w)) · ∂yφ
−1(w) + ∂zδ ◦ (F ◦H
−1(w)) ·
∂
∂y
(δ ◦H−1(w))
= ∂yδ ◦ (F ◦H
−1(w)) · ∂yφ
−1(w) + ∂zδ ◦ (F ◦H
−1(w))
·
[
∂xδ ◦H
−1(w) · ∂yφ
−1(w) + ∂yδ ◦H
−1(w) + ∂zδ ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
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=
[
∂yδ ◦ (F ◦H
−1(w)) + ∂zδ ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)
]
· ∂yφ
−1(w)(A.1)
+ ∂zδ ◦ (F ◦H
−1(w)) ·
[
∂yδ ◦H
−1(w) + ∂zδ ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
.
Similarly, we can estimate ∂z
(
Pre δ1(w)
)
. Then
∂z(δ ◦ F ◦H
−1(w)− δ(x, f−1(x), 0)) =
∂
∂z
δ(x, φ−1(x), δ ◦H−1(w))
= ∂yδ ◦ (F ◦H
−1(w)) · ∂zφ
−1(w) + ∂zδ ◦ (F ◦H
−1(w)) ·
∂
∂z
(δ ◦H−1(w))
= ∂yδ ◦ (F ◦H
−1(w)) · ∂zφ
−1(w)
+ ∂zδ ◦ (F ◦H
−1(w)) ·
[
∂xδ ◦H
−1(w) · ∂zφ
−1(w) + ∂zδ ◦H
−1(w)
]
=
[
∂yδ ◦ (F ◦H
−1(w)) + ∂zδ ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)
]
· ∂zφ
−1(w)(A.2)
+ ∂zδ ◦ (F ◦H
−1(w)) · ∂zδ ◦H
−1(w).
Since ψ1v(w) = H
−1(σ0w) and ψ
1
c (w) = F◦H
−1(σ0w), the fact that ∂tδ1(w) = ∂t
(
Pre δ1(σ0w)
)
for t = x, y, z implies the equations in Lemma. The proof is complete. 
Let us estimate ∂y
(
Pre ε1(w)
)
. Thus we need to estimate
∂y(ε ◦ F ◦H
−1(w)) and ∂y(ε ◦ F
2 ◦H−1(w)).
firstly. Let us estimate ∂y(ε ◦ F ◦H−1(w)). Then
∂y(ε ◦ F ◦H
−1(w)) =
∂
∂y
ε(x, φ−1(x), δ ◦H−1(w))
= ∂yε ◦ (F ◦H
−1(w)) · ∂yφ
−1(w) + ∂zε ◦ (F ◦H
−1(w)) ·
∂
∂y
(δ ◦H−1(w))
= ∂yε ◦ (F ◦H
−1(w)) · ∂yφ
−1(w) + ∂zε ◦ (F ◦H
−1(w))
·
[
∂xδ ◦H
−1(w) · ∂yφ
−1(w) + ∂yδ ◦H
−1(w) + ∂zδ ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
=
[
∂yε ◦ (F ◦H
−1(w)) + ∂zε ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)
]
· ∂yφ
−1(w)
+ ∂zε ◦ (F ◦H
−1(w)) ·
[
∂yδ ◦H
−1(w) + ∂zδ ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
.
Moreover, we have
∂y(ε ◦ F
2 ◦H−1(w)) =
∂
∂y
ε(f(x)− ε ◦ F ◦H−1(w), x, δ ◦ F ◦H−1(w))
= − ∂xε ◦ (F
2 ◦H−1(w)) ·
∂
∂y
(ε ◦ F ◦H−1(w)) + ∂zε ◦ (F
2 ◦H−1(w)) ·
∂
∂y
(δ ◦ F ◦H−1(w)).
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The map f ′(fε(x)) denote the function f
′(f(x)−ε◦F ◦H−1(w)−∂xε◦(F 2◦H−1(w))). Then
∂y
(
Pre ε1(w)
)
can be expressed in terms of partial derivatives of ε(w) and δ(w) as follows
∂yPre ε1(w) = −∂y
[
f(f(x)− ε ◦ F ◦H−1(w))− ε ◦ F 2 ◦H−1(w)
]
= f ′(f(x)− ε ◦ F ◦H−1(w)) · ∂y(ε ◦ F ◦H
−1(w)) + ∂y(ε ◦ F
2 ◦H−1(w))
=
[
f ′(f(x)− ε ◦ F ◦H−1(w))− ∂xε ◦ (F
2 ◦H−1(w))
]
· ∂y(ε ◦ F ◦H
−1(w))
+ ∂zε ◦ (F
2 ◦H−1(w)) · ∂y(δ ◦ F ◦H
−1(w))
=
[
f ′(fε(x)) · {∂yε ◦ (F ◦H
−1(w)) + ∂zε ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)}
(A.3)
+ ∂zε ◦ (F
2 ◦H−1(w)) · { ∂yδ ◦ (F ◦H
−1(w)) + ∂zδ ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w) }
]
· ∂yφ
−1(w)
+
[
f ′(fε(x)) · ∂zε ◦ (F ◦H
−1(w)) + ∂zε ◦ (F
2 ◦H−1(w)) · ∂zδ ◦ (F ◦H
−1(w))
]
·
[
∂yδ ◦H
−1(w) + ∂zδ ◦H
−1(w) ·
d
dy
δ(y, f−1(y), 0)
]
.
Let us estimate ∂z(ε ◦ F ◦H−1(w)). Then
∂z(ε ◦ F ◦H
−1(w)) =
∂
∂z
ε(x, φ−1(x), δ ◦H−1(w))
= ∂yε ◦ (F ◦H
−1(w)) · ∂zφ
−1(w) + ∂zε ◦ (F ◦H
−1(w)) ·
∂
∂z
(δ ◦H−1(w))
= ∂yε ◦ (F ◦H
−1(w)) · ∂zφ
−1(w)
+ ∂zε ◦ (F ◦H
−1(w)) ·
[
∂xδ ◦H
−1(w) · ∂zφ
−1(w) + ∂zδ ◦H
−1(w)
]
=
[
∂yε ◦ (F ◦H
−1(w)) + ∂zε ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)
]
· ∂zφ
−1(w)
+ ∂zε ◦ (F ◦H
−1(w)) · ∂zδ ◦H
−1(w).
Moreover, we can express ∂y(ε ◦ F 2 ◦H−1(w)) in terms of ∂y(ε ◦ F ◦H−1(w)) and ∂y(δ ◦F ◦
H−1(w)) as follows
∂z(ε ◦ F
2 ◦H−1(w)) =
∂
∂z
ε(f(x)− ε ◦ F ◦H−1(w), x, δ ◦ F ◦H−1(w))
= −∂xε ◦ (F
2 ◦H−1(w)) ·
∂
∂z
(ε ◦ F ◦H−1(w)) + ∂zε ◦ (F
2 ◦H−1(w)) ·
∂
∂z
(δ ◦ F ◦H−1(w)).
Then ∂z
(
Pre ε1(w)
)
can be estimated in terms of partial derivatives of ε(w) and δ(w)
∂zPre ε1(w) = −∂z
[
f(f(x)− ε ◦ F ◦H−1(w))− ε ◦ F 2 ◦H−1(w)
]
= f ′(f(x)− ε ◦ F ◦H−1(w)) · ∂z(ε ◦ F ◦H
−1(w)) + ∂z(ε ◦ F
2 ◦H−1(w))
=
[
f ′(f(x)− ε ◦ F ◦H−1(w))− ∂xε ◦ (F
2 ◦H−1(w))
]
· ∂z(ε ◦ F ◦H
−1(w))
+ ∂zε ◦ (F
2 ◦H−1(w)) · ∂z(δ ◦ F ◦H
−1(w))
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=
[
f ′(fε(x)) · {∂yε ◦ (F ◦H
−1(w)) + ∂zε ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w)}
(A.4)
+ ∂zε ◦ (F
2 ◦H−1(w)) · { ∂yδ ◦ (F ◦H
−1(w)) + ∂zδ ◦ (F ◦H
−1(w)) · ∂xδ ◦H
−1(w) }
]
· ∂zφ
−1(w)
+
[
f ′(fε(x)) · ∂zε ◦ (F ◦H
−1(w)) + ∂zε ◦ (F
2 ◦H−1(w)) · ∂zδ ◦ (F ◦H
−1(w))
]
· ∂zδ ◦H
−1(w).
Lemma A.2. Let F be an infinitely renormalizable three dimensional He´non-like map. Then
JacRnF (w) = (f−1n−1)
′(σn−1x) · f
′
n−1(fn−1(σn−1x))
· JacRn−1F ◦ (H−1n−1(σn−1w)) · JacR
n−1F ◦ (Fn−1 ◦H
−1
n−1(σn−1w)).
Proof. Let us calculate JacRF (w) in terms of partial derivatives of ε and δ. Recall the
equations (A.1), (A.2), (A.3) and (A.4). Let us express JacRF in terms of these expressions
JacRF (w) = ∂yε1(w) · ∂zδ1(w)− ∂zε1(w) · ∂yδ1(w)
=
[ {
f ′(fε(σ0x)) · { ∂yε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)}
+ ∂zε ◦ (F
2 ◦H−1(σ0w))·
{ ∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w) }
}
· ∂yφ
−1(σ0w)
+
{
f ′(fε(σ0x)) · ∂zε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F
2 ◦H−1(σ0w)) · ∂zδ ◦ (F ◦H
−1(σ0w))
}
·
{
∂yδ ◦H
−1(σ0w) + ∂zδ ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
} ]
·
[ {
∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)
}
· ∂zφ
−1(σ0w)
+ ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂zδ ◦H
−1(σ0w)
]
−
[ {
f ′(fε(σ0x)) · { ∂yε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)}
+ ∂zε ◦ (F
2 ◦H−1(σ0w))
· { ∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w) }
}
· ∂zφ
−1(σ0w)
+
{
f ′(fε(σ0x)) · ∂zε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F
2 ◦H−1(σ0w)) · ∂zδ ◦ (F ◦H
−1(σ0w))
}
· ∂zδ ◦H
−1(σ0w)
]
·
[ {
∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)
}
· ∂yφ
−1(σ0w)
+ ∂zδ ◦ (F ◦H
−1(σ0w)) ·
{
∂yδ ◦H
−1(σ0w) + ∂zδ ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
}]
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On the above equation, let us denote some factors to be A, B, C and D as follows
A = f ′(fε(σ0x)) · { ∂yε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)}
+ ∂zε ◦ (F
2 ◦H−1(σ0w))
· { ∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w) }
B = f ′(fε(σx)) · ∂zε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F
2 ◦H−1(σ0w)) · ∂zδ ◦ (F ◦H
−1(σ0w))
C = ∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)
D = ∂yδ ◦H
−1(σ0w) + ∂zδ ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0).
Let us calculate A · ∂zδ ◦ (F ◦H−1(σw))−BC for later use
A · ∂zδ ◦ (F ◦H
−1(σ0w))− BC
=
[
f ′(fε(σ0x)) · { ∂yε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)}
+ ∂zε ◦ (F
2 ◦H−1(σ0w))
· { ∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w) }
]
· ∂zδ ◦ (F ◦H
−1(σ0w))
−
[
f ′(fε(σ0x)) · ∂zε ◦ (F ◦H
−1(σ0w)) + ∂zε ◦ (F
2 ◦H−1(σ0w)) · ∂zδ ◦ (F ◦H
−1(σ0w))
]
·
[
∂yδ ◦ (F ◦H
−1(σ0w)) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂xδ ◦H
−1(σ0w)
]
= f ′(fε(σ0x)) ·
[
∂yε ◦ (F ◦H
−1(σ0w)) · ∂zδ ◦ (F ◦H
−1(σ0w))
(A.5)
− ∂zε ◦ (F ◦H
−1(σ0w)) · ∂yδ ◦ (F ◦H
−1(σ0w))
]
.
Then the above equation of JacRF is expressed as follows
∂yε1(w) · ∂zδ1(w)− ∂zε1(w) · ∂yδ1(w)
=
[
A · ∂yφ
−1(σ0w) +BD
]
·
[
C · ∂zφ
−1(σ0w) + ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂zδ ◦H
−1(σ0w)
]
−
[
A · ∂zφ
−1(σ0w) +B · ∂zδ ◦H
−1(σ0w)
]
·
[
C · ∂yφ
−1(σ0w) + ∂zδ ◦ (F ◦H
−1(σ0w)) ·D
]
= A · ∂yφ
−1(σ0w) · ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂zδ ◦H
−1(σ0w) +BCD · ∂zφ
−1(σ0w)
−
[
AD · ∂zφ
−1(σ0w) · ∂zδ ◦ (F ◦H
−1(σ0w)) +BC · ∂zδ ◦H
−1(σ0w) · ∂yφ
−1(σ0w)
]
= A · (f−1ε )
′(σ0x) ·
{
∂yε ◦H
−1(σ0w) + ∂zε ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
}
· ∂zδ ◦ (F ◦H
−1(σ0w)) · ∂zδ ◦H
−1(σ0w)
+BC ·
{
∂yδ ◦H
−1(σ0w) + ∂zδ ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
}
40
· (f−1ε )
′(σ0x) · ∂zε ◦H
−1(σ0w)
−
[
A ·
{
∂yδ ◦H
−1(σ0w) + ∂zδ ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
}
· (f−1ε )
′(σ0x)
· ∂zε ◦H
−1(σ0w) · ∂zδ ◦ (F ◦H
−1(σ0w)) +BC · ∂zδ ◦H
−1(σ0w) · (f
−1
ε )
′(σ0x)
·
{
∂yε ◦H
−1(σ0w) + ∂zε ◦H
−1(σ0w) ·
d
dy
δ(σ0y, f
−1(σ0y), 0)
}]
= A · (f−1ε )
′(σ0x) · ∂zδ ◦ (F ◦H
−1(σ0w))
·
[
∂yε ◦H
−1(σ0w) · ∂zδ ◦H
−1(σ0w)− ∂zε ◦H
−1(σ0w) · ∂yδ ◦H
−1(σ0w)
]
− BC · (f−1ε )
′(σ0x)
·
[
∂yε ◦H
−1(σ0w) · ∂zδ ◦H
−1(σ0w)− ∂zε ◦H
−1(σ0w) · ∂yδ ◦H
−1(σ0w)
]
=
[
A · ∂zδ ◦ (F ◦H
−1(σ0w))− BC
]
· (f−1ε )
′(σ0x)
·
[
∂yε ◦H
−1(σ0w) · ∂zδ ◦H
−1(σ0w)− ∂zε ◦H
−1(σ0w) · ∂yδ ◦H
−1(σ0w)
]
.
By the equation (A.5), the above equation is continued as follows
= (f−1ε )
′(σ0x) ·
[
∂yε ◦H
−1(σ0w) · ∂zδ ◦H
−1(σ0w)− ∂zε ◦H
−1(σ0w) · ∂yδ ◦H
−1(σ0w)
]
· f ′(fε(σ0x)) ·
[
∂yε ◦ (F ◦H
−1(σ0w)) · ∂zδ ◦ (F ◦H
−1(σ0w))
− ∂zε ◦ (F ◦H
−1(σ0w)) · ∂yδ ◦ (F ◦H
−1(σ0w))
]
= f ′(fε(σ0x)) · (f
−1
ε )
′(σ0x) · JacF ◦ (H
−1(σ0w)) · JacF ◦ (F ◦H
−1(σ0w)).
Similarly, JacRnF (w) is expressed in terms of the partial derivatives of εn−1 and δn−1 by
induction
JacRnF (w) = (f−1n−1, ε)
′(σn−1x) · f
′
n−1(fn−1, ε(σn−1x))
· JacFn−1 ◦ (H
−1
n−1(σn−1w)) · JacFn−1 ◦ (Fn−1 ◦H
−1
n−1(σn−1w)).

Appendix B
C1 conjugation of He´non-like map F ∈ N
Lemma B.1. Let F and F˜ be He´non-like maps. Suppose that C1 diffeomorphism Φ: B → B
is a conjugation between F and F˜ where Φ(w) = (x, y, ϕ(y, z)). Then F ∈ N if and only
if F˜ ∈ N .
Proof. The coordinates of F and F˜ are as follows
(B.1)
F (x, y, z) = (f(x)− ε(w), x, δ(w))
F˜ = (f˜(x)− ε˜(w), x, δ˜(w)).
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We may assume that Φ ◦ F = F˜ ◦ Φ. Thus by chain rule
DΦ ◦ F (w) ·DF (w) = DF˜ ◦ Φ(w) ·DΦ(w).
Let us consider the map ϕ(w) = ϕ(x, y, z) rather than ϕ(y, z). Then 1 0 00 1 0
∂xϕ ∂yϕ ∂zϕ
 ·
f ′(x)− ∂xε −∂yε −∂zε1 0 0
∂xδ ∂yδ ∂zδ

=
f˜ ′(x)− ∂xε˜ −∂y ε˜ −∂z ε˜1 0 0
∂xδ˜ ∂y δ˜ ∂z δ˜
 ·
 1 0 00 1 0
∂xϕ ∂yϕ ∂zϕ
 .
Then we obtain
∂xϕ ◦ F (w) · { f
′(x)− ∂xε(w) }+ ∂yϕ ◦ F (w) + ∂zϕ ◦ F (w) · ∂xδ(w)
= ∂xδ˜ ◦ Φ(w) + ∂z δ˜ ◦ Φ(w) · ∂xϕ(w)
−∂xϕ ◦ F (w) · ∂yε(w) + ∂zϕ ◦ F (w) · ∂yδ(w) = ∂yδ˜ ◦ Φ(w) + ∂z δ˜ ◦ Φ(w) · ∂yϕ(w)
−∂xϕ ◦ F (w) · ∂zε(w) + ∂zϕ ◦ F (w) · ∂zδ(w) = ∂z δ˜ ◦ Φ(w) · ∂zϕ(w).
Recall that F ∈ N means that ∂yδ ◦ F (w) + ∂zδ ◦ F (w) · ∂xδ(w) ≡ 0. Then[
∂y δ˜ ◦ (Φ ◦ F )(w) + ∂z δ˜ ◦ (Φ ◦ F )(w) · ∂xδ˜ ◦ Φ(w)
]
· ∂zϕ ◦ F (w) · ∂zϕ(w)
= ∂zϕ ◦ F
2(w) · ∂zϕ ◦ F (w) · ∂zϕ(w) ·
[
∂yδ ◦ F (w) + ∂zδ ◦ F (w) · ∂xδ(w)
]
− ∂xϕ ◦ F
2(w) · ∂yε ◦ F (w) · ∂zϕ ◦ F (w) · ∂zϕ(w)
− ∂xϕ ◦ F
2(w) · ∂zε ◦ F (w) · ∂xϕ ◦ F (w) · ∂zϕ(w) · { f
′(x)− ∂xε(w) }
− ∂xϕ ◦ F
2(w) · ∂zε ◦ F (w) · ∂zϕ ◦ F (w) · ∂zϕ(w) · ∂xδ(w)
+ ∂xϕ ◦ F
2(w) · ∂zε ◦ F (w) ·
[
− ∂xϕ ◦ F (w) · ∂zε(w) + ∂zϕ ◦ F (w) · ∂zδ(w)
]
· ∂xϕ(w)
+ ∂zϕ ◦ F
2(w) · ∂zδ ◦ F (w) · ∂xϕ ◦ F (w) · ∂zϕ(w) · { f
′(x)− ∂xε(w) }
− ∂zϕ ◦ F
2(w) · ∂zδ ◦ F (w) ·
[
− ∂xϕ ◦ F (w) · ∂zε(w) + ∂zϕ ◦ F (w) · ∂zδ(w)
]
· ∂xϕ(w).
The detailed calculation to obtain above equation is left to the reader. The fact that
∂xϕ(w) ≡ 0 implies that[
∂yδ˜ ◦ (Φ ◦ F )(w) + ∂z δ˜ ◦ (Φ ◦ F )(w) · ∂xδ˜ ◦ Φ(w)
]
· ∂zϕ ◦ F (w) · ∂zϕ(w)
= ∂zϕ ◦ F
2(w) · ∂zϕ ◦ F (w) · ∂zϕ(w) ·
[
∂yδ ◦ F (w) + ∂zδ ◦ F (w) · ∂xδ(w)
]
.
Since the map Φ(w) = (x, y, ϕ(y, z)) is a diffeomorphism, ∂zϕ(y, z) is never zero for all
w ∈ B. Thus we have the following equation
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∂y δ˜ ◦ (Φ ◦ F )(w) + ∂z δ˜ ◦ (Φ ◦ F )(w) · ∂xδ˜ ◦ Φ(w)
= ∂zϕ ◦ F
2(w) ·
[
∂yδ ◦ F (w) + ∂zδ ◦ F (w) · ∂xδ(w)
]
.
Hence, F ∈ N if and only if F˜ ∈ N .

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