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We study an online geometric problem arising in channel-aware scheduling of wireless
networks, which we call the online rectangle filling. We present an online algorithm
(with one-lookahead) for this problem with a competitive ratio of 1.848, improving the
previously best-known 8/3-competitive algorithm in Arora et al. (2006) [4]. We also prove
a lower bound of 1.6358 on the competitive ratio of the problem, improving the previous
1.6 lower bound in [4]. In addition, we give an O(n2)-time optimal algorithm for the offline
version of the problem, where n is the size of the input, which improves the O(n3)-time
solution in Arora and Choi (2006) [3], Arora et al. (2006) [5]. Our techniques are based
on interesting techniques and new observations of the combinatorial structures in the
problem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We consider the following online problemmotivated by channel-aware scheduling inwireless networks: given an online
sequence of nonnegative real numbers h(1), h(2), . . ., representing the maximum transmission capacities of a wireless
channel at each time step, compute a sequence of transmission rates u(1), u(2), . . ., satisfying the following two constraints:
(1) the transmission rate u(i) at each time step i is no more than the channel capacity h(i), and (2) if at any step we decide to
change the transmission rate, a penalty of one time step inwhich the transmission rate is zero is incurred (this is required for
the transmitter and receiver to coordinate and reset a new transmission rate). The objective is to maximize the throughput,
i.e.,
∑
i=1,2,... u(i). The decision is made online with a lookahead of one time step, i.e., at each step i, we decide on u(i) having
seen the capacities h(1), . . . , h(i + 1), but before we see the capacity h(i + 2) and beyond. The penalty on changing the
transmission rate implies that for any i, either u(i) = u(i+ 1) or at least one of u(i) and u(i+ 1) is zero.
In wireless networks [11], the channel conditions can change frequently, affecting the bit error rate and consequently the
channel transmission capacity. The transmitter and receiver can monitor the channel capacity and change the transmission
rate accordingly. To coordinate the change in transmission rate, a change-over protocol is used, resulting in a temporary loss
in transmission of data. This is modeled by setting the transmission rate at one time period to zero. (For further details, see
[2,3,5,7–10,12].)
This problemcanbedescribed fromageometric viewpoint. The sequence of channel capacities corresponds to a sequence
of ‘‘columns’’ of unit-width such that the bases of all columns are on the x-axis and the height of column i is h(i) (see Fig. 1).
The transmission rates correspond to a ‘‘used-height’’ in each column, from the base to a height u(i). The penalty for changing
the transmission rate implies that in any solution, consecutive columns with nonzero used-height values have the same
used-height and thus form a rectangle (see Fig. 2). The objective is, given the online sequence of columns, to fill the region
between the column ‘‘skyline’’ and the x-axis with rectangles in a manner that maximizes the total area covered by the
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Fig. 1. Illustrating a sequence of columns whose heights represent channel capacities.
Fig. 2. Illustrating a feasible solution.
rectangles. The constraints are that each rectangle lies on the x-axis and respects the skyline, i.e., the height of a rectangle is
at most the height of the shortest column intersecting it, and that any two distinct rectangles are separated by at least one
column with zero used-height. We call this the online rectangle filling problem. To be exact, we are interested in the version
with a lookahead of one; we assume that this is true for the rest of the paper, unless mentioned otherwise.
1.1. Previous and related work
The first known algorithms for the online rectangle filling problem gave a 4-competitive ratio [3,5]. (See [1,6] for formal
definitions of online algorithms, offline optimal algorithms, and competitive analysis.) The authors also showed that for any
online algorithm with a finite lookahead, the competitive ratio is strictly larger than one. (It is easy to see that without any
lookahead, the competitive ratio is unbounded.) Besides, the authors gave an offline algorithm that computes an optimal
solution for any n-length sequence in O(n3) time. In a subsequent paper [4], one of the original algorithms (called Wait-
Dominate-Hold) was shown to be (8/3 ≈ 2.667)-competitive and a lower bound of 8/5 = 1.6 on the competitive ratio of
any online algorithm was given. In the same paper, a 2-competitive online algorithm with a lookahead of k ≥ 2 was given,
and a lower bound of 1+ 1/(k+ 1) on the competitive ratio was shown for any online algorithmwith a lookahead of k ≥ 2.
An improved online algorithm with k-lookahead was developed in [13] with competitive ratio 1+ 2/(k− 1) for any k ≥ 2.
The authors in [13] also derived a randomized online algorithm with k-lookahead whose competitive ratio is 1+ 1/(k+ 1)
for any k ≥ 1, and proved a lower bound of 1+ 1/(√k+ 1+√k+ 2)2 on the competitive ratio of any randomized online
algorithm against an oblivious adversary.
1.2. Our contributions
In this paper, we present significant improvements on the known solutions [3–5] for the online rectangle filling problem
with a lookahead of one. Specifically, we give an online algorithm that has a competitive ratio of 1.848, which improves the
previously best-known 8/3-competitive result in [4]; we also prove a lower bound: No online algorithm (with a lookahead
of one) can have a competitive ratio less than 1.6358, which improves the 1.6 lower bound in [4]; further, based on dynamic
programming, we derive an optimal algorithm for the offline version of the problem with running time O(n2), which
improves the O(n3) time solution in [3,5]. We summarize our results in Table 1.
Note that the gap between the competitive ratio of our online algorithm and the lower bound is very small. In spite of the
close-to-best-possible competitive ratio, our online algorithm turns out to be simple. The analysis, in contrast, requires an
unraveling of the combinatorial structures in the solution sequences of the algorithm and the offline optimal. We observe
that in our solution, some columns are inherently ‘‘competitive’’, while others are not. These latter columns depend on other
columns to be competitive (see Section 2.1 for details). They result in chains that propagate dependency for competitiveness,
in accordance with certain rules, through the sequence of columns. We use these rules as a framework for our proof, which
can be viewed as taking a somewhat different approach. The general analysis approach that seems to be related to ours is the
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Table 1
Summary of the results on the rectangle filling problem.
Previous results Our results
Online algorithm (one-lookahead) 8/3-competitive [4] 1.848-competitive
Competitive ratio lower bound (one-lookahead) 1.6 [4] 1.6358
Offline algorithm O(n3)-time [3,5] O(n2)-time
potential function method commonly used in online algorithms (see, e.g., [6]). Constructing a potential function, however,
that incorporates the rules of dependency in our solution could be quite difficult. Further, given the number of caseswe need
to derive tight bounds, it would probably be very complicated for the potential function approach to deliver comparable
bounds.
The paper is organized as follows. In Section 2, we present our online algorithm for the online rectangle filling problem
and its analysis. In Section 3, we prove the lower bound on the competitive ratio of any online algorithm. Section 4 gives the
O(n2)-time algorithm for the offline version of the problem. Section 5 concludes the paper.
2. Online rectangle filling algorithm
For each column i, we use h(i) to denote its height and use u(i) to denote its used-height set by the algorithm. Let t be the
index of the current column whose used-height u(t) is to be determined. To do so, we use three known values: The used-
height u(t−1) of the previous column, the height h(t) of the current column, and the height h(t+1) of the next column. For
ease of presentation, we add an extra column at the beginning and the end of the input sequence, respectively, both with
zero height and zero used-height. The algorithm’s decisions depend on which of the three situations holds: (1) The previous
used-height is larger than the current height (i.e., u(t − 1) > h(t)), (2) the previous used-height is zero (i.e., u(t − 1) = 0),
and (3) the previous used-height is positive and is no bigger than the current height (i.e., 0 < u(t − 1) ≤ h(t)). We describe
the decisions of the algorithm in terms of two parameters q1 and q2, with 1 < q1 and 0 ≤ q2 < 1; we will determine the
values of q1 and q2 later (based on the analysis in order to obtain the lowest competitive ratio). In the following algorithm
description, to give a better understanding, we discuss the intuition after each step.
Algorithm RecFilling(t)
1. If u(t − 1) > h(t), then set u(t) = 0.
(in this case, u(t) has to be zero)
2. If u(t − 1) = 0, then
(in this case, u(t) can be any value from 0 to h(t))
(a) If q1 · h(t) < h(t + 1), then set u(t) = 0.
(since h(t) is too small compared to h(t+1), wewould rather sacrifice u(t), i.e., setting u(t) to 0, to potentially obtain
a better solution by setting u(t + 1) as large as possible in future)
(b) If h(t) > h(t + 1) and q2 · h(t) ≤ h(t + 1), then set u(t) = h(t + 1).
(since h(t) has the similar size to h(t + 1), we choose to set u(t) and potentially u(t + 1) to h(t + 1))
(c) If q2 · h(t) > h(t + 1), then set u(t) = h(t).
(since h(t + 1) is too small compared to h(t), we would rather sacrifice u(t + 1) and use h(t) fully, i.e., setting
u(t) = h(t), and thus u(t + 1) has to be zero)
(d) If h(t) < h(t + 1) and q1 · h(t) ≥ h(t + 1), then set u(t) = h(t).
(again, since h(t) has the similar size to h(t + 1), we would like to set u(t) and potentially u(t + 1) to h(t))
3. If u(t − 1) > 0 and u(t − 1) ≤ h(t), then
(in this case, u(t) can be either 0 or u(t − 1))
(a) If q1 · u(t − 1) < h(t + 1), then set u(t) = 0.
(since u(t − 1) is too small compared to h(t + 1), we would rather sacrifice u(t), i.e., setting u(t) to 0, to potentially
obtain a better solution by setting u(t + 1) as large as possible in future)
(b) If q1 · u(t − 1) ≥ h(t + 1), then set u(t) = u(t − 1).
(since u(t − 1) has the similar size to h(t + 1), we would like to set u(t) and potentially u(t + 1) to u(t − 1))
In the rest of this section, we prove the following theorem:
Theorem 1 (Upper Bound). The algorithm RecFilling with the parameter values q1 set to 1.848 and q2 set to 0.667 attains a
competitive ratio of 1.848, and this ratio is tight for the algorithm.
In the following paper, for the simplicity of statement we always assume q1 ≥ 1/q2 and q1 ≥ 5/3, as is true for the
values q1 = 1.848 and q2 = 0.667 in Theorem 1.
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Fig. 3. Illustrating different types of zero columns.
2.1. Idea behind the proof
Since the proof for Theorem1 is long anddetailed,webeginwith a skeletondescriptionwhichwill also serve as a rationale
for our approach. For a given input sequence, let S and S ′ denote the sequences of used-heights in the solutions computed
by algorithm RecFilling and the offline optimal, respectively, and let ALG and OPT denote the throughput values for the
solutions of RecFilling and the optimal, respectively. For the ith column, let u(i) denote its used-height in RecFilling and u′(i)
denote its used-height in the optimal solution.
We call the columns in S with zero used-heights the zero columns (Situations 1, 2(a) or 3(a) of RecFilling). Similarly, the
columns in S with nonzero used-heights are called nonzero columns (Situations 2(b–d) or 3(b)). A column is said to be fully
used if its used-height equals its height (Situations 2(c–d)). The following observation indicates an important characteristic
about nonzero columns.
Observation 1. The used-height of any nonzero column is at least a 1/q1 fraction of its height.
Proof. The proof follows directly from the situations in Algorithm RecFilling. Let the nonzero column be t . If t − 1 is a zero
column then t is nonzero in Situations 2(b–d). In Situation 2(b), u(t)/h(t) equals h(t + 1)/h(t)which is at least q2; while in
Situations 2(c–d), u(t) equals h(t). If t − 1 is a nonzero column then t is nonzero in Situation 3(b). There u(t)/h(t) equals
u(t − 1)/h(t)which is at least 1/q1. 
Observation 1 implies that to prove S is q1-competitive, we need not be concerned about nonzero columns, inasmuch
as they are not dependent on other columns having a large used-height so that the entire sequence S is q1-competitive.
On the other hand, zero columns are dependent, precisely in this manner, on other columns. Intuitively, a zero column is
dependent on another column if the algorithm creates the zero column so that the other column can (potentially) have a
larger used-height. In order to demonstrate S is competitive, the used-heights of both the zero column and the other column
have to be considered together.1 The dependency of a zero column can extend beyond its immediate neighborswhen, e.g., its
neighbors are themselves zero columns or ‘‘barely competitive’’ (u(t) = h(t)/q1). Thus ‘‘dependency chains’’ can be formed
that are propagated through columns. The proof is structured based on the different kinds of dependency chains associated
with different kinds of zero columns.
We have three kinds of zero columns based on the different situations in the algorithm RecFilling:
Type 1 zero columns are those resulting from Situation 1 , i.e., when u(t − 1) > h(t). Here, the current used-height u(t)
is required to be zero. It occurs when in the previous step t − 1 the algorithm decides to sacrifice the used-height
of column t for a greater used-height in column t − 1.
Type 2 zero columns are those resulting from Situation 2(a) in RecFilling, i.e., when u(t − 1) = 0 and h(t) < h(t + 1)/q1.
The algorithm decides to sacrifice the current column for a potentially greater used-height in the next column.
Type 3 zero columns are those resulting fromSituation 3(a) in RecFilling, i.e., when u(t−1) > 0 and u(t−1) < h(t+1)/q1.
Here again, the algorithm decides to sacrifice the current column for a potentially greater used-height in the next
column. This decision is based not on h(t), but on u(t − 1).
Fig. 3 gives an example of a solution structure produced by RecFilling: The 2nd and 6th columns are of Type 1, the 3rd,
4th, and 9th columns are of Type 2, and the 8th column is of Type 3. A simple fact about our algorithm is stated below.
Observation 2. No zero column of Type 1 or Type 3 can occur immediately after another zero column. A zero column of Type 2
can only occur at the very beginning of S or immediately after another zero column.
2.1.1. Zero columns and dependency chains
The three types of zero columns and their significances in dependency chains play an important role in the proof. Consider
a zero column of Type 1. Its used-height is sacrificed for the previous column, and this is done irrespective of later columns.
1 We choose not to formalize this intuitive notion of dependency between columns here as we only use it in this outline and not in the actual proof.
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Thus, intuitively speaking, it is dependent on earlier columns and not on future ones. Further, the dependency chain does not
propagate from previous columns through the Type 1 zero column to any future columns. In fact, since the future columns
are not affected adversely by the Type 1 zero column, the dependency chain also does not propagate from future columns
to the zero column. (This last property is shared by all zero columns.) As we shall see later, it is rather simple to account for
Type 1 zero columns.
The used-height of a Type 2 zero column is sacrificed for the next column, and in this decision there is no adverse effect
of any previous column. Accordingly, the zero column is dependent on future columns and not on previous ones.
Lastly, the used-height of a Type 3 zero column is sacrificed for the next column, and in this decision it is affected by
the previous column. Thus the zero column is dependent on both the future columns and on the previous ones, and the
dependency chains may propagate in either direction (in any particular instance we will not have chains ‘‘crossing’’ each
other but in general they may propagate in either direction). Further, a dependency chain from previous columns may
propagate through the zero column to future columns. This makes accounting for Type 3 zero columns the most difficult of
the three types of zero columns.
2.1.2. Partitioning into blocks
Wemake use of the structures in the dependency chains for different types of zero columns in the proof by partitioning
S into mutually exclusive blocks of subsequences. Sweeping through the columns of S in order, we create a new block
whenever we encounter a zero column of Type 1 or Type 3, in the following manner. If t is a zero column of Type 1, then
the current block ends at t and a new block starts at column t + 1. If, instead, t is a zero column of Type 3, then the current
block ends at t − 1 and a new block starts at column t + 1. The Type 3 zero column at t itself is not part of any block. Type 2
columns play no role in defining the blocks. For each block in S, we partition a corresponding block in S ′ for analysis. In the
rest of the paper, unless otherwise indicated, we refer to the blocks in S. The partitioning implies the following facts.
Observation 3. A Type 1 column can occur only at the end of a block, and any zero column at the end of a block is of Type 1. Type
2 zero columns can occur within a block, but only as part of a continuous series of zero columns beginning from the first column of
the block. Type 3 columns cannot occur within a block. There are no zero columns between any two nonzero columns in a block.
The partitioning of S into blocks allows us to proceed with a proof consisting of cases that address increasingly more
complex situations. In each case we consider a particular kind of block and show that the total used-height of RecFilling in
that block is competitive with respect to the total used-height of the optimal in the corresponding block, i.e., if we look at
the competitive ratio restricted to the block, it is at most 1.848. We consider the following cases:
Case 1. The used-heights of all columns in the block are nonzero.
Case 2. The used-heights of all columns in the block, except for the last column, are nonzero.
Case 3. The block consists of a series of Type 2 zero columns starting from the first column and at least two other columns.
Here, the column immediately following the last Type 2 columnmust be nonzero, but the last column of the block
can possibly be a Type 1 zero column. Remember that Type 2 zero columns are dependent only on future columns.
If the last column is a Type 1 zero column, this dependency chain stops within the block and so the block can be
shown to be competitive.
Case 4. The remaining blocks. These consist of a series of Type 2 zero columns starting from the first column and one
other column which is necessarily nonzero. Here, every block, except possibly the very last block in S, is followed
by a Type 3 column in S. The dependency chain may propagate either toward previous columns or toward future
columns and can cross the block boundaries. Thus we cannot show that the block by itself is competitive. We can
however show that the entire sequence S (including the not-in-any-block Type 3 zero columns) is competitive by
using an inductive argument on the number of Type 3 zero columns.
The example in Fig. 3 has four blocks: One consists of the 1st and 2nd columns (Case 2); one consists of the 3rd, 4th, 5th,
and 6th columns (Case 3); one consists of only the 7th column (Case 1); one consists of the 9th and 10th columns (Case 4).
The 8th column is a Type 3 zero column.
2.1.3. The need for multiple cases
In the rest of the section, we present the formal proof using the above case structure. The proof requires quite a few cases
and subcases. There are three reasons for this: (1) We need to consider the different kinds of blocks that can occur in S;
(2) to get tighter bounds we need to consider the different ways the optimal can choose its zero columns; (3) the general
bounds for a block are often not tight when the number of columns in a block is small, so we have different cases for long
blocks and for short blocks. It should be noted that due to the different structure of different cases, some cases are very easy
to analyze but others do need quite sophisticated techniques. Thus, quite different analysis approaches are utilized in our
case analysis.
Our proof is longer than a bare proof for Theorem 1. This is because we also illustrate the constraints for obtaining the
parameter values of q1 and q2. Thus we analyze the first three cases, keeping q1 and q2 as unspecified parameters. Then
we determine the values for these parameters to minimize the worst-case competitive ratio for the three cases. Finally, we
verify that these values work even for the remaining case. In the following, let R1, R2 and R3 denote the competitive ratio of
the blocks in Case 1, Case 2 and Case 3, respectively. For simplicity, we always use R to denote the competitive ratio of the
column sequence or block in the corresponding discussion.
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1 2 3 4 5 6 7 8
Fig. 4. Illustrating an example.
2.2. Case 1: all columns are nonzero
Since all columns are nonzero, they have the same used-height H . Assume the length of the block is l. According to
Observation 1, for each column 1 ≤ i ≤ l, H · q1 ≥ h(i). So we have ALG = H · l and OPT ≤∑li=1 h(i). Thus the competitive
ratio for this case is
R1 = OPT/ALG ≤ q1. (1)
2.3. Case 2: all but the last column are nonzero
If the block contains at most two columns, then the first one must be fully used since the second one is a Type 1 zero
column. According to our algorithm, that case occurs if and only if Situation 2(c) is satisfied, i.e., h(2) < h(1) · q2. For the
block, since OPT = max{h(1), 2 · h(2)}, we have
OPT
ALG
≤ max{h(1), 2 · h(2)}
h(1)
≤ max{1, 2 · q2}. (2)
When the block has l ≥ 3 columns, letH be the (same) used-height of all nonzero used-height columns of the block. Then
for the block, ALG = (l− 1) ·H . Since the last zero column is of Type 1, its height is less than H . For the block, depending on
whether there is a zero used-height column in the corresponding block of the optimal solution S ′, there are two cases.
1. If the corresponding block of S ′ has at least one zero used-height column, then according to Observation 1, h(i) ≤ H · q1
for 1 ≤ i ≤ l. Thus we have
OPT
ALG
≤ (l− 1) · H · q1
(l− 1) · H ≤ q1. (3)
2. If the block of S ′ has no zero used-height column, then the used-heights of all columns in that block must be the same,
which is at most equal to the height of the last column (let it be H ′). Since H > H ′ and l ≥ 3, we have
OPT
ALG
= l · H
′
(l− 1) · H <
l
l− 1 ≤
3
2
. (4)
Combining all the above subcases together, we have the competitive ratio R2 for Case 2:
R2 ≤ max

q1, 2 · q2, 32

. (5)
2.4. Case 3: a series of Type 2 zero columns and at least two additional columns
Recall that the Type 2 zero columns in the beginning are due to the Situation 2(a) of our algorithm. Fig. 4 shows such an
example. In the following analysis, we assume the first nonzero column is the kth column and h(k) = 1. In Fig. 4, it is the
6th one.
Herewe explainwhywe assume q1 > 1q2 . Otherwise, if q1 ≤ 1/q2, then referring to Fig. 5, let the height of the 7th column
be q2 · h(6) and h(6) = h(5) · q1+ ϵ where ϵ is very small. Let h(8) = h(7)− ϵ. Then the solution obtained by our algorithm
is shown in Fig. 5. However, we can easily find a solution as shown in Fig. 6. It is not difficult to see that the competitive ratio
will be larger than 2. So to get a better result, it is necessary that q1 > 1q2 , which also implies that if u(k+ 1) > 0 in S, then
it must be u(k+ 1) > h(k− 1).
Our analysis for this case is the following: (1) Partition the original block into two sub-blocks; (2) analyze the competitive
ratio of the sub-blocks respectively; (3) combine the two sub-blocks together to obtain the competitive ratio of the whole
block.
The first sub-block contains columns from the first one to the (k−2)th one inclusively. The second sub-block is from the
(k− 1)th column to the end of the block.
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Fig. 5. Illustrating an example.
1 2 3 4 5 6 7 8
Fig. 6. Illustrating an example.
2.4.1. The first sub-block
The first sub-block consists of a series of Type 2 zero columns (if there is any) and the value of S in the first sub-block is
zero. Since h(k) = 1, we have h(k− i) < q−i1 for any 1 ≤ i ≤ k− 1. To obtain a tight competitive ratio, we need to estimate
the optimal solution as accurate as possible. The lemma below shows a tight upper bound for the optimal solution in the
first sub-block.
Lemma 1. Given a column sequence D in which each column’s height is equal to q1 times the height of its previous one (see Fig. 7),
if we assume the height of the last column is 1, then the optimal solution of D is no more than q21/(q
2
1− 1). Further, as the number
of columns in D tends to+∞, the optimal solution of D tends to q21/(q21 − 1).
Proof. Denote bym the number of columns in D. Note that for each 1 ≤ i ≤ m, the height of the ith column is q−m+i1 .
Suppose D′ is a sequence of infinite columns in which each column’s height is equal to q1 times the height of its previous
one and the height of the last column is q−m1 . Denote by D′′ the column sequence obtained by merging D′ and D such that
D′ is to the left of D. Thus, D′′ is a sequence of infinite columns in which each column’s height is equal to q1 times the
height of its previous one and the height of the last column is 1. Beginning from the last column of D′′ to the front of
it, if we use every other column fully to obtain a feasible rectangle filling solution S ′′ for D′′ (see Fig. 7), then we have
S ′′ = 1 + q−21 + q−41 + · · · = q21/(q21 − 1). Hence, to prove the first part of the lemma, it is sufficient to show that any
feasible solution for D is no more than S ′′. For each column i in D, denote by i′′ the column in D′′ whose height is the same as
column i in D.
For any feasible solution S(D) for D, we prove S(D) ≤ S ′′ by induction on the zero columns in S(D). Suppose l1 is the first
zero column in S(D). Let S1 denote the solution of S(D) in all the columns in front of column l1 (i.e., from the first column to
column l1 − 1 in D) and let S ′′1 denote the solution of S ′′ in all the columns in front of column l′′1 (i.e., from the first column
to column l′′1 − 1 in D′′). We claim that S1 ≤ S ′′1 . Indeed, if l1 = 1, i.e., the first column in S(D) is a zero column, then since
S1 = 0, S1 ≤ S ′′1 is true. Otherwise, all columns from the first one to the (l1 − 1)th one in Dmust have the same use-height
in S(D), which is no more that the height of the first column, i.e., q−m+11 . Thus, we have S1 ≤ q−m+11 · (l1 − 1). For S ′′1 , it
is easy to see that S ′′1 = q−m+l1−11 · (1 + q−21 + q−41 + · · ·) where q−m+l1−11 is the height of the column (l′′1 − 1) in D′′. So
S ′′1 = q−m+l1+11 /(q21 − 1). Therefore, to prove S1 ≤ S ′′1 , it suffices to show l1 − 1 ≤ ql11 /(q21 − 1). Since q1 ≥ 5/3, it is easy to
verify that for any integer l1 ≥ 1, it is always l1 − 1 ≤ ql11 /(q21 − 1).
Suppose l2 is the second zero column in S(D). Let S2 denote the solution of S(D) in all the columns in front of column
l2 (i.e., from the first column to column l2 − 1 in D) and let S ′′2 denote the solution of S ′′ in all the columns in front of
column l′′2 (i.e., from the first column to column l
′′
2 − 1 in D′′). We claim that S2 ≤ S ′′2 . Since all columns from column
l1 + 1 to l2 − 1 are nonzero (if there is any), they must have the same used-height, which is no more than the height
of the column l1 + 1, i.e., q−m+l1+11 . Thus, we have S2 ≤ S1 + (l2 − l1 − 1) · q−m+l1+11 . Since we already have S1 ≤ S ′′1 ,
to prove S2 ≤ S ′′2 , it suffices to show that S ′′1 + (l2 − l1 − 1) · q−m+l1+11 ≤ S ′′2 . For S ′′2 , similarly to the case of S ′′1 , we have
S ′′2 = q−m+l2−11 ·(1+q−21 +q−41 +· · ·) = q−m+l2+11 /(q21−1). Note that S ′′1+(l2−l1−1)·q−m+l1+11 = q−m+l1+11 ·(l2−l1−1+ 1q21−1 ).
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K–2
Fig. 7. Illustrating an example.
Hence, to prove S2 ≤ S ′′2 , it is sufficient to show that (ql2−l11 − 1)/(q21 − 1) ≥ l2 − l1 − 1. Since q1 ≥ 5/3, it is easy to verify
that for any integer l2 − l1 ≥ 0, it is always true that (ql2−l11 − 1)/(q21 − 1) ≥ l2 − l1 − 1.
By repeating the same analysis as above until the ends of the column sequences, we can prove S(D) ≤ S ′′, which leads
to the first part of the lemma.
Note that if m → +∞, we have D → D′′. Since S ′′ is a feasible solution for D′′, which is an upper bound of any feasible
solution for D, we conclude that when D → D′′, the optimal solution of D tends to S ′′, i.e., q21/(q21 − 1), which leads to the
second part of the lemma. 
By Lemma 1, let OPT denote the optimal solution of the first sub-block, then we have OPT < 1
q21−1
since h(k− 2) < q−21 .
However, in order to get amore accurate evaluation of the optimal solution so that we can obtain amuch better competitive
ratio, we must consider another factor influencing the optimal solution, which is the used-height of the (k − 1)th column
in the optimal solution S ′. Depending on the value of u′(k − 1), there are three cases shown below. Recall that u′(·) is the
used-height function in the optimal solution S ′.
1. If u′(k− 1) = 0, then by Lemma 1, OPT < 1
q21−1
.
2. If u′(k− 1) > h(k− 2), then by Lemma 1, OPT < 1
q31
· q21
q21−1
= 1
q1·(q21−1)
since u′(k− 2)must be zero.
3. If 0 < u′(k− 1) ≤ h(k− 2), this is a special case in that we must analyze the block (consisting of the two sub-blocks) as
a whole get a tight ratio. The analysis is given below.
Since u′(k− 1) ≤ h(k− 2) and h(k− 2) < h(k−1)q1 , we have u′(k− 1) <
h(k−1)
q1
. According to our former analysis, due to
q−11 < q2, only the last column of the block is possible to have the height less than or equal to h(k − 1). In the optimal
solution, the situation u′(k − 1) ≤ h(k − 2) < h(k−1)q1 only happens when the used-height of each column from the
(k − 1)th column to the last one is equal to the maximum of h(k − 2) and the height of the last column. Otherwise,
we can easily find other feasible solutions better than the optimal solution. We omit the detail here. Assume the second
sub-block has l columns. We already know that l is at least 3. Let OPT denote the value of the optimal solution in the
whole block, then OPT ≤ h(k − 2) · [(l + 1) + 1
q21−1
]. It should be noted that l can only be 3 in order to make sure OPT
is the optimal solution. Since if l > 3, we can find a better solution by using columns from k − 1 to k + l − 3 (i.e., the
last second one) with the used-height of h(k − 1). The value of the above solution is h(k − 2) · [(l − 1) · q1 + q1q21−1 ].
It is easy to verify that the above value is greater than OPT when l > 3 and q1 > 53 . So the special case only happens
when l = 3. Since q2 > q−11 and h(k + 1) ≤ h(k − 2) < h(k)q21 , our algorithm will only use h(k) as the solution. Thus,
ALG = h(k) > q21 · h(k− 2). Since OPT ≤ h(k− 2) · ((l+ 1)+ 1q21−1 ) ≤ h(k− 2) · (4+
1
q21−1
), the competitive ratio of the
whole block in the special case is
R3 = OPTALG ≤
4+ 1
q21−1
q21
≤ 4q
2
1 − 3
q21 · (q21 − 1)
. (6)
In summary, for the first sub-block
1. If u′(k− 1) = 0, then OPT < 1
q21−1
· h(k) and ALG = 0.
2. If u′(k− 1) > h(k− 2), then OPT < 1
q1·(q21−1)
· h(k) and ALG = 0
3. In the special case where 0 < u′(k− 1) ≤ h(k− 2), the competitive ratio of the whole block satisfies R3 ≤ 4q
2
1−3
q21·(q21−1)
.
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K–1 K K+1
Fig. 8. Illustrating an example.
K–1 K K+1
Fig. 9. Illustrating an example.
2.4.2. The second sub-block
If the (k − 1)th (here, the order keeps the same as that in the original block) column is a zero column in the optimal
solution S ′ (i.e., u′(k− 1) = 0), then we do not need to consider the influence of the very column in the analysis. Therefore,
the situation can be considered as Case 1 (if the last column is a nonzero column in our solution) or Case 2 (if the last column
is a zero column). So the competitive ratio R of the sub-block is equal to max{R1, R2}which is R2, i.e.,
R = R2 ≤ max

q1, 2 · q2, 32

. (7)
In the following, we analyze the case where the (k − 1)th column is nonzero in S ′ (i.e., u′(k − 1) > 0). Assume the
second sub-block has l columns and the height of the kth column is 1, then lmust be larger than 2 since the number of the
proceeding columns after those series of Type 2 zero columns is at least two plus the (k− 1)th column.
In the following analysis, depending on the value of lwe analyze three main cases, i.e., l = 3, l = 4, l > 4, each of which
may have several subcases. The reason we need to analysis so many cases is that we try to find a tight competitive ratio.
Without those kind of analysis it seems quite difficult to get a satisfied solution because some worst cases do exist among
those subcases and we would get a much greater competitive ratio if those cases were analyzed in a unified way.
If l = 3, then depending on the value of h(k+ 1) there are three subcases.
1. If q2 ≤ h(k + 1) < 1, then according to our algorithm, ALG ≥ 2 · q2 , as shown in Fig. 8, and OPT ≤ max{3 · h(k − 1),
h(k− 1)+ h(k+ 1)} ≤ max{ 3q1 , 1q1 + 1}. Therefore,
R ≤ max

3
2 · q1 · q2 ,
q−11 + 1
2 · q2

. (8)
2. If h(k + 1) > 1, then ALG = 2, as shown in Fig. 9, and since h(k + 1) ≤ q1 (otherwise, Situation 2(a) in RecFilling is
satisfied), OPT ≤ max{3 · h(k− 1), h(k− 1)+ h(k+ 1)} ≤ max{3 · q−11 , q−11 + q1}. So,
R ≤ max

3
2 · q1 ,
q1 + q−11
2

. (9)
3. If h(k+ 1) < q2, then ALG = 1, as shown in Fig. 10, and OPT = max{ 3q1 , 1q1 + q2}. Thus,
R ≤ max

3
q1
,
1
q1
+ q2

. (10)
If l = 4, the (k + 2)th column is the last one in the sub-block. Note that there are two choices for u(k), u(k) = 1 or
u(k) < 1. Depending on the value of u(k) and the relationship between u(k) and h(k+ 2), we have four subcases below.
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K–1 K K+1
Fig. 10. Illustrating an example.
K–1 K K+2K+1
Fig. 11. Illustrating an example.
K–1 K K+2K+1
Fig. 12. Illustrating an example.
1. If u(k) = 1 and u(k) ≤ h(k+ 2), as shown in Fig. 11 (the first column in the figure is the (k− 1)th column in the block),
then ALG = 3. Since the (k − 1)th column must be used, the possible optimal solutions are at most 4q1 when the four
columns have the same used-height of h(k − 1), or 2 · q1 + 1q1 when the kth column is zero and each of the maximum
used-height of the last two columns is q1. So the competitive ratio,
R ≤ max

4
3 · q1 ,
2 · q1
3
+ 1
3 · q1

. (11)
2. If u(k) = 1 and u(k) > h(k+ 2), as shown in Fig. 12, then ALG = 2. The possible optimal solutions are at most 4q1 when
the four columns have the same used-height of h(k − 1), or 1q1 + 2 when the kth column is zero since the last column
used-height is at most 1, or 1q1 +q1 when both the kth column and the last one have zero used-height while the (k+1)th
column used-height is at most q1. So the competitive ratio,
R ≤ max

2
q1
,
1
2 · q1 + 1,
1
2 · q1 +
q1
2

. (12)
3. If u(k) < 1 and u(k) ≤ h(k + 2), as shown in Fig. 13, then ALG = 3 · u(k) = 3 · h(k + 1) ≥ 3 · q2. The possible
optimal solutions are at most 4q1 when the four columns have the same used-height of h(k − 1), or 1q1 + 2 · u(k) when
the kth column is zero since the used-height of each of the last two column is at most u(k) if they are both nonzero, or
2
q1
+ q1 · u(k)when the (k+ 1)th column is zero since the last column used-height is at most q1 · u(k). Actually since we
have already assume 1q1 < q2, which means h(k − 1) < h(k + 1), we do not need to consider the second case because
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K–1 K K+2K+1
Fig. 13. Illustrating an example.
K–1 K K+2K+1
Fig. 14. Illustrating an example.
K K+3
Fig. 15. Illustrating an example.
ALG > 1q1 + 2 · u(k). Then the competitive ratio,
R ≤ max

4
q1 · 3 · u(k) ,
2
q1 · 3 · u(k) +
q1 · u(k)
3 · u(k)

≤ max

4
3 · q1 · q2 ,
2
3 · q1 · q2 +
q1
3

. (13)
4. If u(k) < 1 and u(k) > h(k+ 2), as shown in Fig. 14, then ALG = 2 · u(k) > 2 · q2. The possible optimal solutions are at
most 4q1 when the four columns have the same used-height of h(k− 1), or 1q1 + 2 · q2 when the kth column is zero since
the used-height of each of the last two columns is at most q2, or 2q1 + q2 when the (k + 1)th column is zero. Then the
competitive ratio,
R ≤ max

2
q1 · q2 ,
1
2 · q1 · q2 + 1,
1
q1 · q2 +
1
2

. (14)
If l > 4, assume the last column of the sub-block is the tth one, depending on whether there is any zero column between
the kth one and the (t − 1)th one (including the two columns) in the optimal solution S ′, there are two subcases. Note that
the last column may or may not be a zero column in our solution S.
1. If there is no zero column, then the used-heights of all nonzero columns must be the same, which is at most h(k − 1)
since the (k− 1)th column is nonzero in S ′. Then OPT ≤ l · h(k− 1) < l·h(k)q1 and ALG ≥ (l− 2) · q2 · h(k). Since l > 4, the
competitive ratio,
R ≤ OPT
ALG
≤ l
l− 2 ·
1
q1 · q2 ≤
5
3 · q1 · q2 . (15)
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K K+3
Fig. 16. Illustrating an example.
2. If there is at least one zero column, depending on the position of the first zero column, we have the following subcases.
(a) If the kth column is the first zero column, then we partition the sub-block into two parts. The first part consists of the
(k− 1)th column and the kth one. The other columns constitute the second part.
For the first part, since u′(k) = 0, we haveOPT ≤ h(k−1) (here,OPT means the solution value of the optimal solution
in the first part); ALG = u(k) (here, ALGmeans the solution value of our solution in the first part). Since h(k−1) < 1q1 ,
u(k) > q2 and q2 > 1q1 , in the first part our solution is better than the optimal solution.
For the second part, since l > 4, the width of the second part is greater than 2. For each column i in the second part,
since we have h(i) ≤ u(i) · q1, by using the similar analysis to the Case 2 (i.e., the analysis for inequalities (3) and (4)),
we can get
R ≤ max

q1,
3
2

= q1, (16)
which is also the competitive ratio in this case after combining the two parts together (recall that q1 ≥ 53 ).
(b) If the (k+1)th column is the first zero column, we consider another three subcases. This case is like an inflexion case
so we need to analyze it more ‘‘deeply", otherwise we would have to obtain a much worse competitive ratio.
i. If l = 5 and the (k + 3)th column (the last column) is nonzero in our solution ALG, as shown in Fig. 15, then
we partition the sub-block into two parts. The first part consists of the first three columns. The left two columns
constitute the second part.
For the first part, OPT = 2 · h(k− 1) < 2q1 and ALG ≥ 2 · q2. Since 1q1 < q2, in this part we have ALG > OPT , which
means our solution is better.
In the second part, for each column i, according to our algorithm h(i) ≤ q1 · u(i). So the competitive ratio,
R ≤ q1, (17)
which is also the competitive ratio in this case.
ii. If l = 5 and the last column (k+ 3) is zero in our solution ALG, as shown in Fig. 16, then ALG = 3 · u(k). If the last
column is used in the optimal solution, thenOPT ≤ 2·h(k−1)+2·h(k+3); otherwise,OPT ≤ 2·h(k−1)+h(k+2).
Since u(k) > h(k− 1), u(k) > h(k+ 3) and u(k) > h(k+2)q1 , we have
R ≤ max

4
3
,
2+ q1
3

. (18)
iii. If l > 5, then we partition the sub-block into two parts. The first part consists of the first three columns. The left
columns constitutes the second part.
For the first part, OPT = 2 · h(k− 1) < 2q1 and ALG ≥ 2 · q2. Since 1q1 < q2, in this part our solution is better.
For the second part, since l > 5, then the number of columns in this part is greater than 2, by the similar analysis
to Case 2, we can get
R ≤ max

q1,
3
2

= q1. (19)
(c) If the first zero column is the rth column and r > k+ 1, then we partition the sub-block into two parts. The first part
consists of those columns from the (k− 1)th one to the (r − 1)th columns inclusively. The left columns constitutes
the second part.
For the first part, OPT = (r − k+ 1) · h(k− 1) ≤ r−k+1q1 and ALG ≥ (r − k) · q2. Since r > k+ 1
R ≤ r − k+ 1
(r − k) · q1 · q2 ≤
3
2 · q1 · q2 .
For the second part, assume it has w columns, then since the rth column is zero we have OPT ≤ (w − 1) · q1 · u(k)
and ALG ≥ (w − 1) · u(k). So we can get R ≤ q1.
By taking the maximum value of the two parts, the competitive ratio of this case is
R ≤ max

3
2 · q1 · q2 , q1

. (20)
So far we have obtained the competitive ratio of all cases in the second sub-block. Thus, the competitive ratio of the
second sub-block is the maximum value of the right hand sides of all the above corresponding inequalities.
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2.4.3. Combining the two sub-blocks
Wehave obtained the results of all cases in the first sub-block and the second sub-block. It is time to combine the results of
both sub-blocks to get the competitive ratio of the whole block. It should be noted that it is a bad idea to get the competitive
ratio of the whole block by simply combining the worst case in the first sub-block and the worst case in the second sub-
block since both worst cases may never happen simultaneously. Again in order to obtain a tight competitive ratio we need
to consider all possible combinations between the cases in the first sub-block and the cases in the second sub-block to find
the worst combinations. For the whole block, let OPT and ALG denote the optimal solution and the solution obtained by
our algorithm. Let OPT1 and OPT2 denote the value of the optimal solution in the first sub-block and the second sub-block
respectively. Let ALG1 and ALG2 denote the value of our solution in the corresponding two sub-blocks respectively (actually
ALG1 is zero). Then the competitive ratio of the whole block is R3 = OPTALG = OPT1+OPT2ALG1+ALG2 .
Depending on the value of u′(k − 1), there are three main cases to analyze, u′(k − 1) = 0, u′(k − 1) > h(k − 2), 0 <
u′(k− 1) ≤ h(k− 2), which correspond to the three cases in the analysis for the first sub-blocks.
1. If u′(k− 1) = 0, then for the first sub-block, by Lemma 1, OPT1 < 1q21−1 · h(k) and ALG1 = 0.
For the second sub-block, the competitive ratio is the inequality (7). Since there are several items, we need to consider
each one of them respectively, again for getting a tight ratio since some worst cases cannot happen simultaneously as
shown below.
(a) For R2 ≤ q1, which comes from the inequality (1), the height of each column is at most H · q1 where H is the used-
height of all nonzero columns in the second sub-block in ALG2. Note that u(k) = H since u(k) is nonzero. Assume the
number of the columns from the kth one to the last nonzero column in our solution ism, thenwe have ALG2 = m ·u(k),
and OPT2 ≤ max{m · u(k), (m− 1) · u(k) · q1} (recall that in this case u′(k− 1) = 0).
According to Observation 1, we have u(k) · q1 > h(k). Thus the competitive ratio,
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
q21−1
· h(k)+max{m · u(k), (m− 1) · u(k) · q1}
m · u(k)
≤
1
q21−1
· q1 · u(k)+max{m · u(k), (m− 1) · u(k) · q1}
m · u(k) .
Since q1 > 53 ,
1
q21−1
< 1, m ≥ 2, the above inequality achieves the maximum value of q1 when m → +∞. So in this
case,
R3 ≤ q1. (21)
(b) The case R2 ≤ 2 · q2 comes from the inequality (2). Since ALG2 = h(k),
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
q21−1
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
q21 − 1
+ 2 · q2. (22)
(c) The case R2 ≤ 32 comes from the inequality (4). Since ALG2 ≥ 2 · u(k) ≥ 2 · q2 · h(k), we have
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
q21−1
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
2q2 · (q21 − 1)
+ 3
2
. (23)
By taking the maximum value of the inequalities (21)–(23), we can get the competitive ratio of the whole block in the
case u′(k− 1) = 0 as follows.
R3 ≤ max

q1,
1
q21 − 1
+ 2 · q2, 12q2 · (q21 − 1)
+ 3
2

. (24)
2. If u′(k − 1) > h(k − 2), then for the first sub-block, we have OPT1 < 1q1·(q21−1) · h(k) and ALG1 = 0. For the second
sub-block,
(a) For the case of the inequality (8), we have ALG2 ≥ 2 · u(k) ≥ 2 · q2 · h(k), then the competitive ratio,
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
2q1q2 · (q21 − 1)
+max

3
2 · q1 · q2 ,
q−11 + 1
2 · q2 , 1

. (25)
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(b) For the case of inequality (9), ALG2 = 2 · h(k), then the competitive ratio,
R3 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
2q1 · (q21 − 1)
+max

3
2 · q1 ,
q−11 + q1
2
, 1

. (26)
(c) For the case of inequality (10), ALG2 = h(k), then the competitive ratio,
R3 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
q1 · (q21 − 1)
+max

3
q1
,
1
q1
+ q2, 1

. (27)
(d) For the case of inequality (11), ALG2 = 3 · h(k), then the competitive ratio,
R3 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
3q1 · (q21 − 1)
+max

4
3q1
,
2q1
3
+ 1
3q1

. (28)
(e) For the case of inequality (12), ALG2 = 2 · h(k), then the competitive ratio,
R3 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
2q1 · (q21 − 1)
+max

2
q1
,
1
2q1
+ 1, 1
2q1
+ q1
2

. (29)
(f) For the case of the inequality (13), ALG2 = 3 · u(k) ≥ 3 · q2 · h(k), then the competitive ratio,
R3 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
3q1q2(q21 − 1)
+max

4
3 · q1 · q2 ,
2
3 · q1 · q2 +
q1
3

. (30)
(g) For the inequality (14), ALG2 = 2 · u(k) ≥ 2 · q2 · h(k), then the competitive ratio,
R3 ≤
1
q1·(q21−1)
· h(k)
ALG2
+ OPT2
ALG2
≤ 1
2q1q2(q21 − 1)
+max

2
q1 · q2 ,
1
2 · q1 · q2 + 1,
1
q1 · q2 +
1
2

. (31)
(h) For the inequality (15), ALG2 ≥ 3 · q2 · h(k), then the competitive ratio,
R3 ≤
h(k)
q1·(q21−1)
ALG2
+ OPT2
ALG2
≤ 1
3q1q2(q21 − 1)
+ 5
3 · q1 · q2 . (32)
(i) For the inequality (16), we first combine the first sub-block with the result of the first part of the second sub-block.
Let OPT2 and ALG2 denote the corresponding values in the first part of the second sub-block. So OPT2 = h(k− 1) ≤
1
q1
· h(k) and ALG2 = u(k) ≥ q2 · h(k), then
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
q1q2(q21 − 1)
+ 1
q1q2
.
Nowwe know the competitive ratio of the first sub-block and the first part of the second sub-block andwe also know
the second part of the second sub-block, which is the inequality (16). By taking the maximum of the two values, we
can get the competitive ratio,
R3 ≤ max

q1,
1
q1q2(q21 − 1)
+ 1
q1q2

. (33)
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(j) For the case of the inequality (17), we also first combine the first sub-block with the result of the first part of the
second sub-block. Let OPT2 and ALG2 denote the corresponding value in the first part of the second sub-block. So
OPT2 = 2 · h(k− 1) ≤ 2q1 · h(k) and ALG2 = 2 · u(k) ≥ 2 · q2 · h(k), then
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
2q1q2(q21 − 1)
+ 1
q1q2
.
By taking the maximum of the above value and the inequality (17) which is the competitive ratio of the second part
of the second sub-block, we can get the competitive ratio,
R3 ≤ max

q1,
1
2q1q2(q21 − 1)
+ 1
q1q2

. (34)
(k) For the case of the inequality (18), ALG2 ≥ 3 · q2 · h(k), then the competitive ratio,
R3 ≤
h(k)
q1·(q21−1)
ALG2
+ OPT2
ALG2
≤ 1
3q1q2(q21 − 1)
+max

4
3
,
2+ q1
3

. (35)
(l) For the inequality (19), we also first combine the first sub-block with the result of the first part of the second
sub-block. Let OPT2 and ALG2 denote the corresponding value in the first part of the second sub-block. So OPT2 =
2 · h(k− 1) ≤ 2q1 · h(k) and ALG2 = 2 · u(k) ≥ 2 · q2 · h(k), then
R3 ≤ OPT1 + OPT2ALG1 + ALG2 ≤
1
2q1q2(q21 − 1)
+ 1
q1q2
.
By taking themaximum of the above value and the inequality (19) which is the second part of the second sub-block,
we can get the competitive ratio,
R3 ≤ max

q1,
1
2q1q2(q21 − 1)
+ 1
q1q2

. (36)
(m) For the inequality (20), we also first combine the first sub-block with the result of the first part of the second
sub-block. Let OPT2 and ALG2 denote the corresponding value in the first part of the second sub-block. Since
ALG2 ≥ 2 · q2 · h(k), we have
R3 ≤
h(k)
q1·(q21−1)
ALG2
+ OPT2
ALG2
≤ 1
2q1q2(q21 − 1)
+ 3
2q1q2
.
By taking themaximum of the above value and the inequality (20) which is the second part of the second sub-block,
we can get
R3 ≤ max

q1,
1
2q1q2(q21 − 1)
+ 3
2q1q2

. (37)
3. If 0 < u′(k− 1) ≤ h(k− 2), which is the special case, we have already know that
R3 ≤ 4q
2
1 − 3
q21(q
2
1 − 1)
. (38)
We have enumerated all possible combinations between the cases in the first sub-block and the cases in the second sub-
block to evaluate the competitive ratio. By taking the maximum value of the inequalities from (24) to (38), we can obtain
the competitive ratio in Case 3.
Based on our calculation, we obtain that when q1 = 1.848 and q2 = 0.667, all inequalities about the competitive ratio in
the first three cases satisfy R ≤ 1.848. We show in the next subsection that the obtained competitive ratio also works after
taking both Case 4 blocks and Type 3 columns into consideration.
2.5. Case 4 blocks and Type 3 columns
For any block in Cases 1, 2, and 3, we have showed that if q1 = 1.848 and q2 = 0.667, the competitive ratio of that
block satisfies R ≤ 1.848. In this subsection, we consider blocks that belong to Case 4, as well as the influence of Type 3 zero
columns.
Note that a Case 4 block is always followed by a Type 3 zero column, unless it is the last block in S. That is why we put
the analysis for Case 4 blocks and Type 3 columns together. If the last block in S belongs to Case 4, we call it the exception
case of Case 4. In our analysis, a Case 4 block is not necessarily competitive by itself, as the earlier cases were, unless it is the
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Fig. 17. Illustrating an example.
exception case. Recall that the dependency chain at a Type 3 zero column may propagate toward the previous columns or
toward the future columns. To show the solution is competitive (i.e., the competitive ratio is nomore than 1.848), we utilize
an inductive approach. Consider a Type 3 zero column at position r . Let Bi be the block immediately previous to the column
at r and Si+1 be the remaining sequence after it. Assume inductively that Si+1 is competitive. We show that this implies that
the sequence Si composed of Bi, the Type 3 zero column at r , and Si+1 is also competitive. This is true regardless of whether
Bi belongs to Case 1, Case 3, or most importantly Case 4. (Bi cannot belong to Case 2 as per definition.)
First of all, we show that if the last block in S is of Case 4, it is competitive. In this case, the last columnmust be fully used.
Assume the height of the last column is 1. Since the beginning columns of the block are Type 2 zero columns, by Lemma 1,
OPT ≤ 1+ 1
q21−1
. Since ALG = 1, we have R ≤ 1+ 1
q21−1
= 1.4141 < 1.848, compatible with the overall competitive ratio.
We analyze the Type 3 zero columns as follows. Let the rth column be the last Type 3 zero column in S. We call the
block just before column r the before-block and the one just after it the after-block. Since the (r − 1)th column cannot be
zero, the before-block may belong to Case 1, Case 3, or Case 4, and the after-block may belong to Case 1, Case 2, Case 3, or
Case 4 (the exception case). Hence, what we already have at this point is that the after-block satisfies R ≤ 1.848 and the
before-block satisfies R ≤ 1.848 except when it belongs to Case 4.
To showR ≤ 1.848 for thenewcomposite block (formedby the before-block, column r , and the after-block), it is sufficient
to prove the possible combinations according towhich case the before-block belongs to. In the following analysis, we assume
h(r − 1) = 1.
2.5.1. Before-block is of Case 4
If the before-block belongs to Case 4, then its last column, the (r − 1)th column, is the only nonzero one in the before-
block. Since the rth column is a Type 3 column, there must be q2 ≤ h(r) ≤ q1. Depending on the value of h(r), there are
three cases which need different analysis techniques, i.e., 0.7652 ≤ h(r) ≤ 1, 1 < h(r) ≤ q1, q2 ≤ h(r) < 0.7652.
1. If 0.7652 ≤ h(r) ≤ 1, as shown in Fig. 17, then there must be u(r − 1) = h(r) in S due to h(r) ≥ q2.
For the before-block, according to Lemma 1, OPT ≤ 1+ 1
q21−1
, and ALG ≥ 0.7652. So R ≤ 1.848.
Since the rth column is a Type 3 column and u(r − 1) = h(r), then according to our algorithm, there must be
h(r + 1) > q1 · h(r). So the rth column can be considered as a Type 2 zero column in the after-block. That is because
if we add the rth column to the beginning of the after-block and apply our algorithm RecFilling to the new after-block,
then according to Situation 2(a) of our algorithm, the used-height of the rth columnmust be zero, which implies that the
new block consisting of the rth column and the after-block belongs to Case 3 if the after-block belongs to Case 1 or Case
3, or belongs to Case 4 if the after-block belongs to Case 4 (the exception case). The competitive ratios of all above cases
satisfy R ≤ 1.848.
Above all, the new composite block satisfies R ≤ 1.848.
2. If 1 < h(r) ≤ q1, as shown in Fig. 18, then we have h(r) ≤ q1 · h(r − 1) and u(r − 1) = h(r − 1).
In this case, in order to get a tight analysis we use a subtle technique. We separate the rth column out and set its used-
height the same as u(r − 1) and set the used-height of the (r − 1)th column to zero. Thus, there are two parts, as shown
in Figs. 19 and 20, denoted by the before-part and the after-part, respectively. Assume ALG1 is the value of our solution in
the before-part and ALG2 is for the after-part. Obviously, ALG2 = u(r − 1) = h(r − 1) = 1 and ALG = ALG1 + ALG2.
LetALG′1 denote the value of our solution ifwe run the algorithmRecFilling on the before-part. Since h(r−1)·q1 < h(r+1),
which means that the (r − 1)th column can be considered as a new Type 2 zero column in the before-part, then in the
solution obtained by our algorithm the used-height structure will be the same as that in Fig. 19, implying ALG′1 = ALG1.
Assume the optimal solution for the original structure Fig. 18 is OPT , the optimal solution for the before-part (Fig. 19)
OPT ′1, and the optimal solution for the after-part (Fig. 20) OPT
′
2. Obviously OPT
′
2 = h(r) ≤ q1. We have the following
lemma.
Lemma 2. OPT ≤ OPT ′1 + OPT ′2.
Proof. We prove it by showing that for any optimal solution OPT of the new composite block (Fig. 18), we can find a
feasible solution S1 for the before-part (Fig. 19) and a feasible solution S2 for the after-part (Fig. 20) such that S1+S2 ≥ OPT .
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Fig. 18. Illustrating an example.
Fig. 19. Illustrating an example.
Fig. 20. Illustrating an example.
For any optimal solution OPT , if one of the (r − 1)th column and (r + 1)th column is a zero column in OPT , then we just
use the same used-height structure as OPT for the two parts. So S1 + S2 = OPT . If both of the two columns are nonzero
in OPT , then if the two columns have the same used-height, then we can also use the same used-height structure as OPT
for the two parts. Thus, it is still S1+ S2 = OPT . Otherwise, the two columns have different nonzero used-heights in OPT ,
implying that the used-height of the rth column must be zero. Let OPT1 and OPT2 denote the value of OPT in the before-
part and after-part respectively. In the before-part, we set the used-height of the (r − 1)th column to zero and set the
used-heights of the other columns the same as those in OPT1 to obtain a feasible solution S1. Thus, S1 = OPT1−u′(r−1).
For the after-part, we set the used-height of the only column (i.e., the rth column) the same as the used-height of the
(r − 1)th column in OPT to obtain S2. Since h(r) > h(r − 1), S2 is always a feasible solution. Thus, S2 = u′(r − 1), which
equals OPT2 + u′(r − 1) due to OPT2 = 0. Hence, we still have S1 + S2 = OPT .
Since OPT ′1 ≥ S1 and OPT ′2 ≥ S2, our lemma follows. 
Since we have already known that the before-part (Fig. 19), which may belong to Case 3 or Case 4 (the exception case),
satisfies R ≤ 1.848, which means OPT ′1ALG′1 ≤ 1.848. So the competitive ratio for the new composite block (Fig. 18),
R = OPT
ALG
≤ OPT
′
1 + OPT ′2
ALG1 + ALG2 =
OPT ′1 + OPT ′2
ALG′1 + ALG2
≤ max

OPT ′1
ALG′1
,
OPT ′2
ALG2

≤ max{1.848, q1} ≤ 1.848.
3. If q2 ≤ h(r) < 0.7652, as shown in Fig. 21, then we have u(r − 1) = h(r).
Since the before-block is a Case 4 block, there is at least one Type 2 zero column in front of the (r − 1)th column. We use
the similar technique to the last case. However, this time we separate both the (r − 2)th and the (r − 1)th columns out,
as shown in Figs. 22 and 23, denoted by the before-part and the after-part, respectively. Assume ALG1 is the value of our
solution in the before-part and ALG2 is for the after-part. Obviously ALG2 = h(r) ≥ q2 and ALG = ALG1 + ALG2.
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Fig. 21. Illustrating an example.
Fig. 22. Illustrating an example.
Let ALG′1 denote the value of our solution when we run our algorithm on the before-part. If there is another Type 2 zero
column in front of the (r − 2)th column, which is the (r − 3)th column, then since q1 · h(r − 3) < h(r − 2) < h(r)
and q1 · h(r) < h(r + 1), the used-height structure in ALG′1 is the same as that in Fig. 22, i.e, ALG′1 = ALG1. If there are
no other Type 2 columns in front of the (r − 2)th column, since q1 · h(r) < h(r + 1), we also have ALG′1 = ALG1. Since
h(r − 2) ≤ 1/q1, we extend the height of the (r − 2)th column in the after-part to 1/q1 to obtain a new sequence, which
makes the optimal solution even greater (we keep the value of ALG2 unchanged), implying that the competitive ratio
upper bound thus obtained is always correct. Assume the column sequence in Fig. 23 is the new sequence. Let OPT be
the optimal solution for the original sequence (Fig. 21), OPT ′1 the optimal solution for the before-part (Fig. 22), and OPT
′
2
the optimal solution for the new after-part (Fig. 23). One can easily find that OPT ′2 = 2q1 . By using the similar proof to
Lemma 2, we have the following result.
Lemma 3. OPT ≤ OPT ′1 + OPT ′2
Proof. We prove it by showing that for any optimal solution of Fig. 21, we can find a solution S1 for Fig. 22 and a solution
S2 for Fig. 23 such that S1 + S2 ≥ OPT .
If there is no (r − 3)th column in the before-block, then obviously we just use the same used-height of OPT for the two
parts and S1 + S2 = OPT . If the (r − 3)th column exists in the before-block, then for the optimal solution OPT , if one of
the (r − 3)th column and the rth column is a zero column in OPT , then we just use the same used-height as OPT in the
two parts and S1 + S2 = OPT . If both of the two columns are nonzero in OPT , then if the two columns have the same
used-height, then we can also use the same used-height in the two parts. So S1 + S2 = OPT . Otherwise, the two column
have different nonzero used-heights in OPT , implying that one of the (r − 2)th column and the (r − 1)th column must
be zero in OPT . We first analyze the case where the (r − 2)th column is a zero column. Let OPT1 and OPT2 denote the
value of OPT in the before-part and after-part, respectively. Since the (r − 1)th column is nonzero and the (r − 2)th one
is zero, OPT2 = u′(r − 1) ≤ h(r). Then in the before-part, we set the used-height of the (r − 3)th column to zero and
set the used-heights of other columns the same as those in OPT1 to obtain S1. For the after-part, we set the used-height
of each column to 1q1 . Thus, S1 = OPT1 − u′(r − 3) ≥ OPT1 − h(r − 3) and S2 = 2q1 ≥ OPT2 + 2q1 − h(r). Then we have
S1 + S2 ≥ OPT1 − h(r − 3)+ OPT2 + 2q1 − h(r) = OPT +
2
q1
− h(r − 3)− h(r).
Since h(r) < 0.7652 and h(r − 3) < 1
q21
, we have h(r − 1)+ h(r − 3) < 0.7652+ 1
q21
< 2q1
, and thus, S1 + S2 ≥ OPT .
For the other case where the (r− 1)th column is a zero column in OPT , by a similar yet much easier analysis, we can also
find S1 and S2 such that S1 + S2 ≥ OPT . We ignore the detail here. The lemma then follows. 
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Fig. 23. Illustrating an example.
Fig. 24. Illustrating an example.
We have already shown that the before-part in Fig. 22 satisfies the inequality R ≤ 1.848, which means OPT ′1ALG′1 ≤ 1.848. So
the competitive ratio for the new composite block in Fig. 21,
R = OPT
ALG
≤ OPT
′
1 + OPT ′2
ALG1 + ALG2 ≤
OPT ′1 + OPT ′2
ALG′1 + ALG2
≤ max

OPT ′1
ALG′1
,
OPT ′2
ALG2

≤ max

1.848,
2
q1 · q2

≤ 1.848.
Above all, in the case where the before-block belongs to Case 4, the competitive ratio of the new composite block is at
most 1.848.
2.5.2. Before-block is of Case 1
If the before-block belongs to Case 1, as shown in Fig. 24, then H · q1 ≥ h(r)where H is the used-height of every column
in the before-block.
If the before-block has only one column, which is the (r − 1)th column, then depending on the value of H , there are two
cases.
1. If H = h(r − 1), as shown in Fig. 25, then there must be h(r − 1) · q1 < h(r + 1) and h(r − 1) ≤ h(r). We separate the
rth column out with the used-height of h(r − 1) and set the used-height of the (r − 1)th column to zero. By using the
similar analysis to second case of Section 2.5.1, we can prove the new composite block satisfies R ≤ 1.848.
2. If H < h(r − 1), as shown in Fig. 26, then there must be h(r) · q1 < h(r + 1). So the rth zero column can be considered
as a Type 2 zero column of the after-block whose competitive ratio satisfies our previous result. For the before-block,
OPT ≤ h(r − 1) and ALG ≥ h(r−1)q2 , so R ≤ 1q2 < 1.848.
If there is more than one column in the before-block, such as shown in Fig. 24, then we add the Type 3 zero column
(the rth column) to the end of the before-block to create a new block. We prove the new block satisfies R ≤ 1.848 as
follows. Assume the length of the before-block is l, so ALG = H · l.
1. If all columns in the new block are nonzero columns in the optimal solution S ′, then OPT ≤ H · (l + 1), then
R ≤ OPTALG ≤ l+1l ≤ 32 due to l ≥ 2.
2. If there is at least one zero column in the optimal solution of the new block, then since the height of each column is at
most H · q1, we have OPT ≤ l · H · q1. Thus, R ≤ q1.
In both cases, R ≤ 1.848 is satisfied for the new block. For the after-block, we already know it satisfies the R ≤ 1.848, so
the new composite block also satisfies the competitive ratio upper bound 1.848.
2.5.3. Before-block is of Case 3
If the before-block belongs to Case 3, as shown in Fig. 27, then H · q1 < h(r + 1), where H is the used-height of each
nonzero column in the before-block. Assume the jth column is the first nonzero column in the before-block. Depending on
the values of h(j) and h(j+ 1), we analyze two cases, h(j) ≤ h(j+ 1) and h(j) > h(j+ 1).
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Fig. 25. Illustrating an example.
Fig. 26. Illustrating an example.
Fig. 27. Illustrating an example.
1. If h(j) ≤ h(j+ 1), as shown in Fig. 27, then it is easy to know H = h(j).
We separate the columns from the (j+1)th one to the rth one out, as shown in Figs. 29 and 30, denoted by the before-
part and the after-part, respectively. We extend the height of the rth column to q1 while computing the optimal solution
of the after-part, which can only make the optimal solution larger. In the before-part, we set the used-height of the jth
column to zero; in the after-part, we set the used-height of the rth column to h(j) such that the value of our solution in
the two parts does not change. Assume ALG1 is the value of our solution in the before-part and ALG2 is for the after-part.
Assume the length of the after-part is l, then l ≥ 2. Obviously ALG2 = l · H and ALG = ALG1 + ALG2.
Let ALG′1 denote the value of the solution after we run our algorithm on the before-part (Fig. 29). Since H · q1 < h(r + 1)
and H = h(j), the jth column can be considered as a Type 2 zero column, implying that the solution obtained by our
algorithmwould be the same as that in Fig. 29, i.e., ALG′1 = ALG1. Assume the optimal solution for the original composite
block in Fig. 27 is OPT , and the optimal solution for the before-part in Fig. 29 is OPT ′1. Assume the sum of the heights of
all columns in the after-part is C and we have C ≤ l · q1 · h(j) since the height of each column is at most q1 · h(j). We then
have the following lemma.
Lemma 4. OPT ≤ OPT ′1 + C .
Proof. For any optimal solution OPT , if one of the jth column and (r + 1)th column is a zero column in OPT , then we can
find a feasible solution S1 for the before-part (Fig. 29) and a feasible solution S2 for the after-part (Fig. 30) by simply using
the same used-heights as inOPT in the two parts as S1 and S2 respectively. Thus, S1+S2 = OPT . If both of the two columns
are nonzero in OPT and the two columns have the same used-height, then we can also use the same used-heights as in
OPT in the two parts as S1 and S2. Still, we have S1+ S2 = OPT . Thus, in the above two cases, since OPT ′1 ≥ S1 and C ≥ S2,
we have OPT ′1 + C ≥ OPT .
If the two columns have different nonzero used-heights in OPT , then in OPT there is at least one zero column in the
after-part. Let OPT1 denote the OPT in the before-part and OPT2 denote the OPT in the after-part, so OPT = OPT1 + OPT2.
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Fig. 28. Illustrating an example.
Fig. 29. Illustrating an example.
Fig. 30. Illustrating an example.
Since there is at least one zero column (assume it is the tth column) in the after-part, it must be OPT2 ≤ C − h(t). Then
for the before-part, we set the used-height of the jth column to zero and let others’ used-heights the same as those in
the optimal solution to obtain a feasible solution S1 for the before-part. Then S1 ≥ OPT1 − h(j). Since the height of every
column in the after-part is at least h(j), we have h(t) ≥ h(j),
OPT = OPT1 + OPT2 ≤ OPT1 + C − h(t)
≤ OPT1 + C − h(j) = S1 + C ≤ OPT ′1 + C .
Then our lemma follows. 
Since we have already known that the before-part as shown in Fig. 29 satisfies R ≤ 1.848, which means OPT ′1ALG′1 ≤ 1.848.
So the competitive ratio of the new composite block in this subcase is,
R = OPT
ALG
≤ OPT
′
1 + C
ALG1 + ALG2 ≤
OPT ′1 + C
ALG′1 + ALG2
≤ max

OPT ′1
ALG′1
,
C
ALG2

≤ max

1.848,
l · q1 · h(j)
l · h(j)

≤ 1.848.
2. If h(j) > h(j+1), as shown in Fig. 28, then H = h(j+1). We separate the columns from the jth column to the rth one out
with the used-height of every column in our solution unchanged, as shown in Figs. 31 and 32, denoted by the before-part
and the after-part, respectively. In the following, we use the similar techniques to the last case to show that our solution
in the new composite block is competitive.
Assume ALG1 is the value of our solution in the before-part and ALG2 is for the after-part. Thus, ALG = ALG1 + ALG2.
Assume the length of the after-part is l, and then ALG2 = (l−1) ·H . Additionally, since the before-block is a Case 3 block,
we have l ≥ 3.
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Fig. 31. Illustrating an example.
Fig. 32. Illustrating an example.
Fig. 33. Illustrating an example.
Let ALG′1 denote the value of our solution if we run our algorithm on the before-part. Since H · q1 < h(r + 1) and
h(j − 1) < H , we have h(j − 1) · q1 < h(r + 1), which means the (j − 1)th column can be considered as a Type 2 zero
column in the before-part, so the solution obtained by our algorithmwill be the same as that in the before-part (Fig. 31),
implying ALG′1 = ALG1. Assume the optimal solution for the original composite block (Fig. 28) is OPT and the optimal
solution for the before-part (Fig. 31) OPT ′1. Note that the height of each column in the after-part (Fig. 32) is at most q1 ·H .
In order to estimate the optimal solution of Fig. 32, we extend the height of each column in the after-part (Fig. 32) toH ·q1
except that the (j+ 1)th column stays unchanged, see Fig. 33. Assume the optimal solution for the extended after-block
(Fig. 33) is OPT ′2. Since l ≥ 3, OPT ′2 is equal to (l− 1) · H · q1, as shown in Fig. 33. So we still have OPT
′
2
ALG2
≤ q1. By using the
similar proof to Lemma 2, we can obtain the following lemma.
Lemma 5. OPT ≤ OPT ′1 + OPT ′2.
Proof. We prove it by showing that for any optimal solution OPT of the original composite block (Fig. 28), we can find a
solution S1 for the before-part (Fig. 31) and a solution S2 for the extended after-part (Fig. 33) such that S1 + S2 ≥ OPT .
For any optimal solution OPT , let OPT1 and OPT2 denote the value of OPT in the first part and in the second part
respectively, so OPT = OPT1+OPT2. If one of the (j−1)th column and (r+1)th column is a zero column in OPT , then we
just use the same used-heights as in OPT in the two parts as S1 and S2. Thus, S1+S2 = OPT . If both of the two columns are
nonzero inOPT , then if the two columns have the same used-height, thenwe can also use the same used-height as inOPT
in the twoparts as S1 and S2. Still, S1+S2 = OPT . If the two columnshavedifferent nonzeroused-heights inOPT , then there
must be a zero column in the after-part (Fig. 32). To obtain S1 in the before-part, we set the used-height of the (j− 1)th
column to zero and do not change others’ used-heights in OPT1. We then have S1 = OPT1 − u′(j− 1) ≥ OPT1 − h(j− 1)
where u′(j− 1) is the used-height of the (j− 1)th column in OPT1.
For the after-part (Fig. 33), depending on whether the used-height of column j+ 1 is zero in OPT , we have two cases to
analyze.
(a) If the (j + 1)th column is a zero column in OPT , then the used-height of the jth column is at most h(j − 1) since the
used-height of column j− 1 is nonzero. We set the used-height of the jth column in the extended after-part (Fig. 33)
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to be fully used, which is H · q1, and others’ used-heights are the same as those of the after-part (Fig. 32) in OPT to get
a solution S2 for the extended after-part (Fig. 33). So S2 ≥ OPT2 + H · q1 − h(j− 1). Therefore,
S1 + S2 ≥ OPT1 − h(j− 1)+ OPT2 + H · q1 − h(j− 1)
≥ OPT + H · q1 − 2 · h(j− 1).
Since h(j− 1) < h(j)q1 and h(j) ≤ Hq2 , we have H · q1 ≥ q1 · q2 · h(j) ≥ q21 · q2 · h(j− 1) > 2 · h(j− 1). So S1 + S2 ≥ OPT .
(b) If the (j+ 1)th column is a nonzero column in OPT , then depending on whether the used-height of the jth column in
OPT is zero, there are two subcases.
i. If the used-height of the jth column is zero, then depending onwhether u′(j−1) ≤ u′(j+1) or u′(j−1) > u′(j+1),
we have two subsubcases.
A. If u′(j−1) ≤ u′(j+1), thenwe let the used-height of the jth column be the same as that of the (j+1)th one inOPT
and let others’ used-heights be the same as those inOPT to obtain S2. Then S2 = OPT2+u′(j+1) ≥ OPT2+u′(j−1),
and
S1 + S2 ≥ OPT1 − u′(j− 1)+ OPT2 + u′(j− 1)
= OPT1 + OPT2 = OPT .
B. If u′(j−1) > u′(j+1), then we set the used-height of the (j+1)th column to zero and set the used-height of the
jth column in the extended after-part (Fig. 33) to be fully used, which is H · q1, and others’ used-heights are the
same as inOPT to obtain S2. Thus, S2 ≥ OPT2+H ·q1−u′(j+1) ≥ OPT2+H ·q1−u′(j−1) ≥ OPT2+H ·q1−h(j−1).
Therefore,
S1 + S2 ≥ OPT1 − h(j− 1)+ OPT2 + H · q1 − h(j− 1)
≥ OPT + H · q1 − 2 · h(j− 1).
Since h(j−1) < h(j)q1 and h(j) ≤ Hq2 , we haveH ·q1 ≥ q1 ·q2 ·h(j) ≥ q21 ·q2 ·h(j−1) > 2 ·h(j−1). So S1+S2 ≥ OPT .
ii. If the used-height of the jth column is nonzero, then assume the tth column is the first zero column in the after-
part. The (t − 1)th column must have the same used-height as the (j − 1)th one in OPT . Then in the extended
after-part (Fig. 33), we set the used-heights of those columns from the tth one to the last one to q1 · H and set the
used-height of the (t − 1)th column to zero and let other columns have the same used-heights as in OPT . Then
S2 ≥ OPT2 − u′(t − 1)+ q1 · H ≥ OPT2 − h(j− 1)+ q1 · H . Thus,
S1 + S2 ≥ OPT1 − h(j− 1)+ OPT2 − h(j− 1)+ q1 · H.
Since h(j − 1) < h(j)q1 and h(j) ≤ Hq2 , we have H · q1 ≥ q1 · q2 · h(j) ≥ q21 · q2 · h(j − 1) > 2 · h(j − 1). Thus,
S1 + S2 > OPT .
Therefore in all above cases, we have S1 + S2 ≥ OPT .
Since S1 ≤ OPT ′1 and S2 ≤ OPT ′2, our lemma follows. 
Since we have already known that the before-part in Fig. 31 satisfies R ≤ 1.848, which means OPT ′1ALG′1 ≤ 1.848, the
competitive ratio for the new composite block (Fig. 28) is,
R = OPT
ALG
≤ OPT
′
1 + OPT ′2
ALG1 + ALG2 ≤
OPT ′1 + OPT ′2
ALG′1 + ALG2
≤ max

OPT ′1
ALG′1
,
OPT ′2
ALG2

≤ max{1.848, q1} ≤ 1.848.
Above all, we obtain that R ≤ 1.848 for the new composite block which is formed by the before-block, the last Type 3
zero column, and the after-block. Note that in the above analysis the only assumptionwemade is that both the before-block
and the after-block satisfy R ≤ 1.848 except when the before-block is of Case 4. Since the new composite block also satisfies
the ratio upper bound, we can continue to analyze other Type 3 zero columns from the last second Type 3 zero column to
the beginning of S by the same techniques. Eventually, we can obtain that the whole solution satisfies R ≤ 1.848. The first
part of Theorem 1 thus follows.
Consider an input column sequence whether the height of the first column is 1 and all others are q1. Assume the number
of the columns is l and l > 2. In the solution obtained by our algorithm RecFilling, it must be u(i) = 1 for each 1 ≤ i ≤ l.
Thus, ALG = l. It is also easy to know that in the optimal solution, it must be u(1) = 0 and u(i) = q1 for each 2 ≤ i ≤ l.
Thus, OPT = (l − 1) · q1. Since OPTALG = l−1l · q1, if l tends to+∞, then the value OPTALG tends to q1. Thus, the competitive ratio
we obtained is tight for the algorithm RecFilling. The second part of Theorem 1 then follows.
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Fig. 34. Illustrating an example.
3. Lower bound on the competitive ratio
In this section, we prove a lower bound of the competitive ratio on the online rectangle filling problem. Our main result
is given below.
Theorem 2 (Lower Bound). The competitive ratio of every online algorithmwith one-lookahead for the rectangle filling problem
is at least 1.6358.
We construct an adversarial input pattern as follows. We still use h(i) to denote the height of the ith column and use u(i)
to denote its used-height set by an online algorithm. At the beginning, two columns are given with their heights h(1) and
h(2) = q · h(1)where q > 1 and the value of qwill be specified later. For any column r ≥ 1, suppose h(r + 1) is known and
the algorithm is about to decide u(r). The (r + 2)th column is given depending on the value of u(r) and following the rules
below.
1. If u(r) = 0, then we set h(r + 2) = q · h(r + 1).
2. If u(r) > 0, then we set h(r + 2) = h(r + 1).
3. At the end of the input, assume the last column is r . We add two ‘‘extra" columns following the last column with the
heights h(r) and u(r)− ϵ respectively, where ϵ > 0 is an arbitrarily small number.
In the following, we show that whatever strategy the algorithm uses if we input the columns by the above rules, no
algorithm can give an online solution less than 1.6358 · OPT where OPT is the optimal offline solution for the given input
sequence, which leads to Theorem 2.
According to our input rules, each column except the last extra one must be at least as high as its previous one and the
final input structure is like a ‘stair’ (see Fig. 34 for an example). We consider each ‘step’ of the stair as a block. Based on
our analysis (not in the paper), if each step has the same number of columns, then the largest lower bound can be obtained
when q = 2.1638. For the simplicity, we set q = 2.1638 and analyze the general case: Each step are not necessary to have
the same number of columns. So the height of each step equals q times that of its previous one. It should be noted that the
last block consists of the last step and the two extra columns as well.
We label the last block the 0th block and the second last one the 1st block, and so on. For example, in Fig. 34, the 0th
block consists of columns from the 8th column to the last one, the 1st block consists of the 7th column and the 2nd block
consists of columns from the 4th to the 6th one.
For the ith block, let g(i) denote the number of columns in the block (particularly in order to be consistent, g(0) is the
number of the columns in the 0th block excluding the ‘‘extra" columns), ALG denote the solution obtained by any online
algorithm, ALG′ denote the offline solution we will construct later, ALG(i) denote the value of the online solution ALG in the
block i, ALG′(i) denote the value of ALG′ in the block i, last(i) and first(i) denote the index of the last column in the block and
the index of the first column in the block respectively. For i > 0, since all the columns have the same height in each block i,
we let h(i) denote the height of each column in the block. We also use u(j) to denote the used-height of the jth column in
ALG and use u′(j) to denote the used-height of the jth column in ALG′.
We use the value of ALG
′
ALG as a lower bound on the competitive ratio. In the following, we compute an upper bound for
ALG and a lower bound for ALG′. To do so, due to the two extra columns in the 0th block which makes the 0th block special,
we first compute an upper bound for ALG − ALG(0) and a lower bound for ALG′ − ALG′(0), and then consider ALG(0) and
ALG′(0).
For each i > 0, we get the value of ALG(i) as follows.
1. According to our input rules, g(i− 1) = 1 if and only if the used-height of the last column of the ith block is zero, which
is u(last(i)) = 0. Depending on the value of g(i), there are two cases.
(a) If g(i) > 1, then according to our input rules theremust be u(last(i)−1) = 0. Thuswe have ALG(i) ≤ (g(i)−2)·h(i+1)
since the used-height of each previous column (from the first(i)th to the (last(i)−3)th one) in the ith block is nomore
than the height of its previous ‘step’ which is h(i+ 1).
(b) If g(i) = 1, which is last(i)th column, then since u(last(i)) = 0, we have ALG(i) = 0.
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Fig. 35. Illustrating an example.
2. According to our input rules, g(i− 1) > 1 if and only if u(last(i)) > 0. Note that u(last(i)) ≤ h(i).
(a) If g(i) > 1, according to our input rules, it must be u(last(i)−1) = 0. Thus, we have ALG(i) ≤ h(i)+(g(i)−2)·h(i+1).
(b) If g(i) = 1, then ALG(i) ≤ h(i).
Let ALG1 =∑i>0 ALG(i), we have the following lemma.
Lemma 6. ALG1 ≤∑i>0 g(i)·h(i)q + (1− 2q ) ·∑i>0 h(i).
Proof. We first define three sets of the blocks. S1 = {i|i > 0, g(i − 1) = 1}, S2 = {i|i > 0, g(i − 1) > 1}, S3 =
{i|i ≥ 0, g(i) = 1}.
Hence, the value
∑
i∈S1−S3(g(i)−2)·h(i+1) is the upper bound of the sumof the used-heights in the blockswhich belong
to the above case 1(a). Similarly,
∑
i∈S1∩S3 0 corresponds to case 1(b);
∑
i∈S2−S3 [h(i)+ (g(i)− 2) · h(i+ 1)] corresponds to
case 1(a);
∑
i∈S2∩S3 h(i) corresponds to case 2(b). Note that S1 + S2 = {i|i > 0}. Thus we have
ALG1 ≤
−
i∈S1−S3
[(g(i)− 2) · h(i+ 1)] +
−
i∈S1∩S3
0+
−
i∈S2−S3
[h(i)+ (g(i)− 2) · h(i+ 1)] +
−
i∈S2∩S3
h(i).
Note that
∑
i∈S1−S3(g(i) − 2) · h(i + 1) =
∑
i∈S1(g(i) − 2) · h(i + 1) −
∑
i∈S1∩S3(g(i) − 2) · h(i + 1). Since for each
i ∈ S3, g(i) = 1. Thus, the above is equivalent to ∑i∈S1(g(i) − 2) · h(i + 1) + ∑i∈S1∩S3 h(i + 1). Similarly, we have∑
i∈S2−S3 [h(i)+ (g(i)− 2) · h(i+ 1)] =
∑
i∈S2 [h(i)+ (g(i)− 2) · h(i+ 1)] +
∑
i∈S2∩S3 h(i+ 1)−
∑
i∈S2∩S3 h(i). Therefore,
we have
ALG1 ≤
−
i∈S1
(g(i)− 2) · h(i+ 1)+
−
i∈S2
[h(i)+ (g(i)− 2) · h(i+ 1)] +
−
i∈S3
h(i+ 1)
≤
−
i>0
[h(i)+ (g(i)− 2) · h(i+ 1)] −
−
i∈S1
h(i)+
−
i∈S3
h(i+ 1).
Since for each i ∈ S3, it must be i + 1 ∈ S1, we can obtain that −∑i∈S1 h(i) +∑i∈S3 h(i + 1) ≤ 0. Consequently,
ALG1 ≤∑i>0[h(i)+ (g(i)− 2) · h(i+ 1)]. Further, due to h(i) = q · h(i+ 1), we have
ALG1 ≤
−
i>0
g(i) · h(i)
q
+

1− 2
q

·
−
i>0
h(i).
The lemma then follows. 
Based on the input column sequence, we construct another solution ALG′ as follows. First we find the optimal solution
for the 0th block. Assume the number of columns in the block ism (including the two extra columns) and the height of the
last column is h. So the optimal solution is max{(m − 1) · h(0),m · h}, which is that either we use the first m − 1 columns
fully or we set the used-heights of all m columns to h. Then we construct the solution in the 1st, 2nd and other blocks
orderly. For the ith block (i > 0), if u′(first(i − 1)) = 0, then we set the used-height of each column in the block to h(i);
otherwise set u′(last(i)) = 0 and set others to h(i). It is not difficult to see that if u′(first(i − 1)) = 0 then there must be
first(i− 1) = last(i− 1), which means g(i− 1) = 1. Note that for any i > 0, if u′(first(i− 1)) = 0, then ALG′(i) = g(i) · h(i);
otherwise ALG′(i) = (g(i)− 1) · h(i). Fig. 35 illustrates the solution for Fig. 34.
Let ALG′1 =
∑
i>0 ALG
′(i). The following lemma establishes a lower bound for ALG′1.
Lemma 7. Let p = 0.756, then ALG′1 ≥ p ·
∑
i>0 g(i) · h(i)+ (1− 2p) ·
∑
i>0 h(i).
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Proof. We first define some block sets. S ′1 = {i|i > 0, u′(first(i − 1)) = 0}, S ′2 = {i|i > 0, u′(first(i − 1)) > 0},
S ′3 = {i|i > 0, g(i) = 1} and U ′ = {i|i > 0}. Note that U ′ = S ′1 ∪ S ′2. Then we have
ALG′1 =
−
i∈S′1
g(i) · h(i)+
−
i∈S′2
[g(i)− 1] · h(i)
=
−
i∈U ′
[g(i)− 1] · h(i)+
−
i∈S′1
h(i)
= p ·
−
i∈U ′
g(i) · h(i)+ (1− p) ·
−
i∈U ′
g(i) · h(i)−
−
i∈U ′
h(i)+
−
i∈S′1
h(i).
Note that
∑
i∈U ′ g(i)h(i) =
∑
i∈U ′−S′3 g(i)h(i)+
∑
i∈S′3 g(i)h(i). Since for each i ∈ S ′3, g(i) = 1, we have
∑
i∈U ′ g(i)h(i) =∑
i∈U ′−S′3 g(i)h(i) +
∑
i∈S′3 h(i). Further, since for any block i ∈ U ′ − S ′3 there must be g(i) ≥ 2, we have
∑
i∈U ′ g(i)h(i) =∑
i∈U ′−S′3 g(i)h(i)+
∑
i∈S′3 2h(i)−
∑
i∈S′3 h(i) ≥ 2
∑
i∈U ′ h(i)−
∑
i∈S′3 h(i). Hence,
ALG′1 ≥ p ·
−
i∈U ′
g(i) · h(i)+ 2(1− p) ·
−
i∈U ′
h(i)− (1− p) ·
−
i∈S′3
h(i)−
−
i∈U ′
h(i)+
−
i∈S′1
h(i)
≥ p ·
−
i∈U ′
g(i) · h(i)+ (1− 2p) ·
−
i∈U ′
h(i)+
−
i∈S′1
h(i)− (1− p) ·
−
i∈S′3
h(i).
To prove the lemma, it is sufficient to show that
∑
i∈S′1 h(i)− (1− p) ·
∑
i∈S′3 h(i) ≥ 0 as follows. For each block i ∈ S ′3,
1. If u′(first(i)) = 0, then i+ 1 ∈ S ′1.
2. If u′(first(i)) > 0, then since g(i) = 1 we know that first(i − 1) = first(i) + 1, which means the first column of the
(i− 1)th block is adjacent to the first column of the ith block. According to the structure of ALG′1, u′(first(i− 1))must be
zero. Thus, i ∈ S ′1.
By the above analysis, for each block i ∈ S ′3, there must be i+1 ∈ S ′1 and/or i ∈ S ′1. We define two subsets of S ′3 as follows.
S ′31 = {i|i ∈ S ′3, i+ 1 ∈ S ′1} and S ′32 = {i|i ∈ S ′3, i ∈ S ′1}. So S ′3 = S ′31 ∪ S ′32 (S ′31 ∩ S ′32 may not be empty). Then we have−
i∈S′1
h(i)− (1− p) ·
−
i∈S′3
h(i) ≥ p ·
−
i∈S′1
h(i)− (1− p) ·
−
i∈S′31
h(i)+ (1− p) ·
−
i∈S′1
h(i)− (1− p) ·
−
i∈S′32
h(i)
≥ p ·
−
i+1∈S′1
h(i+ 1)− (1− p) ·
−
i∈S′31
h(i)+ (1− p) ·
−
i∈S′1
h(i)− (1− p) ·
−
i∈S′32
h(i)
≥ p
q
·
−
i+1∈S′1
h(i)− (1− p) ·
−
i∈S′31
h(i)+ (1− p) ·
−
i∈S′1
h(i)− (1− p) ·
−
i∈S′32
h(i).
Note that for each i ∈ S ′32, it must be i ∈ S ′1, and for each i ∈ S ′31, it must be i + 1 ∈ S ′1. Further, p/q ≥ 1 − p. Thus, we
have
∑
i∈S′1 h(i)− (1− p) ·
∑
i∈S′3 h(i) ≥ 0. The lemma then follows. 
Our goal is to obtain the value of ALG
′
ALG =
ALG′1+ALG′(0)
ALG1+ALG(0) as a lower bound on the competitive ratio. It remains to compute the
values of ALG′(0) and ALG(0). Consider the structure of the 0th block. There are several cases.
1. If at some moment we are about to stop inputting new columns but we find that currently g(0) = 1 (recall that g(0)
is the number of columns in the 0th block excluding the two extra columns at the end), then we continue to input new
columns. If the algorithm keeps setting their used-heights zero, according to our input rules, each new input column is
always q times higher than its previous one. After inputting a great number of zero used-height columns, the nonzero
used-height columns (if there is any) at the beginning of the input can be ignoredwhenwe compute the competitive ratio
of the current solution. Thus, the competitive ratio of solution in this case approximately equals that in Fig. 36 where the
last two columns are ‘‘extra" columns. For the competitive ratio in Fig. 36, assume r is the column right before the two
extra columns. Let h(r) = 1 and suppose the algorithm sets u(r) = x ≤ 1. According to our input rules, h(r+2) = x− ϵ,
so we have ALG ≤ 2 · x ≤ 2, as shown in Fig. 36.
For the solution ALG′ we constructed, we have ALG′ ≈ 3x + 1
q2−1 by Lemma 1 (i.e., we set the used-heights of the last
three columns to x and use those previous columns fully every other one). Then we have
R ≈ ALG
′
ALG
≥ 3x+ 1/(q
2 − 1)
2x
≥ 3
2
+ 1
q2 − 1 ·
1
2
= 1.6358.
Otherwise, if some time later the algorithm sets the used-height of one column to nonzero, then we can avoid this case,
which means g(0) ≥ 2.
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Fig. 36. Illustrating an example.
Fig. 37. Illustrating an example.
Fig. 38. Illustrating an example.
2. If g(0) ≥ 2, then depending on whether the algorithm sets the used-height of a column in the 0th block to zero, we have
two cases to discuss.
(a) If the algorithm never sets the used-height of a column to zero, then according to our input rules, we keep inputting
the new columns whose heights are the same as their previous ones (e.g., Fig. 37). After inputting a great number of
columns, the competitive ratio of the current solution is dominated by the 0th block. In other words, the competitive
ratio of in the 0th block approximately equals that of the whole solution. It is easy to see that the competitive ratio
of the solution in the 0th block is q = 2.1638. It should be noted that in this case, the two ‘‘extra" columns are not
necessary.
(b) If the algorithm set the used-height of a column to zero, (e.g., Figs. 34 and 38), then we continue to input the two
‘‘extra" columns and stop. Assume the number of the columns in the 0th block ismwherem ≥ 4 since g(0) ≥ 2. Let
h(first(0)) = 1 and r be the third-last column. According to our input rules, the algorithm sets u(r − 1) = 0 and the
columns r + 1 and r + 2 are two extra columns. Suppose the algorithm sets u(r) = x ≤ 1, then u(r + 2) = x− ϵ.
It is easy to see thatALG(0) = m−42 +2x andALG′(0) = max{m−1,m·x} (see Figs. 34 and35). Note that
∑
i>0 h(i) = 1q−1
due to h(i) = q−i for each i > 0. Sincem ≥ 4, according to Lemmas 6 and 7, we have
ALG′
ALG
= ALG
′
1 + ALG′(0)
ALG1 + ALG(0)
≥
p ·
−
i>0
g(i) · h(i)+ (1− 2p) ·
−
i>0
h(i)+ ALG′(0)
1
q
·
−
i>0
g(i) · h(i)+ (1− 2
q
) ·
−
i>0
h(i)+ ALG(0)
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≥ min

p ·
−
i>0
g(i) · h(i)
1
q
·
−
i>0
g(i) · h(i)
,
ALG′(0)+ (1− 2p) ·
−
i>0
h(i)
ALG(0)+ (1− 2/q) ·
−
i>0
h(i)

= min
m≥4,0≤x≤1

p · q, max{m− 1,m · x} +
1−2p
q−1
m−4
2 + 2x+ 1−2/qq−1

.
By calculus, one can verified that the value
max{m−1,m·x}+ 1−2pq−1
m−4
2 +2x+ 1−2/qq−1
is minimized to 1.6358 (equal to p · q) at m = 4 and
x = m−1m . Whenm = 4, x = m−1m , we have ALG
′
ALG = 1.6358.
In summary, in all above cases, the competitive ratio R = OPTALG ≥ ALG
′
ALG ≥ 1.6358. Theorem 2 thus follows.
4. Offline algorithm for rectangle filling
In this section, we derive an improved algorithm for the offline version of the rectangle filling problem. An algorithm of
running time O(n3)was given in [3,5]. Our main result in this section is given in the following theorem.
Theorem 3. The optimal solution of the offline rectangle filling problem can be obtained in O(n2) time.
Given a sequence of n columns, denote by Fill(i) the subproblem of finding an optimal solution for the first i columns. For
each column i, denote by h(i) its height and by u(i) its used-height set by our algorithm. Let ALG′(i) denote a maximum
feasible solution of Fill(i) among all feasible solutions with u(i) = 0; let ALG(i) denote a maximum feasible solution
of Fill(i) among all feasible solutions with u(i) > 0; let OPT (i) denote an optimal solution of Fill(i). Clearly, OPT (i) =
max{ALG′(i), ALG(i)}. The dependency relations of the subproblems are
1. ALG′(i) = OPT (i− 1);
2. ALG(i) = max1≤j≤i{h · (i− j+ 1)+ ALG′(j− 1) | h = minj≤k≤i h(k)};
3. OPT (i) = max{ALG′(i), ALG(i)}.
Those for ALG′(i) and OPT (i) are straightforward. For ALG(i), since u(i) > 0, if the (j− 1)th column is the first zero used-
height column from the ith column backward to the first one, then for each column kwith j ≤ k ≤ i, it must be u(k) = u(i).
Thus, u(i) is no more than the minimum height of these i − j + 1 columns. Further, since u(j − 1) = 0, the solution of the
first j− 1 columns is at most ALG′(j− 1), as shown above. We then enumerate j = 1, 2, . . . , i to obtain the optimal jwhich
maximizes the value ALG(i). Note that initially we need to set ALG′(0) = ALG(0) = 0. Thus, the above dependency relations
are correct. It is not difficult to see that the dependency relations lead to an O(n2) time algorithm. Theorem 3 thus follows.
5. Conclusion
From a geometric point of view, we consider a kind of resource allocation problem where a change-over penalty will be
incurred for a change in the resource allocation and which comes from the channel-aware scheduling problem in wireless
networks.
Based on new observations of the combinatorial structures in the problem, we significantly improve three of previously
best-known results: (1) Present an online algorithm for the one-lookahead problem whose competitive ratio is 1.848
and improve the ratio 8/3 of the previous work [4]; (2) prove a lower bound of 1.6358 on the competitive ratio whose
previous best result is 1.6 [4]; (3) give an O(n2)-time optimal offline algorithm, which improves the previous O(n3)-time
algorithm [3,5].
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