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Abstract
We study the interface in the FK-representation of the 1D quantum
Ising model and show that in the limit, it converges to the SLE16/3 curve.
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1 Introduction
The quantum Ising model on Z is an exactly solvable one-dimensional quantum
model [Pfe70]. It can be represented as the space-time evolution of a spin configu-
ration, first introduced in [AKN93]. Specifically, consider an initial configuration
on the base graph Z, and let it evolve according to the following quantum Hamil-
tonian,
H = −µ ∑
(x,y)∈E
σ(3)x σ
(3)
y − λ
∑
x∈V
σ(1)x
where the Pauli matrices are denoted by
σ(1) =
(
0 1
1 0
)
, σ(3) =
(
1 0
0 −1
)
, (1.1)
which act on the spin configuration at each coordinate, indicated by the subscript.
The quantum Hamiltonian acts on the Hilbert space ⊗ZC2 where a Hilbert
space of spin configuration C2 ∼= Vect(|+〉, |−〉) is associated to each x ∈ Z. We
may represent |+〉 = (1, 0) and |−〉 = (0, 1) for example. In the Hamiltonian,
λ and µ are two positive parameters where µ is the interaction term between
particles at neighboring sites and λ is the intensity of the external field.
The model can also be seen as a space-time evolution, consisting in devel-
opping the exponential operator e−βH where β is interpreted as time [AKN93].
In particular, we obtain the FK-representation, loop representation and random-
current (random-parity) representation. Readers may have a look at [Iof09] for
a nice and complete exposition on this topic. These representations are useful in
interpreting results from the classical Ising model [GOS08, BG09, Bjö13].
Let us briefly describe the FK-representation of the model, a bit more details
being given in Section 2. In R2, we consider the collection of vertical real lines
indexed by Z, which we denote by Z×R. It is called (primal) semi-discrete lattice
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below. We put independent Poisson point processes of parameter λ on each of
these real lines whose points are called death points. Similarly, we consider the
dual of Z×R which is (Z+ 12)×R. It can also be seen as a collection of real lines,
this time indexed by Z+ 12 . We also put independent Poisson point processes on
each of the lines, but this time of parameter µ. These points are called bridges and
we draw at the same level a horizontal segment connecting the two neighboring
vertical (primal) lines. See Figure 1.1 for an example. Moreover, these two families
of Poisson point processes are taken to be independent one of each other.
Consider a random configuration given by the above Poisson point processes
and define the notion of connectivity. Two points x and y in the semi-discrete
lattice are said to be connected if one can go from one to the other using only
primal lines and horizontal bridges without crossing any death points. The cluster
of a point x is the largest subgraph containing x which is connected in the sense
mentioned above. See Figure 1.1 for an illustration.
x
y
z
Figure 1.1: Only vertical lines are drawn, which are a part of the primal semi-
discrete lattice. Horizontal segments are bridges and crosses are death points.
Here, the points x and y are connected to each other but are disconnected from
the point z.
Having this notion of connectivity, we can talk about the FK-representation
and the loop representation of the quantum Ising model. The FK-representation
is obtained by only looking at the clusters in the primal lattice. We are interested
in how the points in the primal lattice are connected, and the property of primal
clusters. The loop representation is obtained by looking at the clusters in both
the primal and the dual lattices. We draw all the interfaces separating them and
we get a collection of loops or interfaces, depending on the boundary conditions.
The measure of the quantum Ising model at criticality is given as follows,
dPQIλ,µ(D,B) ∝ 2k(D,B)dPλ,µ(D,B) ∝
√
2l(D,B)dPρ,ρ(D,B)
where Pλ,µ is the law of Poisson point processes described above and ρ =
√
λµ.
Here, D and B are (random) sets of death points and bridges respectively. Given a
configuration of Poisson points (D,B), the quantity k(D,B) denotes the number
of clusters in the FK-representation (on the primal lattice) and l(D,B) denotes
the number of loops in the loop representation (on the mid-edge lattice).
The interface in the FK-representation of the classical Ising model has been
shown to be conformally invariant [Smi06, Smi10, DCS12, CS12] and the limiting
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curve can be identified with SLE16/3 [CDCH+14]. Therefore, the same should
also hold for the interface in the FK-representation / loop representation of the
quantum Ising model.
In order to state the theorem, let us recall a few more important notions. We
consider a Dobrushin domain (Ω, a, b), i.e. an open, bounded and simply con-
nected set with two marked points on the boundary a and b. For every positive
δ, we can semi-discretize it by a subgraph (Ωδ, aδ, bδ) of the semi-discrete medial
lattice δ2Z×R. We shall look at the so-called Dobrushin boundary condition, con-
sisting of wired boundary condition on the arc (aδbδ) and free boundary condition
on the arc (bδaδ). In this case, the loop representation gives rise to a collection
of loops and one interface connecting aδ to bδ, separating the (primal) cluster
connected to the wired arc and the (dual) cluster connected to the free arc.
In this paper, we prove the conformal invariance of the quantum Ising model
by showing that the limit of interfaces when δ goes to 0 is conformally invariant.
This is the first quantum model proved to have such a property. Here is the
informal statement of our main theorem, the more precised version will be given
in Theorem 2.1.
Theorem. Let (Ω, a, b) be a Dobrushin domain. Let (Ωδ, aδ, bδ) be its semi-
discretized counterparts. Define the FK-representation of the quantum Ising
model on (Ωδ, aδ, bδ) and denote by γδ the interface separating the (primal) wired
boundary and the (dual) free boundary. When δ goes to zero, the interface γδ con-
verges to the chordal Schramm-Löwner Evolution of parameter 16/3 in (Ω, a, b).
The proof is made possible by the similarity between the FK-representations
of the quantum and the classical Ising models. The FK-representation and the
loop representation of the quantum model can be interpreted as the same repre-
sentations of the classical model living on a more and more flattened rectangular
lattice. Thus, the proof almost comes from the same arguments as in the so-called
isoradial case, except that some notions need to be adapted to the semi-discrete
case.
Intuitively, using the universality of the classical Ising model [CS12] on isora-
dial graphs would require an inversion of limits:
• On one hand, the universality result says that the classical FK-Ising model
on a ε-flattened (where ε is the flattened angle) isoradial rectangular lattice
of meshsize δ has an interface which is conformally invariant in the limit
δ → 0, provided that the angle ε is kept unchanged. In this first approach,
the lattice “converges” to the whole plane uniformly in all directions.
• On the other hand, if we put the classical FK-Ising on a ε-flattened δ-
isoradial rectangular lattice with flatter and flatter rectangles by making ε
go to 0, we would get continuous lines in the vertical direction, which is
exactly the FK-representation of the quantum Ising model. Therefore, to
get the conformal invariance of the interface in the quantum FK-Ising, we
would need to make δ go to 0, the distance between two neighboring vertical
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lines. In this second approach, the lattice “converges” to the whole plane
first in the vertical direction, then in the horizontal one.
The heuristic described above suggests strongly that the FK-representation of
the quantum Ising model should also be conformally invariant in the limit, and
that the interface in the limit should be the same as in the classical case. However,
one should make this argument mathematically rigorous, and that is why we work
directly in the semi-discrete case.
In this paper, some classical notions need to be generalized and new tools
be constructed. We will define the Green’s function on the semi-discrete lat-
tice, give the notion of s-holomorphicity, show that the fermionic observable is
s-holomorphic and give a proof of RSW property by the second moment method.
Everything is defined directly in the semi-discrete. Sometimes, it will be easy to
see the parallel with the discrete isoradial case, but sometimes it will be a bit
more tricky.
Other results concerning the conformal invariance from the classical Ising
model are also expected to have their counterparts in the quantum case. For
instance, the following results should be extendable. Using fermionic spinor, Hon-
gler and Smirnov proved the conformal invariance of the energy density in the
planar Ising model [HS13]. Chelkak, Hongler and Izyurov showed that the mag-
netization and multi-spin correlations are conformally invariant in the scaling limit
[CHI15]. Recently, Hongler and Benoist gave a proof that the collection of critical
Ising loops converges to CLE(3), Conformal Loop Ensemble [BH16].
In this paper, we work directly on the semi-discrete graph to establish the
conformal invariance of the interface in the FK-representation of the quantum
Ising model and identify it. This paper is divided as follows.
• In Section 2, we define the quantum Ising model properly and describe its
geometrical representation in details.
• In Section 3, the semi-discrete complex analysis is introduced. In particular,
we define a notion of s-holomorphicity, differential operators and integration
which are analogous to the continuum ones. We also study counterparts of
some classical objects and problems, e.g. Brownian motion and Dirichlet
boundary problem. Moreover, we construct the Green’s function via aux-
ilary functions inspired by [Ken02], which is the main novel input of this
part of the paper.
• In Section 4, we define the (para-)fermionic observable Fδ in the FK-represen-
tation and show that it is s-holomorphic. This is the first step towards the
conformal invariance of the interface.
• In Section 5, we show the convergence theorem and identify the interface in
the limit with an SLE curve. We need to use the tools established in Section
3. In addition, we prove the RSW property by the second moment method
inspired from [DCHN11].
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Bibliographical remark. The content of Section 4 appeared recently in [Bjö16]
where s-holomorphicity is defined for the semi-discrete lattice. The notion therein
is formulated differently but is equivalent to the one we use in this paper. A global
review of the quantum Ising model is also given along with different representa-
tions. It is also shown that in both the spin-representation and FK-representation,
the fermionic observable satisfies the property of s-holomorphicity. A brief idea
of the proof towards conformal invariance of the interface is mentioned but the
formal proof is not given there.
Acknowledgements
This research is supported by the NCCR SwissMAP, the ERC AG COMPASP,
and the Swiss NSF. The author is thankful to his advisors Hugo Duminil-Copin
and Stanislav Smirnov for their help and constant support during his PhD.
2 Preliminaries
2.1 Semi-discrete lattice
The semi-discrete lattice is defined by the Cartesian product Z × R. It can be
seen as a collection of vertical lines R indexed by Z with horizontal edges con-
necting neighboring vertical lines with the same y-coordinate. In our graphical
representation, horizontal edges are not drawn for simplicity.
Figure 2.1: Black vertices and edges
represent (a part of) a flattened
rectangular lattice and white ver-
tices its dual.
Figure 2.2: Solid lines represent Lδ,
dashed lines represent L?δ and dot-
ted lines represent L[δ.
If we are given a discrete planar (isoradial) graph, it is easy to define its dual,
medial and mid-edge graphs. This will be the same for Z×R, using the fact that it
can be seen as the “limit” of a more and more flattened rectangular lattice Z×εZ
as illustrated in Figure 2.1. The faces are crushed together so that vertically, the
notion of being neighbors gets degenerated. We will only call neighbors two sites
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whoses x-coordinates differ by 1. More details will be given below in a general
setting.
Take δ > 0. We will define here the following notions related to the semi-
discrete lattice with mesh size δ: primal, dual, medial and mid-edge lattices. For-
mal definitions are given below and to visualize them, we refer to Figure 2.2.
Let Lδ be the semi-discrete primal lattice δZ×R. We denote by L?δ , the lattice
δ(Z+ 12)×R with the same notion of connectivity as δZ×R, the dual of Lδ. We
can notice that the dual lattice is isomorphic to the primal one, by translation of
1
2 in the x-coordinate. As in the discrete setup, the dual lattice is given by the
center of faces in the primal lattice, and edges by connecting two primal faces
sharing a common edge. Since the faces of Lδ are all crushed together vertically,
the same happens to vertically-ordered dual vertices, giving us continuous lines
isomorphic to R.
The equivalent of the medial lattice from the discrete setup by taking the mid-
points of neighboring primal-primal and dual-dual vertices gives us Lδ = Lδ ∪L?δ .
It is again isomorphic to the primal or dual lattice by scaling of factor 12 .
Finally, we take the middle of the two previous lattices to obtain the mid-edge
lattice δ(12Z+
1
4)× R, denoted by L[δ. It is isomorphic to the medial lattice.
In the following graphical presentations, we will draw a filled black dot to
represent a vertex on the primal lattice, a filled white dot a vertex on the dual
lattice, and a filled white square when it is a mid-edge, or more precisely, the
middle of the mid-edge. See Figure 2.2.
We need to define some more notions related to the semi-discrete lattice Lδ,
including segments, paths and domains.
A primal vertical segment is denoted by [δk + i a, δk + i b] := {δk} × [a, b],
where k ∈ Z and a < b are real numbers. A primal horizontal segment is denoted
by [δk+ i a, δl+ i a] := ([δk, δl]×{a})∩Lδ = {δj+ i a, k 6 j 6 l} where k < l are
integers and a is a real number. When a primal horizontal segment is of length δ,
we call it a primal segment.
A sequence of points (zi)06i6n on Lδ forms a path if the consecutive points share
the same y-coordinate (forming horizontal segments) or the same x-coordinate
(forming vertical segments).
A primal domain is a finite region delimited by primal horizontal and dual
segments. More precisely, it is given by a self-avoiding path consisting of 2n + 1
points z0, z1, . . . , z2n on Lδ such that
1. [z2i, z2i+1] are horizontal segments for i ∈ J0, n− 1K;
2. [z2i+1, z2i+2] are vertical segments for i ∈ J0, n− 1K;
3. these points form a closed path, i.e. z0 = z2n.
The set consisting of segments ∂ = {[z2iz2i+1], [z2i+1, z2i+2], i ∈ J0, n − 1K}
separates the plane into two connected open components, a bounded one which
is simply connected and an unbounded one. The first one is called the domain
and is usually denoted by Ωδ. And ∂, or ∂Ω, is called the boundary of Ω. Except
otherwise mentioned, the points zi are ordered counterclockwisely.
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These same definitions apply to the dual lattice L?δ to get a dual domain,
usually denoted by Ω?δ , or to the medial lattice to get a medial domain, Ωδ .
The interior of a primal domain Ωδ, denoted by IntΩδ, is the largest dual
domain contained in Ωδ. It can also be seen as the set of dual vertices in Ωδ having
both (primal) neighbors inside Ωδ. Similarly, the interior of a dual domain Ω?δ or
a medial domain Ωδ , denoted by IntΩ?δ or IntΩδ , can also be defined in a similar
way by replacing the word “primal” by “dual” or “medial”.
Now we define a semi-discrete Dobrushin domain, which is a medial domain
with so-called Dobrushin boundary condition. Given (awab) and (bbbw) two hor-
izontal edges, consider a primal path from ab to bb and a dual path from bw to
aw, such that the concatenation of both (first primal then dual) forms a counter-
clockwise boundary. We denote ∂ab and ∂?ba the primal and dual parts. See Figure
2.3.
ab aw
bb bw
∂ab
∂?ba
Figure 2.3: A Dobrushin domain.
2.2 Semi-discretization of a continuous domain
A set in R2, or C2, is called a domain if it is open, bounded and simply connected.
A Dobrushin domain is a domain with two different marked points a, b on the
boundary. It is often denoted by a triplet (Ω, a, b) where Ω is a domain and
a, b ∈ ∂Ω.
Here, we explain how to semi-discretize such a domain to get its semi-discrete
counterpart, on which the FK-representation of the quantum Ising model will be
defined. Consider (Ω, a, b) a Dobrushin domain in C or R2 and δ > 0. Let us
denote by [awδ abδ] and [bbδbwδ ] two mid-edges with abδ, bbδ ∈ Lδ, awδ , bwδ ∈ L?δ and mid-
points a[δ and b[δ given by minimizing the distances between a and a[δ and between b
and b[δ over all possible such mid-edge segments contained in Ω. Once we get these
two distinguished edges [awδ abδ] and [bbδbwδ ], we complete the semi-discrete domain
by making approximation with primal horizontal and vertical segments on the arc
(aδbδ) then with dual horizontal and vertical segments on the arc (bδaδ). This
domain is denoted by (Ωδ , aδ, bδ). It lies in IntΩ. See Figure 2.4 for an example.
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aabδ
awδ
b
bwδ
bbδ b
[
δ
a[δ
Figure 2.4: An example of approximation of a continuous Dobrushin domain by
a semi-discrete one with mesh size δ.
We write ∂Ωδ for the boundary of this Dobrushin domain. This consists of
four components:
[awδ abδ] an horizontal edge
(aδbδ) := (abδbbδ) the arc going from abδ to bbδ
[bbδawδ ] an horizontal edge
(bδaδ) := (bwδ awδ ) the arc going from bwδ to awδ .
They are ordered counterclockwise in Figure 2.4.
2.3 Quantum Ising model and loop representation
On the semi-discrete medial Dobrushin domain (Ωδ , aδ, bδ), one can define the
continuum Bernoulli percolation with parameters (λ, µ) for λ, µ > 0.
Consider two families of open intervals by taking the intersection between the
interior of the domain Ω and vertical primal or dual segments,
Iδ := IntΩδ ∩ Lδ,
I?δ := IntΩδ ∩ L?δ .
We take two independent (one-dimensional) Poisson point processes of parameters
λ and µ on Iδ and I?δ respectively. We denote by (D,B) such a configuration,
where D contains the points in Iδ and B the points in I?δ . The points in D are
called death points. They cut vertical lines into disjoint (primal) segments. The
points in B are called bridges. They create horizontal connections between two
neighboring vertical segments. See Figure 2.5 for an example.
Given a configuration of continuum Bernoulli percolation (D,B), we can define
the notions of primal (or dual) connectivity with respect to the points in these
two sets.
Two points in the primal domain are said to have a primal connection if there
is a primal path going from one to another by taking primal vertical segments
and horizontal bridges without crossing any death points. The notion of having
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aabδ
awδ
b
bwδ
bbδ b
[
δ
a[δ
Figure 2.5: Example of a random configuration. Red crosses are points given by
Poisson point processes.
a
abδ
awδ
b
bwδ
bbδ b
[
δ
a[δ
Figure 2.6: Representation with death points (red crosses on primal vertical lines)
and bridges (red crosses on dual vertical lines) of the above configuration.
a dual connection is similar by taking the dual graph, inversing primal and dual
segments and death points and bridges. More precisely, two points in the dual
domain are said to have a dual connection if there is a path going from one to
another by taking dual lines and death points without crossing any bridges.
In the following, except otherwise mentioned, the connectivity always refers to
the primal domain. We call (primal) connected component of v ∈ Lδ a maximal
collection (in terms of set) in IntΩδ containing connected (primal) segments and
bridges. It is sometimes called cluster as well.
As in the discrete setup, this model has a loop representation too. A simple
closed path living on the mid-edge lattice L[δ is called a loop. To get this represen-
tation, we just need to go through a simple operation: replace the pieces of our
domain according to the rules explained in Figure 2.7.
We notice that if we consider a Dobrushin domain, then we get a collection of
loops surrounding either a primal or a dual connected component together with
an interface connecting a[ to b[. This is illustrated in Figure 2.8.
Let us denote by Pλ,µ the law of the continuum Bernoulli percolation in the Do-
brushin domain (Ωδ , aδ, bδ). We may also simply write P if the omitted parameters
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replaced by
replaced by
replaced by
replaced by
Figure 2.7: Transformation to get a loop representation from a continuum
Bernoulli percolation.
a
abδ
awδ
b
bwδ
bbδ b
[
δ
a[δ
Figure 2.8: The loop representation corresponding to the configuration of Figure
2.5. Loops surrounding primal or dual clusters are in red where as the interface
connecting a[δ to b[δ is in orange.
are clear.
Given q > 1, we will define the measure of the continuum FK-representation
of parameter q, denoted by dPq,λ,µ by weighing configurations according to the
number of connected components they have. More precisely, we have the following
proportionality between probability densities:
dPq,λ,µ(D,B) ∝ qk(D,B)dPλ,µ(D,B)
where k(D,B) denotes the number of primal connected components, or clusters,
in a given configuration (D,B). To make sense of this, we have to check that the
partition function given below is finite:
Zλ,µ,q =
∫
qk(D,B)dPλ,µ(D,B).
In fact, a bridge only decreases the number of clusters whereas a death point
increases it by at most one. So the number of clusters is bounded by the number
of death points from above. As a consequence,
Zλ,µ,q 6
∫
q|D|dPλ,µ =
∞∑
n=0
qn
(λC)n
n! e
−λC = e(q−1)λC
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where C is the one-dimensional Lebesgue measure of Ωδ. This quantity is finite
(depending on δ) since the domain Ωδ is bounded.
Thus, the measure Pq,λ,µ is well-defined and it makes sense to work with the
FK-representation. In this article, we will only be interested in the case where
q = 2, a model that we now call the FK-representation of the quantum Ising
model. Its measure P2,λ,µ can also be written as dPQIλ,µ. Its critical parameters are
given by the relation µ/λ = 2 [Pfe70, BG09].
We may also write the measure in terms of the loop representation introduced
above. To do so, we consider both primal and dual clusters, each of whom gives
rise to a loop. By a simple computation at criticality, we get the following relation:
dPQIλ,µ(D,B) ∝
√
2l(D,B)dPρ,ρ(D,B) (2.1)
where l(D,B) denotes the number of loops in a given configuration (D,B) and
ρ =
√
λµ.
2.4 Main result
We are ready to give a formal statement of the main theorem.
Theorem 2.1. Let (Ω, a, b) a Dobrushin domain. For δ > 0, semi-discretize the
domain to get a semi-discrete Dobrushin domain (Ωδ , aδ, bδ) and consider the FK-
representation of the critical quantum Ising model on it. Consider the interface γδ
going from aδ to bδ in (Ωδ , aδ, bδ). The law of γδ converges weakly to the chordal
Schramm-Löwner Evolution SLE16/3 running from a to b in Ω.
3 Semi-discrete complex analysis
In this section, we establish the main tool of our study: the semi-discrete com-
plex analysis. Most of the time, the notions in the classical case or isoradial case
[BMS05, CS11, BG15] can be generalized easily, such as derivatives, holomor-
phicity and harmonicity (Section 3.1.1), Brownian motion (Section 3.2), Dirichlet
boundary problem (Section 3.3) and other related objects. However, semi-discrete
holomorphic functions require more care.
The integration on a primal or dual lattice of a semi-discrete function can
also be defined similarly (Section 3.1.2). A minor difficulty could arise when it
comes to integrating the product of two semi-discrete functions. We will explain
in Section 3.1.3 how to define this so that to have expected properties as in the
continuous setting.
We shall also construct the Green’s function in the semi-discrete case (Section
3.4). This can be done by modifying the approach from [Ken02], which makes use
of discrete exponential functions.
The notion of s-holomorphicity will also be introduced in Section 3.7, which is
quite important in the rest of the paper to define the observable (Section 4) and
show its convergence (Section 5).
12
3.1 Basic definitions
3.1.1 Derivatives
Let Ωδ be a primal semi-discrete domain. A function f defined on Ωδ is said to
be continuous if y 7→ f(x, y) is continuous for all x ∈ {x, (x, y) ∈ Ωδ}. The same
definition applies to functions defined on a dual domain Ω?δ , a medial domain Ωδ or
a mid-edge domain Ω[δ. We then define in the same way a differentiable function
on these domains, or even Ck functions, by demanding the property on all the
vertical intervals.
Given a vertex p ∈ Lδ , we denote by p± the right and left neighboring vertices
in Lδ , i.e. p± := p ± δ2 in an algebraic way. Similarly, we may write e± := e ± δ2
for neighboring mid-edge vertices of e ∈ L[δ.
If p ∈ Lδ , we denote by e±p the right and the left neighboring mid-edges, or
e±p := p± δ4 . In the same way, given a mid-edge e ∈ L[δ, we denote by p±e the right
and the left neighboring medial vertices, or p±e := e± δ4 .
e−p e
+
p
p e
p+ep
−
e
p+p−
e− e+
Figure 3.1: Illustration of the definitions above. Left: neighboring mid-edges and
vertices of a vertex. Right: neighboring vertices and mid-edges of a mid-edge.
For e ∈ L[δ, we may also write ue (resp. we) the neighboring primal (resp.
dual) vertex. In other words,
{ue} = {p+e , p−e } ∩ Lδ,
{we} = {p+e , p−e } ∩ L?δ .
See Figure 3.2 for an illustration.
e e
ue we we ue
Figure 3.2: Illustration of the neighboring primal and dual vertices.
The derivative D(δ) or the anti-derivative D(δ) of a differentiable function on
Lδ or L[δ can be defined by taking the “semi-discrete counterpart”. Thus, the
notion of holomorphicity and harmonicity will be defined in the same way.
Definition 3.1. Let f : Lδ → C be a complex function defined on the medial
lattice. Let p ∈ Lδ . The x-derivative at p is given by
∆(δ)x f(p) :=
f(p+)− f(p−)
δ
.
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If p ∈ Lδ , we define the second x-derivative at p by
∆(δ)xxf(p) := ∆(δ)x ◦∆(δ)x f(p) =
f(p++) + f(p−−)− 2f(p)
δ2
where p++ = (p+)+ and p−− = (p−)−.
Definition 3.2. Let f : Lδ → C be a differentiable complex function defined on
a medial lattice Lδ . Its derivative and anti-derivative at p ∈ L are given by
D(δ)f(p) = 12
[
∆(δ)x f(p) +
∂yf(p)
i
]
= 12
[
f(p+)− f(p−)
δ
+ ∂yf(p)i
]
, (3.1)
D
(δ)
f(p) = 12
[
∆(δ)x f(p)−
∂yf(p)
i
]
= 12
[
f(p+)− f(p−)
δ
− ∂yf(p)i
]
. (3.2)
A semi-discrete function f is said to be holomorphic at p ∈ Lδ if D(δ)f(p) = 0,
and is said to be holomorphic in Ωδ , where Ωδ is a medial domain, if D
(δ)
f(p) = 0
for all p ∈ IntΩδ .
The same definitions (3.1) and (3.2) could also be used for functions defined on
mid-edge domains. Let f : L[δ → C be a differentiable complex function defined
on the mid-edge lattice, then
D(δ)f(e) = 12
[
f(e+)− f(e−)
δ
+ ∂yf(e)i
]
, (3.3)
D
(δ)
f(e) = 12
[
f(e+)− f(e−)
δ
− ∂yf(e)i
]
. (3.4)
Consider a twice differentiable function f defined on a primal (or dual) lattice.
We can define its Laplacian by
∆(δ)f := 4D(δ)D(δ)f = 4D(δ)D(δ)f = ∆(δ)xxf + ∂yyf. (3.5)
A twice differentiable function f defined on the primal domain Ωδ is said to be
• harmonic if ∆(δ)f(p) = 0, for all p ∈ Int2Ωδ;
• subharmonic if ∆(δ)f(p) > 0, for all p ∈ Int2Ωδ;
• superharmonic if ∆(δ)f(p) 6 0, for all p ∈ Int2Ωδ.
Here, we take twice Int because in the definition of the Laplacian, the second
x-derivative is involved. We extend these definitions to a twice differentiable
function defined on a dual domain in the same way.
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3.1.2 Integration on primal and dual lattices
We now define the notion of integral for a semi-discrete function f living on Lδ .
Let P = [kδ+ i a, kδ+ i b] be a vertical primal (resp. dual) segment, meaning that
k ∈ Z (resp. k ∈ Z + 12) and a < b. If the segment P is oriented upwards, we
write ∫
P
f(z)dz := i
∫ b
a
f(δk + i y)dy = i
∫ b
a
fk(y)dy (3.6)
to be the integral along the vertical segment P , where we define fk(·) = f(δk+i ·).
Both primal and dual vertical segments are called medial vertical segments.
Let P = {δk+i t,m 6 k 6 n, k ∈ Z} a horizontal primal segment form,n ∈ Z.
We define ∫
P
f(z)dz := δ
n−1∑
k=m
f
(
δ
(
k + 12
)
+ i t
)
= δ
n−1∑
k=m
fk+ 12
(t) (3.7)
the integral along the horizontal primal segment P oriented to the right. If we
have a horizontal dual segment P = {δ(k + 12) + i t,m 6 k 6 n, k ∈ Z}, we define
in a similar way
∫
P
f(z)dz := δ
n∑
k=m+1
f(δk + i t) = δ
n∑
k=m+1
fk(t) (3.8)
the integral along the horizontal dual segment. Both primal and dual horizontal
segments are called medial horizontal segment.
In both vertical and horizontal cases, we define the integral of a reversed path
to be the opposite of the integral of the original path.
The integrals above should be seen as “semi-discrete complex” integrals. More
precisely, we take into account the direction in which the segment goes, giving
factors ±1, ± i. We may also define integration against |dz|, removing thus these
factors. Moreover, our integrals shall be defined additively.
Given a semi-discrete primal domain Ωδ and a semi-discrete function f on it,
we may write its integral on the domain by∫
Ωδ
f(y)dy := δ
∑
IntΩδ
∫ βk
αk
fk(y)dy
where the sum is taken over all the primal vertical axes in IntΩδ. Here, the
integration against dy should be seen as classical real integration.
An elementary primal ( resp. dual) domain is given by
Bk(α, β) = {x+ i y, δk 6 x 6 δ(k + 1), α 6 y 6 β}
for α < β integers and k ∈ Z (resp. k ∈ Z + 12). Its boundary consists of four
primal (resp. dual) segments, two vertical and two horizontal. By convention, we
will always orient the boundary counterclockwise. An elementary medial domain
is either a primal or a dual elementary domain. In the rest of the article, we
denote it by B♦k (α, β).
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From integrals along horizontal and vertical segments given by Equations (3.6),
(3.7) and (3.8), we can define integrals along the boundary of any primal or dual
domain. Let us consider an elementary primal or dual domain Bk(α, β) as an
example. Denote by C its boundary oriented counterclockwise. If f is a semi-
discrete function which is piece-wise continuous, then its integral along the contour
C is given by∮
C
f(z)dz := δ
[
fk+ 12
(α)− fk+ 12 (β)
]
+ i
∫ β
α
[fk+1(y)− fk(y)]dy, (3.9)
consisting of the four integrals coming from the four sides of the elementary do-
main. Moreover, if f is piece-wise differentiable, this can be rewritten as where in
D
(δ)
f , the term ∂yf is given in the sense of distributions.
Given a primal semi-discrete domain Ωδ, we define the integral of a semi-
discrete function f along its counterclockwise-oriented contour by decomposing
its boundary into vertical and horizontal segments and adding them up.
The integral along the contour of a dual domain is defined in a similar way
and the corresponding properties can be obtained as well. We notice that here
we do not define the integral along the contour of a medial domain. We will see
later an alternative definition for this.
Proposition 3.3 (Green’s formula). Consider a primal domain Ωδ. Denote by
C its boundary oriented counterclockwise. Given a semi-discrete function f which
is piece-wise differentiable, its integral along the contour C satisfies the following
relation ∮
C
f(z)dz = 2 i
∫
Ωδ
D
(δ)
fk+ 12
(y)dy.
Proof. We decompose the primal or dual domain into elementary ones and sum
up the Equation (3.9) corresponding to each of them. In the right hand side,
the integrals on boundary parts of elementary domains that appear twice in the
sum cancel out, and the only terms that remain sum up to the integral along the
contour C.
Define a vector operator ∇ = (∆(δ)x , ∂y) called nabla. The following statement
is similar to Green’s formula.
Proposition 3.4 (Divergence theorem). Let Ωδ be a primal domain with contour
C which is oriented counterclockwise. Let −→F = (Fx, Fy) be a semi-discrete function
which is continuous and takes values in R2. We have the following equality,∫
Ωδ
∇ · −→F (y)dy =
∮
C
−→
F (z) · −→n (z)|dz|, (3.10)
where −→n (z) is the vector obtained by a rotation of −pi2 from the tangent vector toC at z with norm 1.
Proof. As usual, it suffices to show this for an elementary domain, and then sum
up over a decomposition of Ωδ into elementary domains. Let Bk(α, β) be an
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elementary domain. Write Fk,x(·) = Fx(δk + i ·) and Fk,y = Fy(δk + i ·). The
left-hand side of Equation (3.10) can be rewritten as
δ
∫ β
α
(∆(δ)x Fk,x + ∂yFk,y)(y)dy
=
∫ β
α
(Fk+ 12 ,x − Fk− 12 ,x)(y)dy + δ[Fk,y(β)− Fk,y(α)]
which is exactly the right-hand side of Equation (3.10).
We notice again that this proposition is still valid even if −→F is only continuous
by pieces and differentiable by pieces, as long as we interprete derivatives in the
sense of distributions.
3.1.3 Integration of a pair of functions
Here, we define the integration of a pair of functions and establish the equivalent
of Green’s theorem in the semi-discrete case.
Let us start again with integration on elementary segments. Consider two
functions defined on the semi-discrete lattice f and g, a vertical primal (resp.
dual) segment P = [kδ + i a, kδ + i b] with k ∈ Z (resp. k ∈ Z + 12) and a < b.
Recall that fk(·) = f(kδ + i ·). If the segment P is oriented upwards, we write∫
P
[f ; g]dz :=
∫ b
a
[fk− 12 (y)gk+ 12 (y)− fk+ 12 (y)gk− 12 (y)]dy (3.11)
to be the integral along P . If the segment is oriented downwards, we take the
opposite of the above quantity.
For m,n ∈ Z, let P = {kδ + i t,m 6 k 6 n, k ∈ Z} be a horizontal primal
segment. We define
∫
P
[f ; g]dz := δ2
n−1∑
k=m
(gk+ 12∂yfk+ 12 − fk+ 12∂ygk+ 12 )(t) (3.12)
the integral along the horizontal primal segment P , oriented towards the right.
In the same way as integration of a semi-discrete function along the (counter-
clockwise-oriented) contour of a semi-discrete domain, we define the counterpart
of a pair of functions by decomposing the contour into vertical and horizontal
segments and adding them up.
Proposition 3.5 (Green’s theorem). Consider a primal (or dual) domain Ωδ. De-
note by C its counterclockwise-oriented boundary. Given two semi-discrete func-
tions f and g which are continuous by pieces and differentiable by pieces in Ω′δ
such that Ωδ ⊂ IntΩ′δ, we have∮
C
[f ; g]dz = δ
∫
Ωδ
[fk∆(δ)gk − gk∆(δ)fk](y)dy.
17
Proof. As usual, we start by showing this for an elementary domain since we
can superpose these domains to obtain more general domains and the integration
terms simplify. Consider Bk− 12 (α, β) a dual elementary domain and denote C itscontour with counterclockwise orientation. By definition, we have∮
C
[f ; g]dz =
∫ β
α
[fkgk+1 − fk+1gk](y)dy −
∫ β
α
[fk−1gk − fkgk−1](y)dy
+ δ2 [(gk∂yfk − fk∂ygk)(t)]αβ
=
∫ β
α
[fk(δ2∆(δ)xxgk + 2gk)− gk(δ2∆(δ)xxfk + 2fk)](y)dy
+ δ2
∫ β
α
∂y(fk∂ygk − gk∂yfk)(t)dt
= δ2
∫ β
α
[fk∆(δ)xxgk − gk∆(δ)xxfk](y)dy + δ2
∫ β
α
(fk∂yygk − gk∂yyfk)(t)dt
= δ2
∫ β
α
(fk∆(δ)gk − gk∆(δ)fk)(y)dy.
3.2 Brownian motion, harmonic measure and Laplacian
Let δ > 0. The standard Brownian motion on the semi-discrete lattice Lδ = δZ×R
can be seen as a continuous-time random walk in the horizontal direction; and a
standard Brownian motion on R in the vertical direction. We give a more precise
description below.
Definition 3.6. Let (Ti)i∈N be a family of i.i.d. exponential random variables of
rate 1 and (Di)i∈N be a family of i.i.d. uniform random variables taking value in
{+1,−1}. We define
St =
N(t)∑
i=1
Di
where
N(t) = sup{n ∈ N, T1 + · · ·+ Tn 6 t}.
The continuous-time process (St)t∈R is the standard continuous-time simple ran-
dom walk on Z.
Remark 3.7. We can easily compute the expectation and variance of St which
are respectively 0 and t. It also has a good scaling property and one can show
that (δSt/δ2) converges to (Bt) in law when δ goes to 0, where (Bt) is a standard
one-dimensional Brownian motion. Here, the process (δSt/δ2) can be seen as the
continuous-time random walk of parameter 1
δ2 with symmetric jumps ±δ.
We can now define the semi-discrete standard Brownian motion on Lδ.
Definition 3.8. A semi-discrete standard Brownian motion on Lδ is given by
(B(δ)t = (Xt, Yt) = (δSt/δ2 , Bt))t>0
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where (St) is a standard one-dimensional continuous-time simple random walk
and (Bt) is a standard one-dimensional Brownian motion, both of them being
independent of each other. The starting point B(δ)0 is arbitrary, which is given by
the starting points of (St) and (Bt).
As in the discrete and continuous cases, we can define the notion of harmonic
measure via the standard Brownian motion.
Definition 3.9. Given a primal domain Ωδ and (B(δ)t ) a Brownian motion on Ωδ
starting at some point (x, y) ∈ Ωδ, we define
TΩδ = inf{t > 0, B(δ)t /∈ IntΩδ} (3.13)
The harmonic measure of Ωδ with respect to (x, y), denoted by dωΩδ((x, y), ·), is
the law of B(δ)TΩδ .
Here, we are interested in the harmonic measure on centered elementary rect-
angular domains Rε = {−δ, 0, δ} × [−ε, ε]. On such domains, the harmonic mea-
sure with respect to 0, denoted by ρε, is the sum of two Dirac masses at ±iε
and two density measures which are symmetric in both discrete and continuous
directions on {±δ} × [−ε, ε].
We will write gδ(ε) for the probability that the Brownian motion B(δ)t leaves
Rε (the first time) from its left or right sides. This can be expressed by using the
harmonic measure on Rε as follows,
gδ(ε) =
∫ ε
−ε
ρε(−δ, y)dy +
∫ ε
−ε
ρε(δ, y)dy. (3.14)
Thus, we can write the Dirac masses at ±iε in this way:
ρε(±iε) = ρε(0,±ε) = 1− gδ(ε)2 · δ(·).
Definition 3.10. Given a primal domain Ωδ, a function f : Ωδ → R is said to
satisfy the mean-value property on rectangles if for all (x, y) ∈ Ωδ and ε > 0 such
that (x, y) +Rε ⊂ Ωδ, we have
f(x, y) = E(x,y)
[
f
(
B
(δ)
TΩδ
)]
. (3.15)
Here, B(δ)t is the standard Brownian motion starting at (x, y) and TΩδ the stopping
time defined in Equation (3.13).
Remark 3.11. In terms of harmonic measure, Equation (3.15) can be reformu-
lated as (without loss of generality, we take (x, y) = (0, 0))
f(0, 0) =
∫
∂Rε
f(z)ρε(z)|dz|
=
∫ ε
−ε
f(−δ, y)ρε(−δ, y)dy +
∫ ε
−ε
f(δ, y)ρε(δ, y)dy
+ 1− gδ(ε)2 · (f(−iε) + f(iε)).
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Proposition 3.12. The probability that the Brownian motion B(δ)t leaves Rε (the
first time) from the left or right boundary is
gδ(ε) =
cosh(
√
2ε/δ)− 1
cosh(
√
2ε/δ)
=
(
ε
δ
)2
+Oδ
(
ε4
)
where the asymptotics is given for ε→ 0.
Proof. Fix (B(δ)t = (δSt/δ, Bt))t>0 as in Definition 3.8. This probability is exactly
P[δ2T1 < τ ] where T1 is an exponential law of parameter 1, which is independent
of the stopping time τ = τε ∧ τ−ε for the standard 1D Brownian motion. Here
τx :=
{
inf{t, Bt > x}, if x > 0,
inf{t, Bt 6 x}, if x < 0.
By Fubini, we have
1− gδ(ε) = P[δ2T1 > τ ] = E[P[T1 > τ/δ2 | τ ]] = E[exp(−τ/δ2)],
which is the Laplace transform of τ .
To calculate this, we notice that the continuous-time process
Mt = exp
(√
2Bt/δ − t/δ2
)
is a martingale with respect to the canonical filtration. Moreover, for the stopping
time τ , the process (Mt∧τ )t is a martingale bounded by e
√
2ε/δ. The stopping time
being finite almost surely, we can apply Doob’s optional stopping theorem, giving
us:
1 = E [M0] = E [Mτ ]
= 12E [Mτ |τ = τε] +
1
2E [Mτ |τ = τ−ε]
= 12 exp
(√
2ε/δ
)
E
[
exp(−τ/δ2)|τ = τε
]
+ 12 exp
(
−√2ε/δ
)
E
[
exp(−τ/δ2)|τ = τ−ε
]
.
(3.16)
Since (Bt)t and (−Bt)t are equal in law, we have
E
[
exp(−τ/δ2)|τ = τε
]
= E
[
exp(−τ/δ2)|τ = τ−ε
]
.
Moreover,
E
[
exp(−τ/δ2)
]
= 12E
[
exp(−τ/δ2)|τ = τε
]
+ 12E
[
exp(−τ/δ2)|τ = τ−ε
]
,
giving
E
[
exp(−τ/δ2)
]
= E
[
exp(−τ/δ2)|τ = τε
]
= E
[
exp(−τ/δ2)|τ = τ−ε
]
.
Thus, Equation (3.16) becomes
1 = cosh
(√
2ε/δ
)
· E
[
exp(−τ/δ2)
]
,
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which implies
E
[
exp(−τ/δ2)
]
= 1
cosh
(√
2ε/δ
)
and
gδ(ε) = 1− E
[
exp(−τ/δ2)
]
=
cosh
(√
2ε/δ
)
− 1
cosh
(√
2ε/δ
) .
Proposition 3.13. Let Ωδ be a primal domain and h : Ωδ → R be a C2 function
defined on it. Then the following two statements are equivalent :
1. h satisfies the mean-value property on elementary rectangles,
2. ∆(δ)h ≡ 0 on Ωδ.
Proof. Here, we will show that the point 1 implies the point 2. The converse will
be discussed later in Section 3.3.
Consider a function f as in the statement. We will apply the mean-value
property at a point of Ωδ and consider smaller and smaller elementary rectangles
to prove the desired property. Let ε > 0 and consider an elementary rectangle Rε.
Let us first approximate the contribution of E0
[
f
(
B
(δ)
T
)]
on the left boundary by
h(−δ, 0):
∫ ε
−ε
h(−δ, y)ρε(−δ, y)dy − gδ(ε)2 · h(−δ, 0)
=
∫ ε
−ε
[h(−δ, y)− h(−δ, 0)]ρε(−δ, y)dy
=
∫ ε
−ε
[y∂yh(−δ, 0) + Eε(−δ, y)]ρε(−δ, y)dy.
The harmonic measure ρε is symmetric in y, thus the integral of y∂yh gives zero.
The error term can be expressed as follows
Eε(−δ, y) =
∫ y
0
∂yyh(−δ, t)(y − t)dt
giving the upper bound
|Eε(−δ, y)| 6 C · y
2
2 , ∀y ∈ [−ε, ε],
where C = sup{∂yyh(−δ, y), y ∈ [−ε, ε]}. In consequence, we have∣∣∣∣∣
∫ ε
−ε
h(−δ, y)ρε(−δ, y)dy − gδ(ε)2 · h(−δ, 0)
∣∣∣∣∣
6 C
∫ ε
−ε
ε2
2 ρε(−δ, y)dy =
Cε2
2 ·
gδ(ε)
2 ,
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allowing us to write∫ ε
−ε
h(−δ, y)ρε(−δ, y)dy = gδ(ε)2 ·
[
h(−δ, 0) +O
(
ε2
)]
. (3.17)
Similarly, we also have∫ ε
−ε
h(δ, y)ρε(δ, y)dy =
gδ(ε)
2 ·
[
h(δ, 0) +O
(
ε2
)]
. (3.18)
Combining Equations (3.17) and (3.18) and inserting in (3.15), we get
0 = gδ(ε)2 ·
[
h(−δ, 0) + h(δ, 0)− 2h(0, 0) +O
(
ε2
)]
+ 1− gδ(ε)2 · [h(0, ε) + h(0,−ε)− 2h(0, 0)]
= gδ(ε)2 ·
[
δ2∆(δ)xxh(0, 0) +O
(
ε2
)]
+ 1− gδ(ε)2 ·
[
ε2hyy(0, 0) +O
(
ε2
)]
.
We divide everything by ε2 to get
0 = gδ(ε)2ε2 ·
[
δ2∆(δ)xxh(0, 0) +O
(
ε2
)]
+ 1− gδ(ε)2 · [hyy(0, 0) +O(1)] .
When ε goes to 0, we obtain
1
2∆
(δ)h(0, 0) = 12∆
(δ)
xxh(0, 0) +
1
2∂yyh(0, 0) = 0.
The semi-discrete Laplacian can also be interpreted with the notion of gen-
erator. The generator of a continuous-time Markov process (Xt, Yt) is the linear
application P such that
Pf(x, y) = lim
t→0
E(x,y)[f(Xt, Yt)]− f(x, y)
t
for C2 functions f : R2 → R.
Proposition 3.14. The generator of B(δ) is 12∆(δ)xx +
1
2∂yy.
Proof. We omit the proof here.
In R2, the generator of the standard 2D Brownian motion is one half of the
planar Laplacian, we may also expect the same property between the semi-discrete
Brownian motion and Laplacian. It is actually satisfied by the above proposition
and Equation (3.5).
22
3.3 Dirichlet boundary problem
Dirichlet boundary problems are of great importance in discrete and continuous
harmonic analysis, which is closely related to the complex analysis. In this section,
we establish the Maximum principle and study such problems.
Proposition 3.15 (Maximum principle). Consider a primal semi-discrete domain
Ωδ. Let u be a subharmonic function defined on Ωδ, i.e. ∆(δ)u(z) > 0 for all
z ∈ IntΩδ. Then we have
sup
z∈Ωδ
u(z) = sup
z∈∂Ωδ
u(z),
meaning that the maximum of u is reached on the boundary.
Proof. First of all, let us assume that u is strictly subharmonic, meaning that
∆(δ)u > 0 on IntΩδ. Take z ∈ IntΩδ a point at which u reaches its maximum.
Since it is a maximum on vertical axes, we have ∂yyu(z) 6 0. And we also have
∆(δ)xxu(z) = u(z + δ) + u(z − δ) − 2u(z) 6 0. Thus, the semi-discrete Laplacian
∆(δ)u(z) = ∆(δ)xxu(z) + ∂yyu(z) 6 0. This is a contradiction.
In a more general case with ∆(δ)u > 0 on IntΩδ, let us consider the family of
functions (uε)ε>0 defined by Let ε > 0 and consider
uε(z) = u(z) + εy2
where y is the second coordinate of z. We have ∆(δ)uε = ∆(δ)u+2ε, meaning that
uε is subharmonic. From the first part of the proof, we deduce that
sup
z∈Ωδ
uε(z) = sup
z∈∂Ωδ
uε(z).
Since both terms are finite and decreasing while ε decreases to 0, taking the limit
implies the desired result.
Given a primal semi-discrete domain Ωδ and a function g : ∂Ωδ → R, the
associated Dirichlet problem consists of determining a function h : Ωδ → R which
1. coincides with g on the boundary, i.e. g = h|∂Ωδ ,
2. satisfies ∆(δ)h ≡ 0.
In such case, we say that h is a solution to Dirichlet problem.
Proposition 3.16 (Existence of solution). A solution to the Dirichlet problem is
given by
h(z) = E
[
g(B(δ)T )
]
, ∀z ∈ Ωδ, (3.19)
where
T = inf{t > 0, B(δ)t /∈ Ωδ}.
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Proof. We notice that Equation (3.19) is well defined because the trajectory of
B
(δ)
T is almost surely continuous (in the semi-discrete sense), thus B
(δ)
T ∈ ∂Ωδ.
If h is given by Equation (3.19), then it satisfies the mean-value property on
elementary rectangles as well. Indeed, take z ∈ Ωδ and ε > 0 small enough such
that z +Rε ⊂ Ωδ. Consider the stopping time
T ′ = inf{t > 0, B(δ)t /∈ z +Rε}
and write
h(z) = Ez
[
g
(
B
(δ)
T
)]
= Ez
[
EBT ′
[
g
(
B
(δ)
T
)∣∣∣T ′]] = Ez [h (B(δ)T ′ )]
which is exactly the mean-value property. Moreover, one can also show that h
is C2 using classical arguments (convolution for example), Proposition 3.13 gives
∆(δ)h ≡ 0 on Ωδ.
Proposition 3.17 (Uniqueness). The solution to the Dirichlet problem is unique.
Proof. By linearity, it is enough to show uniqueness when the boundary condition
is 0. Consider a semi-discrete domain Ωδ and h : Ωδ → R which is zero on the
boundary ∂Ωδ and harmonic in Ωδ. Applying the maximum principle to h and
−h, the function h should reach its maximum and minimum on the boundary.
Therefore, it is zero everywhere.
Proof of Proposition 3.13. Here, we finish the proof of the proposition by using
the uniqueness of the solution to the Dirichlet problem. Consider a semi-discrete
domain Ωδ and a function f : Ωδ → R satisfying ∆(δ)f ≡ 0. We want to show
that it satisfies the mean-value property on rectangles.
Take z ∈ Ωδ and ε > 0 such that z + Rε ⊂ Ωδ. Consider g : ∂(z + Rε) → R
which coincides with f . There exists a unique function h : z + Rε → R such
that hz+∂Rε ≡ g and ∆(δ)h ≡ 0 over z + Rε. Since f satisfies exactly the same
conditions, we have f ≡ h on z +Rε.
By the construction of the solution to the Dirichlet problem (Proposition 3.16),
f satisfies the mean-value property on rectangles.
3.4 Green’s function
A Green’s function is a function which is harmonic everywhere except at one point,
where it has a singularity given by the Dirac mass. It is closely related to random
walks in the discrete setting and to Brownian motions in the continuous setting.
We will explain its construction in the semi-discrete setting, show that it is unique
up to an additive constant and derive some of its properties and asymptotics.
3.4.1 Construction and properties
A Green’s function is a function Gδ(z, ζ) defined on the semi-discrete (primal)
lattice satisfying the following three properties.
1. The function Gδ is translational invariant, i.e. there exists a function Gδ
such that Gδ(ζ − z) = Gδ(z, ζ).
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2. The function ζ 7→ Gδ(ζ) is C∞ and semi-discrete harmonic except at ζ = 0,
where it is only continuous.
3. When ε > 0 is small, the quantities Gδ(i ε) and Gδ(− i ε) coincide at zero
and second order,
lim
ε→0+
Gδ(i ε) = lim
ε→0+
Gδ(− i ε),
lim
ε→0+
∂yyGδ(i ε) = lim
ε→0+
∂yyGδ(− i ε),
whereas at the first order, we have
∂yGδ(i 0+)− ∂yGδ(i 0−) = lim
ε→0[∂yGδ(i ε)− ∂yGδ(− i ε)] =
1
δ
.
This is the normalization of the Green’s function.
If Gδ is a Green’s function, we can apply Green’s formula (Proposition 3.3) or
the Divergence Theorem (Proposition 3.4) to get the usual property that, for a
dual domain Ω?δ such that 0 ∈ IntΩ?δ ,∫
Ω?
δ
∆(δ)Gδ(y)dy = 1
and ∫
Ω?
δ
f(y)∆(δ)Gδ(y)dy = f(0)
where f is a semi-discrete function on Ω?δ .
We will show that there exists a unique function (up to an additive constant)
having these properties. To prove the existence and uniqueness of Gδ and compute
it, we generalize the method of discrete exponentials from [Ken02]. First of all, let
us define Gδ for δ = 1. Consider a family of meromorphic functions on C indexed
by vertices in Lδ in the following way:
• at the origin: f0(z) = 1z ;
• if t ∈ R, then fi t(z) = f0(z) · exp
[
2 i t
(
1
z+1 +
1
z−1
)]
;
• if p ∈ Lδ , then fp+(z) = fp(z) · z+1z−1 .
In other words, if ζ = m+ it with m ∈ 12Z and t ∈ R, we can write
fζ(z) =
1
z
· exp
[
2 i t
( 1
z + 1 +
1
z − 1
)]
·
(
z + 1
z − 1
)2m
.
Proposition 3.18 (Green’s function). The following function is a Green’s func-
tion on L1
G(ζ) := 18pi2 i
∫
C
fζ(z) ln(z)dz (3.20)
where C in a path in C depending on ζ, surrounding {ei θ, 0 6 θ 6 pi} and leaving
the origin outside the contour. For the complex logarithm, we define it in (θ −
pi, θ + pi) where θ is an argument of ζ.
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Remark 3.19. We can estimate the Green’s function of Proposition 3.18 with
the help of the residue theorem. The possible poles of the function ft(z) ln(z) are
1 and −1 and the choice of the branch creates a possible discontinuity only when
Re(t) = 0 since elsewhere, we have ln(−1) − ln(1) = ± i pi with a + sign in the
upper half-plane and a − sign in the lower half-plane.
Proof. We start by checking that G is well-defined. If we change the lift of the
logarithm, (equivalent to adding 2kpi to log), we need to show that this does not
change the value of G, that is to say∫
C
fζ(z)dz = 0
for all ζ ∈ Lδ. This is shown in the Appendix, see Proposition A.5.
In each of the half-planes, the function G is C∞ because we integrate a smooth
function along a path and the branch of the logarithm does not cross 1 or −1
where we take residues to estimate the integral.
On the Z axis (except from the origin), we can develop the exponential and
see that the residues at 1 and at −1 coincide at all orders. It is explained in
Proposition A.6. This tells us that G is C∞ on L1 except at 0.
Let us now check that G is harmonic everywhere apart from the origin. Actu-
ally, it is sufficient to check that fζ is harmonic (with respect to ζ) except at the
origin. Writing ζ = x+ iy with x ∈ Z and y ∈ R, we find
∆(δ)xxft = ∆(δ)xxft + ∂yyft
=
[
(2 i)2
( 1
z + 1 +
1
z − 1
)2
+
(
z + 1
z − 1
)2
+
(
z − 1
z + 1
)2
− 2
]
ft
= 0.
Here, it is allowed to add all the terms together since we consider always the same
branch of logarithm.
To conclude the proof, we need to check the third property. This follows from
a direct computation:
lim
ε→0+
∂yG(i ε) =
1
4pi2
∫
C
( 1
z + 1 +
1
z − 1
) ln(z)
z
dz
= i2pi [ln(1)− ln(−1)] =
1
2
where we use the residue theorem in the second equality. Similarly, we have
lim
ε→0−
∂yG(i ε) = −12 .
Then, to see that the zero and second orders of G around zero coincide in the
upper and lower half-planes, we use Lemma A.4.
As such, we get all the properties we were looking for.
Proposition 3.20 (Asymptotics of Green’s function). Let ζ ∈ L1. When |ζ| goes
to infinity, we have the following asymptotic behavior,
G(ζ) = 12pi ln(4|ζ|) +
γEuler
2pi +O
(
1
|ζ|2
)
. (3.21)
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Proof. The proof is similar to the one given in [Ken02] for the discrete Green’s
function on isoradial graphs. We need to be careful when dealing with the expo-
nential term in fζ . Let us write d = |ζ|. To get the improved error term O (1/d2),
we use the method from [Büc08].
Consider ζ = m + i t ∈ Lδ and write d = |ζ|, arg ζ = θ0. Take r = O (1/d4)
and R = O (d4). We will consider the path C going as follows:
1. counterclockwise around the ball of radius R around the origin from the
angles θ0 − pi to θ0 + pi,
2. along the direction ei θ0 from −R to −r,
3. around the ball of radius r around the origin from angle θ0+pi back to θ0−pi,
4. along the direction ei θ0 from −r to −R, back to the starting point.
This path is illustrated in Figure 3.3.
r
R
Figure 3.3: The path along which we integrate in the proof of Proposition 3.20.
We estimate these integrals separately, combining the two integrals along the
direction ei θ0 . First of all, to study the integral around the ball of radius r, we
start by developping fζ for z = rei θ when r is small:
1
1 + z −
1
1− z = O (r) and
(1 + z
1− z
)
= exp(O (r))
Thus,
fζ(z) =
1
z
exp(O (dr)) = 1
z
(1 +O (dr)).
The integral around the ball of radius r is
1
8pi2 i
∫ θ0−pi
θ0+pi
(1 +O (dr))(ln r + i θ) i dθ = − ln r4pi (1 +O (dr)) = −
ln r
4pi +O
( 1
d2
)
.
Similarly, the integral around the ball of radius R is
lnR
4pi +O
( 1
d2
)
.
On the direction ei θ0 from −R to −r, we add up the two integrals. Since the
logarithm differs by 2pi i on the both sides, by combining we get
ei θ0
4pi
∫ −r
−R
fζ(sei θ0)ds.
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We should split this integral into 3 parts, I1 for the integral from −R to
√
d, I2
from −√d to −1/√d and I3 from −1/
√
d to −r. For |z| small, we develop fζ to
two orders further:
fζ(z) =
e4ζz+O(dz3)
z
.
Thus, I1 can be rewritten (let α = 4ζei θ0 = 4|ζ| = 4d)
I1 =
1
4pi
∫ −r
−1/√d
eαs+O(ds3)
s
ds = 14pi
(∫ −αr
−α/√d
es
s
ds+
∫ −r
−1/√d
O
(
ds3
) eαs
s
ds
)
= 14pi
(∫ −1
−α/√d
es
s
ds+
∫ −αr
−1
es − 1
s
ds+
∫ −αr
−1
ds
s
)
+O
( 1
d2
)
= 14pi (ln(αr) + γEuler) +O
( 1
d2
)
,
where in the first equality, we develop the exponential and the integral withO term
gives O (1/d2); and in the last line, ln(αr) comes from the third term and Euler’s
constant comes from the first two integrals by taking αr → 0 and α/√d→∞.
In a similar way (or by making the change of variable s→ 1/s), we get
I3 =
1
4pi (− ln(R/α) + γEuler) +O
( 1
d2
)
.
When it comes to the intermediate term, we can show that it is negligeable.
Let z = sei θ0 for s ∈ [−√d,−1/√d]. For the exponential term in fζ , we have
exp
[
2 i t
( 1
z + 1 +
1
z − 1
)]
= exp
[
−2t Im
( 1
z + 1 +
1
z − 1
)]
= exp
[
2ts sin θ0
(
1
|z + 1|2 +
1
|z − 1|2
)]
6 exp
(
−O
(
t2
d3/2
))
.
Then, for the other one, assume m > 0 (so cos θ0 > 0),∣∣∣∣z + 1z − 1
∣∣∣∣2m =
(
s2 + 1 + 2s cos θ0
s2 + 1− 2s cos θ0
)m
6
(
1 + 4s cos θ0(s− 1)2
)m
6 exp
(
4ms cos θ0
(s− 1)2
)
6 exp
(
−O
(
m2
d3/2
))
and we have the same bound for m 6 0. After all, the intermediate term can be
bounded by
I2 6
√
de−O(
√
d) 6 O
( 1
d2
)
.
Finally, we sum up all the terms and take the limits r → 0 and R → ∞ to
have
G(ζ) = 12pi [ln(4|ζ|) + γEuler] +O
( 1
d2
)
.
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Proposition 3.21. On Lδ, there exists a unique Green’s function with the fol-
lowing normalization at 0
Gδ(0) =
1
2pi (ln δ − ln 4− γEuler).
Moreover, its asymptotic behavior when |ζ|
δ
goes to ∞ is
Gδ(ζ) =
1
2pi ln |ζ|+O
(
δ2
|ζ|2
)
.
We call Gδ the free Green’s function on Lδ.
Proof. To construct a Green’s function with such normalization, we can consider
Gδ(ζ) = G
(
ζ
δ
)
+ 12pi (ln δ − ln 4− γEuler) .
To show the uniqueness, assume that Gδ and G˜δ are two such functions. Let
G = Gδ − G˜δ. The first order singularities at zero cancel out due to the same
normalization, so the function G is C1 around 0. Since the second order terms
of Gδ(i ε) and Gδ(− i ε) coincide (same for G˜δ), G is C2 around 0. Finally, G is
harmonic in Lδ and is bounded (due to the asymptotic behaviour), it should be
zero everywhere by Harnack principle (see below, Proposition 3.25).
Given a primal semi-discrete domain Ωδ, we can define the Green’s function
on Ωδ by
GΩδ = Gδ −HΩδ
where Gδ is the free Green’s function on Lδ and HΩδ the unique solution to
the Dirichlet problem on the primal semi-discrete domain Ωδ whose boundary
condition is given by Gδ |∂Ωδ Here, we notice that GΩδ is non-positive.
3.4.2 Link with Brownian motion
In the discrete setting, the Green’s function measures how much time a standard
Brownian motion spends on each site in average; in the continuous setting, it also
gives an analogous of this. We establish an equivalent of such a property in the
semi-discrete case.
Proposition 3.22. Let B(δ) be a Brownian motion started at x ∈ Qδ as defined
in Section 3.2, stopped at τ , the exiting time of the domain Qδ. Then, we have
the asymptotic behaviour which is independent of δ
E[τ ] 
∫
Qδ
|GΩδ(x, y)|dy
where the left-hand side is the average time spent by the semi-discrete Brownian
motion B(δ) in Qδ; and the right-hand side is the integral of the Green’s function
on the same domain.
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On a discrete graph, the expectation of the number of visits of a random walk
(stopped after an exponential time if it is recurrent) is given by the opposite of
its associated Green’s function. Similarly, the average time spent by a Brownian
motion in a continuous space (Rd for example) is also given by the opposite of
its associated Green’s function (again stopped after an exponential time if it is
recurrent). Here in the semi-discrete setting, we should interpret the Green’s
function in the continuous direction as the average time spent by the Brownian
motion; whereas in the discrete direction, the expectation of the number of « visits
», which explains the factor δ in
∫
Qδ
.
Proof. The semi-discrete Brownian motion B(δ) converges in law to its continu-
ous 2D counterpart, so does the semi-discrete Green’s function, which converges
uniformly on every compact not containing 0 to the 2D Green’s function. As
such, the integral of semi-discrete Green’s function converges to the integral of 2D
Green’s function on every compact not containing 0. Moreover, ln y is integrable
on [0, ε], so the integral of the semi-discrete Green’s function on a small rectan-
gular domain around 0 can be well controlled, and this quantity goes to 0 when
ε→ 0.
Proposition 3.23 (Link with harmonic measure). Consider a semi-discrete pri-
mal domain Ωδ with u0 ∈ IntΩδ. Let a ∈ ∂Ωδ := Ch ∪ Cv be a point on the
boundary, where Ch and Cv denote respectively the horizontal and vertical parts.
Write ωΩδ(u0, {a}) for the harmonic measure with respect to u0. We notice that
it should be seen as a density when a ∈ Cv and Dirac masses when a ∈ Ch. Then,
• if a ∈ Cv, we have ω(u0, {a}) = −1δGΩδ(u0, aint),
• if a ∈ Ch, we have ω(u0, {a}) = ±∂yGΩδ(u0, a),
where aint is the unique vertex in {a± δ}∩ IntΩδ, ∂y is the vertical derivative with
respect to the second coordinate and we take the + sign if the boundary is oriented
to the left at a and the - sign otherwise.
Proof. It is immediate from Green’s Theorem (Proposition 3.5) by taking f =
ωΩδ(·, {a}) and g = GΩδ(u0, ·) and the fact that
∫
Ωδ f∆
(δ)g = 1.
Lemma 3.24. We keep the same notation as above and take Ωδ = Bδ(u0, R).
There exist two positive constants c1 and c2, independent of δ, such that
• if a ∈ Cv, we have c1 6 ω(u0, {a}) 6 c2 ;
• if a ∈ Ch, we have c1δ 6 ω(u0, {a}) 6 c2δ.
Proof. We link the harmonic measure to Green’s function via Proposition 3.23,
which can be estimated more easily by its asymptotic behavior given in Proposi-
tion 3.21. We can write
GΩδ(u0, u)−
1
2pi ln
|u− u0|
R
=
[
Gδ(u0, u)− 12pi ln |u− u0|
]
−
[
G∗Ωδ(u, u0)−
1
2pi lnR
]
.
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The first term is O
(
δ2
|u−u0|2
)
. The second term is harmonic in Bδ(u0, R), thus by
maximum principle, we get∣∣∣∣G∗Ωδ(u, u0)− 12pi lnR
∣∣∣∣ 6 sup
v∈∂Bδ(u0,R)
∣∣∣∣Gδ(v, u0)− 12pi lnR
∣∣∣∣
6 δ
piR
+O
(
δ2
R2
)
,
where we use the fact that R − 2δ 6 |v − u0| 6 R since v ∈ ∂Bδ(u0, R). In
summary, for all u ∈ Bδ(uu, R),∣∣∣∣∣GΩδ(u0, u)− 12pi ln |u− u0|R
∣∣∣∣∣ = δpiR +O
(
δ2
|u− u0|2 +
δ2
R2
)
.
By taking u = aint with a ∈ Cv, we get the first part of the proposition. By taking
u ∈ Bδ(u0, R) closer and closer to a ∈ Ch, we get the second part.
3.5 Harnack Principle and convergence theorems
This part deals mostly with harmonic analysis. We give the semi-discrete version
of Harnack Lemma, Riesz representation and a convergence theorem of harmonic
functions.
Proposition 3.25 (Semi-discrete Harnack Lemma). Let u0 ∈ Ωδ and 0 < r <
R such that Bδ(u0, R) ⊂ Ωδ. Consider a non-negative semi-discrete harmonic
function H : Bδ(u0, R)→ R. Let M = maxH on Ωδ. If u, u+ ∈ Bδ(u0, r), then
|H(u+)−H(u)| 6 const · δM
R− r ,
∂yH(u) 6 const · M
R− r .
Proof. The proof is classical. We use coupled semi-discrete Brownian motions
issued from two neighboring sites on semi-discrete lattice by reflection. For the
derivative in y, we use the same method. The difference between H(u + i ε) and
H(u − i ε) can be bounded by const · εM
R−r and by dividing everything by ε and
taking the limit, we obtain the inequality.
Proposition 3.26 (Riesz representation). Let f be a function on Ωδ vanishing
on the boundary ∂Ωδ. Then, for all y ∈ Ωδ,
f(y) =
∫
Ωδ
∆(δ)f(x)GΩδ(x, y)dx.
Here, if f is not differentiable, we can define the integral in the sense of distribu-
tions.
Proof. The function f − ∫Ωδ ∆(δ)f(x)GΩδ(x, ·)dx is harmonic and zero on the
boundary, thus zero everywhere.
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Theorem 3.27 (Convergence theorem for harmonic functions). Let (hδ)δ>0 be a
family of semi-discrete harmonic functions on Ωδ. It forms a precompact family
for the uniform topology on compact subsets of Ω if one of the following conditions
is satisfied.
1. The family (hδ) is uniformly bounded on any compact subset of Ω.
2. For any compact K ⊂ Ω, there exists M = M(K) > 0 such that for all
δ > 0, we have ∫
Kδ
|hδ(x)|2dx 6M.
Proof. The first point comes from Arzelà-Ascola since (hδ) is uniformly Lipschitz
(Proposition 3.25).
We will show that the second point implies the first one to conclude. Start by
choosing a compact subset K ⊂ Ω. Denote by d = d(D, ∂Ω) the distance between
K and the boundary of Ω. Let K ′ be the d/2-neighborhood of K.
Let 0 < δ < d/2 and x ∈ IntKδ. Choose Q to be a rectangular domain in K ′
which is centered at x. Write Qδ = (x + [−rδ, rδ] × [−s, s]) ∩ Lδ, r ∈ N, for its
semi-discrete counterpart. It is possible to have rδ > d/4 and s > d/4 due to the
assumption on the distance, and we assume so in the following.
If we write Hk = {kδ} × [−s, s], the hypothesis implies
r∑
k= r2
δ
(∫
H−k
+
∫
Hk
)
|hδ(y)|2dy 6M(K ′) =: M
for a certain constant M which is uniform in δ. Take p ∈ Jr/2, rK such that the
summand is minimum, we get(∫
H−p
+
∫
Hp
)
|hδ(y)|2dy 6 1
δ
M
r/2 6 c1,
where c1 is a uniform constant in δ.
For t ∈ [0, s], denote H tp = {pδ} × [−t, t]. We can write, by linearity, hδ as
linear combination of harmonic measures,
hδ(x) =
(∫
Ht−p
+
∫
Htp
)
hδ(y)ωt(x, y)dy +
p−1∑
k=−p+1
y=kδ±i t
hδ(y)ωt(x, y), (3.22)
where ωt is the harmonic measure in [−pδ, pδ]× [−t, t].
We integrate Equation (3.22) from t = s/2 to t = s and get
hδ(x) =
2
s
∫ s
s/2
(∫
Ht−p
+
∫
Htp
)
hδ(y)ωt(x, y)dydt
+ 2
s
∫ 2
s/2
p−1∑
k=−p+1
y=kδ±i t
hδ(y)ωt(x, y)dt.
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We want to show that hδ(x) is uniformly bounded in x and in δ. We will take its
square and apply Cauchy-Schwarz.
Below, denote respectively the first and second integrals A and B. First of
all, notice that hδ(x)2 6 2(A2 + B2), so we just need to show that A and B are
bounded. We have,
A2 6
(2
s
)2 ∫ s
s/2
(∫
Ht−p
+
∫
Htp
)
hδ(y)2dydt
∫ s
s/2
(∫
Ht−p
+
∫
Htp
)
ωt(x, y)2dydt
6
(∫
Hs−p
+
∫
Hsp
)
hδ(y)2dy
(∫
Ht−p
+
∫
Htp
)
ωs(x, y)2dy
where (2/s)2 is distributed once in the first term and once in the second, nor-
malizing the integrals. (The length of the segment along which we integrate is
s/2.) Then, for x and y fixed, ωt(x, y) 6 ωs(x, y) for t 6 s. Here, the first term is
bounded by c1 by hypothesis, and the second by another constant c2 from Lemma
3.24.
For the second term, Cauchy-Schwarz gives
B2 6
(2
s
)2 ∫ s
s/2
p−1∑
k=−p+1
y=kδ+i t
δhδ(y)2dt
∫ s
s/2
p−1∑
k=−p+1
y=kδ+i t
ωt(x, y)2
δ
dt.
On the right-hand side, the first term is bounded by M by assumption and the
second term bounded by a uniform constant c3 because ωt(x, y) can be bounded
by c4δ uniformly (in a similar manner as before) in δ and in y − x, and there are
O (1/δ) terms in the sum.
Proposition 3.28 (Estimation on the derivative of the Green’s function). Let
Q ⊂ Ωδ such that 9Q ⊂ Ωδ. There exists C > 0 such that for all δ > 0 and
y ∈ 9Qδ, we have ∫
Qδ
|∆(δ)x G9Qδ(x, y)|dx 6 C
∫
Qδ
|G9Qδ(x, y)|dx.
Proof. For y ∈ 9Qδ\3Qδ, we estimate the Green’s function in terms of the Brow-
nian motion, or more precisely, the harmonic measure. We recall that G9Qδ(·, y)
is non positive, so that we can write for x ∈ 2Qδ,
|G9Qδ(x, y)| =
∫
Cv
|G9Qδ(z, y)|ω2Qδ(z, y)|dz|+
1
δ
∫
Ch
|G9Qδ(z, y)|ω2Qδ(z, y)|dz|
where we denote the vertical and horizontal parts of the boundary ∂(2Qδ) by Cv
and Ch. We can assume that
H :=
∫
Ch
|G9Qδ(z, y)||dz| > V :=
∫
Cv
|G9Qδ(z, y)||dz|.
The estimations of ω9Qδ in Lemma 3.24 gives us the lower and upper bounds easily
|G9Qδ(x, y)| 6 c2
∮
∂(2Qδ)
|G9Qδ(z, y)||dz| = c2(H + V ) 6 2c2H
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and
|G9Qδ(x, y)| > c1
∮
∂(2Qδ)
|G9Qδ(z, y)||dz|
> c1
∫
Ch
|G9Qδ(z, y)||dz| = c1H.
Thus, for x, x′ ∈ 2Qδ,
1
c3
|G9Qδ(x, y)| 6 |G9Qδ(x′, y)| 6 c3|G9Qδ(x, y)|
with c3 = 2c2/c1. Knowing that G9Qδ(·, y) is harmonic in Qδ, we apply Proposition
3.25 and the above inequality to get
|∆(δ)x G9Qδ(x, y)| 6 c4 max
x′∈Qδ
|G9Qδ(x′, y)| 6 c3c4|G9Qδ(x, y)|.
For y ∈ 3Qδ, from Proposition 3.22, the average time spent by the Brownian
motion, stopped when touching ∂9Qδ, in Qδ is proportional to∫
Qδ
|G9Qδ(x, y)|dx.
This quantity can be bounded from below by a constant c5 because the semi-
discrete Brownian motion converges to its continuous counterpart in R2.
Now it remains to show that the left-hand side can be bounded from above by
a constant.
We write
G9Qδ(x, y) = [G9Qδ(x, y)−Gδ(x, y)] +Gδ(x, y),
where Gδ is the Green’s function on Lδ defined in Proposition 3.21. The first part
G9Qδ(·, y)−Gδ(·, y) is harmonic in 9Qδ (the singularities cancel out); moreover, on
the boundary ∂9Qδ, G9Qδ is zero and Gδ is bounded by a constant depending only
on the domain Q by using the asymptotic behavior of the free Green’s function
in Proposition 3.21. The Harnack principle (Proposition 3.25) gives
|∆(δ)x [G9Qδ(x, y)−Gδ(x, y)]| 6 c6.
Thus, ∫
Qδ
|∆(δ)x [G9Qδ(x, y)−Gδ(x, y)]|dx 6 δ ·
c7
δ
· c6 = c6c7.
Concerning |∆(δ)x Gδ(x, y)|, we can look at its asymptotic behaviour and show that,
for ζ = m+ i t ∈ Qδ with |ζ|  δ,
∆(δ)x Gδ(ζ, y) =
1
δ
[
Gδ(ζ +
δ
2 , y)−Gδ(ζ −
δ
2 , y)
]
= 12piδ
[
ln
(
(m+ δ2)
2 + t2
m2 + t2
)
− ln
(
(m− δ2)2 + t2
m2 + t2
)]
= 12piδ
[
2δm
m2 + t2 +O
(
δ2
)]
= 1
pi
m
m2 + t2 +O (δ) .
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Thus, by integrating along vertical axes in Ωδ, we get some quantity with the
same asymptotic behaviour (independent of δ but on Qδ),∫
Qδ
|∆(δ)x Gδ(x, y)|dx 6 c8.
The proof follows readily.
3.6 Convergence to the continuum Dirichlet problem
In this subsection, we study the convergence of semi-discrete harmonic functions
when the mesh size of the lattice goes to 0.
Lemma 3.29. Let Ω be a domain and (Ωδ) its semi-discretized approximations
converging to Ω in the Carathéodory sense. For each δ > 0, consider a semi-
discrete harmonic function hδ on Ωδ. Assume that hδ converges uniformly on any
compact subset of Ω to a function h, then h is also harmonic.
Proof. From Proposition 3.25 and Theorem 3.27, we know that the family (∆(δ)x hδ)
is precompact thus we can extract from it a converging subsequence. Since ∂xh is
the only possible sub-sequential limit, (∆(δ)x hδ) converges. Similarly, one can also
prove that ∆(δ)hδ = 0 converges to ∆h, which is also zero.
Proposition 3.30. Let Ω be a domain with two marked points on the boundary
a, b ∈ ∂Ω. Consider f a bounded continuous function on ∂Ω\{a, b} and h the
solution associated to the Dirichlet boundary value problem with boundary condi-
tion f . For each δ > 0, let Ωδ be the semi-discretized counterpart of the domain
Ω, aδ and bδ approximating a and b. Let fδ : ∂Ωδ → R be a sequence of uni-
formly bounded functions converging uniformly away from a and b to f and hδ be
the solution of the semi-discrete Dirichlet boundary problem with fδ as boundary
condition. Then,
hδ → h
uniformly on compact subsets of Ω.
Proof. We first notice that the semi-discretized domains converge in the Carathéo-
dory sense to (Ω, a, b). Since (fδ) is uniformly bounded, it is the same for the
family (hδ). Theorem 3.27 says that (hδ) is a precompact family. Let h˜ be a
subsequential limit, which should also be harmonic inside Ω by Lemma 3.29. To
show that h = h˜, we need to prove that h˜ can be extended to the boundary by
f in a continuous way. This can be done by using the weak Beurling’s estimate,
obtained by analyzing the Brownian motion on semi-discrete lattice. This result
is classical and can be adapted easily to our semi-discrete setting.
3.7 S-holomorphicity
The notion of s-holomorphicity will turn out to be important when it comes to
the convergence Theorem 5.4. Actually, the semi-discrete holomorphicity provides
us only with half of Cauchy-Riemann equations and the rest of the information
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can be “recovered” by s-holomorphicity. More precisely, it allows us to define a
primitive of Im f 2 where f is s-holomorphic in Section 4.3 and the convergence of
this primitive will tell us more about the convergence of f . We will discuss this
in more details in Sections 4 and 5.
Definition 3.31. Let f : Ω[δ → C be a function defined on the mid-edge semi-
discrete lattice. It is said to be s-holomorphic if it satisfies the two following
properties.
1. Parallelism: for e ∈ Ω[δ, we have f(e)//τ(e) where τ(e) = [i(we − ue)]−1/2,
ue and we denote respectively the primal and the dual extremities of the
mid-edge e. In other words,
• f(e) ∈ νR if p+e is a dual vertex, and
• f(e) ∈ i νR if p+e is a primal vertex,
where ν = exp(− i pi/4).
2. Holomorphicity: for all vertex e on the mid-edge lattice Ω[δ, we haveD
(δ)
f(e) =
0.
Definition 3.32. Let g : Ωδ → C be a function defined on the medial semi-
discrete domain. It is said to be s-holomorphic if it satisfies the two following
properties.
1. Projection: for every e = [p−e p+e ] ∈ Ω[δ, we have
Proj[g(p−e ), τ(e)] = Proj[g(p+e ), τ(e)] (3.23)
where Proj(X, τ) denotes the projection of X in the direction of τ :
Proj[X, τ ] = 12
[
X + τ
τ
·X
]
.
2. Holomorphicity: for all vertex e on medial lattice Ωδ , we have D
(δ)
f(e) = 0.
We have a correspondance between s-holomorphic functions on Ωδ and on Ω[δ.
Proposition 3.33. Given a s-holomorphic function f : Ω[δ → C, one can define
g : Ωδ → C by:
g(p) = f(e−p ) + f(e+p ), p ∈ Ωδ .
Then, the new function g is still s-holomorphic.
Conversely, given a s-holomorphic function g : Ωδ → C, one can define f :
Ω[δ → C by:
f(e) = Proj[g(p−e ), τ(e)] = Proj[g(p+e ), τ(e)], e ∈ Ω[δ.
Then, the new function f is still s-holomorphic.
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Proof. Assume that f : Ω[δ → C is s-holomorphic. Let us show that g as de-
fined above is s-holomorphic on Ωδ . The projection property is satisfied from the
parallelism of f and so is the holomorphicity.
Assume that g : Ωδ → C is s-holomorphic. Let us show that f as defined above
is s-holomorphic on Ω[δ. The parallelism is clearly satisfied by the definition. We
just need to check the holomorphity of f . Let e ∈ Ω[δ. We can assume that p+e is
primal and p−e dual such that τ(e)//eipi/4. We want to calculate ∂yf(e).
∂yf(e) = ∂y Proj[g(p), τ(e)]
= 12∂y[g(p) + i g(p)]
= 12
[ i
δ
(g(p+)− g(p−)) + i
(
− i
δ
)
(g(p+)− g(p−))
]
= i
δ
[f(e+)− f(e−)]
where we use τ(e)/τ(e) = i and τ(e+)/τ(e+) = τ(e−)/τ(e−) = − i.
4 Observable on semi-discrete lattice
4.1 Definition and illustration
Let us take a Dobrushin domain (Ω, a, b) in R2. Consider δ > 0 and the semi-
discretized domain (Ωδ , aδ, bδ) with mesh size δ, on which we put the loop repre-
sentation of the critical quantum Ising model (Equation (2.1)) with parameter ρ,
which is the density of Poisson point processes on both primal and dual vertical
lines. Here, we choose ρ to be proportional to 1/δ so that the model is not de-
generated when we take the limit δ → 0. Actually, we take ρ = 1√2δ , the constant
1√
2 being chosen to make the model isotropic, in the sense that we get the correct
multiplicative constant in the relation of (s-)holomorphicity.
The loop representation of the quantum Ising model gives an interface going
from aδ to bδ. If e ∈ Ω[δ is a mid-edge vertex of the Dobrushin domain (Ωδ , aδ, bδ),
we can define our observable at this point by
Fδ(e) := F(Ω
δ
,aδ,bδ)(e) =
ν√
δ
· E
[
exp
( i
2W (e, bδ)
)
1e∈γδ
]
(4.1)
where γδ denotes the (random) interface going from aδ to bδ and W (e, bδ) its
winding from e to bδ and ν = exp(− i pi/4).
Remark 4.1. For the readers who might have read [CS12], since here the graph
is oriented differently, the multiplicative factor ν is chosen so that we can keep
the same notations for properties that follow later.
Remark 4.2. Since the domain we consider here is simply connected, the winding
W (e, eδb) for a mid-edge vertex e on the boundary does not depend on the random
configuration. We have two cases:
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• If p−e ∈ Ωδ and p+e ∈ Ω?δ , then the winding W (e, bδ) is a multiple of 2pi and
Fδ(e) is parallel to ν.
• If p−e ∈ Ω?δ and p+e ∈ Ωδ, then the winding W (e, bδ) is a multiple of 2pi plus
pi and Fδ(e) is parallel to i ν.
This says that Fδ satisfies the property of parallelism.
Figure 4.1: Local relative position of primal / dual vertices with the direction of
Fδ in blue.
We can notice that the winding at eb is W (eb, eb) = 0, thus Fδ(eb) = ν√δ , which
is called the normalizing constant.
We then define the observable on Ωδ for all p ∈ Ωδ by
Fδ(p) = Fδ(p+) + Fδ(p−). (4.2)
If p ∈ ∂Ωδ , one of p+ and p− is not defined. We then take the undefined term to
be 0. As such, we define Fδ everywhere on Ωδ . We notice that Fδ satisfies the
projection property (3.23).
Let p be a primal or dual point on the arcs (aδbδ) and (bδaδ). We denote by
τ(p) the tangent vector to ∂Ωδ oriented from bbδ to abδ if p is on (aδbδ), and oriented
from bwδ to awδ if p is on (bδaδ).
Proposition 4.3. For p ∈ (aδbδ) ∪ (bδaδ), we have Fδ(p)//τ(p)−1/2.
Proof. We can assume that p ∈ (aδbδ) since the proof is similar for p ∈ (bδaδ). In
this case, we get two types of tangent vector: τ(p) is horizontal when p is a dual
vertex and vertical when p is a primal vertex.
1. Assume that the tangent vector τ(p) is vertical. We may assume that τ(p)
is oriented from right to left, then the paths counted in Fδ(e+p ) are exactly
those counted in Fδ(e−p ), because the interface going through e+p is forced to
turn left and go through e−p . Thus, the observable Fδ(p) at p can be written
as
Fδ(p) = (1− i)Fδ(e+p ).
The quantity Fδ(e+p ) being parallel to i ν, we have Fδ(p) ∈ R. Also, we know
that τ(p)−1/2 is parallel to 1. The case where τ(p) is oriented from left to
right can be treated in the same way.
2. Assume that the tangent vector τ(p) is horizontal which can be oriented
either upwards or downwards. If τ(p) is oriented downwards, Fδ(p) takes the
same value as Fδ(e−p ), which belongs to i νR due to Remark 4.2. Moreover,
τ(p)−1/2 is parallel to i ν. It is similar if τ(p) is oriented upwards.
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aabδ
awδ
b
bwδ
bbδ b
[
δ
a[δ
Figure 4.2: The Dobrushin domain shown in Figure 2.4 with tangent vectors τ
drawn in blue with arrows on the boundary.
4.2 Relations and holomorphicity
To study the observables Fδ and Fδ, we need to establish local bijections between
configurations which will give us local relations for Fδ and Fδ. Our goal is to get
a relation between the observable Fδ and its derivative ∂yFδ.
To do so, we will fix a local window with height equal to ε and width covering
three columns, as shown in Figure 4.3. We notice that, in the loop representation,
if we reverse primal and dual axes, the loops and interfaces will also reverse their
paths. By studying the difference between the contribution of the term in the
expectation in Equation (4.1), and by making ε go to 0, we will get the derivative.
Since the number of points given by point Poisson processes is proportional to
the length of the interval, thus to ε here, in the limit, only the first order term in
ε counts. In consequence, we only need to constraint ourselves to configurations
with at most one Poisson point in the local window.
Some abbreviations will be introduced to lighten our notations. We denote
the north-/south- west/middle/east mid-edge vertices by taking their initials: nw,
nm, ne, sw, sm and se. We denote the primal extremity shared by nw and nm
by bn and the one shared by sw and sm by bs. Similarly for wn and ws. See again
Figure 4.3.
nw
sw
nm
sm
ne
se
ǫ
bn
bs
wn
ws
Figure 4.3: A local window with height ε. The same notations are used in the
following figures and tables of this section.
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To understand the bijections between configurations, the reader is invited to
have a look at Figure 4.4 while reading the following explanation. The bijections
are obtained by starting with an interface going through the middle column, which
is not a loss of generality. In our case, it goes down due to the choice of the local
window. We assume that there is not any Poisson points in this local window.
We will then analyze different possibilities. Once the interface goes out of the
local window, it may never come back to the neighboring mid-edge axes (i.e. west
and east), which is the case of (1a). Otherwise, the interface may come back to
one of the neighboring mid-edge axes. In (2a), it comes back through the East
column and in (3a), through the West column.
Now we can consider Poisson points in our configurations. As we mentioned
earlier, we are only interested in configurations with at most one such point. In
(1b), (2b) and (3b), we add one Poisson point between bs and bn whereas in (1c),
(2c) and (3c), we add one between ws and wn. The configurations (1a), (1b)
and (1c) are in bijection, same for (2a), (2b) and (2c) or (3a), (3b) and (3c).
Notice that these configurations do not have the same weight, but we know the
ratio between their weights, which will allow us to get linear relations between
the contribution of exp( i2W (e, bδ))1e∈γδ to f at nw, sw, nm, sm, ne and se.
We first establish Table 4.1 containing different contributions. The last columns
contain the weight of each configuration up to a multiplicative constant depending
on the original configuration in (1a), (2a) and (3a). However, the fact that this
multiplicative constant is unknown does not raise any difficulty since we only need
linear relations between values of Fδ at different mid-edge vertices.
nw sw nm sm ne se weights
1a 0 0 1 1 0 0
√
2
1b ei pi2 e− i pi2 1 1 0 0 ερ
1c 0 0 1 1 e−ipi2 eipi2 ερ
2a 0 0 1 1 e−ipi2 e−ipi2
√
2
2b eipi2 e−ipi2 1 1 e−ipi2 e−ipi2 ερ
2c 0 0 1 0 e−ipi2 0 2ερ
3a eipi2 eipi2 1 1 0 0
√
2
3b eipi2 0 1 0 0 0 2ερ
3c eipi2 eipi2 1 1 e−ipi2 eipi2 ερ
Table 4.1: Contributions of the exponential term in each configuration at different
positions.
We take the difference of contributions between the north mid-edge and the
south mid-edge in each of the three columns to get Table 4.2. After this, we get
Fδ(w), Fδ(m) and Fδ(e) from Table 4.1 by ignoring terms of order higher than ε;
and ∂yFδ(w), ∂yFδ(m) and ∂yFδ(e) by dividing the quantities in Table 4.2 by ε
and then making it go to 0.
The quantities in the first and the second lines of Table 4.3 satisfy
(Fδ(e)− Fδ(w)) · i
√
2ρ = ∂yFδ(m). (4.3)
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(1a) (1b) (1c)
(2a) (2b) (2c)
(3a) (3b) (3c)
Figure 4.4: Bijection between configurations in a local window chosen above.
Moreover, those in the first and the third line satisfy also the same equation. By
summing over the possible local configurations and by gathering them together,
we obtain that for each m ∈ Ω[δ
D
(δ)
Fδ(m) =
1
2
[
Fδ(e)− Fδ(w)
δ
− ∂yFδ(m)i
]
= 0. (4.4)
Gathering all the above computations and using Proposition 3.33, we obtain
the following proposition.
Proposition 4.4. The observables Fδ and Fδ satisfy the following properties.
1. The observable Fδ is s-holomorphic on Ω[δ.
2. The observable Fδ is s-holomorphic on Ωδ.
By Proposition 3.33, the observables Fδ and Fδ encode the same amount of
information. We will then sometimes work with Fδ, sometimes with Fδ, according
to our convenience.
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nw − sw nm− sm ne− se
1 2iερ 0 −2iερ
2 2iερ 2ερ −2iερ
3 2iερ 2ερ −2iερ
Table 4.2: Computation of the dif-
ference between the contributions of
North and South.
Fδ(w) Fδ(m) Fδ(e)
∂yFδ(w) ∂yFδ(m) ∂yFδ(e)
1 0
√
2 0
2iρ 0 −2iρ
2 0
√
2 − i√2
2iρ 2ρ −2iρ
3 i
√
2
√
2 0
2iρ 2ρ −2iρ
Table 4.3: By considering order 0 and
order 1 terms in ε, we get Fδ and ∂yFδ.
4.3 Primitive of F2δ
We will be interested in Riemann-Hilbert boundary value problem in Section 5.2.
To solve this problem in continuum, we make use of the fact that the function
h = Im
∫
f 2, where f is a solution, is harmonic. Therefore, in the semi-discrete
setting, we try to make sense of a primitive of F2δ then show that it is not far from
being harmonic. This will be illustrated in Section 5.
Given v a site on the lattice, we denote by e+v and e−v the mid-edges having v
as extremity on the right side and the left side of v, as illustrated in Figure 4.5.
In a similar way, we denote by e++v and e−−v the second on the right or left.
e+v e
++
ve
−
ve
−−
v
v
Figure 4.5: Notations for neighboring mid-edges.
Let us define Hδ, a “primitive” of F2δ in the following way. Since Fδ and Fδ
can be related, in the definitions below we only work with Fδ first.
1. If b and b′ are primal vertices such that Re b = Re b′ and [bb′] ⊂ Ωδ , define
Hδ(b′)−Hδ(b) = 2 · Im
∫ b′
b
Fδ(e−v )Fδ(e+v )dv (4.5)
2. If w and w′ are dual vertices such that Rew = Rew′ and [ww′] ⊂ Ωδ , define
Hδ(w′)−Hδ(w) = −2 · Im
∫ w′
w
Fδ(e−v )Fδ(e+v )dv. (4.6)
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3. If b and w are neighboring primal and dual vertices in Ωδ , define
Hδ(b)−Hδ(w) = δ|Fδ(bw)|2. (4.7)
Proposition 4.5. The primitive Hδ is well-defined up to an additive constant.
Proof. It is sufficient to check that the difference of Hδ along cycles is always 0,
or equivalently, the difference along elementary rectangles is always 0. Let u1,
u2, v2, v1 be a rectangle as shown in Figure 4.6. We denote by emi the mid-edge
between ui and vi for i = 1, 2.
u1 w1
u2 w2
W M E
em1
em2
Figure 4.6: An elementary rectangle u1u2w2w1.
We need to show that the difference of Hδ along u1u2, u2w2, w2w1 and w1u1
gives 0. We apply directly the definitions from Equations (4.5), (4.6) and (4.7).
Hδ(u2)−Hδ(u1) +Hδ(w2)−Hδ(u2) +Hδ(w1)−Hδ(w2) +Hδ(u1)−Hδ(w1)
= 2 Im
∫ u2
u1
Fδ(e−v )Fδ(e+v )dv − δ|Fδ(u2w2)|2 + 2 Im
∫ w2
w1
Fδ(e−v )Fδ(e+v )dv + δ|Fδ(u1w1)|2
= 2 Im
∫ m2
m1
[Fδ(e−m)Fδ(em) + Fδ(em)Fδ(e+m)]dm− δ(|Fδ(u2w2)|2 − |Fδ(u1w1)|2).
The first term can be rewritten as:
2 Im
∫ m2
m1
[Fδ(e−m)Fδ(em) + Fδ(em)Fδ(e+m)]dm = 2 Im
∫ m2
m1
[Fδ(e−m)− Fδ(e+m)]Fδ(em)dm,
and the second term as:
−δ(|Fδ(u2w2)|2 − |Fδ(u1w1)|2) = −δRe
∫ m2
m1
2∂yFδ(em)Fδ(em)dm
= −Re
∫ m2
m1
2 i(Fδ(e+m)− Fδ(e−m))Fδ(em)dm
= 2 Im
∫ m2
m1
[Fδ(e+m)− Fδ(e−m)]Fδ(em)dm
where we use the holomorphic relation (4.4) in the second line. Thus, the quantity
we were looking for is indeed 0.
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From the previous proposition, we can fix Hδ(bwδ ) to be zero, thus fixing the
additive constant. Now, we can really talk about the primitie Hδ.
Starting from the definitions above, we will reformulate to get relations for
Hδ between different points on the same axis (Proposition 4.6) and neighboring
points on medial lattice (Proposition 4.7). This will give us a simpler expression
in terms of Fδ: Hδ = Im ∫ δ(Fδ(z))2dδz.
Proposition 4.6. Let p, p′ ∈ Ωδ such that Re p = Re p′ and [pp′] ⊂ Ωδ. Then we
have
Hδ(p′)−Hδ(p) = Im
∫ p′
p
i ·(Fδ(v))2dv. (4.8)
Proof. We first assume that p, p′ ∈ Ωδ. Given v ∈ [pp′], since Fδ(e−v ) ∈ i νR and
Fδ(e+v ) ∈ νR, we have
Im
[
i ·Fδ(v)2
]
= Re
[
Fδ(e−v )2 + Fδ(e+v )2 + 2Fδ(e−v )Fδ(e+v )
]
= 2 Re
[
Fδ(e−v )Fδ(e+v )
]
= 2 Im
[
Fδ(e−v )Fδ(e+v )
]
.
The same computation for p, p′ ∈ Ω?δ and v ∈ [pp′] leads to
Im
[
i ·Fδ(v)2
]
= −2 Im
[
Fδ(e−v )Fδ(e+v )
]
.
Using Equations (4.5) and (4.5), we get the result.
Proposition 4.7. Let p ∈ Ωδ such that p−, p+ ∈ Ωδ. Then,
Hδ(p+)−Hδ(p−) = Im[Fδ(p)2(p+ − p−)]. (4.9)
Proof. We can assume that p ∈ Ω?δ and p−, p+ ∈ Ωδ. The other case when p ∈ Ωδ
can be treated in the same way.
From the parallelism property, we know that Fδ(e−p ) ∈ νR and Fδ(e+p ) ∈ i νR.
A simple computation gives
Im
[
Fδ(p)2
]
= Im
[
Fδ(e−p )2 + Fδ(e+p )2 + 2Fδ(e−p )Fδ(e+p )
]
= |Fδ(e+p )|2 − |Fδ(e−p )|2.
Since p+ − p− = δ, this completes the proof.
Corollary 4.8. The primitive Hδ is constant on both arcs (aδbδ) = (abδbbδ) and
(bδaδ) = (bwδ awδ ). Moreover,
Hδ |(aδbδ) = 1 and Hδ |(bδaδ) = 0. (4.10)
Proof. Proposition 4.3 gives the direction of Fδ and Equations (4.8) and (4.9) give
the relation of Hδ on each part of the two arcs. We conclude easily that Fδ(p)
is constant on both arcs. The difference of these constants can be obtained by
estimating Hδ at, for example, bδ = [bbδbwδ ]:
Hδ(bbδ) = Hδ(bbδ)−Hδ(bwδ ) = δ|Fδ(bδ)|2 = 1.
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Proposition 4.9. The primitive Hδ is subharmonic on primal axes and super-
harmonic on dual axes, i.e.
∆(δ)H(u) > 0 and ∆(δ)H(w) 6 0
for all u ∈ Ωδ and w ∈ Ω?δ.
Proof. We remind that in a semi-discrete lattice, the Laplacian is defined as fol-
lows:
∆(δ)xxHδ(u) = ∆(δ)xxHδ(u) + ∂yyHδ(u)
for u a vertex in primal or dual axis.
First, we assume that u is a primal vertex. By using the definition of Hδ, the
second derivative along x can be reformulated,
∆(δ)xxHδ(u) =
1
δ
[
|Fδ(e++u )|2 − |Fδ(e+u )|2 − |Fδ(e−u )|2 + |Fδ(e−−u )|2
]
.
Similarly, the second derivative along y can be rewritten as:
∂yyHδ(u) = 2 Im[∂y(Fδ(e−u )Fδ(e+u ))]
= 2 Im[∂yFδ(e−u )Fδ(e+u ) + Fδ(e−u )∂yFδ(e+u )]
= 2 Im[∂yFδ(e−u )Fδ(e+u )− Fδ(e−u )∂yFδ(e+u )]
= 2 Im
[ i
δ
[
Fδ(e+u )− Fδ(e−−u )
]
· Fδ(e+u )− Fδ(e−u ) ·
i
δ
[
Fδ(e++u )− Fδ(e−u )
]]
= 2
δ
Re[(Fδ(e+u )− Fδ(e−−u ))Fδ(e+u )− Fδ(e−u )(Fδ(e++u )− Fδ(e−u ))]
= 2
δ
[
|Fδ(e+u )|2 + |Fδ(e−u )|2 − Re[Fδ(e−−u )Fδ(e+u ) + Fδ(e−u )Fδ(e++u )]
]
.
We also notice that
|Fδ(e++u )− Fδ(e−u )|2 + |Fδ(e+u )− Fδ(e−−u )|2
= |Fδ(e++u )|2 + |Fδ(e+u )|2 + |Fδ(e−u )|2 + |Fδ(e−−u )|2
− 2 Re
[
Fδ(e−u )Fδ(e++u ) + Fδ(e−−u )Fδ(e+u )
]
= δ∆(δ)xxHδ(u) + δ∂yyHδ(u)
= δ∆(δ)Hδ(u).
In consequence, the primitive H is subharmonic on primal axes.
The proof for the superharmonicity on dual axes is similar. We do the same
calculation and obtain the above equation with a minus sign.
5 Uniform convergence theorem
5.1 Boundary modification trick
A semi-discrete Dobrushin domain can be extended to a (semi-discrete) primal
(resp. dual) domain. This technique, called boundary modification trick, is pre-
sented below. We can also extend our (semi-discrete) functions on these larger
domains, making them easier to study.
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The primal (resp. dual) domain extended from a Dobrushin domain is given
by keeping the primal boundary ∂ab and by adding an extra layer ∂?ba to the dual
boundary ∂ba. More precisely, on the arc ∂ba we change the horizontal parts from
dual to primal and add one more primal layer outside (defined below) the original
domain. The same procedure applies similarly if we want to get an extended dual
domain: we get ∂?ab from ∂ab and keep ∂?ba. We will denote by Ω˜δ and Ω˜?δ these two
modified domains. See Figure 5.1 and Figure 5.2 for examples.
Each dual point p ∈ (bδaδ) possesses two primal neighbors p− and p+. One
of them is in IntΩδ and the other is not (although it may lie on the boundary
∂ab). We include the one which is not in IntΩδ , thus providing us with the new
boundary.
ab aw
bb bw
∂ab
∂ba
Figure 5.1: The primal domain ex-
tended from the Dobrushin domain
given in Figure 2.3. The red part
indicates the overlapping part of
the extended boundary with the arc
(aδbδ).
ab aw
bb bw
∂?ba
∂?ab
Figure 5.2: The dual domain ex-
tended from a Dobrushin domain
given in Figure 2.3. The red part
represents the extended boundary
overlapping itself.
We notice that some points may be added twice (red part in Figure 5.2) and
some points may overlap the other boundary (red part in Figure 5.1). Thus, the
boundary of the extended domain is not described by a Jordan curve anymore.
However, this is not a problem: we just keep these double points and consider
that they are situated on the two different sides of the same boundary and all the
theorems concerning boundary value problem will still be valid. We can also see
this as a domain minus a slit.
The following lemma tells us how to extend the primitive Hδ to the extended
domain after boundary modification trick.
Lemma 5.1. Let w ∈ L?δ∩(bδaδ) be a dual vertex on the arc (bδaδ). Assume uint to
be the neighboring primal vertex of w which is in the domain Ωδ and uext the primal
one to be added via boundary modification trick. Then, if we set Hδ(uext) = H(w),
the function Hδ remains subharmonic at uint. We can also extend H on Ω˜?δ in a
similar way, keeping a similar result.
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Proof. By abusing the notation, we continue writing Fδ, Fδ and Hδ on the ex-
tended domain Ω˜δ. We notice that if we let Fδ(uextw) = 0 and Fδ(w) = Fδ(wuint),
the properties in Proposition 4.4 are still satisfied. This can be computed by
establishing a similar table as Table 4.3 on the boundary. Then, by setting
Hδ(uext) = H(w), we get a primitive Hδ which always satisfies Equations (4.6)
and (4.7). In such a way, the Proposition 4.9 still holds.
5.2 Riemann-Hilbert boundary value problem
We have studied Dirichlet problem in Section 3.3. The Riemann-Hilbert boundary
value problem we are going to introduce is similar to this but its resolution is a
bit more complicated. We will study it by making some links to the Dirichlet
problem.
In a semi-discrete Dobrushin domain (Ωδ , aδ, bδ), we say that a function Fδ
defined on Ωδ is a solution to the (semi-discrete) boundary value problem with
respect to the Dobrushin domain (Ωδ , aδ, bδ) if the following three conditions are
satisfied:
(A) s-holomorphicity: Fδ is s-holomorphic in Ωδ ;
(B) boundary conditions: for p ∈ (aδbδ) ∪ (bδaδ), Fδ(p) is parallel to τ(p)−1/2;
(C) normalization: Fδ(eδb) = Proj[Fδ(bwδ ), ν] = ν√δ .
Existence of such a solution has been shown already. In effect, the observable
we introduced earlier satisfies these three conditions, as shown in Section 4.2.
When it comes to uniqueness, we will use the primitive H we constructed in
Section 4.3 along with the boundary modification trick.
Proposition 5.2 (Existence of solution). The observable Fδ given by (4.1) is a
solution to the above boundary value problem.
Proof. It is direct from the properties of the observable as shown in Propositions
4.4 and 4.3.
Proposition 5.3 (Uniqueness of solution). For each semi-discrete Dobrushin do-
main (Ωδ , aδ, bδ), the semi-discrete boundary value problem has a unique solution.
Proof. Assume that there are two solutions Fδ,1 and Fδ,2 to the boundary value
problem mentioned above. Let Fδ := Fδ,1 − Fδ,2. Notice that Fδ is still s-
holomorphic being difference of two such functions. ConsiderHδ := Im
∫
(Fδ(z))2dz
the primitive defined in Section 4.3. The function Hδ is constant on the arcs (aδbδ)
and (bδaδ) respectively. Moreover, the identity Fδ(bδ) = 0 says that these two con-
stants should be the same. Apply the boundary modification trick to extend Ωδ
into the primal domain Ω˜δ .
Extend the primitive Hδ to the new boundary of Ω˜δ as in Lemma 5.1. The
Lemma also says that Hδ stays subharmonic in Lδ ∩ Ω˜δ and subharmonic in
L?δ ∩ Ω˜δ . Then, we have 0 > (Hδ)|Ω˜δ > (Hδ)|Ω˜?δ > 0 by uniqueness of Dirichlet
problem (Proposition 3.17), Hδ is constant everywhere.
The fact that Hδ is constant everywhere on Ω˜δ tells us that Fδ is zero every-
where on Ω[δ. Thus, these two solutions must be equal.
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5.3 Convergence theorem
Theorem 5.4 (Convergence theorem for s-holomorphic functions). Let Q ⊂ Ω be
a rectangular domain such that 9Q ⊂ Ω. Let (Fδ)δ>0 be a family of s-holomorphic
functions on Ωδ and Hδ = Im
∫ F2δ . If (Hδ)δ>0 is uniformly bounded on 9Q, then
(Fδ) is precompact on Q.
Remark 5.5. For each z ∈ IntΩ, we can find a neighborhood Q of z small enough
such that 9Q ⊂ Ω to have precompactness of (Fδ) near z. Then we can use a
diagonal argument to extract a subsequence of (Fδ) converging uniformly on all
compacts of Ω.
Proof. It is sufficient to show the second point in Theorem 3.27. We write
δ
∫
Q
δ
|Fδ(v)|2dv = δ
∫
Qδ
|∆(δ)x Hδ(x)|dx+ δ
∫
Q?
δ
|∆(δ)x Hδ(x)|dx
which is exactly the definition of Hδ in Proposition 4.7. These two terms can be
treated in a similar way. We will thus just look at the first one and show that it
is bounded by a constant uniformly in δ. On the primal semi-discretized domain
9Qδ, write Hδ = Sδ+Rδ where Sδ is semi-discrete harmonic with boundary values
Hδ |∂9Qδ on ∂9Qδ.∫
Qδ
|∆(δ)x Sδ(x)|dx 6
∫
Qδ
c1 · sup
9Qδ
|Sδ| 6 c2
δ
· c1 · sup
9Qδ
|Sδ|
= c1c2
δ
sup
∂9Qδ
|Sδ| = c3
δ
sup
∂9Qδ
|Hδ| 6 c4
δ
.
Here, we use Proposition 3.25 in the first inequality; the total length of axes in Qδ
is proportional to δ−1 in the second; the maximum principle (Proposition 3.15) in
the third; Hδ and Sδ coincide on the boundary ∂9Qδ in the fourth ; and finally, Hδ
is bounded by hypotheses. Moreover, the constants ci may depend on the domain
Ω but are uniform in δ.
We will now do something similar to Rδ. First, we write (Proposition 3.26)
Rδ(x) =
∫
9Qδ
∆(δ)Rδ(y)G9Qδ(x, y)dy.
Since H is subharmonic, it is the same for Rδ. Thus, ∆(δ)Rδ > 0 in 9Qδ. Then,
we have ∫
Qδ
|∆(δ)x Rδ(x)|dx 6
∫
Qδ
∫
9Qδ
∆(δ)Rδ(y)|∆(δ)x G9Qδ(x, y)|dydx
=
∫
9Qδ
∆(δ)Rδ(y)
∫
Qδ
|∆(δ)x G9Qδ(x, y)|dxdy
6
∫
9Qδ
c5 ·∆(δ)Rδ(y)
∫
Qδ
G9Qδ(x, y)dxdy
= c5
∫
Qδ
∫
9Qδ
∆(δ)Rδ(y)G9Qδ(x, y)dydx
= c5
∫
Qδ
Rδ(x)dx
6 c5 · c6
δ
= c5c6
δ
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where we use the triangular inequality in the first line; Fubini in the second line
(all the terms are non-negative); Proposition 3.28 in the third; Fubini again in
the fourth, Riesz representation (Proposition 3.26) again in the fifth; and finally
Rδ is bounded in the last one (because Hδ and Sδ are bounded).
With all what we have done so far, we can determine the uniform limit of Hδ
and Fδ when δ goes to 0. First of all, we need to describe the continuous version
of the boundary-valued problem. Given a continuous Dobrushin domain (Ω, a, b),
we say that a function f defined on Ω is a solution to the boundary-valued problem
if
(a) holomorphicity: f is holomorphic in Ω with singularities at a and b;
(b) boundary conditions: f(ζ) is parallel to τ(ζ)−1/2 for ζ ∈ ∂Ω\{a, b}, where
τ(ζ) denotes the tangent vector to Ω oriented from a to b (on both arcs);
(c) normalization: the function h := Im
∫
(f(ζ))2dζ is uniformly bounded in Ω
and
h|(aδbδ) = 0, h|(bδaδ) = 1.
Note that (a) and (b) guarantee that h is harmonic in Ω and constant on both
boundary arcs (ab) and (ba). Thus, if we write Φ the conformal mapping from Ω
onto the infinite strip R×(0, 1) sending a and b to ∓∞, the function h◦Φ−1 is still
harmonic. Moreover, the harmonic function on the strip R× (0, 1) with boundary
condition 1 on R×{1} and 0 on R×{0} is Im(z), we obtain that h(z) = Im Φ(z)
And from the definition of h in (c), we get
h(v)− h(u) = Im(Φ(v)− Φ(u)) = Im
∫ v
u
(f(ζ))2dζ
for u, v ∈ Ω. At u fixed, since Φ(v)−Φ(u) and ∫ vu (f(ζ))2dζ are both holomorphic
in v and have the same imaginary part, they differ only by a real constant. By
taking the derivative, we can deduce that
Φ′(v) = f(v)2
or equivalently,
f =
√
Φ′.
Since Φ is a conformal map, its derivative is never 0 on Ω, we can define the
square root in a continuous manner (with respect to Ω), and the solution f is
well-defined up to the sign. Moreover, this tells us that f(ζ) = c(ζ)τ(ζ)−1/2 for all
ζ ∈ ∂Ω\{a, b} where c keeps the same sign all along the boundary. Therefore, we
can choose the branch of the logarithm such that
√
Φ′ corresponds to c positive
and −√Φ′ corresponds to c negative. Actually, if we look around b, this branch
is given by
√
1 = 1.
Theorem 5.6. The solutions Fδ of the semi-discrete boundary value problems
are uniformly close in any compact subset of Ω to their continuous counterpart f
defined by (a), (b) and (c). In other words, Fδ converges uniformly on all compact
sets of Ω to
√
Φ′ where Φ is any conformal map from Ω to R× (0, 1) mapping a
and b to ∓∞ respectively.
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Proof. We start by showing the convergence of the discrete primitive Hδ :=
Im
∫
δ(Fδ(ζ))2dζ, using the boundary modification trick introduced in Section 5.1.
We extend Hδ on Ω˜δ and denote its restriction on the primal axes H˜δ•. By Lemma
5.1, H˜δ• is still subharmonic, thus it is smaller than the harmonic function h•δ with
boundary condition 0 on (aδbδ) and 1 on (bδaδ). Proposition 3.30 tells that h•δ
converges to the solution H of the continuous Dirichlet boundary problem with
boundary conditions 0 on ∂ab and 1 on ∂ba. We can deduce that
lim sup
δ→0
H˜δ
• 6 h
on any compact subset of Ω. In a similar manner, denote H˜δ◦ the function Hδ
extended on Ω˜?δ which is restricted on dual axes. As before, this time by super-
harmonicity, we deduce that
lim inf
δ→0
H˜δ
◦ > h
on any compact subset of Ω. By definition (Equation (4.7)), for a sequence of wδ
and bδ neighbors in Ωδ, both approximating u ∈ Ω (i.e. wδ → u, bδ → u), we have
h(u) 6 lim inf
δ→0
H˜δ
◦(wδ) 6 lim sup
δ→0
H˜δ
◦(bδ) 6 h(u).
Since the convergence to h on Ω˜δ and Ω˜?δ is uniform on compact subsets, it is the
same for the convergence of both H˜δ• and H˜δ◦.
Consider Q ⊂ Ω such that 9Q ⊂ Ω. By the uniform convergence of Hδ, the
family (Hδ) is bounded uniformly in δ > 0 on 9Q. Theorem 5.4 implies that Fδ
is a precompact family of semi-discrete s-holomorphic functions on Q.
Consider δn a subsequence such that Fδn converges uniformly on all compact
subsets of Ωδ to F . For u, v ∈ Ωδ and converging subsequences un → u and
vn → v, we have
h(v)− h(u) = lim
n→∞(Hδn(vn)−Hδn(un))
= lim
n→∞ Im
∫ un
vn
Fδn(z)2dz
= Im
∫ u
v
F(z)2dz.
Same as the discussion just above, the limit F is given by √Φ′ where Φ is any
conformal map from Ω to R× (0, 1) mapping a and b to ∓∞.
5.4 RSW property: random-current representation
In the previous section, we established the conformal invariance of the limit of our
semi-discrete observables. To show that the interface is given by an SLE curve in
the limit and to determine its parameter, we need the so-called RSW property.
This provides the hypothesis needed in [KS12] which, along with Theorem 5.6,
shows the main Theorem 2.1.
The goal of this section is to show the following property.
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Proposition 5.7 (RSW property). Let α > 0. Consider Rn,α = [−n, n] ×
[−αn, αn] a rectangular domain and write Rδn,α for its semi-discretized counter-
part (primal domain). Let ξ a boundary condition on Rδn,α. Then, there exists
c(α) > 0 independent of n and δ such that
c 6 Pξ(Ch(Rδn,α)) 6 1− c,
c 6 Pξ(Cv(Rδn,α)) 6 1− c
where Ch and Cv denote the events “having a horizontal / vertical crossing”.
The proof of Proposition 5.7 is based on the use of the same fermionic ob-
servable introduced in Section 4 and the second moment method to estimate the
crossing probabilities. This idea comes from [DCHN11] where the classical Ising
case is treated and here we adapt the proof to the case of quantum Ising.
To show the RSW property in Proposition 5.7, we only need to show the lower
bound for free boundary condition by duality [DCHN11]. In this section, we will
just show the property for the horizontal crossing, since the proof to estimate the
probability of the vertical crossing is similar.
We recall that (Ωδ , aδ, bδ) is a Dobrushin domain, meaning that the arc (aδbδ)
is wired and the arc (bδaδ) is free. In Section 5.1, we introduced the notion of
modified primal and dual domains of a Dobrushin domain, which are denoted by
Ω˜δ and Ω˜?δ respectively. Let us write HM• and HM◦ the harmonic functions on
modificed domains Ω˜δ and Ω˜?δ having boundary conditions 1 on the (extended)
wired arc (∂ab for Ω˜δ and ∂?ab for Ω˜?δ) and 0 on the (extended) free arc (∂ba for Ω˜δ
and ∂?ba for Ω˜?δ).
We start by noticing that the connection probability of a vertex next to the
free arc (bδaδ) to the wired arc (aδbδ) can be written in a simple way by using the
parafermionic observable.
Proposition 5.8. Let u ∈ Ωδ such that {u+, u−} ∩ (bδaδ) 6= ∅ (equivalently, u is
next to the free arc). Write e for the mid-edge between u and the free arc (bδaδ).
Then, we have
P(Ω
δ
,aδ,bδ)(u↔ (aδbδ))2 = δ|F (e)|2.
Proof. We take the definition of F ,
δ|F (e)|2 =
∣∣∣∣E(Ωδ ,aδ,bδ)
[
exp
( i
2W (e, bδ)
)
1e∈γδ
]∣∣∣∣2
= |E(Ω
δ
,aδ,bδ)[1e∈γδ ]|2 = P(Ωδ ,aδ,bδ)(e ∈ γδ)2
where the winding W (e, bδ) is always a constant if e is adjacent to the boundary.
We also notice that e ∈ γδ is equivalent to u connected to the wired arc (aδbδ).
By using harmonic functions HM• and HM◦, we can get easily the following
proposition.
Proposition 5.9. Let u ∈ Ωδ next to the free arc. Write w ∈ {u+, u−} which is
not on the free arc. We have√
HM◦(w) 6 P(Ω
δ
,aδ,bδ)(u↔ (aδbδ)) 6
√
HM•(u)
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Proof. Write w∂ the neighbor of u which is on the free arc. We have
H(u) = H(u)−H(w∂) = δ|F (e)|2 = P(Ω
δ
,aδ,bδ)(u↔ (aδbδ))2.
Moreover, by Lemma 5.1, H is subharmonic on Ω˜δ, we get H(u) 6 HM•(u).
Similarly, writing e = (uw),
H(w) = δ|F (e)|2 − δ|F (e′)|2 6 δ|F (e)|2 = P(Ω
δ
,aδ,bδ)(u↔ (aδbδ))2
and we conclude by superharmonicity of H on Ω˜?δ .
Now, we are ready to show the RSW property. We keep the same notation
as in the statement of Proposition 5.7. We write ∂− and ∂+ for the left and
right (primal) borders of Rδn,α. We define the random variable N given by the 2D
Lebesgue measure of the subset of ∂− × ∂+ ⊂ R2 consisting of points which are
connected in Rδn,α. More precisely,
N =
∫∫
x∈∂−
y∈∂+
1x↔ydxdy.
To show Proposition 5.7, we use the second moment method. In other words, by
using Cauchy-Schwarz, we need to show that the lower bound of
P0(N > 0) = E0[12N>0] >
E0[N ]2
E0[N2] (5.1)
is uniform in n and δ. First, we get a lower bound for E0[N ].
Lemma 5.10. There exists a uniform constant c independent of n and δ such
that
E0[N ] > cn.
Proof. We decompose the right boundary into m = bn/δc parts,
∂+ =
m−1⋃
i=0
∂i+ where ∂i+ =
(
{αn} ×
(
−n+ i · 2n
m
,−n+ (i+ 1) · 2n
m
))
.
We expand the expectation,
E0[N ] =
∫∫
x∈∂−
y∈∂+
P0(x↔ y)dxdy
=
∫
x∈∂−
m−1∑
i=0
P0(x↔ ∂i+)dx.
By Proposition 5.9, each P0(x ↔ ∂i+) can be bounded from below by HM◦(w)
where w is a neighbor of x which is not on the free arc, and the harmonic measure
is with respect to the modified domain Ω˜?δ where the Dobrushin domain (Ωδ , aδ, bδ)
is given by Ωδ = Rδn,α, aδ and bδ such that ∂i+ = (aδbδ). Moreover, from the local
central limit and gambler’s ruin-type estimate, we have that HM◦(w) > c(δ/n)2
for a c > 0 uniform in n, δ and i.
Finally, we get
E0[N ] >
∫
x∈∂−
m · √c δ
n
dx > c′n
where c′ is a uniform constant.
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To estimate E0[N2], we need Proposition 5.11, a consequence of Lemma 5.12.
Both of them make use of the so-called exploration path, which is the interface
between the primal wired cluster and the dual free cluster. The proof in the
discrete case [DCHN11] can be easily adapted to the semi-discrete case, since the
interface is well-defined and we have similar estimates on harmonic functions, by
means of semi-discrete Brownian motion, local central limit and gambler’s ruin-
type estimates. Therefore, we will just give the proof of Lemma 5.12.
For any given α, n and δ, let us consider Rn,α as before and (Rδn,α, aδ, bδ) the
semi-discretized Dobrushin domain obtained from Rn,α with the right boundary
∂+ = (aδbδ) which is wired.
Proposition 5.11 ([DCHN11, Proposition 14]). There exists a constant c > 0
which is uniform in α and n such that for any rectangle Rδn,α and any two points
x, z ∈ ∂−, we have
P(Rδn,α,aδ,bδ)(x, z ↔ ∂+) = P0Rδn,α(x, z ↔ ∂+) 6
c√
|x− z|n
Lemma 5.12 ([DCHN11, Lemma 15]). There exists a constant c > 0 which is
uniform in α, n, δ and x ∈ ∂− such that for any rectangle Rδn,α and all k > 0,
P(Rδn,α,aδ,bδ)(Bδ(x, k)↔ (aδbδ)) 6 c
√
k
n
.
Proof. Let n, k, δ, α > 0, the rectangular domain Rδn,α and its semi-discrete coun-
terpart, the Dobrushin domain (Rδn,α, aδ, bδ) where ∂+ = (aδbδ) is the wired arc.
Consider x ∈ ∂−. For k > n, the inequality is trivial, so we can assume k < n.
Since the probability P(Rδn,α,aδ,bδ)(Bδ(x, k)↔ (aδbδ)) is non-decreasing in α, we
can bound it by above by replacing α by α + 1, which we bound by above by a
longer wired arc (cδdδ), where cδ and dδ are respectively the left-bottom and the
left-top points of the rectangular domain Rδn,α. See Figure 5.3 for notations.
P(Rδn,α,aδ,bδ)(Bδ(x, k)↔ (aδbδ)) 6 P(Rδn,α+1,aδ,bδ)(Bδ(x, k)↔ (aδbδ))
6 P(Rδn,α+1,cδ,dδ)(Bδ(x, k)↔ (cδdδ))
Let γδ be the interface as defined in Section 2.3 and used in Section 4 to define
the fermionic observable. The definition of γδ tells us that the ball Bδ(x, k) is
connected to the wired arc if and only if γδ goes through a mid-edge which is
adjacent to the ball. We parametrize γδ by its length and denotes T the hitting
time of the set of the mid-edges adjacent to the ball Bδ(x, k). Therefore, Bδ(x, k)
is connected to the wired arc if and only if T <∞.
Write p for the top-most point of Bδ(x, k). We can rewrite the probability of
{p↔ (cδdδ)} by conditionning on γδ[0, T ] and using Markov domain property to
obtain
P(Rδn,α+1,cδ,dδ)(p↔ (cδdδ)) = E(Rδn,α+1,cδ,dδ)[1T<∞P(Rδn,α+1,cδ,dδ)(p↔ (cδdδ) | γδ[0, T ])]
= E(Rδn,α+1,cδ,dδ)[1T<∞P(Rδn,α+1\γδ[0,T ],γδ(T ),dδ)(p↔ (cδdδ))].
53
x2αn
2n
p
x
bwδ b
b
δ
bδ
aδ
awδ a
b
δ
x
dwδ d
b
δ
dδ
cδ
cwδ c
b
δ
x
dwδ d
b
δ
dδ
cδ
cwδ c
b
δ
p
γδ(T )
Figure 5.3: First: The primal domain Rδn,α. Second: The Dobrushin domain
(Rδn,α, aδ, bδ). Third: The Dobrushin domain (Rδn,α, cδ, dδ). Third: The Dobrushin
domain (Rδn,α, cδ, dδ). Fourth: The exploration path starting at cδ and touching
Bδ(x, k) at time T .
We estimate this quantity in two different ways to get the desired inequality.
Firstly, since p is at distance at least n from the wired arc, we have
P(Rδn,α+1,cδ,dδ)(p↔ (cδdδ)) 6
c1√
n
,
which follows from Proposition 5.9 and the fact that HM• 6 cn . Secondly, we can
write γδ(T ) as z + (s,−r, s) where 0 6 s 6 k and 0 6 r 6 2k. Thus, the line
z + Z× {−r} disconnects a from the free arc, we estimate the harmonic function
and we obtain a.s.
P(Rδn,α+1\γδ[0,T ],γδ(T ),dδ)(p↔ (cδdδ)) >
c2√
r
> c2√
2k
which again comes from Proposition 5.9 and the estimate HM◦ > cr . This final
estimate being uniform in γδ[0, T ], we get
c2√
2k
P(Rδn,α+1,cδ,dδ)(T <∞) 6 P(Rδn,α+1,cδ,dδ)(p↔ (cδdδ)) 6
c1√
n
.
which implies the statement.
Now, we can complete the proof of the RSW property.
Proof of Proposition 5.7. From Equation (5.1) and Lemma 5.10, we just need to
show that
E0[N2] =
∫∫∫∫
P0(x↔ y, z ↔ t)dxdydzdt (5.2)
is O (n2).
Consider x, z ∈ ∂−, y, t ∈ ∂+ and l the middle vertical line separating them,
we get
P0(x↔ y, z ↔ t) 6 P0(x, z ↔ l)P0(y, t↔ l)
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because the left-hand side of l and the right-hand side of l are independent. There-
fore, the integral in Equation (5.2) can be cut into two independent parts, each
of whom gives the same contribution,∫∫∫∫
x,z∈∂−
y,t∈∂+
P0(x↔ y, z ↔ t)dxdydzdt
=
(∫∫
x,z∈∂−
P0(x, z ↔ l)dxdz
)(∫∫
y,t∈∂+
P0(y, t↔ l)dydt
)
=
(∫∫
x,z∈∂−
P0(x, z ↔ l)dxdz
)2
6
∫∫
x,z∈∂−
c√
|x− z|n
dxdz
2 6 (4cn)2
where in the last line we use Proposition 5.11.
The proof is thus complete.
Here we give a brief idea to the proof for the vertical crossing. To start with,
we need to establish propositions similar to Propositions 5.8 and 5.9. We will
get
√
∂yHM• and
√
∂yHM◦ in the statement. And to estimate these harmonic
functions, we can use Harnack Principle (Proposition 3.25) to get the correct
orders. Then, the end of the story is the same, since we can always define the
exploration path and get the same estimates (Lemmas 5.10 and 5.11).
5.5 Conclusion: proof of the main Theorem
We have all the necessary ingredients to conclude the proof of the main Theorem:
1. The RSW property shown in the previous section gives the G2 condition
mentioned in [KS12], giving as conclusion that the family of interfaces (γδ)
is tight for the weak convergence.
2. The fact that the fermionic observable (seen as an exploration process) is a
martingale and is conformally invariant allows us to identify the limit via
Itô’s formula. More precisely, if γ is a subsequential limit of the interface
parametrized by a Löwner chain W , from property of martingales and Itô’s
formula, we prove that (Wt) and (W 2t − κt) are both martingales (κ =
16/3 for quantum FK-Ising). The computation is exactly the same as in
the limit of the classical FK-Ising since we have the same Riemann-Hilbert
Boundary value problem in continuum and same martingales. Readers who
are interested in more details, see [DCS12, DC13].
A Computation of residues
For a non-negative integer k and m ∈ Z, define
gk,m(z) :=
1
z
( 1
z + 1 +
1
z − 1
)k (z + 1
z − 1
)2m
= 2
kzk−1
(z − 1)k+2m(z + 1)k−2m .
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Lemma A.1. When k = 0, we have Res(gk,m, 1) = Res(gk,m,−1) = 0 for all m.
Proof. When m = 0, the result is trivial. Assume m ∈ N∗, the function gk,m does
not have any pole at −1, so it is clear that Res(gk,m,−1) = 0. The residue of
gk,m(z) at z = 1 is the residue of gk,m(y + 1) at y = 0. We have
gk,m(y + 1) =
1
y + 1
(
1 + 2
y
)2m
=
∑
k>0
(−y)k
 2m∑
l=0
(
2m
l
)(
2
y
)l ,
thus the coefficient of 1
y
is given by
2m∑
l=1
(
2m
l
)
2l(−1)l−1 = −[(1− 2)2m − 1] = 0.
When m is negative, the proof is similar.
Lemma A.2. For k > 1, we have Res(gk,m, 1) + Res(gk,m,−1) = 0.
Proof. When k > 1, the singularity at 0 is removable. We observe that |gk,m(z)|
behaves like |z|−k−1 6 |z|−2 when |z| is large, giving
lim
R→∞
1
2pi i
∫
∂B(0,R)
gk,m(z)dz = 0.
Moreover, when R > 1,
1
2pi i
∫
∂B(0,R)
gk,m(z)dz = Res(gk,m,−1) + Res(gk,m, 1),
giving us the wanted result.
Lemma A.3. For k > 1 and k 6 2|m|, Res(gk,m, 1) = Res(gk,m,−1) = 0.
Proof. We use the previous lemma. It is enough to show that the residue is zero
at either 1 or −1. If m is positive, we notice that gk,m(z) does not have any pole
at −1, thus the residue at −1 is zero. If m is negative, the residue at 1 is zero.
Lemma A.4. More generally, for all k even integer,
Res(gk,m, 1) = Res(gk,m,−1) = 0.
Proof. Assume that k = 2l > m > 0 for a positive integer l. Look at the residue of
gk,m(z) around z = 1 is equivalent to looking at the residue of gk,m(y + 1) around
y = 0,
Res(gk,m(z), z = 1) = Res(gk,m(y + 1), y = 0).
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We have the following equivalent relations
Res(g2l,m(y + 1), y = 0) = 0
⇔ Res
(
(y + 1)2l−1
y2l+2m(y + 2)2l−2m , y = 0
)
= 0
⇔ (1 + y)
2l−1
(1 + y2)2l−2m
[y2l+2m−1] = 0
We develop the rational fraction to evaluate this coefficient where the following
three identities are useful,(
2m− 2l
2m+ p
)
= (−1)2m+p
(
2l + p− 1
2m+ p
)
(A.1)(
2l + p− 1
2m+ p
)
=
2l−1∑
q=0
(
p
q
)(
2l − 1
2m+ p− q
)
, (A.2)
n∑
k=0
(
n
k
)(
k
r
)
(−x)k = (−x)r(1− x)n−r
(
n
r
)
. (A.3)
Equation (A.1) comes from the general definition of binomial coefficients, here
2m − 2l < 0. Equation (A.2) is an easy combinatorial identity and Equation
(A.3) a simple development. Then,
2l−1∑
p=0
(
2l − 1
p
)(1
2
)2l+2m−1−p ( 2m− 2l
2l + 2m− 1− p
)
(p 2l − 1− p) =
2l−1∑
p=0
(
2l − 1
p
)(1
2
)2m+p (2m− 2l
2m+ p
)
=
2l−1∑
p=0
(
2l − 1
p
)(
−12
)2m+p (2l + p− 1
2m+ p
)
(Equation (A.2)) =
2l−1∑
p=0
(
2l − 1
p
)(
−12
)2m+p 2l−1∑
q=0
(
p
q
)(
2l − 1
2m+ p− q
)
(q  p− q) =
2l−1∑
p=0
(
2l − 1
p
)(
−12
)2m+p 2l−1∑
q=0
(
p
q
)(
2l − 1
2m+ q
)
=
(1
2
)2m 2l−1∑
q=0
(
2l − 1
2m+ q
) 2l−1∑
p=0
(
2l − 1
p
)(
p
q
)(
−12
)p
(Equation (A.3)) =
(1
2
)2m 2l−1∑
q=0
(
2l − 1
2m+ q
)(
−12
)q (1
2
)2l−1−q (2l − 1
q
)
=
(1
2
)2m+2l−1 2l−1∑
q=0
(−1)q
(
2l − 1
2m+ q
)(
2l − 1
2l − 1− q
)
= 0
where the last sum in the final quantity is the coefficient in front of x2m+2l−1 in
(1 − x)2l−1(1 + x)2l−1 = (1 − x2)2l−1, which is zero because the polynomial only
contains monomials of even degree.
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Proposition A.5. For ζ ∈ Lδ, let fζ as defined in 3.4. Consider C a path as
defined in Proposition 3.18. Then,∫
C
fζ(z)dz = 0.
Proof. We will develop the exponential into series and show that this integral is
zero for all terms. We can do this because exponential converges uniformly on all
compacts, it makes sense to exchange integral and series. After developping, we
get
fζ(z) =
∑
k>0
(2 i t)kgk,m(z)
and Lemma A.2 allows us to conclude.
Proposition A.6. Around ζ = m ∈ Z\{0}, the function Gδ is C∞.
Proof. To show this, we need to check that for all k ∈ N, we have∫
C
gk,m(z) ln1(z)dz =
∫
C
gk,m(z) ln2(z)dz
where lni is chosen such that lni(1)−lni(−1) = (−1)i i pi. Here, ln1 corresponds the
logarithm we chose in the upper half-plan and ln2 in the lower half-plane. From
Proposition A.5, we can fix a lift of logarithm, for example ln1(1) = ln2(1) = 0
and ln1(−1) = i pi and ln2(−1) = − i pi.
Let I1 the integral on the left-hand side and I2 the one on the right-hand side.
Since ln1− ln2 is constant in a small neighborhood of 1 and −1, we can write
I1 − I2 = Res(gk,m(z)[ln1(z)− ln2(z)], z = −1)
= 2 i piRes(gk,m(z), z = −1),
whose value is zero according to Lemmas A.3 and A.4.
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