Time sequences occur in many applications, ranging from science and technology to business and entertainment. In many of these applications, an analysis of time series data, and searching through large, unstructured databases based on sample sequences, is often desirable. Such similarity-based retrieval has attracted a lot of attention in recent years. Although several different approaches have appeared, most are based on the common premise of dimensionality reduction and spatial access methods. This paper gives an overview of recent research and shows how the methods fit into a general context of signature extraction.
Introduction
Time sequences arise in many applications -any application which involves storing sensor inputs, or sampling a value which changes over time. A problem which has received increasing attention lately is the problem of similarity retrieval in databases of time sequences, so-called "query by example." Some uses of this are [1] :
• To identify companies with similar pattern of growth;
• determine products with similar selling patterns;
• discover stocks with similar movement in stock prices;
• find if a musical score is similar to one of a set of copyrighted scores;
• find portions of seismic waves that are not similar to spot geological irregularities.
Applications range from medicine, through economy, to scientific disciplines such as meteorology and astrophysics [8, 31] .
Simple algorithms for comparing time sequences generally take polynomial time in the length of both sequences, typically linear or quadratic time. To find the correct offset of a query in a large database, a naïve sequential scan will require a number of such comparisons linear in the length of the database. Given a query of length m and a database of length n, this gives a time complexity of O(mn), or even O(mn 2 ). For large databases this is clearly unacceptable.
Many methods are known for performing this sort of query in the domain of strings over finite alphabets, but with time sequences there are a few extra obstacles:
• The range of values is not generally finite, or even discrete; * mlh@idi.ntnu.no
• the sampling rate may not be constant;
• the presence of noise in various forms makes it necessary to support very flexible similarity measures.
This paper describes some of the recent advances that have been made in this field; methods that allow for indexing of time sequences under flexible similarity measures that are invariant under a wide range of transformations and error sources.
The paper is structured as follows: Section 2 gives a more formal presentation of the problem of similarity based retrieval and the so-called "dimensionality curse." Section 3 describes the general approach of signature based retrieval, or "shrink and search," Section 4 shows some other approaches, while Section 5 concludes the paper. Finally, Appendix A gives an overview of some basic distance measures 1 .
Terminology and Notation
A time sequence
is an ordered collection of elements x i consisting of a value v i and a timestamp t i . Abusing language, the value of x i may be referred to as x i . The timestamp of x i is referred to as t(x i ).
The values in a time sequence are normally real numbers, but may in some cases be taken from a finite class of values [23] , or have more than one dimension [22] . A requirement is that two values can be compared in constant time.
The only requirement of the timestamps is that they be nondecreasing (or, in some applications, strictly increasing) with respect to the sequence indices:
In some methods, an additional assumption is that the elements are equi-spaced: For every two consecutive elements x i and x i+1 we have
where ∆ (the sampling rate of x) is a (positive) constant. If the actual sampling rate is not important, ∆ may be set to 1, and t(x 1 ) to 0.
The length of a time sequence x is its cardinality, written as | x|. The contiguous subsequence of x containing elements x i to x j (inclusive) is written x i: j . A signature of x (see Section 3) is writtenx. For a summary of the notation, see Table 1 .
The length of x 
The Problem
The problem of retrieving similar time sequences may be stated as follows: Given a sequence q, a set of time sequences X, a distance measure d, and a tolerance threshold ε, find the set R of sequences closer to q than ε, or more precisely:
Alternatively, one might wish to find the k nearest neighbours of q, which amounts to setting ε so that |R| = k. The parameter ε is typically supplied by the user, while the distance function d is domain-dependent. Several distance measures will be described rather informally in this paper. For more formal definitions, see Appendix A.
A formulation of the problem that is often more useful is that a set of subsequence 2 of the sequences in X is sought. This, in the basic case, requires comparing q not only to all elements of X, but to all possible subsequences.
If an element retrieves a subset S of R, the wrongly dismissed sequences in R − S are called false dismissals. Conversely, if S is a superset of R, the sequences in S − R are called false alarms.
The general problem of similarity based retrieval is well known in the field of information retrieval, and many indexing methods exist to process queries efficiently [4] .
However, certain properties of time sequences make the standard methods unsiutable. The fact that the values in the sequences usually are continuous, and that the elements may not be equispaced, makes it difficult to use standard text-indexing techniques like suffix-trees (see Section 4). One of the most promising techniques is multidimensional indexing (R-trees [10] , for instance), in the objects in question are multidimensional vectors, and similar objects can be retrieved in sublinear time.
One problem which occurs when trying to index sequences with spatial acces methods is the so-called dimensionality curse: Spatial access methods typically work only when the number of dimensions is low [5] . This makes it impossible to code the entire sequence directly as a vector in an indexed space.
The general solution to this problem is dimensionality reduction, to extract signature of low dimensionality from the original sequences, in a manner which to some extent preserves the distances between them, and then perform the indexing and searching in the signature space.
Robust Distance Measures
Choice of distance measure is higly domain dependent, and in some cases a simple L p norm such as Euclidian distance may be sufficient. However, in many cases, this may be too brittle [18] since it does not tolerate such transformations as scaling, warping, or translation along either axis. Many of the newer methods focus on using more robust distance measures (such as time warping [28] ) without loss of performance.
Good Indexing Methods
Faloutsos et al. [8] give the following desirable properties for an indexing method:
1. It should be faster than a sequential scan;
2. it should incur little space overhead;
3. it should allow queries of various length;
4. it should allow insertions and deletions without rebuilding the index; and 5. it should be correct: No false dismissals must occur.
To achieve high performance, the number of false alarms should also be low. Keogh et al. [14] add the following criteria to the list above:
6. It should be possible to build the index in reasonable time; and 7. the index should preferrably be able to handle more than one distance measure.
Signature Based Similarity Search
A time sequence x of length n can be considered a vector or point in an n-dimensional space. Techniques exist (Spatial Access Methods, such as the R-tree and variants [5, 11, 29] ) for indexing such data. The problem is that the performance of such methods degrades considerably for dimensionalities above about 15 [5] , while realistic queries for time sequence databases may contain several thousand data points.
A general solution described by Faloutsos et al. [7, 8] is to extract a low-dimensional signature from each sequence, and to index the signature space. An important result in [8] is the proof that in order to guarantee completeness (no false dismissals), the distance function used in the signature space must underestimate the true distance measure, the so-called bounding lemma:
A intuitive way of explaining the result is that, assuming (4) holds, "if two signatures are far apart, we know the corresponding [sequences] must also be far apart" [7, p. 7] . To minimise the number of false alarms, we want d sig to approximate d as closely as possible.
This general method of dimensionality reducion may be summed up as follows [14] :
1. Establish a distance metric d from a domain expert.
2. Produce a dimensionality reduction technique to produce signatures of length k, where k can be efficiently handled by a standard spatial access method.
3. Produce a distance measure d sig over the k-dimensional signature space, and prove that it obeys the bounding condition (4).
In some applications, the requirement in (4) is relaxed, allowing for a small number of false dismissals in exchange for increased performance. Such methods may be called approximate.
The dimensionality reduction may in itself speed up the sequential scan, and some methods (see Section 4 below) rely only on this, without using any index structure.
Spectral Signatures
Some of the methods presented in this section are not very recent, but introduce some of the main concepts used by newer approaces.
Agrawal et al. in [1] introduced a method called the F-index which a signature extracted from the frequency domain of a sequence. Underlying their approach are two key observations:
1. Most real-world time sequences can be faithfully represented by their strongest (3-5) Fourier coefficients;
2. Euclidian distance is preserved in the frequency domain (Parseval's Theorem [30] ).
Based on this, they suggest performing the Discrete Fourier Transform [30] on each sequence, and using a vector consisting of the sequences' k first amplitude coefficients as a. Euclidian distance in the signature space will then underestimate the real euclidian distance between the sequences, as required.
This basic method allows only for whole-sequence matching.
In [8] , Faloutsos et al. introduce the ST-index, an improvement on the F-index allowing subsequence matching. The basic approach is as follows:
1. For each position in the database, extract a window of length w, and create a spectral signature (a point) for it (as per [1] ).
Each point will be close to the previous since the sliding window changes slowly. The points for one sequence will therefore constitute a trail in signature space.
Partition trails into suitable Minimal Bounding Rectangles
(MBRs), according to some heuristic.
3. Store the MBRs in a spatial access index structure.
To search for subsequences similar to a query q of length w, simply look up all MBRs that intersect a hypersphere with radius ε around the signature pointq. This is guaranteed not to produce any false dismissals, since if a point is within a radius of ε ofq, it cannot possibly be contained in an MBR that does not intersect the hypersphere.
To search for sequences longer than w, split the query into w-length segments and search for each of them, and intersect the result sets.
Since a resulting sequence cannot be closer to the full query sequence than it is to any one of the window signatures, it has to be close to all of them, i.e. contained in all the result sets.
These two papers are seminal; several newer approaches are based on them. For instance, Rafiei and Mendelzon [27] show how the mehtod can be made more robust by allowing various transformations in the comparison, and Chan and Fu [26] show how the Discrete Wavelet Transform can be used instead of the Discrete Fourier Transform, and that the DWT method is empirically superior.
Piecewise Constant Approximation
An approach independently introduced by Yi and Faloutsos [31] and Keogh et al. [14, 19] is to divide each sequence into k segments of equal length, and to use the average value of each segment as a coordinate of a k-dimensional signature vector. This deceptively simple dimensionality reduction technique has several advantages [14] : The transform itself is faster than most other transforms, it is easy to understand and implement, it includes more flexible distance measure than Euclidian distance, and the index can be built in linear time.
Yi an Faloutsos [31] also show that this signature can be used with arbitrary L p norms, i.e. distance measures of the form
where l = | x| = | x|, without changing the index structure, which is something no previous method (e.g. [1, 2, 7, 8, 27, 32] ) could accomplish. This means that the distance norm to be used may be specified by the user. Preprocessing to make the index more robust in the face of such transformations as offset translation, amplitude scaling, and time scaling can also be performed.
Keogh et al. demonstrate that the representation can also be used with the so-called weighted Euclidian distance, where each part of the sequence has a different weight (see Section 4).
Empirically, the methods also seem promising: Yi and Faloutsos demonstrate up to a 10 time speedup over methods based on the discrete wavelet transform. Keogh et al. do not achieve similar speedups, but point to the fact that the structure allows for more flexible distance measures than many of the competing methods.
In [15] Keogh et al. propose an improved version of the piecewise constant approximation (PCA), the so-called Adaptive Piecewise Constant Approximation (APCA). This is similar to the PCA, except that the segments need not be of equal length. Thus regions with great fluctuations may be represented with several short seqments, while reasonably featureless regions may be represented with fewer, long segments. The main contribution of this representation is that it is a more effective compression than the PCA.
Two distance measures are developed, one which is guaranteed to underestimate Euclidian distance, and one which may be calculated more efficiently, but which may generate some false dismissals. It is also shown that this technique, like the PCA, can handle arbitrary L p norms. The empirical data suggests that the APCA outperforms both methods based on the discrete Fourier transform, and methods based on the discrete wavelet transform by one to two orders of magnitude.
Landmark Methods
In [20] Keogh and Smyth introduce a probabilistic method for sequence retrieval, where the features extracted are characteristic parts of the sequence, so-called "feature shapes." In [13] Keogh uses a similar landmark-based technique. Both these methods also use dimensionality reduction technique of piecewise linear approximation; see Section 4. The methods are based on finding similar landmark features (or shapes) in the target sequences, up to shifting and scaling within some given limits. The techique is shown to be significantly faster than sequential scanning (about an order of magnitude), which may be accounted for by the compression of the piecewise linear approximation. One of the contributions of the method is that it is one of the first that allows some longitudinal scaling.
A more recent paper by Perng et al. [25] introduces a more general landmark model. In its most general form, the landmark model allows any point "of great importance" to be identified as a landmark. The specific form used in the paper defines an n-th order landmark of a one-dimentional function to be a point where the function's n-th derivative is zero. Thus, first-order landmarks are local extrema, second-order landmarks are inflection points, etc. A smothing technique is also introduced, which lets certain landmarks be "overshadowed" by others. For instance, local extrema representing small fluctuations may not be as important as a global maximum or minimum.
One of the main contributions of [25] is that it shows that for suitable selections of landmark features, the model is invariant with respect to the following transformations:
• Shifting
• Uniform amplitude scaling
• Uniform time scaling
• Time warping
• Non-uniform amplitude scaling
It is also possible to allow for several of these transformations at once, by using the intersection of the features allowed for each of them. This makes the method quite flexible and robust, although as the number of transformations allowed increases, the number of features decreases, and along with it the precision of the index search.
A particularly simple landmark-based method is introduced by Kim et al. in [21] . They that by extracting the first, last, maximal, and minimal elements of a sequence, one gets a signature which is invariant to time warping. The fact that time warping distance may be used with spatial access methods (as in [25] ) is somewhat remarkable, since time warping does not obey the triangular inequality [32] , and thus cannot be used directly. This problem is solved by developing a new distance measure which underestimates the time warping distance while simultaneously satisfying the triangular inequality. The method is shown to be several orders of magnitude times faster than previous methods.
Other Approaches
Not all recent methods rely on spatial access methods. Yates et al. [3] and Park et al. [24] independently introduce the idea of using suffix trees [9] to avoid duplicate calculations when using dynamic programming for comparing a sequence with a database. In [3] edit distance is used, while in [24] time warping is used (see Appendix A).
The basic idea of the approach is as follows: When comparing two sequences x and y with dynamic programming, a subtask will be to compare their prefixes x 1:i and y 1: j . If another pair of sequences (for instance, the query and another sequence from the database) are compared which have identical prefixes to these, the same calculations will have to be performed again. If a sequential subsequence search is performed, the cost may easily become prohibitive.
To avoid this, all the sequences in the database are indexed with a suffix tree. A suffix tree stores all the suffixes of a sequence, with identical prefixes stored only once. By performing a depthfirst traversal of the suffix tree one can access every suffix (which is equivalent to each possible subsequence possition) and backtrack to reuse the calculations that have already been performed for the prefix that the current and the next candidate subsequence.
In [3] it is assumed that the sequences are strings over a finite alphabet; Park et al. [24] obviate this assumption by classifying each sequence element into one of a finite set of categories.
Both methods achieve subquadratic running times but may not scale well for large time sequence databases.
Keogh et al. have introduced a dimensionality reduction technique using piecewise linear approximation of the original sequence data [13, [16] [17] [18] 20] . This reduces the number of data points by a compression factor c, typically in the range from 10 to 600 for real data [13] , outperforming methods based on the Discrete Fourier Transform by one to three orders of magnitude [18] . This approximation is shown to be valid under several distance measures, including time warping [18] . An enhanced representation is introduced in [16] , where every line segment in the approximation is augmented with a weight representing its relative importance; for instance, a combined sequence may be constructed representing a class of sequences, and some line segments may be more representative of the class than others.
In [17] Keogh and Pazzani introduce an indexing method based on hashing, in addition to the piecewise linear approximation. A equispaced template grid window is moved across the sequence, and for each position a hash key is generated to decide which bin the corresponding subsequence is put. The hash key is simply a binary string, where 1 means that the sequence is predominantly increasing in the corresponding part of the template grid, while 0 means that it is decreasing. These bin keys may then be used, given the current best match, to prune away entire bins without examining their contents. In addition, the bins may be ordered in a best-first order, to get more benefit from the whole bin pruning.
Conclusion
This paper has sought to give an overview over recent advances in the field of similarity based retrieval in time sequence databases. Further work might include a more thorough comparison of the empirical results available for the various methods described.
