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a b s t r a c t
The main object of this paper is to construct a two-variable analogue of Jacobi polynomi-
als and to give some properties of these polynomials. We show that these polynomials are
orthogonal, then we obtain various recurrence formulas for them. Furthermore, we give
some integral representations for these polynomials.
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1. Introduction
Orthogonal polynomials have played important roles on many different stages of mathematics, physics, chemistry and
engineering. They have wide applications in areas such as Padé approximation, continued fractions, numerical analysis,
probability theory, mathematical statistics, scattering theory, nuclear physics, solid state physics, digital signal processing,
electrical engineering, theoretical chemistry and so forth [1–8]. For example, Jacobi polynomials, the largest family of classi-
cal orthogonal polynomial sequence, are used to obtain eigenspectrum of one-speed neutron transport equation for strongly
anisotropic scattering in physics. In [8], detailed Ultraspherical or Gegenbauer polynomial approximation including spher-
ical harmonics, Chebyshev polynomial approximation of first and second kinds which is a special case of Jacobi polynomial
approximation. Any approach to the solution of one-speed neutron transport equation starting with Jacobi polynomial ex-
pansion of angular flux automatically covers most of the classical orthogonal polynomial approximations although some
are covered directly and others are considered implicitly or in the limiting sense, i.e. Hermite polynomial expansion. Jacobi
polynomial approximation is further applied to homogeneous slab criticality problem with strongly anisotropic scattering
and reflected boundaries [7].
On the other hand, the information entropies of the Gegenbauer or ultraspherical polynomials Cλn (x), withλ non-negative
integer or half-integer, are especially relevant since they appear in the calculation of information entropies in both position
andmomentum spaces for any quantummechanical systemwith a central potential inD-dimensional space,D ≥ 2 [2,3,5,6].
The classical Jacobi polynomials P (α,β)n (x) of degree n are defined by the Rodrigues formula
P (α,β)n (x) =
(−1)n (1− x)−α(1+ x)−β
2nn! × D
n
x

(1− x)n+α(1+ x)n+β , Dx := ddx

(1.1)
or, equivalently by
P (α,β)n (x) =

α + n
n

2F1

−n, α + β + n+ 1;α + 1; 1− x
2

(1.2)
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where 2F1 denotes the familiar (Gauss) hypergeometric function which corresponds to the special case r − 1 = s = 1 of
the generalized hypergeometric function rFs with r numerator and s denominator parameters. It is well known that Jacobi
polynomials are orthogonal over the interval (−1, 1)with respect to the weight function
ω(x) = (1− x)α(1+ x)β .
Actually, we have∫ 1
−1
(1− x)α(1+ x)βP (α,β)n (x)P (α,β)m (x)dx =
2α+β+1Γ (α + n+ 1)Γ (β + n+ 1)
n! (α + β + 2n+ 1)Γ (α + β + n+ 1) δm,n (1.3)
(min {R(α),R (β)} > −1; m, n ∈ N0 := N ∪ {0}) ;N := {1, 2, . . .}
where δm,n denotes the Kronecker delta.
It is also known that for λ > − 12 , µ ≥ 0, n ≥ 0, the generalized Gegenbauer polynomials C (λ,µ)n (x) that are orthogonal
over the interval (−1, 1)with respect to the weight functionw(x) = |x|2µ(1− x2)λ− 12 are defined by (see [9])
C (λ,µ)2n (x) =
(λ+ µ)n
µ+ 12

n
P

λ− 12 ,µ− 12

n (2x2 − 1), (1.4)
C (λ,µ)2n+1 (x) =
(λ+ µ)n+1
µ+ 12

n+1
xP

λ− 12 ,µ+ 12

n

2x2 − 1 (1.5)
where P (α,β)n (x) is Jacobi polynomials of degree n.
On the other hand, analogues in several variables of the Jacobi polynomials seem to be highly nontrivial generalizations
of the one-variable case. Koornwinder [10] introduced two-variable analogues of the Jacobi polynomials in several different
ways. One of them is a two-variable analogue of the Jacobi polynomials of class II given by Koornwinder as follows. For
γ > −1,
2P
γ
n,k(x, y) = P

γ+k+ 12 ,γ+k+ 12

n−k (x)(1− x2)k/2P (γ ,γ )k

y√
1− x2

, n ≥ k ≥ 0
are orthogonal with respect to the weight function

1− x2 − y2γ on the unit disk. These functions are of some interest
because they occur in many problems of mathematical physics especially in diffraction problems. Main results are
summarised by Koornwinder.
Malave [11] defined these polynomials on elliptic region as follows. For γ > −1,
Sγp,m(x, y) = P

γ+m+ 12 ,γ+m+ 12

p−m
 x
a

1− x
2
a2
m/2
P (γ ,γ )m
 y
b

1− x2
a2
 , p ≥ m ≥ 0. (1.6)
These polynomials are orthogonal with respect to the weight function

1− x2
a2
− y2
b2
γ
on the region
D =

(x, y) : x
2
a2
+ y
2
b2
≤ 1

.
Let N be the set of pairs of integers (n, k), n ≥ k ≥ 0 with lexicographic ordering defined by
(m, l) ≤ (n, k)⇔ m < n ∨ (m = n ∧ l ≤ k)
and
(m, l) = (n, k) only ifm = n, l = k.
A polynomial p(x, y) is said to have a degree
(n, k) ∈ N if p(x, y) =
−
(i,j)≤(n,k)
Di,jxi−jyj
with Dn,k ≠ 0.
In this paper, we introduce another two-variable analogue of Jacobi polynomials via the generalized Gegenbauer
polynomials. We first show that these polynomials are orthogonal on the elliptic region as the polynomials given by
(1.6) and then, we give the quadratic norms of the polynomials. We obtain some recurrence relations for them and also
present relationships between these polynomials and someother knownpolynomials. Furthermore,we give various integral
representations by means of the method used in [12].
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2. Two-variable analogues of Jacobi polynomials
We define two-variable analogues of the Jacobi polynomials for parameters γ > −1, µ ≥ 0 as follows:
P (γ ,µ)2n,2k (x, y) = P

γ+2k+ 12 ,µ− 12

n−k

2x2
a2
− 1

1− x
2
a2
k
P (γ ,γ )2k
 y
b

1− x2
a2
 (2.1)
and
P (γ ,µ)2n+1,2k(x, y) = xP

γ+2k+ 12 ,µ+ 12

n−k

2x2
a2
− 1

1− x
2
a2
k
P (γ ,γ )2k
 y
b

1− x2
a2
 (2.2)
where a, b ∈ R+ and, 2n and 2n + 1 denote the total degree of the polynomials with respect to the variables x and y for
n ≥ k ≥ 0. Also, these are polynomials of degree 2kwith respect to y.
A few of two-variable polynomials defined by (2.1) and (2.2) are:
P (γ ,µ)0,0 (x, y) = 1
P (γ ,µ)1,0 (x, y) = x
P (γ ,µ)2,0 (x, y) =
(γ + µ+ 2)
a2
x2 − (2µ+ 1)
2
P (γ ,µ)2,2 (x, y) =
(γ + 2)
4a2
x2 + (2γ + 3)(γ + 2)
4b2
y2 − (γ + 2)
4
P (γ ,µ)3,0 (x, y) =
(γ + µ+ 3)
a2
x3 − (2µ+ 3)
2
x
P (γ ,µ)3,2 (x, y) =
(γ + 2)
4a2
x3 + (2γ + 3)(γ + 2)
4b2
xy2 − (γ + 2)
4
x
P (γ ,µ)4,0 (x, y) =
(γ + µ+ 3)(γ + µ+ 4)
2a4
x4 − (γ + µ+ 3)(2µ+ 3)
2a2
x2 + 1
2

µ2 + 2µ+ 3
4

.
The graphs of these polynomials (up to (n, k) = (2, 2)) in special case a = b = 1 are shown below:
We have the following result by using (1.4) and (1.5).
Theorem 2.1. The polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y) can be rewritten as follows:
P (γ ,µ)2n,2k (x, y) =

µ+ 12

n−k
(γ + 2k+ µ+ 1)n−k
C (γ+2k+1,µ)2(n−k)
 x
a

1− x
2
a2
k
P (γ ,γ )2k
 y
b

1− x2
a2

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and
P (γ ,µ)2n+1,2k(x, y) =
a

µ+ 12

n−k+1
(γ + 2k+ µ+ 1)n−k+1
C (γ+2k+1,µ)2(n−k)+1
 x
a

1− x
2
a2
k
P (γ ,γ )2k
 y
b

1− x2
a2
 ,
respectively.
Now, we have following:
Theorem 2.2. Two-variable analogues of the Jacobi polynomials given by (2.1) and (2.2) are orthogonalwith respect to theweight
function
ω(x, y; γ , µ) = |x|2µ

1− x
2
a2
− y
2
b2
γ
over the domain
Ω :

(x, y) : x
2
a2
+ y
2
b2
≤ 1

for (n, k) ≠ (m, l).
Proof. By (1.3) and (2.1), we may write that∫∫
Ω
P (γ ,µ)2n,2k (x, y) P
(γ ,µ)
2m,2l (x, y)ω (x, y; γ , µ) dxdy
=
∫∫
Ω
P

γ+2k+ 12 ,µ− 12

n−k

2x2
a2
− 1

1− x
2
a2
k+l
P (γ ,γ )2k
 y
b

1− x2
a2

× P

γ+2l+ 12 ,µ− 12

m−l

2x2
a2
− 1

P (γ ,γ )2l
 y
b

1− x2
a2
 |x|2µ 1− x2
a2
− y
2
b2
γ
dxdy

=
∫ 1
−1
P

γ+2k+ 12 ,µ− 12

n−k

2v2 − 1 Pγ+2l+ 12 ,µ− 12 m−l 2v2 − 1 1− v2k+l+γ+ 12 |v|2µdv

× a2µ+1b
∫ 1
−1
P (γ ,γ )2k (u)P
(γ ,γ )
2l (u)

1− u2γ du
= 0
for (n, k) ≠ (m, l). By (1.3) and (2.2), we obtain∫∫
Ω
P (γ ,µ)2n+1,2k (x, y) P
(γ ,µ)
2m+1,2l(x, y)ω(x, y; γ , µ)dxdy = 0
for (n, k) ≠ (m, l). Also, it is satisfied that∫∫
Ω
P (γ ,µ)2n,2k (x, y) P
(γ ,µ)
2m+1,2l(x, y)ω(x, y; γ , µ)dxdy = 0.
The proof is completed. 
Theorem 2.3. The quadratic norms of the polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y) are determined asP (γ ,µ)2n,2k (x, y)2 = ∫∫
Ω

P (γ ,µ)2n,2k (x, y)
2
ω (x, y; γ , µ) dxdy
= ba
2µ+122γ+1 (Γ (γ + 2k+ 1))2 Γ γ + n+ k+ 32 Γ µ+ n− k+ 12 
(n− k)!(2k)! (γ + µ+ 2n+ 1) (2γ + 4k+ 1)Γ (γ + µ+ n+ k+ 1)Γ (2γ + 2k+ 1t)
and P (γ ,µ)2n+1,2k(x, y)2 = ∫∫
Ω

P (γ ,µ)2n+1,2k(x, y)
2
ω (x, y; γ , µ) dxdy
= ba
2µ+322γ+1 (Γ (γ + 2k+ 1))2 Γ γ + n+ k+ 32 Γ µ+ n− k+ 32 
(n− k)!(2k)! (γ + µ+ 2n+ 2) (2γ + 4k+ 1)Γ (γ + µ+ n+ k+ 2)Γ (2γ + 2k+ 1) ,
respectively.
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Proof. It can be easily proved by (1.3), (2.1) and (2.2). 
The classical Lagrange polynomials [13, p. 267] are generated by
1
(1− xt)α(1− yt)β =
∞−
n=0
g(α,β)n (x, y)t
n
where
α, β ∈ C; |t| < min |x|−1, |y|−1 .
It is well known that the following equality between Jacobi and Lagrange polynomials [14]:
P (−α−n,−β−n)n

x+ y
x− y

= (y− x)−ng(α,β)n (x, y) (2.3)
holds. By means of these polynomials, we get the next result.
Theorem 2.4. The polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y) satisfy the following equalities
P (γ ,µ)2n,2k (x, y) = (−1)n−k xn−ka2k−2n

1− x
2
a2
k
g

−γ−n−k− 12 ,−µ−n+k+ 12

n−k

x,
x2 − a2
x

× g(−γ−2k,−γ−2k)2k
− yb +

1− x2
a2
2

1− x2
a2
,−
y
b −

1− x2
a2
2

1− x2
a2

and
P (γ ,µ)2n+1,2k(x, y) = (−1)n−k xn−k+1a2k−2n

1− x
2
a2
k
g

−γ−n−k− 12 ,−µ−n+k− 12

n−k

x,
x2 − a2
x

× g(−γ−2k,−γ−2k)2k
− yb +

1− x2
a2
2

1− x2
a2
,−
y
b −

1− x2
a2
2

1− x2
a2
 .
3. Recurrence relations for two-variable analogues of Jacobi polynomials
It is shown that Jacobi polynomials hold the following relation [15]:
2n(α + β + n)(α + β + 2n− 2)P (α,β)n (x)
= α2 − β2 + x(α + β + 2n)(α + β + 2n− 2) (α + β + 2n− 1)P (α,β)n−1 (x)
− 2(α + n− 1)(β + n− 1)(α + β + 2n)P (α,β)n−2 (x). (3.1)
If we use the equality, we have the following pure recurrence relations for P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y):
Theorem 3.1. For the polynomials P (γ ,µ)2n,2k (x, y), we get
2(n− k) (γ + µ+ k+ n) (γ + µ+ 2n− 2) P (γ ,µ)2n,2k (x, y)
=
[
(γ + µ+ 2k) (γ − µ+ 2k+ 1)+

2x2
a2
− 1

(γ + µ+ 2n) (γ + µ+ 2n− 2)
]
× (γ + µ+ 2n− 1) P (γ ,µ)2n−2,2k(x, y)− 2

γ + n+ k− 1
2

n− k+ µ− 3
2

(γ + µ+ 2n) P (γ ,µ)2n−4,2k(x, y).
Theorem 3.2. The polynomials P (γ ,µ)2n+1,2k(x, y) satisfy the following recurrence formula
2(n− k) (γ + µ+ k+ n+ 1) (γ + µ+ 2n− 1) P (γ ,µ)2n+1,2k(x, y)
= −2

γ + n+ k− 1
2

n− k+ µ− 1
2

(γ + µ+ 2n+ 1) P (γ ,µ)2n−3,2k(x, y)+

(γ + µ+ 2k+ 1) (γ − µ+ 2k)
+

2x2
a2
− 1

(γ + µ+ 2n+ 1) (γ + µ+ 2n− 1)

(γ + µ+ 2n) P (γ ,µ)2n−1,2k(x, y).
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The generalized Gegenbauer polynomials C (γ ,µ)n (x) defined by (1.4) and (1.5) hold as follows (see [9]):
C (γ ,µ)2n+1 (x) =
2 (γ + µ+ 2n)
2µ+ 2n+ 1 xC
(γ ,µ)
2n (x)−
2γ + 2n− 1
2µ+ 2n+ 1C
(γ ,µ)
2n−1 (x),
C (γ ,µ)2n+2 (x) =
γ + µ+ 2n+ 1
n+ 1 xC
(γ ,µ)
2n+1 (x)−
γ + µ+ n
n+ 1 C
(γ ,µ)
2n (x).
As a consequence of these equalities and Theorem 2.1, the next results can be given, immediately.
Theorem 3.3. For the polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y), we have
(γ + µ+ n+ k+ 1) P (γ ,µ)2n+1,2k(x, y) = (γ + µ+ 2n+ 1) xP (γ ,µ)2n,2k (x, y)−

γ + n+ k+ 1
2

P (γ ,µ)2n−1,2k(x, y)
and
a2 (n− k+ 1) P (γ ,µ)2n+2,2k (x, y) = x (γ + µ+ 2n+ 2) P (γ ,µ)2n+1,2k(x, y)− a2

µ+ n− k+ 1
2

P (γ ,µ)2n,2k (x, y).
4. Integral representations for two-variable analogues of Jacobi polynomials
The classical Jacobi polynomials P (α,β)n (x) have the following integral representation given in [16]:
P (α,β)n (x) =
1
Γ (α + β + n+ 1)
∫ ∞
0
tα+β+ne−tL(α)n

1
2
(1− x) t

dt
(R(α + β) > −1; n ∈ N0 := N ∪ {0})
or, equivalently,
P (α,β)n (x) =
1
Γ (α + β + n+ 1)
∫ 1
0

log
1
t
α+β+n
L(α)n

1
2
(1− x) log 1
t

dt
(R(α + β) > −1, n ∈ N0) (4.1)
where L(α)n is the Laguerre polynomial of degree n. As a result of this formula, we obtain the next result.
Theorem 4.1. For the polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y), we have the following integral representations
P (γ ,µ)2n,2k (x, y) =

1− x2
a2
k
Γ (γ + µ+ n+ k+ 1)Γ (2γ + 2k+ 1)
∫ ∞
0
∫ ∞
0
tγ+µ+n+ks2γ+2ke−t−s
× L

γ+2k+ 12

n−k

t

1− x
2
a2

L(γ )2k
 s
2
− ys
2b

1− x2
a2
 dtds,
P (γ ,µ)2n+1,2k(x, y) =
x

1− x2
a2
k
Γ (γ + µ+ n+ k+ 2)Γ (2γ + 2k+ 1)
∫ ∞
0
∫ ∞
0
tγ+µ+n+k+1s2γ+2ke−t−s
× L

γ+2k+ 12

n−k

t

1− x
2
a2

L(γ )2k
 s
2
− ys
2b

1− x2
a2
 dtds
for R(γ ) > − 12 ,R(γ + µ) > −1 and integers n ≥ k ≥ 0.
Theorem 4.2. The polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y) hold
P (γ ,µ)2n,2k (x, y) =
22γ+3k+n+
1
2Γ

γ + n+ k+ 32

Γ (γ + 2k+ 1)
π2Γ

2γ + n+ 3k+ 32

Γ (2γ + 2k+ 1)Γ (γ + µ+ n+ k+ 1)
×
∫ 1
0
∫ 1
0
∫ π/2
−π/2
∫ π/2
−π/2

1− x
2
a2
k 
log
1
t
2γ+2k 
log
1
s
γ+µ+n+k
f

γ+2k+ 12 ,γ

n−k,2k (θ, φ)
× L

2γ+2k+ 12

n+k
Ω


1− x
2
a2

log(1/s),
1
2
1− y
b

1− x2
a2
 log (1/t) ; θ, φ

 dφdθdtds
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and
P (γ ,µ)2n+1,2k(x, y) =
22γ+3k+n+
1
2Γ

γ + n+ k+ 32

Γ (γ + 2k+ 1)
π2Γ

2γ + n+ 3k+ 32

Γ (2γ + 2k+ 1)Γ (γ + µ+ n+ k+ 2)
×
∫ 1
0
∫ 1
0
∫ π/2
−π/2
∫ π/2
−π/2
x

1− x
2
a2
k 
log
1
t
2γ+2k 
log
1
s
γ+µ+n+k+1
f

γ+2k+ 12 ,γ

n−k,2k (θ, φ)
× L

2γ+2k+ 12

n+k
Ω


1− x
2
a2

log(1/s),
1
2
1− y
b

1− x2
a2
 log (1/t) ; θ, φ

 dφdθdtds
provided that R(γ + µ) > −1,R(2γ ) > −1 and integers n ≥ k ≥ 0, and where
f (α,β)n,m (θ, φ) = e{(n−m)φi+(α−β)θ i} cosm+n φ cosα+β θ (4.2)
and
Ω(x, y; θ, φ) = cos θ
cosφ

xe(θ−φ)i + ye−(θ−φ)i . (4.3)
Proof. Carlitz [17] gave an integral representation for the product of two Laguerre polynomials in the form
L(α)n (x)L
(β)
m (y) =
2α+β+m+nΓ (α + n+ 1)Γ (β +m+ 1)
π2Γ (α + β +m+ n+ 1)
∫ π/2
−π/2
∫ π/2
−π/2
f (α,β)n,m (θ, φ)L
(α+β)
m+n (Ω {x, y; θ, φ}) dφdθ (4.4)
(R (α + β) > −1;m, n ∈ N0)
where f (α,β)n,m (θ, φ) andΩ(x, y; θ, φ) are defined by (4.2) and (4.3). In equality (4.4), we replace n by n− k, α by γ + 2k+ 12 ,
and x by

1− x2
a2

log(1/s), multiply throughout by (log(1/s))γ+µ+k+n, and integrate each side with respect to s over the
interval (0, 1). As a result of the formula (4.1), we obtain
P

γ+2k+ 12 ,µ− 12

n−k

2x2
a2
− 1

L(β)m (y) =
2γ+β+n+k+m+
1
2Γ

γ + n+ k+ 32

Γ (β +m+ 1)
π2Γ (γ + µ+ n+ k+ 1)Γ γ + β + n+ k+m+ 32 
×
∫ 1
0
∫ π/2
−π/2
∫ π/2
−π/2
(log(1/s))γ+µ+k+n f

γ+2k+ 12 ,β

n−k,m (θ, φ)
× L

γ+β+2k+ 12

m+n−k

Ω

1− x
2
a2

log(1/s), y; θ, φ

dφdθds (4.5)
where f (α,β)n,m (θ, φ) andΩ(x, y; θ, φ) are given by (4.2) and (4.3), respectively.
A further application of (4.1) to the formula (4.5) gives the following integral representation
P

γ+2k+ 12 ,µ− 12

n−k

2x2
a2
− 1

P (γ ,γ )2k
 y
b

1− x2
a2

= 2
2γ+3k+n+ 12Γ

γ + n+ k+ 32

Γ (γ + 2k+ 1)
π2Γ

2γ + n+ 3k+ 32

Γ (2γ + 2k+ 1)Γ (γ + µ+ n+ k+ 1)
×
∫ 1
0
∫ 1
0
∫ π/2
−π/2
∫ π/2
−π/2

log
1
t
2γ+2k 
log
1
s
γ+µ+n+k
f

γ+2k+ 12 ,γ

n−k,2k (θ, φ)
× L

2γ+2k+ 12

n+k
Ω


1− x
2
a2

log(1/s),
1
2
1− y
b

1− x2
a2
 log (1/t) ; θ, φ

 dφdθdtds
provided that R(γ + µ) > −1,R(2γ ) > −1, n ≥ k ≥ 0. If we use (2.1), we obtain the desired integral representation for
P (γ ,µ)2n,2k (x, y). In a similar manner, one can easily obtain the integral representation for P
(γ ,µ)
2n+1,2k(x, y). 
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Theorem 4.3. For the polynomials P (γ ,µ)2n,2k (x, y) and P
(γ ,µ)
2n+1,2k(x, y), we have
P (γ ,µ)2n,2k (x, y) =

1− x2
a2
k
22γ+3k+n+
1
2Γ

γ + n+ k+ 32

Γ (γ + 2k+ 1)
π2 (n+ k)!Γ 2γ + 2k+ 32  ×
∫ π/2
−π/2
∫ π/2
−π/2
f

γ+2k+ 12 ,γ

n−k,2k (θ, φ) F1
×

−n− k, γ + µ+ n+ k+ 1, 2γ + 2k+ 1; 2γ + 2k+ 3
2
;

1− x
2
a2

cos θ
cosφ
e(θ−φ)i,1
2
− y
2b

1− x2
a2
 cos θ
cosφ
e−(θ−φ)i

dφdθ
and
P (γ ,µ)2n+1,2k(x, y) =
x

1− x2
a2
k
22γ+3k+n+
1
2Γ

γ + n+ k+ 32

Γ (γ + 2k+ 1)
π2 (n+ k)!Γ 2γ + 2k+ 32 
×
∫ π/2
−π/2
∫ π/2
−π/2
f

γ+2k+ 12 ,γ

n−k,2k (θ, φ) F1

−n− k, γ + µ+ n+ k+ 2, 2γ + 2k+ 1;
2γ + 2k+ 3
2
;

1− x
2
a2

cos θ
cosφ
e(θ−φ)i,
1
2
− y
2b

1− x2
a2
 cos θ
cosφ
e−(θ−φ)i

dφdθ
which hold true for integers n ≥ k ≥ 0, provided that min {R(γ + µ),R(2γ )} > −1 and where f (α,β)n,m (θ, φ) andΩ(x, y; θ, φ)
are given as above and F1 is the first kind of Appell’s double hypergeometric functions defined by (see [18])
F1

α, β, β
′; γ ; x, y

=
∞−
r,s=0
(α)r+s (β)r

β
′
s
(γ )r+s
xr
r!
ys
s! , max {|x|, |y|} < 1.
Proof. By [19, p. 168, (7)], the integral representation in the above proof can be rewritten in the form
P

γ+2k+ 12 ,µ− 12

n−k

2x2
a2
− 1

L(β)m (y) =
2γ+β+n+k+m+
1
2Γ

γ + n+ k+ 32

Γ (β +m+ 1)
π2Γ

γ + β + 2k+ 32

(m+ n− k)!
×
∫ π/2
−π/2
∫ π/2
−π/2
f

γ+2k+ 12 ,β

n−k,m (θ, φ)Φ1

−m− n+ k, γ + µ+ n+ k+ 1;
γ + β + 2k+ 3
2
;

1− x
2
a2

cos θ
cosφ
e(θ−φ)i, y
cos θ
cosφ
e−(θ−φ)i

dφdθ
whereΦ1 denotes one of the Humbert’s confluent hypergeometric functions of two variables [18]
Φ1 [α, β; γ ; x, y] =
∞−
r,s=0
(α)r+s(β)r
(γ )r+s
xr
r!
ys
s! , |x| < 1.
Applying (4.1) to this formula and making necessary arrangements, we conclude that
P

γ+2k+ 12 ,µ− 12

n−k

2x2
a2
− 1

P (γ ,γ )2k
 y
b

1− x2
a2
 = 22γ+n+3k+ 12Γ γ + n+ k+ 32 Γ (γ + 2k+ 1)
π2Γ

2γ + 2k+ 32

(n+ k)!
×
∫ π/2
−π/2
∫ π/2
−π/2
f

γ+2k+ 12 ,γ

n−k,2k (θ, φ) F1

−n− k, γ + µ+ n+ k+ 1, 2γ + 2k+ 1; 2γ + 2k+ 3
2
;
×

1− x
2
a2

cos θ
cosφ
e(θ−φ)i,
1
2
− y
2b

1− x2
a2
 cos θ
cosφ
e−(θ−φ)i

dφdθ
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wheremin {R(γ + µ),R (2γ )} > −1, n ≥ k ≥ 0. From this formula and (2.1), we have the desired integral representation.
In a similar manner, we obtain the other integral representation for P (γ ,µ)2n+1,2k(x, y). 
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