Abstract: Atherosclerotic plaque rupture is the most common mechanism responsible for a majority of sudden coronary deaths. The precursor lesion of plaque rupture is thought to be a thin cap fibroatheroma (TCFA), or "vulnerable plaque". Virtual Histology-Intravascular Ultrasound (VH-IVUS) images are clinically available for visualising colour-coded coronary artery tissue. However, it has limitations in terms of providing clinically relevant information for identifying vulnerable plaque. The aim of this research is to improve the identification of TCFA using VH-IVUS images. To more accurately segment VH-IVUS images, a semi-supervised model is developed by means of hybrid K-means with Particle Swarm Optimisation (PSO) and a minimum Euclidean distance algorithm (KMPSO-mED). Another novelty of the proposed method is fusion of different geometric and informative texture features to capture the varying heterogeneity of plaque components and compute a discriminative index for TCFA plaque, while the existing research on TCFA detection has only focused on the geometric features. Three commonly used statistical texture features are extracted from VH-IVUS images: Local Binary Patterns (LBP), Grey Level Co-occurrence Matrix (GLCM), and Modified Run Length (MRL). Geometric and texture features are concatenated in order to generate complex descriptors. Finally, Back Propagation Neural Network (BPNN), kNN (K-Nearest Neighbour), and Support Vector Machine (SVM) classifiers are applied to select the best classifier for classifying plaque into TCFA and Non-TCFA. The present study proposes a fast and accurate computer-aided method for plaque type classification. The proposed method is applied to 
IVUS image segmentation is often an essential step for characterisation of vessels, comprising shape, area, eccentricity, and thickness [8] . Generally, segmentation is an essential process for identifying image structures that can be completed using a manual, semi-automatic, or automatic method [29] . IVUS images consist of three basic parts: intima, media, and adventitia. The intima layer refers to the vessel interior. However, the adventitia represents the vessel outer layer, also characterised by flexible tissue. The media part discriminates the intima from the adventitia [30] .
The segmentation of atherosclerotic plaques has been addressed in several studies. Dhawale et al. [31] proposed the first semi-automated technique for IVUS border detection by dynamic search algorithm. Similarity, a primary work was presented by Sonka et al. [32] for detection of media and lumen borders by applying heuristic graph searching and global image information. A fully automated segmentation step and a user-guided refinement stage for segmentation of luminal and external elastic lamina surface was presented by Sun et al. [33] . Jones et al. [34] presented a user-assisted method for media-adventitia border segmentation in IVUS images. To detect the media-adventitia border, fully automatic approaches were presented in [35, 36] . Automatic techniques to detect the lumen border are also presented in [37] [38] [39] [40] . However, some studies have proposed fully automated segmentation methodologies for plaque border detection [8, [41] [42] [43] . Automatic approaches for lumen and media adventitia border detection and plaque characterisation have been adapted, as well [44] . A comparison of the above-described IVUS image segmentation methods is presented in Table 1 . • Borders Detection in the first IVUS frame was done manually.
•
Requires to be improved for solving the issue of side branches.
Taki, Najafi, Roodaki, Setarehdan, Zoroofi, Konig and Navab [43] Active contours and level sets Automatic • Fibrous and lipid components are not characterised.
Katouzian, Angelini, Angelini, Sturm, Andrew and Laine [37] Brushlet Analysis and Fourier Domain Automatic
Delineates lumen borders of high-frequency image.
Isolates coherent area from incoherent ones.
• Low data sample.
Zhu, Zhang, Shao, Cheng, Zhang and Bai [8] Gradient vector flow snake model Automatic
• Applies nonlinear filtering to reduce the critical points.
• Automatically initialises and overcomes the problem of local energy minima.
• It may fail for segmentation of poor-quality images.
Essa, Xie, Sazonov and Nithiarasu [36] Graph cut Automatic
• Combines local and global features.
Prevents undesirable image features from interfering the segmentation task.
• Low data sample • IVUS data is labelled manually.
Athanasiou, Karvelis, Sakellarios, Exarchos, Siogkas, Tsakanikas, Naka, Bourantas, Papafaklis and Koutsouri [44] deformable models Automatic
• Combined Feature (intensity, texture and, geometrical).
Multi classifier.
• Area behind a calcific deposit was not detected.
Performance relies on consistency of observers.
Sun, Sonka and Beichel [33] Graph-based Automatic segmentationanduserguided refinement
Produces high-quality segmentation results in cases of artefacts.
Reduces time of segmentations.
• Close-to-real-time IVUS segmentation.
• Fails segmentation in zigzag pattern.
Needs to adjust the surface smoothness between adjacent IVUS images.
The vessel is assumed to be without bifurcations.
Lazrag, Aloui and Naceur [38] FCM algorithm and active contours Automatic
• Approximates efficiently the boundary by FCM.
• Refines the final lumen by level set method.
• High-level knowledge is needed to control the motion of level set contours.
Mendizabal-Ruiz, Rivera and Kakadiaris [39] Deformable curve Automatic
• Segmentation of B-mode images from different systems and transducer frequencies.
Robustness with the changes of B-mode parameters.
• Samples of blood and non-blood areas in the first frame are needed. Although there are several existing works in the literature in the domain of TCFA detection, it still remains a challenging task [3] . In our previous work [45] , hybrid Fuzzy C-means and K-Nearest Neighbour (HFCM-kNN) was proposed to accurately segment VH-IVUS images. The proposed technique was capable of eliminating outliers and detecting clusters with different densities in VH-IVUS images. The next process was extracting the geometric features to provide an accurate definition of the vulnerable plaque. Machine learning approaches were applied for training the in-vivo images obtained from different patients. The major contribution of this paper is to improve VH-IVUS image segmentation using a semi-supervised approach. The K-means and PSO (KMPSO) model is hybridised with the mED algorithm to more accurately segment the VH-IVUS image. Typically, texture features have proven to be useful in describing the medical images [46] . Due to the heterogeneity of the atherosclerotic tissues, a robust texture discriminator needs to be developed [26] . However, in our previous work [45] , only geometric features were extracted and fed to the classifiers. Therefore, the second contribution of this work is with regard to hybrid geometric and texture features, whereas existing research on TCFA detection has only focused on geometric features. Moreover, classification is performed by machine learning algorithm to optimally discriminate TCFA and non-TCFA plaque. As VH-IVUS is commercially available, the methodology proposed in this study can be implemented with other methods, such as iMap (Boston Scientific, Marlborough, MA, USA) and IVUS image-based techniques.
Proposed Approach
The proposed approach consists of three main phases. Phase 1 shows the steps for VH-IVUS image segmentation using a semi-supervised model, namely, KMPSO-mED. The KMPSO-mED algorithm first executes the K-means algorithm to seed the initial swarm. The PSO algorithm is then applied to optimise the seed points. After the clustering process, cluster labelling is applied, and the colour feature matrix is extracted from the segmented images [45] . Pixel-wise classification is performed to test the image using the proposed algorithm, namely, mED. In Phase 2, geometric features, including luminal border, plaque component and texture features, are extracted from the VH-IVUS image. Finally, in Phase 3, Back propagation (BPNN), kNN (K-Nearest Neighbour), and Support Vector Machine (SVM) classifiers are applied to select the best one for classifying the plaque into TCFA and Non-TCFA. The best classifier is selected to classify the geometric and texture features. A block diagram of the proposed approach is presented in Figure 1 . A graphic user interface (GUI) can be designed as an effective VH-IVUS image processing tool, enabling cardiologists to complete lumen border detection, segmentation, plaque characterisation, and TCFA detection. The methods proposed in this study were implemented in MATLAB R2014b software (The Mathworks, Inc., Natick, MA, USA); however, to obtain a standalone executable application, the GUI should be compiled by a C# compiler in Microsoft Visual Studio.net [47] .
Segmentation
Segmentation techniques attempt to partition the different tissues into non-overlapping regions [48] . VH-IVUS image segmentation poses a challenge, since in this type of image, there is no sharp boundary between colours, including red, white, dark green, and light green [49] . As a result, reliable discrimination of these components can be more difficult [24] . Spectral overlapping of NC with DC makes the segmentation process difficult [22] . Accurate segmentation of DC and NC are also required, since when DC is next to the NC in IVUS images, DC is often coded as NC [50] . The existing technology for VH-IVUS image segmentation is based on simple thresholding approaches. This method is not always reliable for segmenting the highly mixed tissue types involved in VH-IVUS images. Developing a more accurate approach is required for classifying necrotic core, fibrotic, fibro fatty, and calcified tissues [51] .
Generally, medical image segmentation can be classified into six main categories, consisting of thresholding, edge detection, region growing, shape constrained deformable model, active counter model, and clustering [29, 52] . These techniques have their own advantages and drawbacks. Hence, the ability of the segmentation scheme to characterise the overlapped tissue in VH-IVUS images is explored here.
Thresholding is a common method to separate the foreground and background regions using the pixel intensity [52] . However, this technique does not guarantee the separation of regions with similar intensities, but belonging to different regions [52] . The thresholding method only uses the distribution of pixel intensity, neglecting the neighbourhood information [53] . In terms of overlap borders, determining the appropriate threshold for VH-IVUS image segmentation is rather difficult [54] . The edge detection method is generally used to detect the points with abrupt changes in the grey levels. However, this method has limitations in terms of detecting weak edges [55] . Moreover, a closed curve cannot be easily identified [52] .
Region growing algorithms are able to correctly classify the regions with similar properties and performs well in segmentation of noisy images [56] . However, the conventional region growing approach has major drawbacks in terms of selecting the seed point and determining the order of regions [55] . Therefore, in order to provide satisfactory segmentation results, the initialisation should be very close to the object contour [57] . The active shape model is fast and robust for identifying object shapes. This model is robust in the presence of noise, as well as image artefacts such as missing or damaged parts. However, it can only consider the deformations in the training set and has limitations with regard to unpredicted shapes [58] . Furthermore, in order to move the contour towards the optimal boundaries, the contour should be initialised close enough to the object [54, 57] .
Clustering algorithms classify image pixels into k groups, whereas pixels belonging to a cluster are homogeneous [59] . The clustering methodology is considered to be very efficient at dealing with image segmentation due to the less complex mathematical models and there being no need for training data [60] . Clustering approaches have been adapted for VH-IVUS image segmentation for the following reasons:
Segmentation of poor boundaries. Clustering approaches can usually be categorised into hard and fuzzy clustering. In image segmentation, when the cluster boundaries are poorly defined, the fuzzy clustering method can be used [61] .
Segmentation of overlapped borders. Based on the fuzzy concepts, the intensity value has a membership degree associated with each cluster centre. In fuzzy clustering, each data element can belong to more than one cluster with a certain membership level, whereas in hard clustering, the data belongs to only one cluster. Clustering approaches can be successfully applied to discriminate between the different tissues. However, most medical images often involve overlapping intensities at tissue borders, so pixels may belong to more than one cluster [29, 62] . As a result, tissues are not always clearly distinct, and the membership values of the borders are essentially fuzzy.
Colour image segmentation. Since colour components provide more information than the grey-scale components, the clustering technique may further improve the segmentation results [55] .
Dealing with unlabelled data. Clustering models can find the structure of unlabelled data [63] . These techniques measure the similarity between the unlabelled data to form clusters in an unsupervised manner [64] . These approaches consider the spatial information of the image and classify the image into different regions by means of the homogeneity criterion [52] .
Unsupervised learning. In supervised algorithms, data can be labelled by applying the training set [64] . Clustering approaches employ the spatial information of images without the use of training data or learning stages [63] . These techniques have lower computational complexity in comparison to the supervised methods [54] . Figure 2 illustrates the result of thresholding, edge detection, region growing [65] , level set [66] , and active contour (sank), and Figure 3 illustrates the results of clustering using the K-means algorithm. As illustrated in Figures 2 and 3 , unsatisfactory segmentation results are obtained in terms of the overlap borders in the VH-IVUS image, so an accurate algorithm should be developed.
3.1.1. Proposed KMPSO-mED Model and Its Adaptation to VH-IVUS Image Segmentation K-means and FCM clustering mainly have drawback with respect to the pre-defined number of clusters k. However, some of the tissue may be absent in VH-IVUS images. Moreover, when the VH-IVUS images have a low-density colour, clustering algorithms may combine two clusters into one cluster. An individual system faced some problems, so a combined intelligent system was applied to address the weaknesses of individual systems [67] . PSO achieves the global optimum and can be a very powerful approach for dealing with image segmentation [68] . In this section, in order to enhance VH-IVUS image segmentation, K-means and FCM clustering algorithms are hybridised with the PSO algorithm. The details of the proposed semi-supervised model are presented here.
Pre-Processing
A VH-IVUS image represents a matrix with dimensions M × N × 3, which are quantised as integers with a value of 0 to 255 for each fundamental colour (Red, Green, Blue) [69] . The Media-Adventitia (M-A) border, grey in colour, creates an unwanted cluster, so it can be removed from the VH-IVUS image [45] .
K-Means Algorithm
In the first iteration, k cluster centres v = {v 1 , . . . v k } are initialised randomly [70] . The distance between all data points X = {x 1 , x 2 , . . . x n } and each cluster centre v j are calculated according to the following equation:
where x i represents the ith data point, v j shows the jth cluster centre, and n is the number of data points. Then each sample is assigned to the nearest cluster. Class means, or cluster centres, can be updated by the following equation:
where n j is the number of data points belonging to the jth cluster at the iteration t. K-means converges when the cluster centres do not change anymore based on the following equation:
Particle Swarm Optimisation (PSO)
PSO has three major steps, including generating the particles' positions and velocities, velocity update, and position update. This algorithm has five important parameters, as presented in Table 2 . Table 2 . PSO parameters.
Parameters Description
Particle Candidate solution to a problem Velocity Rate of position change Fitness
The best solution achieved p best
Best value obtained in previous particle g best Best value obtained so far by any particle in the population
The random velocities and positions of all particles are initialised within the specific ranges. The values of → p i,best and → g i,best can be updated based on the fitness function f when the following conditions are satisfied:
The fitness of a particle is calculated as the quantisation error [71] :
where d is defined as the distance between a particle p and a centroid v j , |C ij | represents the number of particles belonging to the cluster C ij , and k is the number of clusters. During the iteration, velocities of all particles are updated by:
where
are the velocity, position, and the local best position of particle i, respectively.
→ g i,best shows the global best position for the whole population. The w is used to control the convergence behaviour of the PSO algorithm, R 1 and R 2 are random variables between [0, 1], and c 1 and c 2 are used to control particle movement during each iteration. The particles' positions can be updated by the following equation:
3.1.
Hybrid K-Means and PSO (KMPSO) Model
The combination of the K-means and PSO (KMPSO) models executes the K-means algorithm to seed the initial swarm until a termination condition is reached, and the input vectors are grouped into four clusters [71] . The cluster centroids produced by the K-means algorithm are then used as one of the particles of a swarm, and the rest of the particles are initialised randomly. The PSO algorithm is then utilised to optimise the cluster centroids. This algorithm repeats for a defined number of iterations. The optimal clustering centres v o can be obtained by the last swarm. To assign the class label, the distances between all pixels x and v o are calculated. Figure 4 illustrates the details of the training phase of the KMPSO model. Since clustering algorithms will not return the same cluster index value every time, the colour of each cluster should be determined. With respect to the colour of each cluster, its matching plaque components can be determined as NC: red, DC: white, FI: dark green, and FF: light green [45] .
The result of the clustering algorithms will be strongly affected by the presence of outliers that do not belong to any of the clusters [28] . The purpose of outlier detection is to find small groups of pixels that are not similar to the rest of the pixels belonging to the same cluster [72] . Figure 5 illustrates the outliers with dark green, light green, etc., in an NC image. The zoomed area (b) is indicated by the blue box in the original image (a). To provide more reliable results, outliers should be removed from the generated clusters. NC and DC images play an important role in TCFA detection; therefore, their outliers are removed for modifying the training set. First, the Euclidian distance between pixels belonging to the NC and its centre are calculated. Then, for each pixel in the NC image, if its distance is greater than the defined threshold value (T NC ), then this pixel is an outlier, and its intensity should be replaced with zero. Based on the sub experiments, the value of T NC is changed, and intra-cluster distance (the distance between pixels and the centroid within a cluster) for the NC image are calculated. The value of T NC = 200 gave the best result for the minimum distance between pixels of the NC and its centre. In addition, outliers of DC image are removed in the similar way [45] .
Class label of each colour feature should be determined to perform the pixel wise classification [73] . The non-zero pixels in DC, NC, FF, and FI images were saved into CF matrix. Their corresponding labels were calculated and saved into the vector L [45].
Pixel-Wise Classification Using Minimum the Euclidian Distance (mED) Algorithm
To address the image segmentation problem, several unsupervised and supervised approaches have been described. The supervised learning requires appropriate labelled data as training set to build a predictive model [29] . In contrast, unsupervised techniques can be explored without knowing any prior information [74] .
In our previous work, k-NN algorithm was applied for pixel wise classification [45] . Although k-NN algorithm can be used for large number of training sets, but the classification is slow and time-consuming. The choice of k also affects the performance of this algorithm. Also, the accuracy of this algorithm may be degraded in presence of noisy or irrelevant features [56] . Therefore, a new algorithm namely Minimum Euclidian distance (mED) is proposed to classify the pixels in testing images. This algorithm does not require any training data and uses the colour feature matrix CF. For pixel classification by mED algorithm, feature matrix CF is divided into four classes: NC, DC, FF, and FI. The minimum Euclidian distance between testing sample x i and those classes are then calculated and represented as MinClass i = {min NC , min DC , min FF , min FI }. The least minimum value of MinClass are computed as Minf i and sample x i is assigned to the class which provides the Minf i . Figure 6 illustrates the pseudo-code of proposed pixel classification by mED algorithm.
Dissimilar to the crisp K-means algorithm, FCM clustering permits partial membership in different tissue types, therefore it can be employed where a pixel may belong to the multiple tissue. In VH-IVUS image there is very often no sharp boundary between colours, including red, white, dark green, and light green. As a result, fuzzy method is often appropriate for clustering the likely colours [75] . Therefore, FCMPSO-mED model is also implemented, whereas FCM algorithm is utilised to generate the cluster centres.
Four colour images representing the plaque components are provided using the assigned label during the pixel classification process. The area of each plaque component can be calculated based on the number of non-zero pixels in each image. The area of NC, DC, FF, and FI images can be represented as tissue area features of f NC , f DC , f NC , f FF , and f FI , respectively. These values are considered to be the primary features for TCFA detection. To investigate the consistency of the proposed KMPSO-mED model using different plaque types, several real VH-IVUS images were tested and the results compared. Table 3 shows the segmentation results achieved by the KMPSO-mED model for 9 VH-IVUS images. When the clustering processes are completed, the correctness of each clustering technique is validated by silhouette index [76] . The silhouette value of each pixel shows its similarity with other pixels belonging to this cluster in comparison with pixels belonging to other clusters. The range of silhouette value varies from −1 to +1. Higher average silhouette values indicate higher clustering accuracy [77] . Based on Table 2 , all obtained SW show the high accuracy rate of the clustering process. Images 1 to 6 involve four plaque components. Therefore, KMPSO-mED segmented these images into FF, FI, NC, and DC. Images 7 and 8 have three components; these images are segmented into FF, FI, and NC. Image 9 is segmented into two different segments, namely FF and FI. The results show that the proposed model can successfully classify the pixels of overlapping regions. Moreover, the KMPSO-mED model has the potential to segment VH-IVUS images with different numbers of clusters.
Cluster Validity
The dataset used in this research includes 588 grey-scale IVUS images and their corresponding VH-IVUS images acquired from 10 patients (age, sex and risk factors should be determined) that were used by the authors in [20] . IVUS images of 10 patients (size 400 × 400 pixels) were acquired for VH-IVUS analysis by an electronic probe (In Vision Gold, Volcano Therapeutics Inc.) with a synthetic aperture of 2.9 f and a frequency of 20 MHz. A motorised pullback was performed along the entire vessel with a speed of 1.0 mm/s using a dedicated pullback device. A total number of 500 frames from 12 vessels-6 left anterior descending (LAD), 3 right coronary artery (RCA), and 3 left circumflex (LCX)-of 10 patients were obtained for VH-IVUS analysis and comparison using the proposed algorithm [20] .
K-means, FCM, and Self-Organising Maps (SOM) algorithms have been adapted for VH-IVUS image segmentation. The adapted algorithms are then implemented in Matlab software. A comparative study between the applied clustering methods was conducted using 86 images obtained from three patients. Figure 8 As shown in Figure 8 , the best result was obtained by the K-means algorithm, while the worst result was obtained by applying the SOM algorithm. In addition, the results of FCM algorithm for Patients 1, 2, and 3 were more than 0.92, indicating that this algorithm can be applied for VH-IVUS segmentation. Additionally, the VH-IVUS data obtained from 10 patients were divided into training and testing datasets. Frames provided by patient 1 were considered the training set, and the rest were defined as the testing set. FCMPSO-mED, KMPSO-mED, HFCM-mED, and HFCM-kNN [45] models were implemented in MATLAB R2014b software (The Mathworks, Inc., Natick, MA, USA). Figure 9 illustrates the comparison of KMPSO-mED and HFCM-mED. Based on this figure, the FCMPSO-mED and KMPSO-mED models achieve higher SW values rather than the HFCM-kNN model. The experimental results suggest that the mED method has the potential for significant benefits in practice. In terms of memory consumption, this method requires the storage of only the colour-based feature matrix.
Feature Extraction
In this section, the extraction of two types of features-namely, geometric and texture features-is explained.
Geometric-Based Features
Geometric features consist of tissue area, luminal border, and plaque component features. With regard to our previous work [45] , the Close Lumen Border Tracing (CLBT) and Open Lumen Border Tracing (OLBT) algorithms trace the luminal border. The results for the lumen border obtained by the CLBT and OLBT algorithms are a sequence of n elements. To extract the luminal border features, the intensity value of each member is extracted. The amount of NC in contact with the lumen (f NCCL ) and DC in contact with the lumen (f DCCL ) are calculated based on the number of red and white pixels in the lumen border. To extract the plaque component features, three algorithms, including Extracting Confluent Components (ECC), Necrotic Core Layering (NCL), and Plaque Burden Assessment (PBA), are applied. The ECC algorithm extracts the confluent components, including the Confluent NC (CNC) and the Confluent DC (CDC). The DC images which do not belong to the CDC are considered to be Micro Calcification (MicroCa). The NC images which do not belong to the CNC are considered to be Scattered Necrotic Core (SNC). Furthermore, confluent NC in contact with the lumen (CNCCL) and confluent DC in contact with the lumen (CDCCL) are calculated. The area of CNC, CDC, MicroCa, SNC, CNCCL, and CDCCL are calculated as f CNC , f CDC, f MicroCa , f SNC , f CNCCL , and f CDCCL , respectively.
TCFA is categorised into two classes: single and multiple confluent NC layers [78] . The NCL algorithm determines the NC layering (f NCL ) and DC layering (f DCL ). Quantifying the plaque burden is crucial in terms of diagnosing vulnerable plaque [79] . Therefore, the PBA algorithm measures the plaque burden features, including plaque area (f PA ), vessel area (f VA ), lumen area (f LA ), and plaque burden (f PB ). Therefore, each VH-IVUS image has three different types of geometric feature: tissue plaque area, luminal border, and plaque component features referred to as geometric features GF = {f NC , f DC , f FI , f FF , f NCCL , f DCCL , f CNC , f SNC , f CDC , f MicroCa , f CNCCL , f CDCCL , f NCL , f DCL , f PA , f VA , f LA , f PB }_ENREF_1_ENREF_1.
Texture-Based Features
Biomedical texture operations analyse the desired texture information in terms of spatial scales and the directions of a texture image, which are fundamental for visual texture discrimination. The most important characteristic of texture is that it is scale dependent [80] . Due to the fact that pixel-based grey-level-only methods are not sufficient to discriminate the complicated structures of tissue components, texture features are used [81] . It is an important and challenging problem to extract the desirable feature set for the classification step [56] . Texture features are widely used for analysing medical images. Texture is a primary visual feature, referring to the natural properties of the object in the image [82] . This approach analyses the spatial variations of pixel intensities and quantifies them into a numerical value [83, 84] . In addition to geometric features, which depend on pixel intensity, texture-based approaches characterise the statistical and spatial relationships in the neighbourhood of the pixel [82] . Since geometrical features are often local in nature, the spatial information of the image will not be considered [15] . Therefore, texture features, as a global pattern, are defined to analyse the micro textures [16] .
Low-level quantitative image analysis can be categorised based on intensity and texture. Image intensity describes the statistical distribution of the pixel values inside a Region of Interest (ROI) [80] . Many forms of texture analysis have been developed, including co-occurrence matrices, second-order statistics, Gauss-Markov random field, etc. These methods were limited to the analysis of spatial relations within small neighbourhoods and the analysis of micro textures [16] . However, texture information relates to the micro-and macro-structural context of biomedical tissue [80] . Classic examples of texture operators such as Gabor wavelets, GLCMs, Histogram of Oriented Gradients (HOG), LBPs, and Scattering Transforms (ST) need to be able to discriminate between types of image scales, directions, and transitions. Designing an ideal set of texture operators that is able to accurately identify the tissue type is a very challenging task. However, the comprehensive analysis of spatial scales and directions is computationally expensive for discrete texture functions. Therefore, combinations of image scales and directions with discriminative capabilities for each plaque component should be considered. If the descriptor is insensitive to the transformation of the input image, the operator is invariant [80] .
Previous studies have identified texture analysis as being useful in the analysis of ultrasound images. Plaque components appear with different texture patterns in IVUS images (Figure 11) . Therefore, texture analysis methods are best suited to classifying pixels from plaque areas of IVUS images into three tissue classes, including dense calcium (DC), necrotic core (NC), and fibro-fatty (FF) [47] . Before extracting the texture features, it should be emphasised that some descriptors for texture classification could be used, such as Gabor filters, Hidden Markov trees, or the wavelet approach [85] . However, the effective classification of plaque type involves the generation of significant features. These discriminative features will be combined with geometric features as input data for the classifier. Such choices can made on the basis of a study of the literature.
Grey-Level-based texture descriptors can be designed to reflect the different grey-level profile characteristics of the hard and soft plaque. Co-occurrence matrices describe the repeated occurrences of some grey-level configurations in the plaque texture classes. Run-length measures describe the maximum contiguous set of constant grey-level pixels located in a specified direction. A large number of neighbouring pixels of the same grey level represents a coarse texture, while a small number of these pixels represents a fine texture. Some microstructures of binary patterns in images can be detected by LBP [47] . According to the adapted algorithm by Taki [47] , a higher overall accuracy was achieved by co-occurrence and LBP methods for characterising the fibro-lipid regions. Moreover, the run-length feature indicated a better capability for classifying DC plaques, while LBP and co-occurrence exhibited a better performance for NC. Texture descriptors such as LBP and MRL may miss useful information in grey levels of IVUS images, so grey-level information in combination with LBP and MRL features were employed to better classify the plaque types [20] . Because the best results on IVUS tissue characterisation were achieved using LBP, GLCM, and MRL, these three sets of features were used for the texture descriptor from the VH-IVUS images using the same data set.. These methods are explained in the following sub sections.
Local Binary Patterns (LBP)
The LBP technique proposed by Ojala et al. [86] is a robust and efficient classical type of textural descriptor for a wide range of applications [87] . Due to its computational simplicity, it is possible to analyse the images in real-time applications [88] . Also, by applying a non-overlap window, LBP considerably reduces the image matrix without losing the texture information [88] . In this method, the relationships between a pixel and its local neighbours are defined by a "local pattern". Consider P to indicate the circular neighbourhood pixel on a circle of radius R. Let G c represent the grey value of the centre pixel and Gp indicate the grey value of the neighbourhood pixels for p = 0, 1, . . . , p − 1. Based on the local structure around the centre pixel, circular points can be represented as 8-bit binary codes [87] . The local texture is defined by:
The LBP of centre pixel is obtained by the following equation:
The LBP P,R is calculated by subtracting the centre pixel from its neighbours [87] .
Grey Level Co-Occurrence Matrix (GLCM)
Haralick et al. [89] presented the GLCM and textural features for image classification. GLCM matrix depicts the occurrence of two adjacent pixels with grey values of i and j. For an M × N image, GLCM is defined based on the following equation [90] :
where (p, q), (p + ∆x, q + ∆y) ∈ M × N, d = (∆x, ∆y) and |.| represents the cardinality of a defined set. For a grey level i, the probability of the grey level j with distance d is obtained by the following equation:
The matrix element P (i, j| d, θ) indicates the probability values for changes between grey levels 'i' and 'j', while d is the distance between pixels and θ depicts the particular angle between the neighbours. 
Modified Run Length Matrix (MRL)
RL statistics extract higher-order statistical features in terms of specified directions [91] . The RL method captures the coarseness of a texture in the specified directions. For a given image, a run-length matrix P involves p(i,j) elements to define the number of runs of length j with pixels of grey level i [92] . Calculating the run-length while encoding for each typical orientation produces four run-length matrices [19] . The typical orientations are 0 • , 45 • , 90 • , and 135 • .
Feature Selection
To obtain an effective and discriminating feature set and to reduce the redundancy of the feature space, feature selection can be performed [56] . Therefore, Principle Component Analysis (PCA) is applied to reduce the dimensionality of the texture features and to obtain informative features [90] . The first row of the obtained matrix is selected as the first principle components of PCA. Since some of the acquired features often have very small values compared to others, a normalisation process [93] is needed. Therefore, features are normalised using the zscore function (i.e., mean centring with a unit standard deviation constraint) [94] .
Classification

Machine Learning Algorithms
To select the appropriate classifier, various factors should be considered, including computational cost, classification accuracy for several datasets, and performance [15] . The well-known classification approaches k-NN, SVM, and ANNs were developed specifically to deal with uncertain data. These methods provide a probability measure in order to classify samples with different class memberships [95] . Therefore, in this study, the three most common classifiers-SVM, ANN, and kNN-are employed.
The SVM classifier usually outperforms other soft-computing approaches in terms of efficiency, scalability, and performance [96] . SVM is rather insensitive to feature correlation and is typically adopted to handle high-dimensional feature spaces [87] . This classifier minimises the number of misclassifications. However, the training time is very high [56] . Also, the provided kernel matrix of input samples must be stored in its memory. The desired optimal solution for non-linear mapping depends on selecting an appropriate kernel function as well [52] .
It has been reported that the Artificial Neural Network (ANN) performs very well on complicated data, noisy fields, and multivariate nonlinear domains [56] . ANN demonstrates complex global behaviour to provide the desired outputs in a supervised or unsupervised manner [97] . One basic feature that distinguishes this method from an algorithmic program is the ability to classify unseen data [98] . Additionally, the potential of nonlinear mapping increases the flexibility of the ANN method for modelling complex relationships [56] . However, due to the use of gradient methods in the learning process, ANN is very time consuming [56] . Iteration number, learning rate, and activation function affect the accuracy rate of ANN as well [99] .
K-NN is a very simple algorithm. Therefore, its implementation and debugging are relatively easy. This algorithm searches the training set to select the k nearest neighbours of the unseen features and estimates their class label based on the majority voting technique. K-NN can be used for large numbers of training sets. However, its classification and estimation are moderately slow. Additionally, the choice of k affects the performance of this algorithm. Moreover, the accuracy of this algorithm may be degraded in the presence of noisy or irrelevant features [56] .
Evaluation K-Fold Cross Validation
The most extensively used validation method is the sub sampling test (k-fold cross validation). To evaluate the performance of classifiers, this method divides the dataset into N equivalent blocks, whereas N − 1 blocks are often employed as training and the rest is used for testing. To evaluate the performance, the mean value is frequently measured after repetition of several rounds. Moreover, tests can be repeated several times to obtain reliable results. 10-fold and 5-fold cross validation have been used extensively [100] .
Performance Measures
Performance measures are defined using the "confusion matrix" illustrated in Table 4 , including TP (True Positive), FN (False Negative), FP (False Positive), and TN (True Negative) [101, 102] . To validate the consistency of the proposed model, statistical measures have been applied, including accuracy, precision, sensitivity (recall), specificity, and F-Score based on the following equations:
TCFA Detection Using Geometric Features
Since TCFA detection involves subjective assessment [103] , developing a comprehensive and automatic method for classification of plaque type using machine learning algorithms is essential. Inter-observer variability in the diagnosis of vulnerable plaque can be minimised by applying classification methods [54] . Geometric feature vectors extracted from all VH-IVUS images in the data set were horizontally concatenated to construct a feature matrix called FM of size 588 × 18, where 588 indicates the number of VH-IVUS images and 18 the number of geometric features. Regarding the given criteria for TCFA, each row in the FM matrix is assigned a label of '1' or '0' to indicate the TCFA and non-TCFA, respectively. Therefore, 81 feature vectors were assigned as TCFA and 507 feature vectors were labelled as non-TCFA plaque. The assigned labels were attached at the end of each feature vector.
FM is divided into two matrices, namely, FM Train (70%) and FM Test (30%). FM Train is used to build the model, while FM Test is applied to validate the model. In each validation step, FM Train is divided into five equal parts, consisting of four parts for the training data set and a fifth part for the testing data. This procedure is repeated five times, each time with a new part as test vector [91] . Each five-fold cross validation is run on FM Train ten times. Finally, the averages of sensitivity, specificity, and accuracy derived from 50 runs are reported as the total result of the classifier [104] .
In this section, different combinations of extracted features are examined to find the best technique for identifying TCFA plaque. Therefore, multiple classifiers, including the Back Propagation Neural Network (BPNN), kNN, and SVM, are examined to classify the plaque type into TFCA and non-TCFA. To achieve higher performance of SVM, FM Train is fed to the SVM classifier with linear, polynomial kernel functions in the order 1, 2, and 3, and Radial Basis Function (RBF) with different sigma values [69] . Different k values are applied to investigate the performance of k-NN classifier, as well [105] . The results in terms of accuracy (Acc), sensitivity (Sn), specificity (Sp), precision (Pr), and F-score (FS) are illustrated in Table 5 .
As illustrated in Table 5 , the best result in terms of accuracy was obtained when SVM_Poly_3 and SVM_rbf _1.10 were applied, whereas the worst result was obtained for the SVM_MLP. On the other hand, SVM_rbf _1.10 and SVM_MLP demonstrated the best and the worst results, respectively, in terms of sensitivity. Furthermore, the best result in terms of specificity was obtained when SVM_Poly _2 and SVM_rbf_1.20 were used, whereas the worst result was obtained for the BPNN. Moreover, SVM_rbf_1.20 and BPNN showed the best and the worst results in terms of precision. Furthermore, the best results in terms of F-score were obtained when SVM_rbf _1.10 was applied, whereas the worst result was obtained for the SVM_MLP. Figure 12 illustrates the accuracy of multiple classifiers obtained based on geometric features. SVM_rbf_1.10 and SVM_Poly_3 achieved the best result for accuracy; therefore, they were selected to perform the TCFA detection using combined features. 
TCFA Detection Using Geometric and Texture Features
In this section, classification was performed using geometric and texture features. The geometric and texture features were concatenated horizontally to carry out the plaque classification. Table 6 illustrates the descriptions of the texture features. All experiments were conducted by applying the SVM_rbf_1.10. The following sub sections describe the experiments and analyses that were carried out for combined features. To investigate the power of texture features for TCFA detection, combined features were obtained by concatenating the texture features with the geometric features. The label of each geometric feature vector that was attached at the end of this vector must be moved to the end of the new feature vector. For every VH-IVUS image, geometric features (GF) and texture features (TF) were extracted. Figure 13 demonstrates the combined features using geometric and texture features. 
Combination of Geometric and LBP Features
LBP features were extracted from VH-IVUS image for two different sets of P and R ((8, 1) and (16, 2) ). Then, features of two vectors of size 1 × 256 and 1 × 65,536 were obtained for LBP 8,1 and LBP 16,2 , respectively. The PCA technique was then applied, and the first component was selected for each feature set. Therefore, LBP and the geometric features consisted of 6 members: LBP 8,1 (LBP 1 ), GF_LBP 8,1 (LBP 2 ), GF_LBP 8,1 _PCA (LBP 3 ), LBP 16,2 (LBP 4 ), GF_LBP 16,1 (LBP 5 ), GF_LBP 16,1 _PCA (LBP 6 ). Performance measurements were obtained on the basis of accuracy, sensitivity, specificity, precision, and F-score. Figure 14 illustrates the results of the SVM classifier using geometrical and LBP features. As depicted in Figure 14 , the best accuracy results were achieved by LBP 2 , LBP 3 , and LBP 6 , while the worst results were obtained by LBP 1 and LBP 5 . In addition, the best results for sensitivity were provided by LBP 2 and LBP 6 , whereas the worst result was obtained by LBP 3 . However, LBP 3 obtained the best results for specificity and precision. The feature sets LBP 2 and LBP 6 provided the best results in terms of F-score. Meanwhile, LBP 1 , LBP 5 provided the lowest values of specificity, precision, and F-score.
Combination of Geometric and GLCM Features
GLCM algorithms were applied to detect the uniform texture patterns of VH-IVUS images with angles of 0, 45, 90, and 135. Therefore, GLCM 0 , GLCM 45 , GLCM 90 , and GLCM 135 , with size 1 × 20, were created. The first component of PCA was also selected for each feature set, so four additional feature sets were generated. Therefore, GLCM and geometric features consisted of 12 members: GLCM 0 (GLCM 1 ), GF_GLCM 0 (GLCM 2 ), GF_GLCM 0 _PCA (GLCM 3 ), GLCM 45 (GLCM 4 ), GF_GLCM 45 (GLCM 5 ), GF_GLCM 45 _PCA (GLCM 6 ), GLCM 90 (GLCM 7 ), GF_GLCM 90 (GLCM 8 ), GF_GLCM 90 _PCA (GLCM 9 ), GLCM 135 (GLCM 10 ), GF_GLCM 135 (GLCM 11 ), GF_GLCM 135 _PCA (GLCM 12 ). Figure 15 illustrates the results of SVM using a combination of geometric and GLCM features. As illustrated in Figure 15 , GLCM 6 achieved the best results in terms of accuracy and sensitivity, whereas GLCM 11 achieved the worst results for accuracy and sensitivity. In addition, GLCM 9 achieved the best results in terms of accuracy, specificity, precision, and F-score. GLCM 5 and GLCM 8 obtained the worst results for specificity and precision. GLCM 11 achieved the worst result for F-score. The experimental results demonstrated that feature selection increased the classification accuracy.
Combination of Geometric and MRL Features
In this section, a combination of geometric and MRL features is explored. To extract the MRL features, the VH-IVUS image is taken as a region. MRL feature combination with angles 0, 45, 90, and 135 was performed, and four feature vectors of size 1 × 11 were obtained. The PCA algorithm was applied for dimension reduction, and then the first component was selected for each feature set. Therefore, the MRL and geometric features consisted of 12 members: MRL 0 (MRL 1 ), GF_MRL 0 (MRL 2 ), GF_MRL 0 _PCA (MRL 3 ), MRL 45 As demonstrated in this figure, the best performance in terms of accuracy, sensitivity, precision, and F-score was achieved by applying MRL 3 , but the best result for sensitivity was obtained by MRL 7 . However, MRL 4 provided the lowest accuracy and sensitivity results. Moreover, MRL 2 , MRL 7 , and MRL 4 obtained the worst results in terms of specificity, precision, and F-score, respectively. Figure 17 illustrates the best accuracy of geometric and texture features. With regard to this figure, combined geometric and GLCM features achieved the best accuracy. 
Validation
Although a few program-based studies have been developed to extract features from VH-IVUS images and to diagnose TCFA, a comprehensive method to investigate the strengths and weaknesses of the proposed methodology is needed. This section presents the validation and effectiveness of the proposed approach. To evaluate the quality of the automatic classification, three different experiments were conducted [45] . In the first experiment, validation was carried out based on the presence of the TCFA plaque in Optical Coherence Tomography (OCT) images. In the second experiment, validation was conducted based on the class labels provided by SVM and labels that were manually defined based on a cardiologist's decision for 58 VH-IVUS and their corresponding IVUS images. In the last experiment, the results of SVM and cardiologist decision were compared for 76 VH-IVUS images.
Validation by OCT
TCFA plaque is characterised by a necrotic core with an overlying thin fibrous cap (<65 µm). The principal difficulty with diagnosis of the TCFA lesions with IVUS modality is the limited axial resolution (approximately 150 µm). Therefore, IVUS-based technology is unable to visualise the thin fibrous caps [30] . This modality is presented as the in-vivo "gold standard" for measuring the fibrous cap thickness for diagnosis of TCFAs [106] . By means of the validated criteria for plaque characterisation, the minimum fibrous cap thickness is measured at the minimum luminal area site in OCT images [107] . To validate TCFA plaque, VH-IVUS images can be compared to their corresponding OCT image. Plaques are classified into TCFAs and non-TCFAs based on the fibrous cap thickness in OCT.
In this experiment, 18 geometric features were extracted from 14 VH-IVUS images, which were provided by Kermani et al. [108] . The SVM classifier with a RBF kernel was then applied to classify each feature vector into TCFA and non-TCFA plaques. These images were then labelled based on their corresponding OCT images using the proposed method by Kermani, Ayatollahi and Taki [108] . In this manner, TCFA was extracted from the corresponding OCT frames. If TCFA exists in those OCT frames, '1' is assigned; otherwise, '0' is assigned, to represent non-TCFA plaque. Based on the results, SVM classifies the VH-IVUS images into 2 TCFA and 11 non-TCFA plaques; meanwhile, the OCT-based method classifies the data into 3 TCFA and 10 non-TCFA plaques. The confusion matrix was then calculated, and the performance measures were presented in terms of true positive (TP), true negative (TN), false positive (FP), false negative (FN), accuracy, sensitivity, specificity, precision, and F-score. Table 7 depicts the diagnostic accuracy of VH-IVUS for detecting TCFA as determined by OCT. Based on the above table, TP and TN demonstrate that VH-IVUS correctly identified 11 non-TCFA and 2 TCFA plaques. In addition, FP represents that all non-TCFA plaque was correctly classified, whereas FN indicates that VH-IVUS misclassified 1 TCFA plaque, as determined by OCT. Furthermore, VH-IVUS demonstrates an acceptable result in terms of accuracy, sensitivity, specificity, precision, and F-score to identify TCFA as determined by OCT.
Validation Using VH-IVUS and IVUS Images
For this experiment, 58 VH-IVUS and their corresponding IVUS were selected from three patients. VH-IVUS images are classified into TCFA and non-TCFA based on the SVM classifier, cardiologist decision, and the presented algorithm by Calvert et al. [109] . TCFA was identified based on its having a plaque burden > 40%, confluent necrotic core > 10% of plaque cross-sectional area in contact with vessel lumen for 3 consecutive frames [109] . Table 7 illustrates the comparison between CA, SVM, and CD methods for TCFA detection. Columns CA, SVM, and CD indicate the results of the implemented algorithm by Calvert, Obaid, O'Sullivan, Shapiro, McNab, Densem, Schofield, Braganza, Clarke and Ray [109] , SVM with RBF kernel, and cardiologist decision, respectively. The TCFA plaques are labelled with '1' and the non-TFCAs are represented with '0'. The number of detected TCFA by CA, SVM, and CD methods was 18, 16, and 11 images, respectively. Based on the assigned labels, the confusion matrix is obtained, and TP, TN, FP, FN, accuracy, sensitivity, specificity, precision, and F-score are presented in Table 8 . Based on Table 8 , CA&SVM and CD&SVM provide the maximum number of correctly identified non-TCFA and TCFA plaques, respectively, while CD&SVM and CA&SVM obtain the minimum number of correctly identified non-TCFA and TCFA plaques respectively. Furthermore, the highest numbers of misclassified non-TCFA and TCFA plaques were provided by CA&SVM and CA&CD, while, CA&CD and CA&SVM generated the lowest number of misclassified non-TCFA and TCFA plaques, respectively. Moreover, CD&SVM achieved the best results in terms of accuracy, sensitivity, precision, and F-score. The best results for accuracy and specificity were obtained by CA&CD, as well, while CA&SVM achieved the worst results in terms of accuracy and precision. In addition, CA&CD provided the lowest values of sensitivity and F-score and CD&SVM received the lowest value for specificity.
Validation Using VH-IVUS Images
For this experiment, 76 VH-IVUS images were selected from five patients. The VH-IVUS images were classified into TCFA ('1') and non-TCFA ('0') by SVM with RBF kernel. A cardiologist's decision was also applied, and those images were classified [109] . Based on the assigned labels, a confusion matrix was obtained and TP, TN, FP, FN, accuracy, sensitivity, specificity, precision, and F-score are presented in Table 9 . Based on the above table, TP and TN demonstrate that VH-IVUS correctly identified 41 non-TCFA and 33 TCFA plaques. In addition, FP indicates that all non-TCFA plaques are correctly classified, whereas FN depicts that VH-IVUS misclassified two TCFA plaques. Furthermore, VH-IVUS demonstrates acceptable results in terms of accuracy, sensitivity, specificity, precision, and F-score in identifying TCFA plaque. The accuracy of the cardiologist's decision and the SVM classifier for 76 VH-IVUS images achieved the best results, with 97.36% in terms of accuracy. These results demonstrate that the proposed approach has the potential to identify high-risk lesions.
Discussion
Spectrum analysis of IVUS-derived radiofrequency (RF) data enables a more detailed analysis of plaque morphology. Preliminary in vitro studies correlated four histological plaque components with a specific spectrum analysis of the RF data. The different components, consisting of fibrous, fibrofatty, necrotic core, and dense calcium, were colour coded. Coronary tissue maps were reconstructed from RF data using VH-IVUS software. VH-IVUS has the potential to detect high-risk lesions and can provide new insights into the pathophysiology of coronary artery disease [110] .
However, the overlapping tissue in VH-IVUS image causes difficulty in segmentation of atherosclerotic plaques [29] . Simple clustering methods based on the pixels' intensities are not reliable for segmenting the highly mixed tissue types involved in VH-IVUS images. To overcome this limitation, robust semi-supervised models were presented in this study. The main contribution of this paper is proposing the KMPSO-mED classification methodology based on semi-supervised learning theory to improve the accuracy of VH-IVUS image segmentation. This model does not require a training sample, and as a result, time and resources can be saved. Therefore, it improves the accuracy of pixel classification when sufficient training data are not available. It classifies the test image without any prior information regarding the number of clusters. The proposed model has the potential to discriminate overlapping tissue. The segmentation process was moderately fast due to the pixel-wise classification. The designed models attempt to take advantage of supervised learning in the segmentation of test images. These models can also enhance the ability of the clustering algorithm by removing outliers to provide more accurate segmentation results in the VH-IVUS image. Furthermore, these techniques are capable of dividing the clusters with different densities in the VH-IVUS image.
In medical diagnosis, misclassifying plaque tissue as vulnerable plaque could be highly important. Plaque components consisting of NC, DC, FF, and FI have different textures in IVUS-based images [26] . To capture the varying heterogeneity of plaque components, multi-scale feature extraction is applied. Another novelty of the proposed method is that it is a linear combination of geometric and informative texture features to compute a discriminative index for plaque classification and TCFA detection. The present study proposes a computer-aided method for plaque type classification that is fast and accurate. To provide the correct classification, a fusion of different geometric and texture features has been applied, whereas existing research on TCFA detection has only focused on the geometric features. Nevertheless, it takes more time to extract the texture features and feature selection; also, the range of values of the geometric and texture features are different, and this affects the classification accuracy in fusion step.
An automatic classification approach is required to reduce observer error; also, the accuracy will not be affected by the characterisation of a large number of medical images [111] . To emphasise the significance of the feature fusion technique, the SVM classifier is compared with individual texture models based on accuracy, sensitivity, and specificity measurements. In comparison with LBP, GLCM, and MRL, the combined feature sets exhibited better classification accuracy. With regard to the results, the best classification accuracy was obtained by combining the first principle components of GLCM and geometric features. For future work, other descriptors of texture classification could be used, such as Gabor filters, Hidden Markov trees or the wavelets approach. Moreover, a convolutional neural network (CNN) model will be applied to classify the plaque type into TCFA and non-TCFA. The proposed approach can further be extended to define the vulnerability index as 'low', 'moderate', 'severe', and 'very severe'.
Conclusions
In this paper, segmentation approaches consisting of FCMPSO-mED and KMPSO-mED have been developed in order to specify the spatial intra-plaque distribution of VH-IVUS components. Furthermore, three commonly used statistical methods, including LBP, GLCM, and MRL, are presented to extract the texture features. Based on the experiments, the best performance of classification was achieved by applying the combined plaque and texture features. The experimental results proved the superiority of the proposed method, with a high accuracy rate of 98.61% for the diagnosis of TCFA plaque. 
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