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Abstract
Recent technical advances in collecting spatial data have been increasing the
demand for methods to analyze large spatial datasets. The statistical analysis for
these types of datasets can provide useful knowledge in various fields. However, con-
ventional spatial statistical methods, such as maximum likelihood estimation and
kriging, are impractically time-consuming for large spatial datasets due to the nec-
essary matrix inversions. To cope with this problem, we propose a multi-resolution
approximation via linear projection (M -RA-lp). The M -RA-lp conducts a linear
projection approach on each subregion whenever a spatial domain is subdivided,
which leads to an approximated covariance function capturing both the large- and
small-scale spatial variations. Moreover, we elicit the algorithms for fast computa-
tion of the log-likelihood function and predictive distribution with the approximated
covariance function obtained by the M -RA-lp. Simulation studies and a real data
analysis for air dose rates demonstrate that our proposed M -RA-lp works well rel-
ative to the related existing methods.
Keywords: Covariance tapering; Gaussian process; Geostatistics; Large spatial
datasets; Multi-resolution approximation; Stochastic matrix approximation
1 Introduction
Advances in Global Navigation Satellite System (GNSS) and compact sensing devices have
made it easy to collect a large volume of spatial data with coordinates in various fields
such as environmental science, traffic, and urban engineering. The statistical analysis for
these types of spatial datasets would assist in an evidence-based environmental policy and
the efficient management of a smart city.
In spatial statistics, this type of statistical analysis, including model fitting and spatial
prediction, has been conducted based on Gaussian processes (see, e.g., Cressie and Wikle,
2011). However, traditional spatial statistical methods, such as maximum likelihood
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estimation and kriging, are computationally infeasible for large spatial datasets, requiring
O(n3) operations for a dataset of size n. This is because these methods involve the
inversion of an n× n covariance matrix.
This difficulty has encouraged the development of many efficient statistical techniques
for large spatial datasets. Heaton et al. (2019) comprehensively reviews recent develop-
ments of these techniques. Liu et al. (2020) is a detailed survey on current state-of-the-art
scalable Gaussian processes in the machine learning literature. Efficient statistical tech-
niques are generally categorized into four types: a sparse approach, a low rank approach,
a spectral approach, and an algorithmic approach. The main idea of the sparse approach
is to model either the covariance matrix or its inverse matrix as a sparse matrix. The
former method is typically called covariance tapering (Furrer et al., 2006; Kaufman et al.,
2008). Du et al. (2009), Chu et al. (2011), Wang and Loh (2011), Hirano and Yajima
(2013), Stein (2013), and Furrer et al. (2016) discussed further statistical properties of
the covariance tapering. However, the covariance tapering ignores the large-scale spatial
variation. The latter one includes the approximation of the likelihood function by us-
ing products of the lower-dimensional conditional distributions (e.g., Vecchia, 1988; Stein
et al., 2004), an approximation by the Gaussian Markov random field by using a particular
type of stochastic partial differential equation (Lindgren et al., 2011), the representation
of a field by using a multiresolution basis (Nychka et al., 2015), and the nearest-neighbor
Gaussian process by using a directed acyclic graph (Datta et al., 2016).
The low rank approach includes the following two techniques: fixed rank kriging
(Cressie and Johannesson, 2008) and predictive process (Banerjee et al., 2008). Fin-
ley et al. (2009) corrected a bias in the predictive process, and Banerjee et al. (2013)
proposed a linear projection approach that is an extension of the predictive process and
has the advantage of alleviating the complicated knot selection problem. However, the
predictive process and the linear projection are effective for fitting the large-scale spatial
variation, whereas they are disadvantageous for capturing the small-scale spatial varia-
tion. To overcome this problem, Sang and Huang (2012) and Katzfuss (2017) developed
improvements of the predictive process, and Hirano (2017) proposed a modification of the
linear projection by the covariance tapering based on the idea of Sang and Huang (2012).
For the spectral approach, Fuentes (2007), Matsuda and Yajima (2009), and Mat-
suda and Yajima (2018) considered the Whittle estimation for either spatial or spatio-
temporal data. The Whittle estimation requires no huge matrix inversions. Fuentes
(2007), Matsuda and Yajima (2009), and Matsuda and Yajima (2018) revealed the sta-
tistical properties of the estimation by the spectral approach. Guinness (2019) developed
a computationally efficient method for estimating the spectral density from incomplete
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gridded data based on imputing missing values.
The algorithmic approach focuses more on using schemes than model building and
includes Gramacy and Apley (2015), Gerber et al. (2018), and Guhaniyogi and Banerjee
(2018).
In this paper, we propose a multi-resolution approximation via linear projection (M -
RA-lp) of Gaussian processes observed at irregularly spaced locations. The M -RA-lp
implements the linear projection on each subregion obtained by partitioning the spatial
domain recursively, resulting in an approximated covariance function that captures both
the large- and small-scale spatial variations unlike the covariance tapering and some low
rank approaches. Additionally, we derive algorithms for fast computation of the log-
likelihood function and predictive distribution with the approximated covariance function
obtained by the M -RA-lp. Also, these algorithms can be parallelized. Our proposed
M -RA-lp is regarded as a combination of the two recent low rank approaches: a modified
linear projection (MLP) (Hirano, 2017) and a multi-resolution approximation (M -RA)
(Katzfuss, 2017). The M -RA-lp extends the MLP by introducing multiple resolutions
based on the idea of Katzfuss (2017), leading to better approximation accuracy of the
covariance function than that by the MLP. Particularly, when the variation of the spatial
correlation around the origin is smooth like the Gaussian covariance function, the approx-
imation accuracy of the covariance function by the MLP often degrades. In contrast, the
M -RA-lp avoids this problem. Additionally, the M -RA-lp is regarded as an extension
of the M -RA and enables not only to alleviate the knot selection problem but also to
increase empirically numerical stability in specific steps of fast computation algorithms of
the M -RA. Simulation studies and a real data analysis for air dose rates generally support
the effectiveness of our proposed M -RA-lp in terms of computational time, estimation of
model parameters, and prediction at unobserved locations when compared with the MLP
and M -RA.
The remainder of this paper is organized as follows. We introduce a Gaussian process
model for spatial datasets in Section 2. Section 3 describes our proposed M -RA-lp. In
Section 4, we present the algorithms for fast computation of the log-likelihood function
and predictive distribution. In Section 5, we provide the results of the simulation studies
and real data analysis. Our conclusions and future studies are discussed in Section 6. The
appendices contain technical lemmas, the proof of the proposition, and the derivation and
distributed computing of the algorithms.
3
2 Gaussian process model for spatial datasets
For s = (s1, . . . , sd)
> ∈ D0 ⊂ Rd (d ∈ N+), we consider the following model
Z(s) = Y0(s) + ε(s),
where Z(s) is a response variable observed at location s. Y0(s) ∼ GP(0, C0) is a zero-
mean Gaussian process with a covariance function C0(s, s
∗) (s, s∗ ∈ D0), which is a
positive definite function. C0(s, s
∗) is specified as σ2ρ0(s, s∗;θ) where σ2 = Var(Y0(s)),
and ρ0 means a correlation function of Y0(s) with a parameter vector θ. For example,
θ may include a range parameter. ε(s) is a zero-mean independent process following a
normal distribution with a variance τ 2 and expresses a measurement error that is often
referred to as a nugget effect (see, e.g., Cressie, 1993). It is assumed that {Y0(s)} and
{ε(s)} are independent.
In what follows, for a generic Gaussian process X(s) ∼ GP(0, C) and sets of the
vectors, that is, A = {a1, . . . ,aN} and B = {b1, . . . , bM} (ai, bj ∈ Rd′ , i = 1, . . . , N, j =
1, . . . ,M), we write X(A) = (X(a1), . . . , X(aN))
> and (C(A,B))ij = C(ai, bj) (i =
1, . . . , N, j = 1, . . . ,M).
Suppose that we observe the response variable Z(s) at a set of n spatial locations
S0 = {s1, . . . , sn}. The observation vector is denoted by Z(S0) = (Z(s1), . . . ,
Z(sn))
>. The major goal in the spatial statistical analysis is to estimate the parameters
Ω = (σ2,θ, τ 2) and to predict Y0
(
SP0
)
= (Y0(s
P
1 ), . . . , Y0(s
P
n′))
> at a set of n′ unobserved
locations SP0 = {sP1 , . . . , sPn′}.
We adopt the maximum likelihood method to estimate the unknown parameters Ω.
The log-likelihood function is
l(Ω) =− n
2
log(2pi)− 1
2
log
[
det
{
C0(S0, S0) + τ
2In
}]
− 1
2
Z(S0)
> {C0(S0, S0) + τ 2In}−1Z(S0), (1)
where (C0(S0, S0))ij = C0(si, sj) (i, j = 1, . . . , n) and In is an n×n identity matrix. After
the parameter inference is completed, the spatial prediction is conducted by using the
resulting maximum likelihood estimates. For the spatial prediction, we aim to obtain the
predictive distribution
Y0
(
SP0
) |Z(S0) ∼N (C0 (SP0 , S0) {C0(S0, S0) + τ 2In}−1Z(S0), C0 (SP0 , SP0 )
−C0
(
SP0 , S0
) {
C0(S0, S0) + τ
2In
}−1
C0
(
SP0 , S0
)>)
. (2)
(1) and (2) involve the determinant and/or inverse matrix of the n×nmatrix C0(S0, S0)+
τ 2In. The inverse matrix calculation requires O(n
3) operations, which causes a formidable
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computation when evaluating the log-likelihood function (1) and calculating both the
mean vector and the covariance matrix in (2) for large spatial datasets. Furthermore,
(1) and (2) require O(n2) memory, which often causes a lack of memory for large spatial
datasets.
3 Multi-resolution approximation via linear projec-
tion
To address the computational burden, we propose the M -RA-lp. First, some notations
are defined based on Katzfuss (2017) in order to describe the M -RA-lp concisely. Let m
(m = 0, . . . ,M) denote a resolution. For m = 0, . . . ,M , Dj1,...,jm (1 ≤ ji ≤ Ji, 2 ≤ Ji,
i = 1, . . . ,M) is obtained by partitioning the entire spatial domain D0 and denotes a
numbered subregion at the mth resolution. Throughout this paper, the index (j1, . . . , jm)
and the index (j1, . . . , jm, a) for m = 0 correspond to the index 0 and the index a,
respectively. For example, Dj1,...,jm for m = 0 is D0. The domain partitioning must
satisfy the following assumption
Dj1,...,jm =
⋃
jm+1=1,...,Jm+1
Dj1,...,jm,jm+1 , Dj1,...,jm,k ∩Dj1,...,jm,l = ∅,
1 ≤ k 6= l ≤ Jm+1,
for m = 0, . . . ,M − 1. This assumption implies that each subregion is recursively divided
into smaller disjoint subregions while increasing the resolution. We need to prespecify
M and how to partition each Dj1,...,jm (m = 0, . . . ,M − 1). Let Sj1,...,jm be a subset of
observed locations on Dj1,...,jm (m = 0, . . . ,M).
Hereafter, for a generic notation Xj1,...,jm of a set, vector, or matrix, we assume that
the stacked one of Xj1,...,jm is arranged in ascending order by the index (j1, . . . , jm) (m =
1, . . . ,M). When comparing the number in order from the left of the index (j1, . . . , jm),
the first determined magnitude relationship is adopted as that of the index (j1, . . . , jm).
For example, if |Sj1,...,jM | ≥ 1 where | · | denotes the size of the set, we can have the
recursive expression Z(Sj1,...,jm) = (Z(Sj1,...,jm,1)
>,Z(Sj1,...,jm,2)
>, . . . ,Z(Sj1,...,jm,Jm+1)
>)>
for m = 0, . . . ,M − 1.
We also need to select a set of knots on each subregion Dj1,...,jm which is denoted by
Qj1,...,jm (m = 0, . . . ,M). Based on Katzfuss (2017), it is assumed that Qj1,...,jM = Sj1,...,jM .
The set of knots at the Mth resolution is restrictive, but we can select Qj1,...,jm , for exam-
ple, as lattice points on Dj1,...,jm and a subset of Sj1,...,jm (m = 0, . . . ,M−1). In simulation
studies and the real data analysis of this paper, we select Qj1,...,jm randomly from Sj1,...,jm
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(m = 0, . . . ,M−1). Moreover, we define Q(m) = {Qj1,...,jm |1 ≤ j1 ≤ J1, . . . , 1 ≤ jm ≤ Jm}
(m = 0, . . . ,M).
Finally, we introduce an rj1,...,jm × |Qj1,...,jm | matrix Φj1,...,jm (m = 0, . . . ,M − 1, 1 ≤
rj1,...,jm) where rank (Φj1,...,jm) = rj1,...,jm and its row-norm is equal to 1. rj1,...,jm is much
smaller than the sample size n to avoid the computational burden. For m = 0, . . . ,M−1,
we define
Φ(m) =
Φ1,...,1 O. . .
O ΦJ1,...,Jm
 .
The selection of Φj1,...,jm will be discussed in Section 3.2.
Φj1,...,jm plays a critical role in the linear projection (see Banerjee et al., 2013; Hirano,
2017). In the linear projection, for s ∈ D0, we define
τ0(s) = E[Y0(s)|Φ0Y0(Q0)]
= C0(s, Q0)Φ
>
0
{
Φ0C0(Q0, Q0)Φ
>
0
}−1
Φ0Y0(Q0).
Then, it follows that
Cτ0(s1, s2) = Cov(τ0(s1), τ0(s2))
= C0(s1, Q0)Φ
>
0 K̂
0
0Φ0C0(s2, Q0)
>,
where K̂00 = (Φ0K
0
0Φ
>
0 )
−1 and K00 = C0(Q0, Q0). The linear projection uses Cτ0 as
the main approximation of C0 and is identical with the predictive process in the case
of Φ0 = I|Q0|. The simulation studies and real data analyses in Banerjee et al. (2013)
demonstrated that it achieved better performance efficiently than that of the predictive
process.
3.1 Algorithm for approximating the covariance function
In our proposed M -RA-lp, the calculation of Cτ0 is regarded as the linear projection at
resolution 0, and the linear projection is applied repeatedly to its approximation error at
resolutions m = 1, . . . ,M − 1. We will state the details of our proposed algorithm for
approximating the covariance function.
Algorithm 1 (Approximation of the covariance function C0(s
∗
1, s
∗
2)). Given s
∗
1, s
∗
2 ∈ D0,
M ≥ 0, Dj1,...,jm (m = 1, . . . ,M , 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM), Qj1,...,jm (m =
0, . . . ,M − 1, 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM−1 ≤ JM−1), and γ > 0, find the approximated
covariance function CM -RA-lp(s
∗
1, s
∗
2). If M = 0, output CM -RA-lp(s
∗
1, s
∗
2) = C0(s
∗
1, s
∗
2).
Otherwise, set m = 0 and CM -RA-lp(s
∗
1, s
∗
2) = 0 initially.
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Step 1. Set CM -RA-lp(s
∗
1, s
∗
2) = CM -RA-lp(s
∗
1, s
∗
2) + Cτ0(s
∗
1, s
∗
2).
Step 2. When m+1 < M , if s∗1 and s
∗
2 are in the same subregion Dj∗1 ,...,j∗m+1 , set m = m+1
and go to Step 3. When m+ 1 = M , if s∗1 and s
∗
2 are in the same subregion Dj∗1 ,...,j∗M , go
to Step 4. Otherwise, go to Step 5.
Step 3. Define
Cm(s1, s2) =

Cm−1(s1, s2)− Cτm−1(s1, s2), s1, s2 ∈ Dj1,...,jm
(1 ≤ ji ≤ Ji, i = 1, . . . ,m),
0, otherwise.
(3)
Next, for s ∈ D0, let δm(s) ∼ GP(0, Cm) be a zero-mean Gaussian process with the
degenerate covariance function Cm. By conducting the linear projection for δm(s) at the
mth resolution, we obtain
τm(s) = E[δm(s)|Φ(m)δm(Q(m))]
= Cm(s, Q
(m))Φ(m)
> {
Φ(m)Cm(Q
(m), Q(m))Φ(m)
>}−1
Φ(m)δm(Q
(m))
and
Cτm(s1, s2) = Cov(τm(s1), τm(s2))
=

Cm(s1, Qj1,...,jm)Φ
>
j1,...,jm
K̂mj1,...,jmΦj1,...,jmCm(s2, Qj1,...,jm)
>,
s1, s2 ∈ Dj1,...,jm (1 ≤ ji ≤ Ji, i = 1, . . . ,m),
0, otherwise,
(4)
where K̂mj1,...,jm =
(
Φj1,...,jmK
m
j1,...,jm
Φ>j1,...,jm
)−1
and Kmj1,...,jm = Cm(Qj1,...,jm ,
Qj1,...,jm). Set CM -RA-lp(s
∗
1, s
∗
2) = CM -RA-lp(s
∗
1, s
∗
2) + Cτm(s
∗
1, s
∗
2) and go to Step 2.
Step 4. Define
CM(s1, s2) =

CM−1(s1, s2)− CτM−1(s1, s2), s1, s2 ∈ Dj1,...,jM
(1 ≤ ji ≤ Ji, i = 1, . . . ,M),
0, otherwise.
(5)
Set CM -RA-lp(s
∗
1, s
∗
2) = CM -RA-lp(s
∗
1, s
∗
2) + CM(s
∗
1, s
∗
2)Tγ(s
∗
1, s
∗
2) where Tγ(s1, s2) (γ > 0,
s1, s2 ∈ D0) is a compactly supported correlation function with Tγ(s1, s2) = 0 for ‖s1 −
s2‖ ≥ γ, and ‖ · ‖ denotes the Euclidean norm.
Step 5. Output CM -RA-lp(s
∗
1, s
∗
2).
Step 3 represents the linear projection at the mth resolution. In order to derive the fast
computation algorithms in Section 4, Cm(s1, s2) is defined as 0 if s1 and s2 do not belong
to the same subregion at the mth resolution for m = 1, . . . ,M . For the same reason,
we introduce Tγ in Step 4. Some compactly supported correlation functions have been
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developed (see, e.g., Wendland, 1995; Gneiting, 2002; Bevilacqua et al., 2019). Examples
of these types of functions include the spherical covariance function
Tγ(s1, s2) =
(
1− ‖s1 − s2‖
γ
)2
+
(
1 +
‖s1 − s2‖
2γ
)
and the Wendland2 taper function (see Wendland, 1995; Furrer et al., 2006):
Tγ(s1, s2) =
(
1− ‖s1 − s2‖
γ
)6
+
(
1 +
6‖s1 − s2‖
γ
+
35‖s1 − s2‖2
3γ2
)
.
For simplicity, we use the spherical covariance function as Tγ in this paper.
If |Sj1,...,jM | ≥ 1, the covariance matrix by using CM -RA-lp defined by Algorithm 1 is
CM -RA-lp(S0, S0) =
M−1∑
m=0
Cτm(S0, S0) + CM(S0, S0) ◦ Tγ(S0, S0)
=B00Φ
>
0 K̂
0
0Φ0B
0>
0
+
B
1
1 O
. . .
O B1J1

Φ
>
1 O
. . .
O Φ>J1

K̂
1
1 O
. . .
O K̂1J1

Φ1 O. . .
O ΦJ1

×
B
1>
1 O
. . .
O B1
>
J1

...
+
B
M−1
1,...,1 O
. . .
O BM−1J1,...,JM−1

Φ
>
1,...,1 O
. . .
O Φ>J1,...,JM−1

K̂
M−1
1,...,1 O
. . .
O K̂M−1J1,...,JM−1

×
Φ1,...,1 O. . .
O ΦJ1,...,JM−1

B
M−1>
1,...,1 O
. . .
O BM−1
>
J1,...,JM−1

+
CM(S1,...,1, S1,...,1) O. . .
O CM(SJ1,...,JM , SJ1,...,JM )
 ◦ Tγ(S0, S0), (6)
where Bmj1,...,jm = Cm(Sj1,...,jm , Qj1,...,jm) (m = 0, . . . ,M − 1), and the symbol “◦” refers to
the Hadamard product. For m = 0, . . . ,M − 1, the (m + 1)st term in (6) corresponds
to the linear projection at the mth resolution. We observed that the linear projection
at the higher resolution improved the approximation of the original covariance function
on smaller and smaller scales. Consequently, the overlap between the covariance tapering
at the highest resolution and the effect of iterative approximation in the M -RA-lp can
occur. By selecting low M , we may be able to bypass the redundant overlap. Moreover,
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for large M , the approximated covariance functions up to resolution m (m = 0, . . . ,M)
in Algorithm 1, that is, the summation up to the (m+ 1)st term in (6), are often almost
unchanged at high resolutions. This fact provides us with suggestions on selecting an
appropriate M .
The following proposition proves the theoretical properties associated with Algorithm
1. Note that the case of M = 0 in the following proposition is excluded because the
validity of Algorithm 1 is clear from CM -RA-lp = C0 when M = 0.
Proposition 1. Given M ≥ 1, Dj1,...,jm (m = 1, . . . ,M , 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM),
Qj1,...,jm (m = 0, . . . ,M − 1, 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM−1 ≤ JM−1), and γ > 0, suppose that
Φj1,...,jm , which satisfies R(Φ
>
j1,...,jm
)∩R(Kmj1,...,jm)⊥ = {0} (m = 1, . . . ,M −1) if M ≥ 2, is
selected where R(·) means the column space of ·, the symbol “⊥” refers to the orthogonal
complement, and 0 is the zero vector.
(a) For m = 1, . . . ,M , Cm is a positive semidefinite function.
(b) For m = 0, . . . ,M − 1, Φj1,...,jmKmj1,...,jmΦ>j1,...,jm is positive definite.
(c) CM -RA-lp is a positive semidefinite function.
(d) If s1 = s2, then CM -RA-lp(s1, s2) = C0(s1, s2).
For example, if the normalized vectors selected from R(Kmj1,...,jm) can be used as the
linearly independent column vectors of Φ>j1,...,jm in Step 3 of Algorithm 1, the assumption
of Proposition 1 is satisfied. For m = 1, . . . ,M − 1, if Kmj1,...,jm = O, this assumption does
not hold because of the definition of Φj1,...,jm . Proposition 1 (b) guarantees the existence
of inverse matrices in Step 3 of Algorithm 1. In Section 4, we propose the two fast
computation algorithms of the log-likelihood function and predictive distribution defined
by replacing C0 in (1) and (2) with CM -RA-lp. Proposition 1 (c) guarantees the existence of
the inverse matrix of CM -RA-lp(S0, S0) + τ
2In appearing in this replacement. Propositions
1 (a) and (c) are the linear projection versions of the results in the proof of Proposition
1 of Katzfuss (2017). Proposition 1 (d) states that Algorithm 1 completely recovers the
variance of the original Gaussian process.
3.2 Selection of Φj1,...,jm
We will discuss how to select Φj1,...,jm in the linear projection at each resolution based
on the argument of Section 3.1 of Banerjee et al. (2013). Now, we consider the case of
Φ>j1,...,jm = U
(rj1,...,jm )
j1,...,jm
where U
(rj1,...,jm )
j1,...,jm
is a |Qj1,...,jm| × rj1,...,jm matrix whose ith column
vector is the eigenvector corresponding to the ith eigenvalue of the positive semidefinite
matrix Kmj1,...,jm in descending order of magnitude (i = 1, . . . , rj1,...,jm). Suppose that
rj1,...,jm < rank(K
m
j1,...,jm
) is satisfied. Since R(Φ>j1,...,jm) = R
(
U
(rj1,...,jm )
j1,...,jm
)
⊂ R(Kmj1,...,jm)
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and R(Kmj1,...,jm) ∩ R(Kmj1,...,jm)⊥ = {0}, it follows that R(Φ>j1,...,jm) ∩ R(Kmj1,...,jm)⊥ = {0}.
In addition, from Schmidt’s approximation theorem (see Stewart, 1993; Puntanen et al.,
2011), Cτm(Qj1,...,jm , Qj1,...,jm) = K
m
j1,...,jm
Φ>j1,...,jmK̂
m
j1,...,jm
Φj1,...,jmK
m
j1,...,jm
is the best rank-
rj1,...,jm approximation of Cm(Qj1,...,jm , Qj1,...,jm) = K
m
j1,...,jm
in the sense of the Frobenius
norm for matrices. Therefore, one reasonable selection is Φ>j1,...,jm = U
(rj1,...,jm )
j1,...,jm
, but the
derivation of eigenvalues and eigenvectors ofKmj1,...,jm involves O
(|Qj1,...,jm|3) computations
(Golub and Van Loan, 2012).
To address this problem, Banerjee et al. (2013) used a stochastic matrix approximation
technique to find Φ0 in the linear projection at resolution 0 on the basis of Algorithm
4.2 of Halko et al. (2011). Banerjee et al. (2013) and Hirano (2017) demonstrated its
effectiveness in practice through simulation studies and real data analyses. Thus, in this
paper, we implement this technique at each resolution, which enables us to obtain Φj1,...,jm
efficiently. However, whether the selected Φj1,...,jm satisfies the assumption of Proposition
1 rigorously is a future study.
The following algorithm corresponds to Algorithm 2 of Banerjee et al. (2013) at each
resolution.
Algorithm 2 (Selection of Φj1,...,jm (Halko et al., 2011; Banerjee et al., 2013)). Given
Kmj1,...,jm , a target error ε > 0, and c ∈ N+, find the rj1,...,jm × |Qj1,...,jm| matrix Φj1,...,jm for
m = 0, . . . ,M−1. The selected Φj1,...,jm satisfies ‖Kmj1,...,jm−Φ>j1,...,jmΦj1,...,jmKmj1,...,jm‖F < ε
with probability 1− |Qj1,...,jm| /10c where ‖ · ‖F denotes the Frobenius norm for matrices.
Step 1. Initially, set j = 0 and Φ
(0)
j1,...,jm
= [ ], which is the 0× |Qj1,...,jm | empty matrix.
Step 2. Draw c length-|Qj1,...,jm| random vectors ω(1), . . . ,ω(c) with independent entries
from N (0, 1).
Step 3. Calculate κ(i) = Kmj1,...,jmω
(i) for i = 1, . . . , c.
Step 4. Check whether maxi=1,...,c(‖κ(i+j)‖) < {(pi/2)1/2ε}/10. If it holds, go to Step 11.
Otherwise, go to Step 5.
Step 5. Set j = j + 1. Recalculate κ(j) =
(
I|Qj1,...,jm | − Φ
(j−1)>
j1,...,jm
Φ
(j−1)
j1,...,jm
)
κ(j) and φ(j) =
κ(j)/‖κ(j)‖.
Step 6. Set Φ
(j)
j1,...,jm
=
[
Φ
(j−1)>
j1,...,jm
φ(j)
]>
, which stands for the concatenation of the matrix
and row vector.
Step 7. Draw a length-|Qj1,...,jm| random vector ω(j+c) with independent entries from
N (0, 1).
Step 8. Calculate κ(j+c) =
(
I|Qj1,...,jm| − Φ
(j)>
j1,...,jm
Φ
(j)
j1,...,jm
)
Kmj1,...,jmω
(j+c).
Step 9. Recalculate κ(i) = κ(i) − φ(j)
(
φ(j)
>
κ(i)
)
for i = j + 1, . . . , j + c− 1.
Step 10. Go back to the target error check in Step 4.
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Step 11. If j = 0, output Φj1,...,jm =
(
κ(1)/‖κ(1)‖)>. Otherwise, output Φj1,...,jm =
Φ
(j)
j1,...,jm
.
From U
(rj1,...,jm )
j1,...,jm
U
(rj1,...,jm )
>
j1,...,jm
Kmj1,...,jm = K
m
j1,...,jm
U
(rj1,...,jm )
j1,...,jm
(
U
(rj1,...,jm )
>
j1,...,jm
Kmj1,...,jmU
(rj1,...,jm )
j1,...,jm
)−1
×U (rj1,...,jm )
>
j1,...,jm
Kmj1,...,jm , Algorithm 2 aims to select the appropriate Φj1,...,jm by diminishing
‖Kmj1,...,jm −Φ>j1,...,jmΦj1,...,jmKmj1,...,jm‖F for any target error level. The projection of Step 5
is introduced in order to ensure better numerical stability (see Halko et al., 2011). In our
implementation of Algorithm 2, we used c such that |Qj1,...,jm| /10c ≈ 0.1.
4 Inference
In this section, we propose the two algorithms to conduct fast computation of (1) and
(2) where C0 is replaced with CM -RA-lp defined by Algorithm 1. Consequently, just by
using the subsequent two algorithms, we can conduct the likelihood-based inference on
the parameters Ω and obtain the spatial predictive distribution. In what follows, it is
assumed that |Sj1,...,jM | ≥ 1 for simplicity.
4.1 Parameter estimation
The log-likelihood function replaced by the approximated covariance function CM -RA-lp
instead of C0 is given by
−n
2
log(2pi)− 1
2
log
[
det
{
CM -RA-lp(S0, S0) + τ
2In
}]
−1
2
Z(S0)
> {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0). (7)
We will elicit the algorithm to calculate (7) efficiently in accordance with the arguments
in Sections 3.1–3.3 of Katzfuss (2017). For m = 0, . . . ,M − 1, we define
Σj1,...,jm = B
m
j1,...,jm
Φ>j1,...,jmK̂
m
j1,...,jm
Φj1,...,jmB
m>
j1,...,jm
+ Vj1,...,jm , (8)
Vj1,...,jm =
Σj1,...,jm,1 O. . .
O Σj1,...,jm,Jm+1
 , (9)
where Σj1,...,jM = K
M
j1,...,jM
◦Tγ(Sj1,...,jM , Sj1,...,jM )+τ 2I|Sj1,...,jM | andK
M
j1,...,jM
= CM(Sj1,...,jM , Sj1,...,jM )
= CM(Qj1,...,jM , Qj1,...,jM ) because Qj1,...,jM = Sj1,...,jM . From (6), (8), and (9), it follows
that Σ0 = CM -RA-lp(S0, S0) + τ
2In. Moreover, we introduce some comprehensive defi-
nitions Kkj1,...,jm = Ck(Qj1,...,jk , Qj1,...,jm) (0 ≤ k ≤ m, m = 0, . . . ,M) and Bkj1,...,jm =
Ck(Sj1,...,jm , Qj1,...,jk) (0 ≤ k ≤ m, m = 0, . . . ,M).
Next, we describe the algorithm to calculate efficiently the approximated log-likelihood
function (7) (see Appendix C.2 for the derivation of the algorithm).
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Algorithm 3 (Efficient computation of the approximated log-likelihood function (7)).
Given M > 0, Dj1,...,jm (m = 1, . . . ,M , 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM), Qj1,...,jm
(m = 0, . . . ,M − 1, 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM−1 ≤ JM−1), and γ > 0, find d0 =
log [det {CM -RA-lp(S0, S0) + τ 2In}] and u0 = Z(S0)> {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0).
Step 1. For 0 ≤ k ≤ m, m = 0, . . . ,M , it follows that
Kkj1,...,jm =

C0(Q0, Qj1,...,jm), k = 0,
C0(Qj1,...,jk , Qj1,...,jm)
−∑k−1l=0 K l>j1,...,jkΦ>j1,...,jlK̂ lj1,...,jlΦj1,...,jlK lj1,...,jm , 1 ≤ k ≤ m. (10)
Calculate Kmj1,...,jm (m = 0, . . . ,M), B
k
j1,...,jM
= Kk
>
j1,...,jM
(k = 0, . . . ,M − 1), and Φj1,...,jm
(m = 0, . . . ,M−1) by starting with K0j1,...,jm (m = 0, . . . ,M) as the initial matrix. Φj1,...,jm
is obtained by applying Algorithm 2 to Kmj1,...,jm .
Step 2. Calculate A˜k,lj1,...,jM = B
k>
j1,...,jM
Σ−1j1,...,jMB
l
j1,...,jM
(0 ≤ k ≤ l < M).
Step 3. For 0 ≤ k ≤ l ≤ m, m = 0, . . . ,M − 1, we have
Ak,lj1,...,jm =
Jm+1∑
jm+1=1
A˜k,lj1,...,jm,jm+1 . (11)
Now, we define K˜mj1,...,jm =
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmA
m,m
j1,...,jm
Φ>j1,...,jm
)−1
for m = 0, . . . ,M − 1.
For 0 ≤ k ≤ l < m, m = 1, . . . ,M − 1, it follows that
A˜k,lj1,...,jm = A
k,l
j1,...,jm
− Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmAm,lj1,...,jm , (12)
where Am,lj1,...,jm = A
l,m>
j1,...,jm
. Calculate Ak,lj1,...,jm (0 ≤ k ≤ l ≤ m, m = M−1, . . . , 0) by using
(11) and (12) alternately from A˜k,lj1,...,jM of Step 2 as the initial matrix.
Step 4. Calculate ω˜kj1,...,jM = B
k>
j1,...,jM
Σ−1j1,...,jMZ(Sj1,...,jM ) (0 ≤ k < M).
Step 5. For 0 ≤ k ≤ m, m = 0, . . . ,M − 1, we have
ωkj1,...,jm =
Jm+1∑
jm+1=1
ω˜kj1,...,jm,jm+1 . (13)
For 0 ≤ k < m, m = 1, . . . ,M − 1, it follows that
ω˜kj1,...,jm = ω
k
j1,...,jm
− Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmωmj1,...,jm . (14)
Calculate ωmj1,...,jm (m = M − 1, . . . , 0) by using (13) and (14) alternately from ω˜kj1,...,jM of
Step 4 as the initial vector.
Step 6. Calculate dj1,...,jM = log {det (Σj1,...,jM )} and uj1,...,jM = Z(Sj1,...,jM )>Σ−1j1,...,jMZ(Sj1,...,jM ).
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Step 7. For m = 0, . . . ,M − 1, it follows that
dj1,...,jm =− log
{
det
(
K˜mj1,...,jm
)}
+ log
{
det
(
K̂mj1,...,jm
)}
+
Jm+1∑
jm+1=1
dj1,...,jm,jm+1 , (15)
uj1,...,jm =− ωm
>
j1,...,jm
Φ>j1,...,jmK˜
m
j1,...,jm
Φj1,...,jmω
m
j1,...,jm
+
Jm+1∑
jm+1=1
uj1,...,jm,jm+1 . (16)
Calculate d0 and u0 by using (15) and (16) recursively from dj1,...,jM and uj1,...,jM of Step
6 as the initial values, respectively.
Step 8. Output d0 and u0.
Indeed, (7) is evaluated by using only Algorithm 3 without Algorithm 1. In Steps 1–6
of Algorithm 3, we calculate the matrices required to obtain d0 and u0 from dj1,...,jM and
uj1,...,jM . Note that if M = 1, then (12) and (14) are not calculated. Also, all of A
k,l
j1,...,jm
(0 ≤ k ≤ l ≤ m, m = M − 1, . . . , 0) calculated in Step 3 are not necessarily used in the
subsequent steps.
Algorithm 3 does not include the inverse of an n × n matrix. There are the inverse
and determinant of the |Sj1,...,jM |×|Sj1,...,jM | sparse matrices Σj1,...,jM and rj1,...,jm×rj1,...,jm
matrices (rj1,...,jm  n), and we can calculate them efficiently.
In order to discuss the operation count and storage of Algorithm 3, we assume for
simplicity that Ji = J , |Qj1,...,jm | = r (m = 0, . . . ,M−1), rj1,...,jm = O(r) (m = 0, . . . ,M−
1), and |Sj1,...,jM | = n/(JM) > r only in the discussion on the time and memory complexity.
When J , M , and r are large, the main computational efforts are the calculations of
A˜k,lj1,...,jm (0 ≤ k ≤ l < m, 1 ≤ jm ≤ J , m = 1, . . . ,M − 1) and Kkj1,...,jm (0 ≤ k ≤ m,
m = 0, . . . ,M − 1, 1 ≤ ji ≤ J , i = 1, . . . ,M − 1). From
∑M−1
m=0 J
m < JM , they are
O(JMM2r3) for the operation count. Similarly, the computational burden of Algorithm 2
also increases because we need to implement Algorithm 2 O(JM) times. Algorithm 2 uses
the r× r matrix Kmj1,...,jm (m = 0, . . . ,M −1) as the input matrix, and its operation count
does not depend on n. The fourth simulation of Section 5.1 indicates that we can rapidly
implement Algorithm 2 O(JM) times by selecting small r and rj1,...,jm even for large J
and M . When n is large, the computational bottleneck of Algorithm 3 is in obtaining
Kkj1,...,jM (0 ≤ k ≤ M , 1 ≤ ji ≤ J , i = 1, . . . ,M) which is O
(
n3M2/
(
J2M
))
for the
operation count. This means that large J and M make the computation of the matrices
Kkj1,...,jM fast. In addition, calculations related to the inverse of the sparse matrix Σj1,...,jM
could also be the computational bottleneck if the sparsity of Σj1,...,jM is insufficient. It
is difficult to evaluate the exact computational cost of the Cholesky decomposition of
the sparse matrix because it depends on the number of non-zero elements and on the
ordering of locations. However, its resulting time complexity can be less than O(n3)
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(see Section 3.3 of Furrer et al., 2006, for details). Large J and M lead to the small
size of Σj1,...,jM and J
M Cholesky decompositions of the sparse matrix Σj1,...,jM . Through
some simulations, we observed that large J and M usually reduced the total computation
time related to the inverse of sparse matrix. The unignorable bottlenecks of the memory
consumption of Algorithm 3 are Bkj1,...,jM (0 ≤ k ≤M − 1, 1 ≤ ji ≤ J , i = 1, . . . ,M) and
KMj1,...,jM (1 ≤ ji ≤ J , i = 1, . . . ,M) which are O(nMr) and O
(
n2/
(
JM
))
for the storage,
respectively. Furthermore, the memory complexities including JM as the product do not
depend on n. Also, the memory consumption in Algorithm 2 is independent of n, and the
sparse matrix Σj1,...,jM requires at most O(n
2/
(
J2M
)
) memory. Thus, Algorithm 3 can
avoid O(n3) operations and O(n2) memory.
Finally, Algorithm 3 can be parallelized except for Step 1. We introduce a parallel
version of Algorithm 3 (see Algorithm 5 in Appendix D.1).
4.2 Spatial prediction
Similar to Section 4.1, we will propose the algorithm for fast computation of the predictive
distribution replaced by the approximated covariance function CM -RA-lp instead of C0. Let
SPj1,...,jM denote the set of the unobserved locations on Dj1,...,jM . Additionally, we define
Bl,Pj1,...,jM = Cl(S
P
j1,...,jM
, Qj1,...,jl) (0 ≤ l ≤ M). The approximated predictive distribution
for Y0(S
P
j1,...,jM
) given Z(S0) is the normal distribution with the mean vector
CM -RA-lp
(
SPj1,...,jM , S0
) {
CM -RA-lp(S0, S0) + τ
2In
}−1
Z(S0) (17)
and covariance matrix
CM -RA-lp
(
SPj1,...,jM , S
P
j1,...,jM
)− CM -RA-lp (SPj1,...,jM , S0)
×{CM -RA-lp(S0, S0) + τ 2In}−1CM -RA-lp (SPj1,...,jM , S0)> . (18)
The following algorithm allows us to calculate efficiently (17) and (18) (see Appendix
C.3 for the derivation of the algorithm). Note that the index (j1, . . . , jM) of S
P
j1,...,jM
is
fixed.
Algorithm 4 (Efficient computation of (17) and (18)). Given M > 0, Dj′1,...,j′m (m =
1, . . . ,M , 1 ≤ j′1 ≤ J1, . . . , 1 ≤ j′M ≤ JM), Qj′1,...,j′m (m = 0, . . . ,M − 1, 1 ≤ j′1 ≤
J1, . . . , 1 ≤ j′M−1 ≤ JM−1), γ > 0, and SPj1,...,jM , find µ0j1,...,jM = CM -RA-lp(SPj1,...,jM , S0)
× {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0) and Ψ0j1,...,jM = CM -RA-lp(SPj1,...,jM , SPj1,...,jM )
− CM -RA-lp(SPj1,...,jM , S0) {CM -RA-lp(S0, S0) + τ 2In}
−1
CM -RA-lp(S
P
j1,...,jM
, S0)
>.
Step 1. Conduct Steps 1–3 in Algorithm 3. Moreover, if M ≥ 2, calculate also Kkj1,...,jl
(0 ≤ k ≤ l − 1, 1 ≤ l ≤M − 1) for the fixed (j1, . . . , jM).
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Step 2. For 0 ≤ l ≤M , it follows that
Bl,Pj1,...,jM =

C0(S
P
j1,...,jM
, Q0), l = 0,
C0(S
P
j1,...,jM
, Qj1,...,jl)
−∑l−1k=0Bk,Pj1,...,jMΦ>j1,...,jkK̂kj1,...,jkΦj1,...,jkKkj1,...,jl , 1 ≤ l ≤M.
Calculate Bl,Pj1,...,jM (l = 0, . . . ,M) by starting with B
0,P
j1,...,jM
as the initial matrix. Further-
more, calculate
LMj1,...,jM =B
M,P
j1,...,jM
◦ Tγ(SPj1,...,jM , Sj1,...,jM ),
CM(S
P
j1,...,jM
, SPj1,...,jM ) =C0(S
P
j1,...,jM
, SPj1,...,jM )
−
M−1∑
k=0
Bk,Pj1,...,jMΦ
>
j1,...,jk
K̂kj1,...,jkΦj1,...,jkB
k,P>
j1,...,jM
,
V M,Pj1,...,jM =CM(S
P
j1,...,jM
, SPj1,...,jM ) ◦ Tγ(SPj1,...,jM , SPj1,...,jM ).
Step 3. Calculate B˜M,kj1,...,jM = B
k,P
j1,...,jM
− LMj1,...,jMΣ−1j1,...,jMBkj1,...,jM (0 ≤ k < M).
Step 4. For 0 ≤ k < l < M , it follows that
B˜l,kj1,...,jM = B˜
l+1,k
j1,...,jM
− B˜l+1,lj1,...,jMΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlAl,kj1,...,jl , (19)
where Al,kj1,...,jl = A
k,l>
j1,...,jl
. Calculate B˜l,kj1,...,jM (0 ≤ k < l < M) by using (19) recursively
from B˜M,kj1,...,jM in Step 3 as the initial matrix.
Step 5. Calculate
Ψ0j1,...,jM =V
M,P
j1,...,jM
− LMj1,...,jMΣ−1j1,...,jMLM
>
j1,...,jM
+
M−1∑
k=0
B˜k+1,kj1,...,jMΦ
>
j1,...,jk
K˜kj1,...,jkΦj1,...,jkB˜
k+1,k>
j1,...,jM
.
Step 6. Conduct the procedure of Steps 4 and 5 in Algorithm 3 and calculate ωmj1,...,jm
(m = M − 1, . . . , 0) for the fixed (j1, . . . , jM).
Step 7. Calculate
µ0j1,...,jM =L
M
j1,...,jM
Σ−1j1,...,jMZ(Sj1,...,jM )
+
M−1∑
k=0
B˜k+1,kj1,...,jMΦ
>
j1,...,jk
K˜kj1,...,jkΦj1,...,jkω
k
j1,...,jk
.
Step 8. Output µ0j1,...,jM and Ψ
0
j1,...,jM
.
Therefore, we can obtain (17) and (18) from only Algorithm 4 without Algorithm 1.
In steps except for Steps 5, 7, and 8 of Algorithm 4, we calculate the matrices required to
obtain µ0j1,...,jM and Ψ
0
j1,...,jM
. Note that if M = 1, then (19) and calculations corresponding
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to (12) and (14) of Algorithm 3 are unnecessary. Similar to Algorithm 3, all of Ak,lj1,...,jm
(0 ≤ k ≤ l ≤ m, m = M−1, . . . , 0) calculated in Step 1 of Algorithm 4 are not necessarily
used in the subsequent steps.
We can efficiently implement Algorithm 4 because this algorithm includes not the
inverse of an n × n matrix but the inverse of the |Sj1,...,jM | × |Sj1,...,jM | sparse matrices
Σj1,...,jM and rj1,...,jm × rj1,...,jm matrices (rj1,...,jm  n), similar to Algorithm 3.
For the operation count and storage of Algorithm 4, we assume
∣∣SPj1,...,jM ∣∣ = O(r) as
well as the assumptions required in the derivation of the time and memory complexity
of Algorithm 3. Note that these assumptions are available only in the discussion on the
complexities. By an argument similar to the case of Algorithm 3, for the fixed index
(j1, . . . , jM) of S
P
j1,...,jM
, we find that Algorithm 4 does not require O(n3) operations and
O(n2) memory. Consequently, the M -RA-lp can handle massive spatial datasets such
that the original model is computationally infeasible as shown in the fourth simulation of
Section 5.1.
Similar to Algorithm 3, Algorithm 4 can also be parallelized except for a part of Steps
1 and 2. In particular, Algorithm 4 provides µ0j1,...,jM and Ψ
0
j1,...,jM
only for the fixed index
(j1, . . . , jM), while its parallel version can calculate those for any (j1, . . . , jM) in parallel
(see Algorithm 6 in Appendix D.2).
4.3 Relationship with the MLP and M-RA
First, we compare the M -RA-lp to the MLP proposed by Hirano (2017). From the
viewpoint of the M -RA-lp, the MLP carries out the M -RA-lp with M = 1, Q0 = S0, and
J1 = 1 (D0 = D1) in Algorithm 1. In this sense, we regard the M -RA-lp as an extension
of the MLP. The approximated covariance matrix by the MLP is given by
CMLP(S0, S0) = Cτ0(S0, S0) + {C0(S0, S0)− Cτ0(S0, S0)} ◦ Tγ(S0, S0)
= B00Φ
>
0 K̂
0
0Φ0B
0>
0 + Csparse(S0, S0), (20)
where Csparse(S0, S0) = {C0(S0, S0)− Cτ0(S0, S0)} ◦ Tγ(S0, S0) is the sparse matrix, and
Φ0 is obtained by using Algorithm 2. Since C0(S0, S0) in (1) and (2) is replaced with
CMLP(S0, S0) in the estimation and prediction by the MLP, the inverse matrix and deter-
minant of CMLP(S0, S0) + τ
2In need to be calculated efficiently. As described in Hirano
(2017), their calculations are achieved by using{
CMLP(S0, S0) + τ
2In
}−1
=
{
Csparse(S0, S0) + τ
2In
}−1
− {Csparse(S0, S0) + τ 2In}−1B00Φ>0 [K̂0−10 + Φ0B0>0 {Csparse(S0, S0) + τ 2In}−1
× B00Φ>0
]−1
Φ0B
0>
0
{
Csparse(S0, S0) + τ
2In
}−1
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and
det
{
CMLP(S0, S0) + τ
2In
}
= det
{
Csparse(S0, S0) + τ
2In
}
det
(
K̂00
)
× det
[
K̂0
−1
0 + Φ0B
0>
0
{
Csparse(S0, S0) + τ
2In
}−1
B00Φ
>
0
]
.
These expansions are derived from Theorems 18.1.1 and 18.2.8 of Harville (1997), and we
can treat them rapidly because they contain only the inverse matrix and determinant of
the n× n sparse matrix Csparse(S0, S0) + τ 2In and r0 × r0 matrices.
In comparison with (6), (20) includes only the linear projection term at resolution 0,
whereas the M -RA-lp has the additional linear projection terms at higher resolutions.
Since the linear projection at resolution 0 focuses on fitting the large-scale dependence
structure, a modification is required to capture the small-scale spatial variations (see
Hirano, 2017). The second term in (20) shows the modification of the linear projection
through the covariance tapering. Although the modification in the MLP is conducted
on the whole region D0, this type of the modification in the M -RA-lp corresponds to
the last term in (6) and is conducted on each subregion Dj1,...,jM to elicit Algorithms 3
and 4. However, the overall modification of the M -RA-lp by adding the linear projection
terms at higher resolutions can more accurately approximate the small-scale dependence
structure than that of the MLP (see Figure 1 for details).
Second, we explain the relationship between the M -RA-lp and the M -RA. In Algo-
rithms 1, 3, and 4, if we set Φj1,...,jm = I|Qj1,...,jm| and Tγ(s1, s2) = 1, the M -RA-lp is
identical with the M -RA. In this sense, the M -RA-lp is regarded as an extension of the
M -RA. Unlike Proposition 1 (d), the approximated covariance function by the M -RA
equals the original covariance function if the two locations belong to Dj1,...,jM because
Tγ(s1, s2) = 1 (see Section 2.4.5 of Katzfuss, 2017). However, from Φj1,...,jm = I|Qj1,...,jm|,
it might be necessary to pay attention to the knot selection.
Furthermore, the introduction of Φj1,...,jm can yield the stable numerical calculation.
In several steps of Algorithms 3 and 4, we conduct the calculation related to the inverse
matrix of K̂m
−1
j1,...,jm
= Φj1,...,jmK
m
j1,...,jm
Φ>j1,...,jm (m = 0, . . . ,M − 1). If a positive definite
matrix is ill-conditioned, the calculation of the inverse matrix may be unstable with the
propagation of round-off errors due to the finite precision arithmetic. How well the positive
definite matrix is conditioned can be evaluated by the condition number σl/σs which
means the ratio of the largest σl and the smallest σs eigenvalues of the positive definite
matrix (see Dixon, 1983). The condition number closer to 1 indicates better numerical
stability. The following simulation is similar to the one in Section 3.2 of Banerjee et al.
(2013) and empirically shows the smaller condition number of K̂m
−1
j1,...,jm
in the M -RA-lp
over the M -RA.
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Table 1: Comparative performance of the M -RA and M -RA-lp with respect to the loga-
rithmic transformation of the condition number in C0(s1, s2) = exp(−5‖s1 − s2‖).
n Approximation Rank K̂0
−1
0 K̂
1−1
1 K̂
2−1
1,1 K̂
3−1
1,1,1 K̂
4−1
1,1,1,1
5,000 M -RA 5 2.7457×10−12 4.1968×10−8 2.3786×10−4 4.7041×10−4 0.8624
10 0.0035 1.7480×10−4 0.0040 1.8454 3.4786
15 2.3175×10−4 0.0048 4.5554×10−4 2.8131 4.4041
M -RA-lp 5 4.2507×10−4 0.0031 0.0168 0.0154 0.0691
10 0.0248 0.0760 0.0391 0.0604 0.2241
15 0.0592 0.1244 0.1417 0.2650 0.5392
10,000 M -RA 5 1.0819×10−10 4.0632×10−11 7.8879×10−7 0.0440 8.0198×10−5
10 0.0033 6.6363×10−7 9.3172×10−4 1.8893 3.5504
15 4.5924×10−6 3.2506×10−9 0.0038 0.0999 7.1757
M -RA-lp 5 0.0305 0.0069 0.0380 0.0261 0.0097
10 0.0545 0.0772 0.0366 0.0595 0.1512
15 0.1070 0.0879 0.1072 0.1564 0.2817
Table 2: Comparative performance of the M -RA and M -RA-lp with respect to the loga-
rithmic transformation of the condition number in C0(s1, s2) = exp(−2.5(‖s1−s2‖/102)2).
n Approximation Rank K̂0
−1
0 K̂
1−1
1 K̂
2−1
1,1 K̂
3−1
1,1,1 K̂
4−1
1,1,1,1
5,000 M -RA 5 4.7199 7.6432 8.2238 9.2433 9.4813
10 9.8629 12.0785 15.9587 16.4546 14.3746
15 12.6046 16.9184 18.7201 15.4269 16.7445
M -RA-lp 5 3.2443 2.6734 2.7241 3.4194 4.2966
10 5.8569 4.8034 6.8916 7.2595 8.0247
15 8.2005 6.9981 7.6940 10.2207 12.2585
10,000 M -RA 5 5.3286 7.3821 7.8050 9.3527 10.6376
10 10.6290 12.4498 14.0487 14.2829 13.4687
15 14.0862 17.2333 18.7836 15.6605 17.5230
M -RA-lp 5 4.3762 3.4216 3.5816 4.8419 4.8598
10 6.6606 5.9712 4.0011 7.5025 7.9609
15 7.5037 7.9213 6.6500 9.9056 11.8865
We consider M = 5 and the two covariance functions, that is, the exponential co-
variance function C0(s1, s2) = exp(−5‖s1 − s2‖) and the Gaussian covariance function
C0(s1, s2) = exp(−2.5(‖s1 − s2‖/102)2), generate locations in [0, 100]2 uniformly, and
evaluate the average value of the logarithmic transformation of the condition numbers of
K̂m
−1
1,...,1 (m = 0, . . . , 4) for the ten datasets. Each domain is divided into two equal subre-
gions, that is, J1 = · · · = J5 = 2. In the M -RA-lp, the sizes of Qj1,...,jm were 300, 100, 50,
30, and 20 for m = 0, . . . , 4, respectively, and we selected Φj1,...,jm such that Algorithm 2
almost achieved some target values of the rank.
Tables 1 and 2 illustrate the comparison of the condition numbers between the M -
RA and the M -RA-lp. Rank in Tables 1 and 2 means the target value of the rank
of Φj1,...,jm in the M -RA-lp and the size of Qj1,...,jm in the M -RA. From Tables 1 and
18
(a) MLP (10.49) (b) M -RA (6.65) (c) M -RA-lp (5.37)
Figure 1: C0(s1, s2) = exp(−0.002‖s1 − s2‖2) (solid line) and its three approximations
(points). 500 random locations are uniformly generated in [0, 100]2. We set γ = 10,
M = 2, and J1 = J2 = 2, and each domain is divided into equal subregions. The Frobenius
norms of the difference between the true covariance matrix and the approximated one are
given within parenthesis. (a) MLP. The selected rank of Φ0 in Algorithm 2 was 15. (b)
M -RA with |Qj| = 16 (j = 0, 1, 2). (c) M -RA-lp with Qj = Sj (j = 0, 1, 2). The selected
ranks of Φj (j = 0, 1, 2) in Algorithm 2 were 16, 14, and 15.
2, as the resolution and/or rank increased, the condition number tended to increase.
Moreover, the smoothness of C0(s1, s2) = exp(−2.5(‖s1 − s2‖/102)2) caused the larger
condition numbers as a whole. The condition numbers of the M -RA-lp were holistically
smaller than those of the M -RA in similar situations. This may be because the M -RA-lp
replaces the predictive process in the M -RA with the linear projection. Section 3.2 of
Banerjee et al. (2013) empirically showed the smaller condition number of the covariance
matrix approximated by the linear projection than that by the predictive process. We
also obtained similar results for different types of partitions and covariance functions, but
these are not reported here.
Unlike the M -RA, the M -RA-lp needs to implement Algorithm 2 for each subregion
except for the one at the highest resolution. Although Algorithm 2 is implemented quickly,
large M and Ji (i = 1, . . . ,M−1) cause the unignorable computational cost due to a large
number of implementations of Algorithm 2. Therefore, we typically select low M and Ji
(i = 1, . . . ,M−1) in the M -RA-lp compared to the M -RA, but the size of Σj1,...,jM is likely
to become large and make it difficult computationally to conduct the calculation related
to the inverse of Σj1,...,jM in Algorithms 3 and 4. To avoid this problem, we introduce Tγ
in Step 4 of Algorithm 1 and make Σj1,...,jM sparse unlike the M -RA. If we need large M
and Ji in order to bypass the lack of memory, the total computational time of Algorithm
2 can be shortened by selecting small |Qj1,...,jm| and rj1,...,jm .
Figure 1 describes the typical characteristics of the three approximation methods for
the original covariance function. The fitting of the MLP to the original covariance function
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was worse around the origin than that of the M -RA-lp. This suggests that the modifica-
tion by the covariance tapering on the whole spatial region can be insufficient unlike the
linear projection at higher resolutions plus the modification by the covariance tapering
on each subregion when the small-scale spatial correlation has smoothness such as the
Gaussian covariance function. The M -RA-lp showed the best approximation accuracy
with regard to the Frobenius norm. However, Figure 1 (c) represents the partly mis-
matched fitting of the M -RA-lp around the origin because the approximation procedure
of Algorithm 1 stops in the early stages if the two locations are not in the same subregion
at the low resolution. This problem can also occur in the M -RA. A taper version of the
M -RA-lp based on Katzfuss and Gong (2019) may resolve this artificiality.
5 Illustrations
In this section, we compare our proposed M -RA-lp with the MLP and M -RA by using
the simulated and real data. All computations were carried out by using MATLAB on a
single core machine (4.20 GHz) with 64 GB RAM. For sparse matrix calculations and the
optimization of the log-likelihood function, we used the MATLAB functions sparse and
fmincon, respectively.
5.1 Simulation study
We evaluated the performance of Algorithms 3 and 4 in our proposed M -RA-lp through
simulation studies. Let D0 = [0, 100]
2 be the sampling domain, and observed locations
were sampled from a uniform distribution over D0. We considered the zero-mean Gaussian
processes having the same covariance functions as those in simulations of Tables 1 and 2 of
Section 4.3. When pairs of observations were more than 0.6 unit distant from each other in
the case of the exponential covariance function, they had negligible (< 0.05) correlation.
This distance is called the effective range, and 0.6 unit represents the Gaussian process
with the weak spatial correlation. In contrast, the effective range in the case of the
Gaussian covariance function was 110 unit, and it shows the strong spatial correlation.
The measurement error variance τ 2 was 0.5. In this subsection, we set |Qj1,...,jm | = r
(m = 0, . . . ,M − 1) in the M -RA and Ji = J (i = 1, . . . ,M) except for the fourth
simulation, and the equal-area partitions were chosen when the resolution increased. The
average value of total computational times required for one calculation of the evaluation
measure in each iteration was recorded and scaled relative to that of the original model
except for the fourth simulation.
First, we compared the approximation accuracy of the original log-likelihood function
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Table 3: Comparison of the log-score.
Covariance Original model M -RA-lp
5 10 20
log-score (×104) Exponential -1.6148 -1.6159 -1.6155 -1.6153
Gaussian -1.0763 -1.0777 -1.0769 -1.0764
Relative time 1 0.2609 0.2640 0.2689
Covariance MLP M -RA
10 20 40 M=2 M=4 M=5
log-score (×104) Exponential -1.6156 -1.6154 -1.6151 -1.6162 -1.6157 -1.6155
Gaussian -1.0773 -1.0770 -1.0765 -1.0799 -1.0774 -1.0770
Relative time 0.5142 0.6813 0.9658 0.2318 0.2620 0.2824
Three cases in the M -RA-lp and MLP represent target values of rj’s and r0, respectively.
in Algorithm 3 of the M -RA-lp with those of the MLP and M -RA. All comparisons were
conducted based on the log-score which is defined by the log-likelihood function at the
true parameter values. The log-score indicates how well the original covariance function
is approximated. Since this measure is maximized in the sense of the expectation by
the original model (see, e.g., Gneiting and Katzfuss, 2014), the log-score by the original
covariance function is expected to have the highest value on average. Thus, the higher
log-score is better.
For a fixed configuration of 10,000 sampling locations, we calculated the sample mean
of the log-scores of 50 simulations. This procedure was iterated 10 times, and we recorded
their average value. For the M -RA-lp with γ = 1 and M = 2, we set |Q0| = 300,
|Q1| = |Q2| = 100, and J = 2. In Algorithm 2, we selected each ε such that all of rj
(j = 0, 1, 2) over the iterations were nearly equal to the target values of 5, 10, and 20.
For the MLP with γ = 1, the target values of r0 were 10, 20, and 40. For the M -RA with
r = 10 and M = 2, 4, 5, we selected J that almost satisfies r = n
/ (
JM
)
. This selection
guideline r = n
/ (
JM
)
was often used in simulation studies of Katzfuss (2017).
The results are summarized in Table 3. We compared the three approximation meth-
ods on the basis of the M -RA-lp with rj (j = 0, 1, 2) nearly equal to 10. The comparison
of these methods showed common characteristics in both covariance functions. The MLP
eventually indicated a similar log-score and larger computational time in r0 ≈ 20. Unlike
the case of the Gaussian covariance function, the log-score of the MLP in the case of the
exponential covariance function was better slightly in the sense of the magnitude relation-
ship with those of the M -RA-lp and M -RA. This is because the exponential covariance
function in this simulation has the weak spatial correlation and the modification by the
covariance tapering works well. For the M -RA with M = 2, although the computational
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Table 4: Comparison of the MSPE and CRPS.
Covariance Original model M -RA-lp
5 10 20
MSPE Exponential 0.9300 0.9931 0.9771 0.9660
Gaussian 0.0056 0.0094 0.0062 0.0058
CRPS Exponential 0.5351 0.5609 0.5529 0.5478
Gaussian 0.0423 0.0542 0.0447 0.0429
Relative time 1 0.4830 0.4879 0.4952
Covariance MLP M -RA
10 20 40 M=2 M=4 M=5
MSPE Exponential 0.9694 0.9501 0.9385 1.0572 0.9969 0.9728
Gaussian 0.0139 0.0064 0.0059 0.0162 0.0074 0.0067
CRPS Exponential 0.5570 0.5479 0.5417 0.5814 0.5642 0.5570
Gaussian 0.0656 0.0452 0.0433 0.0716 0.0486 0.0464
Relative time 0.7656 0.8936 1.2989 0.4403 0.5035 0.5339
Three cases in the M -RA-lp and MLP represent target values of rj’s and r0, respectively.
time was lower, the log-score was not good. In the case of M = 5, the log-score was
similar to that of the M -RA-lp, but the computational time was somewhat large. Also,
in other cases, the log-scores and computational times of the M -RA-lp were not improved
simultaneously compared with those of the MLP and M -RA. These results support the
effectiveness of the M -RA-lp for efficiently approximating the log-likelihood function.
Second, we assessed the prediction performance of Algorithm 4 with regard to the mean
squared prediction error (MSPE) and the continuous ranked probability score (CRPS).
The CRPS evaluates the fitting of the predictive distribution to the data (see Gneiting and
Raftery, 2007; Gneiting and Katzfuss, 2014). The lower MSPE and CRPS are better. The
prediction point was (1, 1)>. The tuning parameter settings in the three approximation
methods and the iteration procedure were the same as those in the first simulation except
that the MSPE and averaged CRPS were calculated from 100 simulations.
The characteristics of the results in Table 4 were similar to those of the first simulation.
The weak spatial correlation in the case of the exponential covariance function gave rise
to the better prediction accuracy of the MLP than that of the M -RA-lp in many cases
because of the effective modification of the covariance tapering. However, the computa-
tional time of the MLP is larger than that of the M -RA-lp, and the prediction accuracy
of the MLP in the case of the Gaussian covariance function degrades due to the strong
spatial correlation unlike the M -RA-lp. Moreover, for the Gaussian covariance function,
the M -RA-lp with rj (j = 0, 1, 2) nearly equal to 20 showed almost the same MSPE and
CRPS as those of the original model despite half the computational time. These results
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demonstrate that the M -RA-lp can achieve better prediction accuracy rapidly than the
MLP and M -RA.
Through the first and second simulations in Section 5.1, we examined the effect of the
covariance tapering in Σj1,...,jM . The averaged percentage of non-zero entries in Σj1,...,jM ,
that is, the averaged sparsity of Σj1,...,jM , was 0.16%. In the case where the covariance
tapering was not used in Σj1,...,jM of the M -RA-lp, the relative computational times in
the first simulation were 0.3123, 0.3154, and 0.3193 for rj (j = 0, 1, 2) nearly equal to 5,
10, and 20, respectively. Similarly, the ones in the second simulation were 0.5783, 0.5832,
and 0.5891 for rj (j = 0, 1, 2) nearly equal to 5, 10, and 20, respectively. Thus, the
covariance tapering reduced the computational time by approximately 19% in the first
and second simulations. On the other hand, in the case of the exponential covariance
function, the relative Frobenius norms between the original covariance matrix and the
approximated covariance matrix by the M -RA-lp without the covariance tapering, which
were scaled relative to ‖C0(S0, S0)− CM -RA-lp(S0, S0)‖F , were 0.7748, 0.7989, and 0.8100
for rj (j = 0, 1, 2) nearly equal to 5, 10, and 20, respectively. As rj’s increase, the M -
RA-lp improves the approximation of the small-scale spatial variations of the original
covariance function. Consequently, since the effect of the covariance tapering decreases,
the relative Frobenius norm is closer to 1. Considering that the averaged sparsity was
0.16%, the reduction of the approximation accuracy for the original covariance matrix
by using the covariance tapering was small. This is because the spatial correlation in
this case was weak and the covariance tapering worked well. In the case of the Gaussian
covariance function, the relative Frobenius norms were 0.9989, 0.9998, and 0.9998 for rj
(j = 0, 1, 2) nearly equal to 5, 10, and 20, respectively. In this case, since the small-scale
spatial variations of the original covariance function are well approximated by the M -RA-
lp up to resolution m = 1 in Algorithm 1 with M = 2, the reduction of the approximation
accuracy by the covariance tapering was very small. As a consequence, it is suggested
that the covariance tapering in the M -RA-lp reduced the computational time efficiently
in the first and second simulations.
Third, we investigated scalability of the M -RA-lp. The sample size n was selected from
5,000 to 20,000, and the count of iterations for calculating the averaged total computa-
tional time of one log-score, MSPE, and CRPS by Algorithms 3 and 4 was 3. However,
for n = 10, 000, we used the summation of the computational times in Tables 3 and 4.
We employed tuning parameter settings under which the three approximation methods
showed almost the same prediction accuracy for n = 10, 000 in the second simulation.
Specifically, all of rj (j = 0, 1, 2) of the M -RA-lp were nearly equal to 10, and r0 of the
MLP was almost 20. For the M -RA, we set r = 10, M = 5, and J = 4 for n = 10, 000
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Table 5: Comparison of the computational time.
n = 5, 000 n = 10, 000 n = 15, 000 n = 20, 000
Original model 1 1 1 1
M -RA-lp 0.5558 0.3669 0.3628 0.3236
MLP 1.1347 0.7788 0.6870 0.6722
M -RA 0.6275 0.3979 0.3512 0.3003
and selected M to almost satisfy r = n
/ (
JM
)
as r = 10 and J = 4 for different values of
n.
Table 5 displays better scalability of the M -RA-lp and M -RA than that of the MLP,
and the M -RA showed a shorter computational time than that of the M -RA-lp for very
large n. This is because the M -RA-lp requires the additional computational time by
Algorithm 2 and matrix multiplication related to Φj (j = 0, 1, 2). The third simulation
indicates that the M -RA has competitive scalability. However, from the results in Tables
1–4, we believe that the M -RA-lp can attain a better and stable inference by the somewhat
additional computational time.
Fourth, we examined computational feasibility of the M -RA-lp when n = 105 or
more. These kinds of massive spatial datasets are often obtained by sensing devices on
satellites. For n = 100, 000, 120, 000, we recorded the averaged total computational time
of one log-score, MSPE, and CRPS by Algorithms 3 and 4 from the three iterations. In
this case, it was necessary to pay attention to the memory burden as well as the expensive
computational cost. Since the original model and MLP require the n×n covariance matrix,
we experienced the lack of memory. Similarly, the M -RA-lp with M = 2, (J1, J2) = (2, 2),
(|Q0|, |Qj1|) = (300, 100) (1 ≤ j1 ≤ 2), γ = 1 used in the third simulation also caused
the lack of memory due to large |Sj1,...,jM |. Hence, we needed to increase M and/or Ji
in order to reduce the size of Sj1,...,jM . Specifically, for the M -RA-lp, we considered two
cases: M = 2, (J1, J2) = (2, 16), (|Q0|, |Qj1|) = (300, 100) (1 ≤ j1 ≤ 2) and M = 4,
(J1, J2, J3, J4) = (2, 2, 8, 16), (|Q0|, |Qj1|, |Qj1,j2|, |Qj1,j2,j3|) = (300, 100, 50, 30) (1 ≤ j1 ≤
2, 1 ≤ j2 ≤ 2, 1 ≤ j3 ≤ 8). For Cases 1 and 2, the target values of rj1,...,jm ’s were 10.
Furthermore, we set the computational time of the M -RA with M = 5 and Ji = J = 4
(i = 1, . . . , 5) used in the third simulation as the baseline for calculating the relative time.
For the M -RA, r was selected from r = n
/ (
JM
)
.
Table 6 shows the computational time for each method and suggests that it may be
desirable to make bothM and Ji large for theM -RA-lp in terms of the computational cost.
Since the M -RA-lp with large M and/or Ji requires a large number of implementations
of Algorithm 2, we selected relatively low |Qj1,...,jm| and rj1,...,jm in spite of massive spatial
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Table 6: Computational time for massive spatial datasets.
M -RA M -RA-lp (Case 1) M -RA-lp (Case 2)
n = 100, 000 1 1.0598 0.9327
n = 120, 000 1 1.1047 0.9150
Case 1: M = 2, (J1, J2) = (2, 16), (|Q0|, |Qj1|) = (300, 100); Case 2:
M = 4, (J1, J2, J3, J4) = (2, 2, 8, 16), (|Q0|, |Qj1|, |Qj1,j2|, |Qj1,j2,j3|)
= (300, 100, 50, 30).
datasets. This might lead to insufficient approximation of the small-scale spatial variation
when the variation of the spatial correlation around the origin is smooth. Since the M -RA
does not conduct Algorithm 2, we can select large M , J , and r. As a consequence, the M -
RA can likely avoid this problem, but Tables 1 and 2 indicate that numerical instability
might occur unlike the M -RA-lp.
5.2 Real data analysis
In this subsection, we applied our proposed M -RA-lp to the air dose rates, that is, the
amount of radiation per unit time in the air. The data were created by using the results
of the vehicle-borne survey conducted by the Nuclear Regulation Authority (NRA) from
November 2 to December 18, 2015, and are available at https://emdb.jaea.go.jp/
emdb/en/portals/b1010202/. In particular, we focused on the air dose rates in Chiba
prefecture, and this dataset includes the air dose rates (microsievert per hour), longitudes,
and latitudes at 39,553 sampling locations. Since they were observed on irregularly spaced
locations at discrete time points, they were rigorously spatio-temporal data. However, we
regarded the dataset as spatial data by assuming that the trend of the air dose rates
does not fluctuate largely over a short period. Moreover, to satisfy the assumption of
Gaussianity over the whole region, we selected 7,801 locations inside the rectangular
region [140.00, 140.15]× [35.65, 35.87] and applied the logarithmic transformation to these
air dose rates. Figure 2 shows an overview of the transformed data. After subtracting
the sample mean from the transformed data, some exploratory analyses led us to use
the zero-mean Gaussian process with an exponential covariance function C0(s1, s2) =
σ2 exp(−θ‖s1 − s2‖). Also, to check the predictive performance, we considered a test set
of size 129 from 7,801 data points. The test set belonged to [140.07, 140.08]×[35.71, 35.74],
and we designed the domain partitioning such that [140.07, 140.08] × [35.71, 35.74] was
inside the subregion at the highest resolution.
First, we estimated the unknown parameters σ2, θ, and τ 2 by maximizing the approx-
imated log-likelihood functions of the M -RA-lp, MLP, and M -RA. Then, we calculated
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Figure 2: The logarithmic transformation of the air dose rates at 7,801 sampling locations
in Chiba prefecture.
the predictive distribution of the test set to compare the three methods by assessing the
MSPE and averaged CRPS. In order to calculate the two prediction measures, we adopted
the predictive distribution Z
(
SP0
) |Z(S0) instead of (2) because Y0 (SP0 ) is not observed.
Z
(
SP0
) |Z(S0) is given just by adding τ 2In′ to the covariance matrix in (2).
We compared the M -RA-lp with M = 2 to the MLP and M -RA with M = 4. γ in
Tγ was 1. For the M -RA-lp, we set (J1, J2) = (2, 2), |Q0| = 140, and |Q1| = |Q2| = 60.
We implemented Algorithm 2 such that r0 and rj1 (j1 = 1, 2) were nearly equal to the
target values 20 and 10, respectively. In the same way, the target value of r0 in the MLP
was set as 20. The M -RA had (J1, J2, J3, J4) = (2, 2, 8, 16) because a few partitions at
low resolution often improve the approximation of the original covariance function by
avoiding the early stop of Algorithm 1. For the number of knots, we considered two
cases: (|Q0|, |Qj1 |, |Qj1,j2|, |Qj1,j2,j3|) = (20, 10, 5, 5), (20, 10, 800, 70) (1 ≤ j1 ≤ 2, 1 ≤ j2 ≤
2, 1 ≤ j3 ≤ 8).
The results of the real data analysis are shown in Table 7. The MLP and the M -
RA (Case 1) showed the discrepancy from the results of the original model in terms of
the maximum log-likelihood values and prediction measures. In particular, the computa-
tional time of the MLP was larger than that of the original model due to Algorithm 2.
Additionally, the estimated value of θ in the M -RA (Case 1) was very small because the
approximation of the small-scale spatial variation is insufficient due to the small |Qj1,j2|
and |Qj1,j2,j3|. Although the M -RA-lp had almost the same r0 and rj1 as the correspond-
ing rank and number of knots in the MLP and M -RA (Case 1), the M -RA-lp achieved
results similar to the original model. Furthermore, the computational time of the M -RA-
26
Table 7: Results of the real data analysis.
σˆ2 θˆ τˆ 2 Relative time loglik. MSPE CRPS
Original model 0.0416 1.6109 0.0581 1.0000 -1051.7 0.0690 0.1464
M -RA-lp 0.0429 1.6073 0.0609 0.6952 -1067.5 0.0691 0.1471
MLP 0.0445 1.6268 0.0598 1.6422 -1101.5 0.0701 0.1477
M -RA (Case 1) 0.0409 0.7126 0.0635 0.2740 -1119.1 0.0700 0.1499
M -RA (Case 2) 0.0424 1.6402 0.0574 0.8952 -1061.8 0.0691 0.1480
Case 1: (|Q0|, |Qj1 |, |Qj1,j2|, |Qj1,j2,j3|) = (20, 10, 5, 5); Case 2: (|Q0|, |Qj1|, |Qj1,j2 |, |Qj1,j2,j3 |)
= (20, 10, 800, 70); Relative time: relative time per likelihood function evaluation; loglik.:
maximum log-likelihood value.
lp was smaller than that of the original model. By increasing the number of knots at
higher resolutions in order to capture the small-scale spatial variation, the M -RA (Case
2) showed results close to the original model, while the M -RA-lp attained similar results
in the shorter computational time. Therefore, it is suggested that the M -RA-lp can more
rapidly realize results close to the original model compared with the M -RA.
Finally, we produced the prediction surfaces in the rectangular region [140.07, 140.08]×
[35.71, 35.74] so as to examine how well the M -RA-lp, MLP, and M -RA perform in the
prediction of a region. The prediction surfaces were generated by calculating the mean vec-
tor of the predictive distribution at 31×31 lattice points in [140.07, 140.08]× [35.71, 35.74]
by using 7,801 observations with the test set of 129 observations. For σ2, θ, and τ 2, we
used the estimated values of each method in the results of Table 7, and tuning parameter
settings were also identical to those in the real data analysis of Table 7.
Figure 3 shows the prediction surfaces of the original model and three approximation
methods. The prediction surfaces of the M -RA-lp, MLP, and M -RA (Case 2) were
similar to that of the original model. For θˆ = 1.6109 in the original model of Table
7, the effective range was 1.86 km, which shows the weak spatial correlation because
the sides of the sampling region are 13.58 km and 24.41km. Consequently, the MLP
depicted the good prediction surface because of the effectiveness of the covariance tapering.
Also, some partial shapes in the prediction surface of the M -RA (Case 2) resembled
those of the original model very well because the M -RA completely recovers the spatial
correlation between observations in [140.07, 140.08]× [35.71, 35.74] as explained in Section
4.3. However, the relative computational times of producing the prediction surfaces were
0.2063, 1.0299, 0.0715, and 0.3287 for the M -RA-lp, MLP, M -RA (Case 1), and M -
RA (Case 2), respectively. The M -RA-lp generated the prediction surface in a shorter
computation time than the M -RA (Case 2), and this demonstrates that the M -RA-lp is
the reasonable fast computation approach.
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Figure 3: The prediction surfaces generated by the original model, M -RA-lp, MLP, and
M -RA.
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6 Conclusion and future studies
In this paper, we have described the multi-resolution approximation via linear projection
(M -RA-lp). The proposed method refined the MLP of Hirano (2017) by introducing
the multiple resolutions and the recursive partitioning of the entire spatial domain based
on the idea of Katzfuss (2017). Also, the M -RA-lp can be regarded as an extension of
the M -RA of Katzfuss (2017) by replacing the predictive process in the M -RA with the
linear projection. Some simulations suggested that this replacement gave rise to better
numerical stability by reducing the condition number, which is consistent with the results
of Banerjee et al. (2013). In simulation studies and the real data analysis, the M -RA-lp
was generally efficient compared with the MLP and M -RA in terms of the approximation
of the log-likelihood function and predictive distribution at unobserved locations.
Some issues are to be solved in the future. First, Katzfuss and Gong (2019) pointed
out discontinuities of the M -RA and proposed a taper version of the M -RA. In order to
bypass the artificiality presented in Section 4.3, we plan to derive a taper version of the M -
RA-lp. Second, since the M -RA-lp has many tuning parameters, a comprehensive study
on their selection is left for a future study. The faster selection method of Φj1,...,jm should
also be investigated. Third, Jurek and Katzfuss (2019) developed a multi-resolution filter
for massive spatio-temporal data. Similarly, our proposed method might be extended
to a spatio-temporal process. Finally, Katzfuss and Guinness (2020) proposed Vecchia
approximations which contain many existing fast computation methods as well as the
M -RA as special cases. This general Vecchia framework was applied to a variety of
settings such as the prediction, non-Gaussian case, and computer experiments (Katzfuss
et al., 2020a; Zilber and Katzfuss, 2020; Katzfuss et al., 2020b). It is also interesting to
investigate the relationship between the Vecchia approximations and the M -RA-lp.
Appendix A Technical lemmas
This appendix collects some relevant results on matrix algebra.
Lemma A.1 (A part of Proposition 5.4 of Puntanen et al. (2011)). Let A be a positive
semidefinite n×n matrix and B be an n×p matrix. If rank(B) = p and R(B)∩R(A)⊥ =
{0}, then rank(B>AB) = p.
Lemma A.2 (Lemma 2 of Welling (2010)). Let A be a positive definite n× n matrix, B
be a positive definite m×m matrix, and C be a m× n matrix. Then,(
A−1 + C>B−1C
)−1
C>B−1 = AC>
(
CAC> +B
)−1
.
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We can prove Lemma A.2 by using Theorem 18.2.8 of Harville (1997) known as the
Sherman–Morrison–Woodbury formula.
Appendix B Proof of Proposition 1
Proof of Proposition 1. (a) Consider a>Cm(S0, S0)a for any a ∈ Rn and any set of loca-
tions S0 ⊂ D0. We will show the assertion by mathematical induction in the same way
as the proof of Proposition 1 of Katzfuss (2017). For m = 1, we have
C0(S0, S0)− Cτ0(S0, S0) = Var(Y0(S0))− Var(τ0(S0))
= Var(Y0(S0))− Var(E[Y0(S0)|Φ0Y0(Q0)])
= Var(Y0(S0)|Φ0Y0(Q0)),
where the third equation holds by using the law of total variance, Y0(s) ∼ GP(0, C0), and
the fact that Var(Φ0Y0(Q0)) = Φ0K
0
0Φ
>
0 is positive definite from the proof of Proposition
4.1 (a) of Hirano (2017). Thus, C0(S0, S0)− Cτ0(S0, S0) is positive semidefinite. For any
a = (a>1 , . . . ,a
>
J1
)> ∈ Rn such that |aj1| = |Sj1| and aj1 = ∅ if |Sj1| = 0,
a>C1(S0, S0)a =
∑
1≤j1≤J1,j1 /∈A1,
A1=
{
j′1
∣∣∣∣∣∣Sj′1 ∣∣∣=0}
a>j1 {C0(Sj1 , Sj1)− Cτ0(Sj1 , Sj1)}aj1 ≥ 0.
Therefore, the result holds for m = 1.
Next, assume that the result holds for m = l. Since rank
(
Φj1,...,jlK
l
j1,...,jl
Φ>j1,...,jl
)
=
rj1,...,jl by the assumption and Lemma A.1, Φj1,...,jlK
l
j1,...,jl
Φ>j1,...,jl is positive definite, so
that Φ(l)Cl(Q
(l), Q(l))Φ(l)
>
is also positive definite. Therefore, for δl(s) ∼ GP(0, Cl), we
can define
τl(s) = E[δl(s)|Φ(l)δl(Q(l))]
= Cl(s, Q
(l))Φ(l)
> {
Φ(l)Cl(Q
(l), Q(l))Φ(l)
>}−1
Φ(l)δl(Q
(l)).
Then, in the same way as the argument of m = 1, Cl(S0, S0) − Cτl(S0, S0) is positive
semidefinite because Cl(S0, S0)− Cτl(S0, S0) = Var(δl(S0)|Φ(l)δl(Q(l))).
Consider m = l + 1. For any a = (a>1,...,1, . . . ,a
>
J1,...,Jl+1
)> ∈ Rn such that |aj1,...,jl+1| =
|Sj1,...,jl+1| and aj1,...,jl+1 = ∅ if |Sj1,...,jl+1| = 0,
a>Cl+1(S0, S0)a =
∑
1≤j1≤J1,...,1≤jl+1≤Jl+1,
(j1,...,jl+1)/∈Al+1,
Al+1=
{
(j′1,...,j
′
l+1)
∣∣∣∣∣∣∣∣Sj′1,...,j′l+1
∣∣∣∣=0}
a>j1,...,jl+1
{
Cl(Sj1,...,jl+1 , Sj1,...,jl+1)
−Cτl(Sj1,...,jl+1 , Sj1,...,jl+1)
}
aj1,...,jl+1
≥0.
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The result holds for m = l + 1. The proof is completed.
(b) As shown in the proof of Proposition 1 (a), Φ0K
0
0Φ
>
0 is positive definite. For m =
1, . . . ,M−1, Kmj1,...,jm is positive semidefinite from Proposition 1 (a). Since Φj1,...,jmKmj1,...,jmΦ>j1,...,jm
is nonsingular by using Lemma A.1, Φj1,...,jmK
m
j1,...,jm
Φ>j1,...,jm is positive definite.
(c) For any set of locations S0 ⊂ D0, we have
CM -RA-lp(S0, S0) =
M−1∑
m=0
Cτm(S0, S0) + CM(S0, S0) ◦ Tγ(S0, S0),
where Cτm(S0, S0) is the block diagonal matrix whose diagonal element is B
m
j1,...,jm
Φ>j1,...,jm
× K̂mj1,...,jmΦj1,...,jmBm
>
j1,...,jm
if |Sj1,...,jm| 6= 0. From Proposition 1 (b), K̂mj1,...,jm is positive
definite, so that Cτm(S0, S0) is positive semidefinite. In addition, from Theorem 5.2.1 of
Horn and Johnson (1991) and Proposition 1 (a), CM(S0, S0) ◦ Tγ(S0, S0) is also positive
semidefinite.
(d) Since s1 and s2 are always in the same subregion Dj1,...,jm at each mth resolution
(m = 0, . . . ,M),
CM -RA-lp(s1, s2) =
M−1∑
m=0
Cτm(s1, s2) + CM(s1, s2) (21)
and
Cm(s1, s2) = Cm−1(s1, s2)− Cτm−1(s1, s2) (m = 1, . . . ,M). (22)
By substituting (22) into (21) recursively, the assertion is obtained.
Appendix C Derivation of Algorithms 3 and 4
C.1 Expansion of the inversion and determinant
The following lemma is used when deriving Algorithms 3 and 4.
Lemma C.1. Suppose that the assumption of Proposition 1 holds.
(a) Σj1,...,jm is positive definite for m = 0, . . . ,M .
(b) For m = 0, . . . ,M − 1,
Σ−1j1,...,jm =V
−1
j1,...,jm
− V −1j1,...,jmBmj1,...,jmΦ>j1,...,jm
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmB
m>
j1,...,jm
× V −1j1,...,jmBmj1,...,jmΦ>j1,...,jm
)−1
Φj1,...,jmB
m>
j1,...,jm
V −1j1,...,jm ,
det (Σj1,...,jm) = det
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmB
m>
j1,...,jm
V −1j1,...,jmB
m
j1,...,jm
Φ>j1,...,jm
)
× det
(
K̂mj1,...,jm
)
det (Vj1,...,jm) .
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Proof of Lemma C.1. (a) Form = M , Σj1,...,jM = K
M
j1,...,jM
◦Tγ(Sj1,...,jM , Sj1,...,jM )+τ 2I|Sj1,...,jM |
is positive definite from the proof of Proposition 1 (c). For m = l+1, assume that Σj1,...,jl+1
is positive definite. For m = l, Vj1,...,jl is positive definite from the definition of Vj1,...,jl .
Additionally, from Proposition 1 (b), K̂ lj1,...,jl is positive definite. Thus, Σj1,...,jl is positive
definite. The proof is completed by mathematical induction.
(b) From the proof of Lemma C.1 (a), Vj1,...,jm , K̂
m
j1,...,jm
, and K̂m
−1
j1,...,jm
+ Φj1,...,jmB
m>
j1,...,jm
× V −1j1,...,jmBmj1,...,jmΦ>j1,...,jm are positive definite for m = 0, . . . ,M − 1. From Theorems
18.1.1 and 18.2.8 of Harville (1997), the assertion is obtained.
C.2 Derivation of Algorithm 3
From (3), (4), and (5), for 1 ≤ k ≤ m, m = 1, . . . ,M , we obtain
Kkj1,...,jm = Ck(Qj1,...,jk , Qj1,...,jm)
= Ck−1(Qj1,...,jk , Qj1,...,jm)−Kk−1
>
j1,...,jk
Φ>j1,...,jk−1K̂
k−1
j1,...,jk−1Φj1,...,jk−1K
k−1
j1,...,jm
. (23)
By applying (3) and (4) to (23) recursively, (10) is obtained.
Next, we define Ak,lj1,...,jm = B
k>
j1,...,jm
V −1j1,...,jmB
l
j1,...,jm
(0 ≤ k ≤ l ≤ m, m = 0, . . . ,M−1),
Al,kj1,...,jm = A
k,l>
j1,...,jm
, and A˜k,lj1,...,jm = B
k>
j1,...,jm
Σ−1j1,...,jmB
l
j1,...,jm
(0 ≤ k ≤ l < m, m =
1, . . . ,M). Since Bkj1,...,jm = (B
k>
j1,...,jm,1
, . . . , Bk
>
j1,...,jm,Jm+1
)>, we have
Ak,lj1,...,jm =
Jm+1∑
jm+1=1
Bk
>
j1,...,jm,jm+1
Σ−1j1,...,jm,jm+1B
l
j1,...,jm,jm+1
=
Jm+1∑
jm+1=1
A˜k,lj1,...,jm,jm+1 .
For m = 1, . . . ,M − 1, it follows from Lemma C.1 (b) that
A˜k,lj1,...,jm =B
k>
j1,...,jm
V −1j1,...,jmB
l
j1,...,jm
−Bk>j1,...,jmV −1j1,...,jmBmj1,...,jmΦ>j1,...,jm
(
K̂m
−1
j1,...,jm
+Φj1,...,jmA
m,m
j1,...,jm
Φ>j1,...,jm
)−1
Φj1,...,jmB
m>
j1,...,jm
V −1j1,...,jmB
l
j1,...,jm
=Ak,lj1,...,jm − Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmAm,lj1,...,jm .
Thus, (11) and (12) hold.
Also, we define ωkj1,...,jm = B
k>
j1,...,jm
V −1j1,...,jmZ(Sj1,...,jm) (0 ≤ k ≤ m, m = 0, . . . ,M − 1)
and ω˜kj1,...,jm = B
k>
j1,...,jm
Σ−1j1,...,jmZ(Sj1,...,jm) (0 ≤ k < m, m = 1, . . . ,M). By the same
argument as the case of Ak,lj1,...,jm and A˜
k,l
j1,...,jm
, we can obtain (13) and (14).
Finally, we define dj1,...,jm = log {det (Σj1,...,jm)} and uj1,...,jm = Z(Sj1,...,jm)>Σ−1j1,...,jm
× Z(Sj1,...,jm) (m = 0, . . . ,M). From Σ0 = CM -RA-lp(S0, S0) + τ 2In, it follows that d0 =
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log [det {CM -RA-lp(S0, S0)
+τ 2In}] and u0 = Z(S0)> {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0). By using Lemma C.1 (b),
for m = 0, . . . ,M − 1, we have
dj1,...,jm = log
{
det
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmB
m>
j1,...,jm
V −1j1,...,jmB
m
j1,...,jm
Φ>j1,...,jm
)
×det
(
K̂mj1,...,jm
)
det (Vj1,...,jm)
}
=− log
{
det
(
K˜mj1,...,jm
)}
+ log
{
det
(
K̂mj1,...,jm
)}
+
Jm+1∑
jm+1=1
dj1,...,jm,jm+1 ,
uj1,...,jm =Z(Sj1,...,jm)
>V −1j1,...,jmZ(Sj1,...,jm)−Z(Sj1,...,jm)>V −1j1,...,jmBmj1,...,jmΦ>j1,...,jm
×
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmB
m>
j1,...,jm
V −1j1,...,jmB
m
j1,...,jm
Φ>j1,...,jm
)−1
Φj1,...,jm
×Bm>j1,...,jmV −1j1,...,jmZ(Sj1,...,jm)
=− ωm>j1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmωmj1,...,jm +
Jm+1∑
jm+1=1
uj1,...,jm,jm+1 .
C.3 Derivation of Algorithm 4
We will derive Algorithm 4 by an argument similar to that used in the proof of Proposition
2 in Katzfuss (2017). Let YM -RA-lp(s) ∼ GP(0, CM -RA-lp) be a zero-mean Gaussian process
with the degenerate covariance function CM -RA-lp. Then, we can write
YM -RA-lp(s) =
M−1∑
m=0
Cm(s, Q
(m))Φ(m)
>
η(m) + δM(s),
where η(m) = (η>1,...,1, . . . ,η
>
J1,...,Jm
)>, η(0) = η0, ηj1,...,jm ∼ N
(
0, K̂mj1,...,jm
)
(m = 0, . . . ,M−
1), δM(s) ∼ GP(0, CM×Tγ), and ηj1,...,jm ’s are independent of each other and of {δM(s)}.
We define El = {ηj1,...,ja|1 ≤ j1 ≤ J1, . . . , 1 ≤ ja ≤ Ja, a = 0, . . . , l} (l = 0, . . . ,M−1),
E−1 = ∅, and Llj1,...,jM = Cov
(
YM -RA-lp(S
P
j1,...,jM
),YM -RA-lp(Sj1,...,jl)
∣∣El−1) (0 ≤ l ≤ M).
Note that the index (j1, . . . , jM) is fixed. Then, for 0 ≤ l < M ,
Llj1,...,jM =Cl(S
P
j1,...,jM
, Q(l))Φ(l)
>
K̂
l
1,...,1 O
. . .
O K̂ lJ1,...,Jl
Φ(l)Cl(Sj1,...,jl , Q(l))>
+ Cov
(
YM -RA-lp(S
P
j1,...,jM
),YM -RA-lp(Sj1,...,jl)
∣∣El) . (24)
When we define Bl,Pj1,...,jM = Cl(S
P
j1,...,jM
, Qj1,...,jl) for 0 ≤ l ≤M , the first term of (24) is
Cl(S
P
j1,...,jM
, Qj1,...,jl)Φ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlCl(Sj1,...,jl , Qj1,...,jl)
>
= Bl,Pj1,...,jMΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
.
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By noting that Cov
(
YM -RA-lp(S
P
j1,...,jM
),YM -RA-lp(Sj1,...,jl,j′l+1)
∣∣∣El) = O for j′l+1 6= jl+1 and
Cov
(
YM -RA-lp(S
P
j1,...,jM
),YM -RA-lp(Sj1,...,jl,jl+1)
∣∣El) = Ll+1j1,...,jM , the second term of (24) is
expressed as
Cov
(
YM -RA-lp(S
P
j1,...,jM
),YM -RA-lp(Sj1,...,jl)
∣∣El) =
|Sj1,...,jl |︷ ︸︸ ︷(
O Ll+1j1,...,jM︸ ︷︷ ︸
|Sj1,...,jl,jl+1|
O
)
=L˜lj1,...,jM , (say).
Therefore, for 0 ≤ l ≤M , we have
Llj1,...,jM =
{
Bl,Pj1,...,jMΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
+ L˜lj1,...,jM , 0 ≤ l < M,
CM(S
P
j1,...,jM
, Sj1,...,jM ) ◦ Tγ(SPj1,...,jM , Sj1,...,jM ), l = M.
(25)
From the definition of L˜lj1,...,jM ,
L˜lj1,...,jMV
−1
j1,...,jl
Bkj1,...,jl =L
l+1
j1,...,jM
Σ−1j1,...,jl,jl+1B
k
j1,...,jl,jl+1
, 0 ≤ k ≤ l, (26)
L˜lj1,...,jMV
−1
j1,...,jl
Z(Sj1,...,jl) =L
l+1
j1,...,jM
Σ−1j1,...,jl,jl+1Z(Sj1,...,jl,jl+1), (27)
L˜lj1,...,jMV
−1
j1,...,jl
L˜l
>
j1,...,jM
=Ll+1j1,...,jMΣ
−1
j1,...,jl,jl+1
Ll+1
>
j1,...,jM
. (28)
Now, it follows from Lemma A.2 that
K˜ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
V −1j1,...,jl = K̂
l
j1,...,jl
Φj1,...,jlB
l>
j1,...,jl
Σ−1j1,...,jl . (29)
Moreover, from Lemma C.1 (b) and the definition of Ak,lj1,...,jm , Σ
−1
j1,...,jl
is expressed as
Σ−1j1,...,jl = V
−1
j1,...,jl
− V −1j1,...,jlBlj1,...,jlΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlBl
>
j1,...,jl
V −1j1,...,jl . (30)
Define µlj1,...,jM = L
l
j1,...,jM
Σ−1j1,...,jlZ(Sj1,...,jl) for 0 ≤ l ≤ M . From the definition of
Llj1,...,jM , µ
0
j1,...,jM
= CM -RA-lp(S
P
j1,...,jM
, S0) {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0). For 0 ≤ l <
M , it follows from (25), (26), (27), (29), and (30) that
µlj1,...,jM =B
l,P
j1,...,jM
Φ>j1,...,jlK̂
l
j1,...,jl
Φj1,...,jlB
l>
j1,...,jl
Σ−1j1,...,jlZ(Sj1,...,jl)
+ L˜lj1,...,jMΣ
−1
j1,...,jl
Z(Sj1,...,jl)
=Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
V −1j1,...,jlZ(Sj1,...,jl)
+ L˜lj1,...,jMV
−1
j1,...,jl
Z(Sj1,...,jl)
− L˜lj1,...,jMV −1j1,...,jlBlj1,...,jlΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlBl
>
j1,...,jl
V −1j1,...,jlZ(Sj1,...,jl)
=Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlω
l
j1,...,jl
+ Ll+1j1,...,jMΣ
−1
j1,...,jl+1
Z(Sj1,...,jl+1)
− Ll+1j1,...,jMΣ−1j1,...,jl+1Blj1,...,jl+1Φ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlωlj1,...,jl
=µl+1j1,...,jM + B˜
l+1,l
j1,...,jM
Φ>j1,...,jlK˜
l
j1,...,jl
Φj1,...,jlω
l
j1,...,jl
, (31)
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where B˜l+1,lj1,...,jM = B
l,P
j1,...,jM
− Ll+1j1,...,jMΣ−1j1,...,jl+1Blj1,...,jl+1 . By applying (31) to µ0j1,...,jM re-
cursively, we can obtain
µ0j1,...,jM =L
M
j1,...,jM
Σ−1j1,...,jMZ(Sj1,...,jM )
+
M−1∑
k=0
B˜k+1,kj1,...,jMΦ
>
j1,...,jk
K˜kj1,...,jkΦj1,...,jkω
k
j1,...,jk
.
Next, define V l,Pj1,...,jM = Var
(
YM -RA-lp(S
P
j1,...,jM
)
∣∣El−1) for 0 ≤ l ≤ M . By a derivation
similar to that of (25),
V l,Pj1,...,jM =
{
Bl,Pj1,...,jMΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l,P>
j1,...,jM
+ V l+1,Pj1,...,jM , 0 ≤ l < M,
CM(S
P
j1,...,jM
, SPj1,...,jM ) ◦ Tγ(SPj1,...,jM , SPj1,...,jM ), l = M.
(32)
For 0 ≤ l < M , it follows from (25), (26), (28), (29), and (30) that
Llj1,...,jMΣ
−1
j1,...,jl
Ll
>
j1,...,jM
=Bl,Pj1,...,jMΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
Σ−1j1,...,jlB
l
j1,...,jl
× Φ>j1,...,jlK̂ lj1,...,jlΦj1,...,jlBl,P
>
j1,...,jM
+ L˜lj1,...,jMΣ
−1
j1,...,jl
Blj1,...,jlΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l,P>
j1,...,jM
+Bl,Pj1,...,jMΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
Σ−1j1,...,jlL˜
l>
j1,...,jM
+ L˜lj1,...,jMΣ
−1
j1,...,jl
L˜l
>
j1,...,jM
=Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlA
l,l
j1,...,jl
Φ>j1,...,jlK̂
l
j1,...,jl
× Φj1,...,jlBl,P
>
j1,...,jM
+ Ll+1j1,...,jMΣ
−1
j1,...,jl+1
Blj1,...,jl+1Φ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB
l,P>
j1,...,jM
+Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl+1
Σ−1j1,...,jl+1L
l+1>
j1,...,jM
+ Ll+1j1,...,jMΣ
−1
j1,...,jl+1
Ll+1
>
j1,...,jM
− Ll+1j1,...,jMΣ−1j1,...,jl+1Blj1,...,jl+1Φ>j1,...,jlK˜ lj1,...,jlΦj1,...,jl
×Bl>j1,...,jl+1Σ−1j1,...,jl+1Ll+1
>
j1,...,jM
=Ll+1j1,...,jMΣ
−1
j1,...,jl+1
Ll+1
>
j1,...,jM
+Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlA
l,l
j1,...,jl
Φ>j1,...,jlK̂
l
j1,...,jl
× Φj1,...,jlBl,P
>
j1,...,jM
− B˜l+1,lj1,...,jMΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlB˜l+1,l
>
j1,...,jM
+Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB
l,P>
j1,...,jM
. (33)
Also, since Φj1,...,jlA
l,l
j1,...,jl
Φ>j1,...,jl = K˜
l−1
j1,...,jl
− K̂ l−1j1,...,jl for 0 ≤ l ≤M − 1, we can show that
Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlA
l,l
j1,...,jl
Φ>j1,...,jlK̂
l
j1,...,jl
Φj1,...,jlB
l,P>
j1,...,jM
+Bl,Pj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB
l,P>
j1,...,jM
=Bl,Pj1,...,jMΦ
>
j1,...,jl
K̂ lj1,...,jlΦj1,...,jlB
l,P>
j1,...,jM
. (34)
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Now, define Ψlj1,...,jM = V
l,P
j1,...,jM
− Llj1,...,jMΣ−1j1,...,jlLl
>
j1,...,jM
for 0 ≤ l ≤ M . From the
definition of V l,Pj1,...,jM , we have
Ψ0j1,...,jM =CM -RA-lp(S
P
j1,...,jM
, SPj1,...,jM )
− CM -RA-lp(SPj1,...,jM , S0)
{
CM -RA-lp(S0, S0) + τ
2In
}−1
CM -RA-lp(S
P
j1,...,jM
, S0)
>.
Furthermore, from (32), (33), and (34),
Ψlj1,...,jM = Ψ
l+1
j1,...,jM
+ B˜l+1,lj1,...,jMΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB˜
l+1,l>
j1,...,jM
, (35)
for 0 ≤ l < M . Thus, by applying (35) to Ψ0j1,...,jM recursively, it follows that
Ψ0j1,...,jM =V
M,P
j1,...,jM
− LMj1,...,jMΣ−1j1,...,jMLM
>
j1,...,jM
+
M−1∑
k=0
B˜k+1,kj1,...,jMΦ
>
j1,...,jk
K˜kj1,...,jkΦj1,...,jkB˜
k+1,k>
j1,...,jM
.
Lastly, we will derive the calculation method of the matrices required to obtain µ0j1,...,jM
and Ψ0j1,...,jM . We define B˜
l,k
j1,...,jM
= Bk,Pj1,...,jM − Llj1,...,jMΣ−1j1,...,jlBkj1,...,jl for 0 ≤ k < l ≤ M .
For 0 ≤ k < l < M , by using (25), (26), (29), and (30),
B˜l,kj1,...,jM =B
k,P
j1,...,jM
−Bl,Pj1,...,jMΦ>j1,...,jlK̂ lj1,...,jlΦj1,...,jlBl
>
j1,...,jl
Σ−1j1,...,jlB
k
j1,...,jl
− L˜lj1,...,jMΣ−1j1,...,jlBkj1,...,jl
=Bk,Pj1,...,jM −Bl,Pj1,...,jMΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlBl
>
j1,...,jl
V −1j1,...,jlB
k
j1,...,jl
− L˜lj1,...,jMV −1j1,...,jlBkj1,...,jl
+ L˜lj1,...,jMV
−1
j1,...,jl
Blj1,...,jlΦ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlB
l>
j1,...,jl
V −1j1,...,jlB
k
j1,...,jl
=Bk,Pj1,...,jM −Bl,Pj1,...,jMΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlAl,kj1,...,jl
− Ll+1j1,...,jMΣ−1j1,...,jl+1Bkj1,...,jl+1
+ Ll+1j1,...,jMΣ
−1
j1,...,jl+1
Blj1,...,jl+1Φ
>
j1,...,jl
K˜ lj1,...,jlΦj1,...,jlA
l,k
j1,...,jl
=B˜l+1,kj1,...,jM − B˜l+1,lj1,...,jMΦ>j1,...,jlK˜ lj1,...,jlΦj1,...,jlAl,kj1,...,jl .
Next, for 1 ≤ l ≤M , it follows from (3), (4), and (5) that
Bl,Pj1,...,jM =Cl(S
P
j1,...,jM
, Qj1,...,jl)
=Cl−1(SPj1,...,jM , Qj1,...,jl)−Bl−1,Pj1,...,jMΦ>j1,...,jl−1K̂ l−1j1,...,jl−1Φj1,...,jl−1K l−1j1,...,jl . (36)
By using (36) for Bl,Pj1,...,jM recursively,
Bl,Pj1,...,jM = C0(S
P
j1,...,jM
, Qj1,...,jl)−
l−1∑
k=0
Bk,Pj1,...,jMΦ
>
j1,...,jk
K̂kj1,...,jkΦj1,...,jkK
k
j1,...,jl
.
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Note that BM,Pj1,...,jM = CM(S
P
j1,...,jM
, Sj1,...,jM ) in Step 2 of Algorithm 4 because Qj1,...,jM =
Sj1,...,jM . Similarly, since
CM(S
P
j1,...,jM
, SPj1,...,jM ) =CM−1(S
P
j1,...,jM
, SPj1,...,jM )
−BM−1,Pj1,...,jMΦ>j1,...,jM−1K̂M−1j1,...,jM−1Φj1,...,jM−1BM−1,P
>
j1,...,jM
from (4) and (5), we obtain
CM(S
P
j1,...,jM
, SPj1,...,jM ) =C0(S
P
j1,...,jM
, SPj1,...,jM )
−
M−1∑
k=0
Bk,Pj1,...,jMΦ
>
j1,...,jk
K̂kj1,...,jkΦj1,...,jkB
k,P>
j1,...,jM
.
Appendix D Distributed Computing
It is assumed that we have nodes Nj1,...,jm (m = 0, . . . ,M , 1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM)
with a tree-like structure where N0 represents a root node, and children of Nj′1,...,j′m are
Nj′1,...,j′m,i (i = 1, . . . , Jm+1) for a fixed index (j′1, . . . , j′m) (m = 0, . . . ,M − 1). It is left
to a future study to investigate how much the parallelization reduces the computational
time beyond the cost of the communication.
D.1 A parallel version of Algorithm 3
The following algorithm enables us to calculate some quantities of Algorithm 3 in parallel.
Algorithm 5 (A parallel version of Algorithm 3). Given M > 1, Dj1,...,jm (m = 1, . . . ,M ,
1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM), Qj1,...,jm (m = 0, . . . ,M − 1, 1 ≤ j1 ≤ J1, . . . , 1 ≤
jM−1 ≤ JM−1), and γ > 0, find d0 = log [det {CM -RA-lp(S0, S0) + τ 2In}] and u0 =
Z(S0)
> {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0).
Step 1. Conduct Step 1 in Algorithm 3.
Step 2. In each node Nj1,...,jM , calculate
A˜k,lj1,...,jM =B
k>
j1,...,jM
Σ−1j1,...,jMB
l
j1,...,jM
, 0 ≤ k ≤ l < M,
ω˜kj1,...,jM =B
k>
j1,...,jM
Σ−1j1,...,jMZ(Sj1,...,jM ), 0 ≤ k < M,
dj1,...,jM = log {det (Σj1,...,jM )} ,
uj1,...,jM =Z(Sj1,...,jM )
>Σ−1j1,...,jMZ(Sj1,...,jM ).
Send A˜k,lj1,...,jM , ω˜
k
j1,...,jM
, dj1,...,jM , and uj1,...,jM to its parent, that is, Nj1,...,jM−1 .
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Step 3. In each node Nj1,...,jm (m = 1, . . . ,M − 1), calculate
Ak,lj1,...,jm =
Jm+1∑
jm+1=1
A˜k,lj1,...,jm,jm+1 , 0 ≤ k ≤ l ≤ m,
K˜mj1,...,jm =
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmA
m,m
j1,...,jm
Φ>j1,...,jm
)−1
,
A˜k,lj1,...,jm =A
k,l
j1,...,jm
− Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmAm,lj1,...,jm , 0 ≤ k ≤ l < m,
ωkj1,...,jm =
Jm+1∑
jm+1=1
ω˜kj1,...,jm,jm+1 , 0 ≤ k ≤ m,
ω˜kj1,...,jm =ω
k
j1,...,jm
− Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmωmj1,...,jm , 0 ≤ k < m,
dj1,...,jm =− log
{
det
(
K˜mj1,...,jm
)}
+ log
{
det
(
K̂mj1,...,jm
)}
+
Jm+1∑
jm+1=1
dj1,...,jm,jm+1 ,
uj1,...,jm =− ωm
>
j1,...,jm
Φ>j1,...,jmK˜
m
j1,...,jm
Φj1,...,jmω
m
j1,...,jm
+
Jm+1∑
jm+1=1
uj1,...,jm,jm+1 .
Send A˜k,lj1,...,jm , ω˜
k
j1,...,jm
, dj1,...,jm , and uj1,...,jm to its parent, that is, Nj1,...,jm−1 .
Step 4. In N0, calculate
A0,00 =
J1∑
j1=1
A˜0,0j1 ,
K˜00 =
(
K̂0
−1
0 + Φ0A
0,0
0 Φ
>
0
)−1
,
ω00 =
J1∑
j1=1
ω˜0j1 ,
d0 =− log
{
det
(
K˜00
)}
+ log
{
det
(
K̂00
)}
+
J1∑
j1=1
dj1 ,
u0 =− ω0>0 Φ>0 K˜00Φ0ω00 +
J1∑
j1=1
uj1 .
Step 5. Output d0 and u0.
In Steps 2 and 3, the calculations at the nodes for each resolution can be conducted
in parallel. Furthermore, if each node Nj1,...,jM has multiple cores, A˜k,lj1,...,jM , ω˜kj1,...,jM ,
dj1,...,jM , and uj1,...,jM can also be calculated in parallel. Thus, we can conduct the efficient
computation, but the communication of sending the matrices to the parent is required in
Steps 2 and 3.
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D.2 A parallel version of Algorithm 4
The following algorithm allows us to calculate µ0j1,...,jM and Ψ
0
j1,...,jM
(1 ≤ j1 ≤ J1, . . . , 1 ≤
jM ≤ JM) in parallel.
Algorithm 6 (A parallel version of Algorithm 4). Given M > 1, Dj1,...,jm (m = 1, . . . ,M ,
1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM), Qj1,...,jm (m = 0, . . . ,M − 1, 1 ≤ j1 ≤ J1, . . . , 1 ≤
jM−1 ≤ JM−1), γ > 0, and SPj1,...,jM (1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM), find µ0j1,...,jM =
CM -RA-lp(S
P
j1,...,jM
, S0) {CM -RA-lp(S0, S0) + τ 2In}−1Z(S0) and Ψ0j1,...,jM =
CM -RA-lp(S
P
j1,...,jM
, SPj1,...,jM )− CM -RA-lp(SPj1,...,jM , S0) {CM -RA-lp(S0, S0) + τ 2In}
−1
× CM -RA-lp(SPj1,...,jM , S0)> (1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM).
Step 1. Conduct Step 1 in Algorithm 3.
Step 2. For the indices (j1, . . . , jM) (1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM), calculate Kkj1,...,jl
(0 ≤ k ≤ l − 1, 1 ≤ l ≤M − 1) and conduct Step 2 in Algorithm 4.
Step 3. In each node Nj1,...,jM , calculate
A˜k,lj1,...,jM =B
k>
j1,...,jM
Σ−1j1,...,jMB
l
j1,...,jM
, 0 ≤ k ≤ l < M,
ω˜kj1,...,jM =B
k>
j1,...,jM
Σ−1j1,...,jMZ(Sj1,...,jM ), 0 ≤ k < M,
B˜M,kj1,...,jM =B
k,P
j1,...,jM
− LMj1,...,jMΣ−1j1,...,jMBkj1,...,jM , 0 ≤ k < M,
Ψ0j1,...,jM =V
M,P
j1,...,jM
− LMj1,...,jMΣ−1j1,...,jMLM
>
j1,...,jM
,
µ0j1,...,jM =L
M
j1,...,jM
Σ−1j1,...,jMZ(Sj1,...,jM ).
Send A˜k,lj1,...,jM , ω˜
k
j1,...,jM
, B˜M,kj1,...,jM , Ψ
0
j1,...,jM
, and µ0j1,...,jM to its parent, that is, Nj1,...,jM−1 .
Step 4. In each node Nj1,...,jm (m = 1, . . . ,M − 1), calculate
Ak,lj1,...,jm =
Jm+1∑
jm+1=1
A˜k,lj1,...,jm,jm+1 , 0 ≤ k ≤ l ≤ m,
K˜mj1,...,jm =
(
K̂m
−1
j1,...,jm
+ Φj1,...,jmA
m,m
j1,...,jm
Φ>j1,...,jm
)−1
,
A˜k,lj1,...,jm =A
k,l
j1,...,jm
− Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmAm,lj1,...,jm , 0 ≤ k ≤ l < m,
ωkj1,...,jm =
Jm+1∑
jm+1=1
ω˜kj1,...,jm,jm+1 , 0 ≤ k ≤ m,
ω˜kj1,...,jm =ω
k
j1,...,jm
− Ak,mj1,...,jmΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmωmj1,...,jm , 0 ≤ k < m,
B˜m,kj1,...,jM =B˜
m+1,k
j1,...,jM
− B˜m+1,mj1,...,jMΦ>j1,...,jmK˜mj1,...,jmΦj1,...,jmAm,kj1,...,jm , 0 ≤ k < m,
1 ≤ ji ≤ Ji, i = m+ 1, . . . ,M,
Ψ0j1,...,jM =Ψ
0
j1,...,jM
+ B˜m+1,mj1,...,jMΦ
>
j1,...,jm
K˜mj1,...,jmΦj1,...,jmB˜
m+1,m>
j1,...,jM
, 1 ≤ ji ≤ Ji,
i = m+ 1, . . . ,M,
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µ0j1,...,jM =µ
0
j1,...,jM
+ B˜m+1,mj1,...,jMΦ
>
j1,...,jm
K˜mj1,...,jmΦj1,...,jmω
m
j1,...,jm
, 1 ≤ ji ≤ Ji,
i = m+ 1, . . . ,M.
Send A˜k,lj1,...,jm , ω˜
k
j1,...,jm
, B˜m,kj1,...,jM , Ψ
0
j1,...,jM
, and µ0j1,...,jM to its parent, that is, Nj1,...,jm−1 .
Step 5. In N0, calculate
A0,00 =
J1∑
j1=1
A˜0,0j1 ,
K˜00 =
(
K̂0
−1
0 + Φ0A
0,0
0 Φ
>
0
)−1
,
ω00 =
J1∑
j1=1
ω˜0j1 ,
Ψ0j1,...,jM =Ψ
0
j1,...,jM
+ B˜1,0j1,...,jMΦ
>
0 K˜
0
0Φ0B˜
1,0>
j1,...,jM
, 1 ≤ ji ≤ Ji, i = 1, . . . ,M,
µ0j1,...,jM =µ
0
j1,...,jM
+ B˜1,0j1,...,jMΦ
>
0 K˜
0
0Φ0ω
0
0, 1 ≤ ji ≤ Ji, i = 1, . . . ,M.
Step 6. Output µ0j1,...,jM and Ψ
0
j1,...,jM
(1 ≤ ji ≤ Ji, i = 1, . . . ,M).
Similar to Algorithm 5, in addition to Steps 3 and 4, quantities in each node Nj1,...,jM
of Step 3 can also be parallelized. Additionally, unlike Algorithm 4, Algorithm 6 can
calculate µ0j1,...,jM and Ψ
0
j1,...,jM
(1 ≤ j1 ≤ J1, . . . , 1 ≤ jM ≤ JM) in parallel. However, if
the size of the prediction locations is large, the communication of sending the matrices to
the parent in Steps 3 and 4 of Algorithm 6 is likely to cause a nonnegligible computational
burden.
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