The Generalized Singular Value Decomposition (GSVD) and the lifting technique combined with the Kronecker product are exploited to find reflexive and antireflexive (with respect to a generalized {k + 1}-reflection matrix P ) solutions of the matrix equation AXB = C. An algorithm is presented for both methods. Its computational cost is studied and several numerical examples are analyzed.
. Peng and Hu studied the existence of reflexive and anti-reflexive solutions to the matrix equation AX = B over the complex field with respect to a generalized reflection matrix P giving its solutions, respectively [11] . Recently, Cvetković-iliić investigated the existence of reflexive solutions of the same matrix equation given necessary and sufficient conditions as a first approach to find more operative conditions [4] . The matrix equation AXB = C in X has been studied in different ways. Some authors have searched the general solution of this problem while others have considered some kind of constraints on the solution, as for example the symmetry, the positive definiteness, etc. This kind of matrices is widely used in engineering and scientific computation, in control theory, etc. Specifically, these matrices are used to solve physical problems related to the altitude estimation of a level network, electric networks and also structural analysis of trusses [7, 10, 12, 15, 16] .
In this work we analyze the matrix equation AXB = C, looking for solutions X that satisfy the constraint P XP = X for a given matrix P under certain conditions. Specifically, we will assume that P ∈ C n×n is a Hermitian and {k + 1}-potent matrix (that is, P k+1 = P = P * ). In this case, P is said to be a generalized {k + 1}-reflection. Moreover, a matrix X ∈ C n×n is called {P, k + 1} reflexive with respect to the Hermitian and {k + 1}-potent matrix P if P XP = X and {P, k + 1} anti-reflexive with respect to the Hermitian and {k + 1}-potent matrix P if P XP = −X. Our main goal is to reduce the study to only two cases: P 2 = P and P 3 = P . Actually, the reduction of the general case P k+1 = P to those cases is crucial in our work because it simplifies substantially the problem. Moreover, clearly our results generalize those given in [12] . On the other hand, there is a relation between {k + 1}potent matrices and group inverses, that is P ∈ C n×n is {k + 1}-potent if and only if P # = P k−1 for k ≥ 2. This kind of matrices has been widely used in many topics such as Markov chains, iterative methods, control theory, etc. [5, 6, 9, 14] . Some notation will be used throughout this paper. For a given matrix M , we will denote by vec(M ) the lifting form of M , that is, the result of writing M as a column vector formed by 'stacking' the columns of M into one long column vector [8] . For a given column vector x of length r · s, the notation devec(x, r, s) returns the matrix of size r × s which first column is defined by the r first elements of x, the second one by the r following elements, and so on until the s-th column. When M is a square matrix, we will denote by σ(M ) the spectrum of M .
It is known that the generalized singular value decomposition (GSVD) of a pair of matrices {M, N }, with M ∈ C m×n and N ∈ C m×p matrices having the same number of rows, is given by
W ∈ C m×m a nonsingular matrix, U M ∈ C n×n and V N ∈ C p×p unitary matrices, D M , D N ∈ C s×s matrices containing the strictly positive singular values of M and N , respectively,
Next, we quote some known results for further references.
Theorem 1 (Theorem 2.1 [3] ) Let P ∈ C n×n . Then, the following statements are equivalent:
where Ω k represents the set of all the roots of the unity of order k.
The following lemma summarizes some useful properties of the Kronecker product, denoted by ⊗, and the ones related to the lifting notation (see [8] , p. 412).
The paper is organized as follows. In Section 2 the problem is stated and some first properties on the solutions X and on the given matrix P are established. Moreover, for the general case k ≥ 2 it is proved that it is enough to study only the cases k = 1 and k = 2. In Section 3 and Section 4 the {P, 2} reflexive solutions and the {P, 3} reflexive solutions are found by using the SVD and the GSVD, respectively, and the lifting technique in both cases. The anti-reflexive solutions are given directly without proofs after the results corresponding to the reflexive ones. Finally, in Section 5, an algorithm to systematize the theoretical procedure developed is presented as well as its computational cost in both cases. Some examples are given to illustrate the results and that the methods work numerically.
Statement of the problem and a first approach
For the given matrices A ∈ C m×n , B ∈ C n×l , C ∈ C m×l , and P ∈ C n×n satisfying P k+1 = P , for some k ∈ N, and P * = P , the main purpose of this paper is to solve the equation
under the condition P XP = X
that is, to find {P, k + 1} reflexive solutions with respect to the Hermitian and {k + 1}-potent matrix P of the matrix equation AXB = C.
The anti-reflexive case corresponds to the problem AXB = C with
and admits a similar treatment.
From Theorem 1 the following result can be stated.
Lemma 2
Let P ∈ C n×n a Hermitian matrix. Then P is a {k + 1}-potent matrix if and only if P is idempotent when k is odd or tripotent when k is even. Consequently, σ(P ) is included in {1, 0} or {1, −1, 0}, respectively.
Proof. The condition P * = P assures that the eigenvalues of P are real numbers and P is a unitarily diagonalizable matrix. Moreover, from Theorem 1, the property P k+1 = P implies that σ(P ) ⊆ {0} ∪ Ω k . Then, the spectrum σ(P ) is included in the set {1, −1, 0} and there exists a unitary matrix U ∈ C n×n such that the matrix P can be written in the form
where some of the diagonal blocks may be absent. Thus, it is easy to see that P 2 = P (when the block −I is absent and k is odd) or P 3 = P (when the block −I is not absent and k is even). The converse is evident. 2 Remark 1 Note that when P is a nonsingular matrix, the condition P 3 = P is equivalent to the simpler condition P 2 = I (studied in [12] ) and the condition P 2 = P is equivalent to the trivial case P = I.
One way to solve the equation (2) under the condition (3) is by means of the combination of the Kronecker product with the lifting technique. In order to state a lifting form of the equations AXB = C and P XP = X we will use the notation vec(M ). In fact, both equations can be rewritten in the equivalent form vec(AXB) = vec(C), vec(P XP ) = vec(X).
Then, using the Lemma 1 we get
which are two linear equations in the unknown vec(X).
From (6), some additional properties of P can be established. From Lemma 2, the whole analysis of the stated problem under the condition P k+1 = P for any k ∈ N can be reduced to the study of the problem of finding X such that AXB = C considering only two cases: P 2 = P and P 3 = P . Next, we are going to solve these two cases in order to find {P, 2} reflexive solutions and {P, 3} reflexive solutions, respectively. The anti-reflexive solutions will be also considered.
{P, 2} reflexive solutions
In this section we look for {P, 2} reflexive solutions of the problem (2) , that is, to find matrices X ∈ C n×n such that AXB = C and X = P XP being P ∈ C n×n an idempotent and Hermitian matrix.
From Theorem 1 it is clear that if P is an idempotent matrix then σ(P ) ⊆ {0, 1}. Moreover, as P is Hermitian, P is unitarily similar to a diagonal matrix, that is, there exists a unitary matrix U ∈ C n×n such that
where r = rank(P ).
Therefore, the relation X = P XP can be written as X = U DU * XU DU * . So, we can construct the matrixX = U * XU , which verifiesX = DXD. By splitting the matrixX into appropriate size blocks X ij , 1 ≤ i, j ≤ 2, according to the matrix blocks in D, the last equality becomes
and after making operations we get
Remark 3 Notice that some blocks ofX in (8) may be absent because some diagonal blocks of D may not be in the diagonal blocks of P . This occurs when the spectrum of P is a proper subset of {0, 1}. In particular, if X 11 is absent then the matrix X is null because P = O. The case σ(P ) = {1} is similar to the case σ(P ) = {0, 1}, which is analyzed below.
By taking into account that X = UXU * , the matrix equation
By splitting into blocks the matricesÃ andB we have:
and by substituting into the matrix equationÃXB = C we get
Remark 4 Notice that in the anti-reflexive case, a similar reasoning leads to the trivial solution, which implies that the equation AXB = C will have no {P, 2} anti-reflexive solutions if C = O.
Using the Singular Value Decomposition (SVD)
By applying the singular value decomposition to the matrices A * 1 ∈ C m×r and B * 1 ∈ C l×r we get the form of the solution X. In fact,
where
with D 1A ∈ C a×a and D 1B ∈ C b×b nonsingular diagonal matrices, being a = rank(A 1 ) and b = rank(B 1 ). Then, the equation (10) becomes
By splitting into the following blocks
the equation (13) holds if and only if the blocks C 12 , C 21 , and C 22 are null and
We obtain the following result as a summary of this reasoning.
For a Hermitian and idempotent matrix P ∈ C n×n , the matrix equations
where W A and W B are the unitary matrices appearing in the singular value decomposition of the matrices A * 1 and B * 1 , respectively, and C 11 an arbitrary matrix of size a × b, being a = rank(A 1 ) and b = rank(B 1 ).
In this case the general solution can be expressed as
Applying the lifting technique
By applying the lifting technique to the equation (10) we get vec(A * 1 X 11 B 1 ) = vec(C) and the properties given in Lemma 1 allow to write
Then, by using generalized inverses (see [2] ), we have the following result.
For a given Hermitian and idempotent matrix P ∈ C n×n , the matrix equations
have solution if and only if any of the following statements holds:
, where R(·) denotes the range of (·), and A 1 and B 1 are given in (9) .
Then, the general solution is given by
where r = rank(P ) and vec(X 11 ) is obtained by solving (16) . In the case (b),
with Y an arbitrary matrix.
{P, 3} reflexive solutions
In this section we look for {P, 3} reflexive solutions X ∈ C n×n with respect to the Hermitian and tripotent matrix P ∈ C n×n of the matrix equation AXB = C.
From Theorem 1 it is clear that if P is a tripotent matrix then σ(P ) ⊆ {0, 1, −1}. Moreover, as P is Hermitian, P is diagonalizable by a unitary matrix, that is, there exists a unitary matrix U ∈ C n×n such that
being α + β = rank(P ).
Since X = P XP , we get X = U DU * XU DU * . Premultiplying by U * and postmultiplying by U we construct the matrixX = U * XU that satisfiesX = DXD. By splitting the matrixX into appropriate size blocks X ij , 1 ≤ i, j ≤ 3, according to the matrix blocks of D, the last equality becomes
and by making operations we get
Remark 5 Notice that some blocks ofX in (19) may be absent because some diagonal blocks of D may be absent. This happens when σ(P ) is a proper subset of {0, 1, −1}.
From (6), (18), and (19) a first result on tripotent matrices can be stated. On the other hand, by taking into account that X = UXU * , the matrix equation AXB = C becomes
By partitioning the matricesÃ andB we have:
and by substituting into the matrix equationÃXB = C we obtain
The corresponding block products lead to the reduced expression
Remark 6 By a similar treatment for the anti-reflexive case we obtain a similar result as in Theorem 4 where the condition P XP = X and the definition ofX must be changed by P XP = −X and
respectively. Moreover, in this case, the condition (22) becomes
From now on, in order to solve the stated problem by using the above simplification we will consider different techniques: the GSVD (when X 11 and X 22 are not absent) or the SVD (when one of these blocks is absent as in the subsection 3.1), and the lifting technique. These two techniques allow to give the solution in terms of blocks, while the Kronecker properties applied as in Theorem 4 give the solution in terms of the original matrices.
Using the GSVD
By applying the generalized singular value decomposition to the pairs of matrices {A * 1 , A * 2 } and {B * 1 , B * 2 }, the form of the solution X is obtained. In fact,
and
where the involved matrices satisfy the conditions given in (1) . By substituting both expressions into the equality (22) we arrive to:
where the nonsingularity of the matrices W A and W * B has been used. By splitting into blocks of suitable sizes the matrices in brackets we get:
and moreover, we can write:
By substituting these last three expressions into (26) and computing the products we obtain:
where we have used that Σ 1A , Σ 2A , Σ 1B , and Σ 2B are split as in (1).
Consequently, this last equality holds if and only if the blocks
are null matrices of appropriate sizes.
As a summary, we have proved the following result. 
being W A and W B the nonsingular matrices appearing when applying the GSVD to the pairs of matrices {A * 1 , A * 2 } and {B * 1 , B * 2 }, respectively (that is,
In this case, the general solution can be expressed as
beingX ij arbitrary matrices of suitable sizes.
Remark 7
For the anti-reflexive case, we obtain a similar result as in Theorem 5 where the expression (28) must be changed by
Applying the lifting technique
Another way to solve the problem of finding {P, 3} reflexive solutions is the lifting technique as described before. In fact, by applying this technique to the equation (22) we get vec(A * 1 X 11 B 1 + A * 2 X 22 B 2 ) = vec(C) and the properties given in Lemma 1 allow to write vec(A * 1 X 11 B 1 ) + vec(A * 2 X 22 B 2 ) = vec(C), which implies
and so
For a given Hermitian and tripotent matrix P ∈ C n×n , the matrix equations
, where A 1 , A 2 , B 1 , and B 2 are given in (21).
where α, β are the sizes indicated in (18), and vec(X 11 ) and vec(X 22 ) are obtained by solving (29). In the case (b),
Remark 8 When P XP = −X, we obtain a similar result as in Theorem 6 where A 1 and A 2 must be interchanged. Moreover, the expression (31) is changed byX
.
Algorithm and Examples
The algorithm below constructs reflexive solutions for the stated problem in Section 2.
Algorithm
Inputs: A ∈ C m×n , B ∈ C n×l , C ∈ C m×l , P ∈ C n×n , k ∈ N, and Method.
Outputs: X ∈ C n×n such that AXB = C and P XP = X.
Step 1 If P = O then go to Step 9.
Step 2 Compute P * . If P * = P then go to Step 10.
Step 3 If k is odd then
Step 3.1 Compute P 2 .
Step 3.2 If P 2 = P then go to Step 5 else go to Step 10.
Step 4 If k is even then
Step 4.1 Compute P 3 .
Step 4.2 If P 3 = P then go to Step 5 else go to Step 10.
Step 5 Diagonalize P as P = U DU * . Then σ(P ⊗ P ) = diag(D ⊗ D).
Step 6 If k is odd then
Step 6.1 ComputeÃ andB as in (9) .
Step 6. Step 6.2.4 If C 12 , C 21 and C 22 are null matrices then the {P, 2} reflexive solutions are given by (15) . Go to End. Step 6.3 If 'Method = Lifting'
Step 6.3.1 If vec(C) / ∈ R(B * 1 ⊗ A * 1 ) then go to Step 11, else the general solution is given by (17). Go to End.
Step 7 If k is even then
Step 7.1 ComputeÃ andB as in (21).
Step {(1, 4) , (2, 4) , (3, 4) , (1, 3) , (3, 1), (4, 1), (4, 2), (4, 3), (4, 4)}. Go to End.
Step 10 Display 'There is no solution'. End A similar algorithm for the anti-reflexive case can be developed.
An analysis and comparison of the computational cost of the algorithm is presented for both methods in what follows. The first part of the algorithm (until Step 5 included) is shared by both methods and it requires a computational cost O(n 3 ). Now, we analyze the Step 6. The part corresponding to the SVD method requires O(mr 2 + lr 2 ) for the SVD decompositions and O(m 2 l+ml 2 ) for the Step 6.2.2. In the lifting method the computational cost is at most of O(mlr 2 ). Then, in case of n m and n l, both methods require a computational cost at most of O(n 3 ). Next, we study the Step 7. The part corresponding to the GSVD method requires O(m 3 + m(α + β) max(m, α + β)) for the GSVD decompositions and O(m 2 l + ml 2 ) for the Step 7.2.2. The lifting technique costs about O(ml(α + β) 2 ). So, in case of n m and n l, the cost of both methods is dominated by the first part, that is O(n 3 ).
Next, we illustrate the obtained results with some examples. As we have shown, it is enough to give examples finding {P, 2} and {P, 3} reflexive solutions. Note that we exhibit the results rounded to four decimals and so, the solution presented is the same for both techniques. However, working with the MATLAB precision we obtain that AXB − C F = 1.7953 · 10 −15 for the SVD technique and AXB − C F = 4.0792 · 10 −16 for the lifting technique. 
Example 2 Consider the random matrices
and the Hermitian and idempotent matrix 
is a {P, 2} reflexive solution. Again, we exhibit the results rounded to four decimals and the solution presented is as well the same for both techniques. However, working with the MATLAB precision we obtain that AXB −C F = 8.0855 · 10 −15 for the SVD technique and AXB − C F = 3.5463 · 10 −15 for the lifting technique. 
Here, working with the MATLAB precision, AXB − C F = 1.1254 · 10 −15 for the GSVD technique and AXB − C F = 8.8818 · 10 −16 for the lifting technique.
Example 4 As before, for the random matrices 
is a {P, 3} reflexive solution. With the MATLAB precision we obtain AXB− C F = 5.7935 · 10 −15 for the GSVD technique and AXB − C F = 4.3470 · 10 −15 for the lifting technique.
The algorithms were implemented in MATLAB, version 7.1., and used to test the results on several numerical experiments. In all of them we obtain error bounds about O(10 −15 ) in both methods when matrices have larger sizes and for smaller sizes the lifting technique can be improved to O(10 −16 ). Next, in Table 1 we summarize some of the obtained numerical results.
Example Lifting SVD GSVD Table 1 Error bounds for the numerical experiments: AXB − C F These experiments show that the algorithm implemented works well for numerical examples.
