Speech perception in background noise is a common challenge across individuals and health conditions (e.g., hearing impairment, aging, etc.). Both behavioral and physiological measures have been used to understand the important factors that contribute to perception-in-noise abilities. The addition of a physiological measure provides additional information about signal-in-noise encoding in the auditory system and may be useful in clarifying some of the variability in perception-in-noise abilities across individuals. Fifteen young normal-hearing individuals were tested using both electrophysiology and behavioral methods as a means to determine (1) the effects of signal-tonoise ratio (SNR) and signal level and (2) how well cortical auditory evoked potentials (CAEPs) can predict perception in noise. Three correlation/regression approaches were used to determine how well CAEPs predicted behavior. Main effects of SNR were found for both electrophysiology and speech perception measures, while signal level effects were found generally only for speech testing. These results demonstrate that when signals are presented in noise, sensitivity to SNR cues obscures any encoding of signal level cues. Electrophysiology and behavioral measures were strongly correlated. The best physiological predictors (e.g., latency, amplitude, and area of CAEP waves) of behavior (SNR at which 50 % of the sentence is understood) were N1 latency and N1 amplitude measures. In addition, behavior was best predicted by the 70-dB signal/5-dB SNR CAEP condition. It will be important in future studies to determine the relationship of electrophysiology and behavior in populations who experience difficulty understanding speech in noise such as those with hearing impairment or age-related deficits.
INTRODUCTION
Understanding speech in background noise presents a challenge for many individuals. Clinically, one of the hallmarks of perception-in-noise testing is the variability in performance across individuals. In this study both physiological and behavioral measures were used to begin to understand better the performance variability across individuals and groups. A measure of cortical neural encoding provides an estimate of what neural information is present and potentially accessible by the listener for perception to occur. The underlying assumption is that accurate perception is dependent on the neural encoding of the auditory stimulus. By combining information about an intermediate stage of the perceptual process, such as cortical neural encoding, with the endpoints of the perception-in-noise process (i.e., stimulus characteris-tics and then resulting perception), we can improve our understanding of perception-in-noise variability across individuals. That is, the addition of physiological measures may help determine whether deficits are due to abnormal neural encoding or difficulties with higher order cognitive processes needed for speech perception in noise. It is hoped that the combination of physiological and behavioral information may help to inform our understanding of the underlying mechanisms involved in perception in noise and improve diagnosis and/or prediction of perception-in-noise difficulties, leading to more targeted and individualized auditory rehabilitation.
Previous research demonstrates that signal-to-noise ratio (SNR) is a major contributor to the physiological processing of signals in noise (Phillips 1990; Billings et al. 2009; Whiting et al. 1998; Kaplan-Neeman et al. 2006) . In addition, a long history of psychophysical studies demonstrates the importance of SNR to the perception of sounds (Hawkins and Stevens 1950; Stevens and Guirao 1967) . Hawkins and Stevens (1950) demonstrated that masking produced by white noise was directly proportional to the level of the noise. In other words, masked thresholds closely tracked the level of background noise, and increments in masking level resulted in threshold shifts of similar magnitude. The auditory image model proposed by Patterson and colleagues (e.g., Akeroyd and Patterson 1995; Patterson 1994) , which incorporates adaptive threshold tracking, or adaptation to the background temporal envelope level of an ongoing stimulus, also demonstrates the potential importance of SNR. Several psychophysical studies also indicate that signal level plays an important role in perception in noise by demonstrating that signal level has a small but significant effect on accuracy when SNR is held constant (Summers and Molis 2004; Studebaker et al. 1999; Hornsby et al. 2005 ). In contrast, signal level was not a significant contributor to cortical-level processing (Billings et al. 2009 ). Billings et al. (2009) recorded cortical auditory evoked potentials (CAEPs) to 1,000-Hz tones presented in continuous background noise and demonstrated that N1 and P2 waves are primarily dependent upon SNR rather than signal level. While N1 and P2 are thought to be obligatory neural responses that are dependent upon the acoustics of the stimulus, the effect of signal level was absent or greatly diminished when signals were presented in noise. An absent signal level effect was surprising given the robust effect of signal level in quiet (Adler and Adler 1989; Billings et al. 2007 ). This effect of context (i.e., distinct sensitivity to signal level in quiet compared to when background noise is present) is important to understand from both physiological and behavioral perspectives.
To better understand the physiological processes associated with listening to speech in noise, a situation that often results in communication problems, this study examined the perceptual and physiological processes associated with speech processing in a speech-spectrum background noise as a function of signal level and SNR. It was also determined whether an individual's CAEPs predicted behavioral results. It is hypothesized that the robust SNR effects seen for both perception and neural encoding of signals in noise will lead to significant correlations between the measures and good predictions of behavior by physiology.
METHODS
Using a repeated measures design, electrophysiology and behavior were measured under stimulus conditions where absolute signal level and SNR were varied. Electrophysiology outcome measures were amplitudes and latencies for evoked responses P1, N1, P2, and N2; in addition, rectified area measures were computed. Participants were tested behaviorally using sentences presented in background noise.
Participants
Fifteen young normal-hearing listeners participated in this study (mean age = 27.6 years, age range = 23-34; seven males and eight females). All participants were right-handed by self-report and had normal hearing from 250 to 8,000 Hz (i.e., thresholds ≤25 dB HL) with normal tympanometric measures (single admittance peak between ±50 daPa to a 226-Hz tone). All participants reported good general health and no history of otologic disorders. Participants provided informed consent and research was completed with approval from the pertinent institutional review boards.
Stimuli
Stimuli consisted of signals and noises presented to the right ear using an Etymotic ER-2 insert earphone. The electrophysiological signal was the speech syllable /ba/ that was a naturally produced female exemplar from the UCLA Nonsense Syllable Test (Dubno and Schaefer 1992) shortened to 450 ms by windowing the steady vowel offset of the stimulus. While previous CAEP research focusing on signal level and SNR effects used 1,000-Hz pure tones (Billings et al. 2009 ), a short consonant-vowel speech token provided an ideal CAEP stimulus while providing better face validity when comparing to behavioral speech perception measures. The behavioral signal consisted of Institute of Electrical and Electronic Engineers (IEEE) sentences (IEEE 1969) produced by a female talker. Stimuli were presented at four intensity levels: 50, 60, 70, and 80 dBC (broadband C-weighted) sound pressure level (SPL). Speech spectrum continuous noise was added to the background to create varying SNRs. For electrophysiology testing, noise was present continuously for each testing condition/ block. For behavioral testing, the noise was gated on and off for the presentation of each sentence (gated on 2 s prior and remained on until 2 s after the sentence). Spectral shaping of the continuous noise matched the long-term spectrum of speech. Recordings of the 720 IEEE sentences (IEEE 1969) were concatenated and submitted to a fast Fourier transform (FFT); the phases of the spectrum frequencies were randomized and an inverse FFT was calculated, resulting in a continuous noise with the same long-term spectral average as the original speech sample. Both the /ba/ signal and the background noise were low-pass filtered at 4,000 Hz. SNRs ranged from −10 to 35 dB. A total of 14 conditions were tested for electrophysiology and 22 for behavior (because of restrictions on test time, SNRs of −10 and 0 dB were tested for behavior only; see Table 1 ). Condition presentation order was randomized for each participant to avoid order effects associated with fatigue. Calibration of these signals was completed by measuring the overall RMS level of 10 s of a concatenated version of each signal.
Electrophysiology
A PC-based system controlled the timing of stimulus presentation and delivered an external trigger to the acquisition system (Compumedics Neuroscan Scan 4.5, Charlotte, NC, USA). A passive homogeneous paradigm for each condition was used to evoke the P1, N1, P2, and N2 waves. Participants were asked to ignore the stimuli and watch a silent closed-captioned movie of their choice. A single stimulus was repeated for a total of at least 150 trials. Evoked potential activity was recorded using a 64-channel tin electrode cap (Electro-Cap International, Inc., Eaton, OH, USA). The ground electrode was located on the forehead during CAEP acquisition, and Cz was the reference electrode. Data were baseline corrected, linear detrended, and re-referenced off-line to an average reference. The recording window consisted of 100 ms pre-stimulus and 700 ms post-stimulus periods. Evoked responses were low-pass filtered online at 100 Hz (12 dB/octave roll-off), amplified with a gain of 10 times, and converted using an analog-to-digital sampling rate of 1,000 Hz. Horizontal and vertical eye movement was monitored with electrodes located inferiorly and at the outer canthi of both eyes. Trials with eye-blink artifacts were corrected off-line, using Neuroscan software (Neuroscan, Inc 2007) . This blink reduction procedure calculates the amount of covariation between each evoked potential channel and a vertical eye channel using a spatial singular value decomposition and removes the vertical blink activity from each electrode on a point-by-point basis to the degree that the evoked potential and blink activity covaried. After blink correction, trials containing artifacts exceeding ±70 μV were rejected from averaging. After artifact rejection, the remaining sweeps were averaged and filtered off-line from 1 Hz (highpass filter, 24 dB/octave) to 30 Hz (low-pass filter, 12 dB/octave).
Behavioral Testing
During a separate session, participants completed a behavioral sentence-in-noise identification task. Signals were taken from the IEEE sentence lists spoken by a female talker (IEEE 1969) . Each sentence contains five keywords and was scored as the number of keywords that were correctly identified. Ten sentences were presented for each condition (i.e., total possible per condition = 50 points). Participants were asked to repeat each sentence, and two judges scored correct responses. Prior to testing, approximately 10 total sentences presented at a signal level of 80 dB and at varying SNRs (some at a good SNR and some at a poor SNR) were presented to all the participants to allow acclimation to the task. The IEEE sentences were presented in the same signal and background noise conditions as those used for electrophysiological testing with the addition of 0-and −10-dB SNR conditions for each level. Overall RMS of the concatenated sentences was used for sentence calibration. Sentences and noise were presented monaurally to the participants' right ear using ER-2 insert earphones.
Data Analysis and Interpretation
Waves P1, N1, P2, and N2 were analyzed at electrode site Cz and using the global field power (GFP) waveform, which quantifies simultaneous activity from all electrode sites (Skrandies 1989). Because GFP is the standard deviation across channels as a function of time, the GFP waveform is always positive. Robust activity of opposite polarities resulting from generating dipoles leads to greater standard deviations and results in positive peaks in the GFP waveform that generally correspond with latencies of N1, P2, and N2 waves. It should be noted that P1 is generally not present in the GFP waveform because it is usually very close to baseline (i.e., its standard deviation across channels is very low). Peak amplitudes were calculated relative to baseline, and peak latencies were calculated relative to stimulus onset (i.e., 0 ms). A general rectified area amplitude was also used as an overall measure of waveform robustness; area calculations were made with a time window of 50 to 500 ms, comprising the entire CAEP complex. Latency and amplitude values for each wave were determined by agreement of two judges. To determine peaks, each judge used temporal electrode inversion, global field power traces, and two subaverages made up of even and odd trials (to demonstrate replication) for a given condition. Mean amplitudes and latencies were modeled using a linear mixed model to determine effects of signal level and SNR on physiological measures. This model has the twofold advantage of (1) being fit using maximum likelihood so that all observations are included in the analysis and not just observations for subjects with complete data and (2) allowing a general model of the data covariance structure that may vary across conditions and physiological measures. This general-purpose modeling framework reduces to the conventional repeated measures analysis of variance (ANOVA) model if one accepts a constant covariance across all observations taken on a subject.
Additionally, the accuracy with which the electrophysiology measures predicted behavior was assessed by (1) selecting empirically promising candidates using Pearson's correlational analysis, (2) using leaveone-out cross-validation (LOOCV) with stepwise linear regression to generate nearly unbiased estimates of the prediction error for CAEP measures, and (3) partial least squares (PLS) regression to determine the optimal CAEP condition for predicting behavior.
RESULTS

Electrophysiology: Effects of SNR and Signal Level
Grand averaged Cz waveforms/growth functions are shown in Figure 1 . Grand averaged waveforms are displayed (top panel) as a function of SNR with overlaid signal level conditions. Mean N1 and P2 latency and amplitude growth functions are also shown (bottom panel), overlaid on individual subject data. Response waveforms and growth functions for GFP are shown in Figure 2 . These figures illustrate that as SNR increases, amplitudes get larger and latencies get shorter. It should be noted that GFP waveforms are always positive (as explained above) and therefore show a positive N1 peak getting more positive, whereas the Cz N1 is negative and gets more negative with increases in SNR. Statistical results are shown in Table 2 and indicate that amplitudes increased and latencies decreased significantly as SNR increased; this was true for N1, P2, and N2 waves. P1 latency also decreased with SNR; however, P1 amplitude did not significantly change with SNR. An overall rectified area measure demonstrated significant effects of SNR as well, such that the area increased as SNR increased. Potential main effects of signal level can be seen for GFP N1 amplitude and GFP rectified area. However, it should be noted that no correction has been made for multiple comparisons (e.g., Bonferroni, etc.) . No significant SNR × signal level interactions were found.
Behavior: Effects of SNR and Signal Level
Sentence perception results are shown in Figure 3 ; average psychometric curves and individual data points for each signal level are shown with overlaid signal level curves below. As with CAEPs, increases in SNR result in improved performance. Signal level effects are also evident in Figure 3 such that at smaller SNRs, performance is worse at higher signal levels. A logistic regression model with categorical variables (SNR, signal level, and SNR × signal level interaction) was fit by maximum likelihood. Correlations among repeated measures on a subject were modeled with random intercepts. This model is analogous to a twoway repeated measures ANOVA model fit to binomial data. Analysis results demonstrated main effects of both SNR and signal level (F(6,270)=535.5, pG0.0001 and F(3,270)=5.10, p G0.0019, respectively) and a significant SNR × signal level interaction (F(12,270)= 7.26, pG0.0001). Additional analysis was completed to determine the causes of the interaction term. Figure 4 shows the individual comparisons as a function of SNR (separate panels) and signal level (abscissa). Asterisks indicate statistically significant differences between that specific signal level and others at that given SNR. Brackets indicate significant differences for a specific contrast. Generally, the 80-dB signal level resulted in poorer performance than lower signal levels, particularly at lower SNRs (i.e., SNRs of −10, −5, and 0 dB). In the literature, the poorer performance that was found at higher signal levels is often referred to as "rollover" and will be discussed further below.
Electrophysiology as a Predictor of Behavior
Many approaches could be taken to determine the relationship between electrophysiology and behavior. Three methods were used to determine what CAEP measures best predicted behavior. The behavioral measure that was to be predicted was the SNR at which 50 % of the sentences were understood (SNR50); the SNR50 is a common clinical measure of sentence-in-noise perception. All CAEP measures (i.e., amplitudes, latencies, and areas) were treated as possible predictors of SNR50 at each of the four behavioral signal levels (50, 60, 70, and 80 dB).
In the first method, predictors were selected based on ranked Pearson's correlations between the CAEP measure and SNR50 at a given signal level. The five best predictors at each level are shown in the top portion of Table 3 with the best predictor in italics. Good Pearson's correlation coefficients ranging from 0.62 to 0.77 were found, with root-mean-square prediction errors (RMSPE) of about 1 dB (see Table 3 , column labeled "Biased RMSPE"). That is, for this sample, the SNR50 prediction will be off by approximately 1 dB on average. There are some disadvantages of the Pearson correlation approach. With the Pearson approach, only one CAEP measure is used to predict behavioral results; however, it may be that a combination of CAEP measures better predicts the SNR50. In addition, an estimate of the average prediction error based on Pearson's correlation is almost certainly optimistic (i.e., biased) since the error is evaluated from the data that are used to compute the correlation. Rankings based on this biased approach may select suboptimal CAEP mea- sures, depending on the degree of bias. An unbiased estimate can be derived from a leave-one-out crossvalidation (see the second method below) with a regression model including only the predictor selected by ranking Pearson's correlations (Hastie et al. 2009 ). This procedure allowed for more unbiased estimation of the RMSPE. The unbiased estimation of the RMSPE would likely be more representative of groups or individuals outside this study. This procedure resulted in unbiased RMSPE values (i.e., 0.85 to 1.3 dB) that are slightly larger than biased values.
In a second method, LOOCV was used to generate nearly unbiased estimates of the prediction error for each CAEP measure (Hastie et al. 2009 ). LOOCV is widely used in developing prediction models, whereby a data set composed of n observations is replicated n times and each observation response is iteratively set to "missing" in each replicate. The prediction model is developed separately for each iteration, and prediction error is computed on the individual response that was set to missing. The result is a data set of n predictions made on observations that were not used in developing the prediction model. This procedure eliminates bias in the prediction errors ordinarily obtained when conducting standard regression analysis. Models including multiple CAEP measures were evaluated using stepwise selection linear regression. Various stepwise selection stopping rules were considered to achieve a reasonable balance between prediction error (which is reduced with more predictors) and generalizability (which is increased with fewer predictors). In the end, a p=0.025 variable entry and exclusion criterion was used, which consistently yielded no more than two important predictors at each behavioral test level. The LOOCV predictors are shown in the middle section of Table 3 with their associated RMSPE values. The LOOCV method resulted in slightly smaller or equivalent prediction errors. Correlations between the best predictors and SNR50 are shown in Figure 5 . A drawback of these first two approaches is that different CAEP conditions were found to best predict the SNR50 at a given behavioral signal level. For example, a prediction of the 50-dB SNR50 would require testing the 70-dB signal/5-dB SNR CAEP condition, whereas predicting the 80-dB SNR50 would require testing the 60-dB signal/−5-dB SNR CAEP condition.
A third method was used in an attempt to minimize the potential need to test multiple CAEP conditions and to make the prediction of the SNR50 more intuitive. What CAEP condition, with all of its accompanying measures, best predicts the SNR50 at all behavioral levels? That is, if only one CAEP condition could be run, which one would best predict the SNR50 of all four signal levels tested, and how good is the prediction? PLS regression was used; the response vector (behavioral SNR50 at 50-, 60-, 70-, and 80-dB signal levels) was regressed on a linear combination of the predictors weighted by their covariance with the response vector (Hastie et al. 2009 ). PLS regression has the distinct advantage of allowing one to predict multivariate responses using several correlated predictors, which can be challenging with standard methodology. The model development was restricted to one factor due to limited sample size.
The CAEP condition that offered the smallest overall average RMSPE was a signal level of 70 dB presented at 5-dB SNR. As shown in Table 3 , the 70-dB signal/5-dB SNR condition gave an RMSPE of 0.74 dB averaged across all behavioral levels. That is, CAEP measures from the 70-dB signal/5-dB SNR CAEP condition predict the behavioral SNR50 to within 1 dB on average. Figure 6 shows the fitted regression coefficients for each CAEP measure as a function of the four behavioral signal levels (separate lines). Larger absolute value coefficients represent CAEP measures that are more important to the prediction than those that are close to zero (these include Cz N1 amplitude and GFP N1 amplitude). Another feature of Figure 6 is the common shape of the four curves indicating that the same features best predict all of the behavioral outcomes.
DISCUSSION
The results demonstrate a robust SNR effect for both electrophysiology and behavior. In contrast, significant signal level effects are only present for behavioral outcomes. The best condition-specific electrophysiology predictors of behavior were N1 amplitude and latency values taken from Cz and/or GFP waveforms; furthermore, the best overall CAEP condition for predicting the behavioral SNR50 of any level is the 70-dB signal/5-dB SNR condition.
Electrophysiology
Existing data demonstrate that SNR, rather than tonal signal level, is a key factor affecting CAEPs recorded in noise (Billings et al. 2009 ). The current study extends those findings to speech stimuli presented at a larger range of signal levels. SNR had a significant effect on latencies and amplitudes of N1, P2, and N2 CAEP waves, as well as a rectified area measure of the entire complex. Some level effects were found for GFP N1 amplitude and GFP area amplitude measures, although it should be noted that no multiple-comparison corrections have been applied making these effects less noteworthy. There is evidence in the literature for a potential signal level effect in the presence of noise. Whiting et al. (1998) varied SNR and signal level in young normal-hearing individuals. While SNRs were not equated across signal level (i.e., for each signal level, background noise levels resulted in slightly different SNRs making comparisons across level more difficult), they showed some qualitative grouping by signal level of N1 latencies and N2 amplitudes at SNRs greater than 5 dB. Given some subtle indications of a level effect in this study and the literature, it may be that level encoding is present, but that the stronger SNR effect conceals any level coding. The strong effect of SNR seems to come at the expense of the signal level sensitivity that is present without background noise (e.g., Adler and Adler 1989; Billings et al. 2007 ). Interestingly, near-field animal studies demonstrate that signal level, in the presence of background noise, is encoded to varying degrees at different levels in the central auditory pathway; these effects are seen in systematic shifts in the neural firing rate-level functions (Phillips 1990; Costalupes et al. 1984; Gibson et al. 1985; Rees and Palmer 1988) . Therefore, it is likely that signal level is encoded, but that the effect remains unseen in human CAEPs. This may be due to the specific firing characteristics of cortical neurons. For example, while cortical neurons demonstrate some sensitivity to sustained stimuli (Wang et al. 2005) , the cortical population response measured through electroencephalography as post-synaptic potentials is most sensitive to stimulus changes such as onsets and offsets; in contrast, auditory nerve fibers fire continuously to ongoing background noise (Gibson et al. 1985; Phillips and Hall 1986) . Interestingly, recent data demonstrate that offset CAEPs may be sensitive to signal levels in noise in ways that the onset CAEPs are not (Baltzell and Billings 2013). It will be important to determine if the dominance of SNR encoding over signal level is modified in different groups of individuals, such as older people or people with hearing impairment.
The dominance of SNR cues as demonstrated in this study has implications for aided CAEPs, where background noise is often present (e.g., amplified ambient noise, hearing aid circuit noise). These data demonstrate that when background noise is audible, care must be taken when examining aided CAEPs for assumed level effects; it may be that waveform morphology changes, or the lack thereof, are due to SNR cues rather than absolute signal level cues. The key factor to consider is whether the noise is audible or not; inaudible noise results in expected signal-level effects, whereas audible noise results in dominance of SNR ).
Behavior
Speech perception-in-noise testing revealed significant effects of both SNR and signal level. These results contrast with CAEP results, where generally only SNR was a significant factor. However, a main effect of signal level is consistent with the perceptionin-noise literature. Sentence, word, and syllable perception has been shown to get worse at high signal levels (clinically referred to as rollover) in quiet and in background noise, and the magnitude of the performance decrement at high signal levels is modulated by other factors, such as SNR, noise spectrum, and noise bandwidth (Molis and Summers 2003; Hornsby et al. 2005; Studebaker et al. 1999; Summers and Molis 2004 ). In the current study, the signal level effects found in the literature were replicated; decrements in this study occurred above 60 dB, primarily at the 70-and 80-dB signal levels. Furthermore, rollover effects were dependent upon SNR, such that significant decrements due to signal level occurred at or below a 5-dB SNR (see Fig. 4 ). This result is in agreement with the results of Studebaker et al. (1999) and conforms with their hypothesized mechanisms of rollover; when higher levels of noise are present (i.e., poorer SNRs), more spread of masking and distortion will result, leading to rollover effects.
Differences in Signal Level Encoding Between Electrophysiology and Behavior
The behavioral rollover effect (i.e., decrements in performance at higher presentation levels) has been attributed to the spread of excitation and masking effects at the level of the cochlea that result in distorted encoding throughout the auditory system (Studebaker et al. 1999; Summers and Molis 2004) . It is significant, then, that these cochlear effects of signal level were not seen at the level of the cortex as demonstrated by CAEPs. This is not to say that signal level is not encoded at the level of the cortex; it may only be a function of the differential sensitivity that CAEPs, specifically, have to SNR cues rather than absolute signal level cues. CAEPs are largely obligatory responses that show sensitivity to stimulus acoustics such as signal level in quiet; however, the presence of background noise modifies how signal level is encoded. It may be that the salience of the SNR cue masks any underlying encoding of signal level. Given that subjects were not actively attending to stimuli, it appears that the sensitivity to SNR rather than signal level is not driven by attention effects related to active gain control mechanisms (e.g., Hillyard et al. 1973; Hillyard et al. 1998) . The sensitivity to SNR may result from a mechanism like the automatic normalization process that occurs in the visual system (Schwartz and Simoncelli 2001), or may simply be a manifestation of the change-dependent characteristics of cortical neurons that respond to acoustic changes rather than continuous unchanging stimuli (Goldstein et al. 1968; Naatanen and Picton 1987; Phillips and Hall 1986) . Regardless of the mechanism, this study demonstrates that CAEPs are sensitive to relative change within the acoustic environment (i.e., SNR) rather than to absolute signal magnitude. . Asterisks indicate significant differences with all other levels at that SNR. Brackets identify specific comparisons that were significant at that SNR. The figure reveals that generally the 80-dB signal level demonstrates poorer accuracy scores, particularly at lower SNRs (i.e., SNRs of −10, −5, and 0 dB). The best predictors are in italics CAEP cortical auditory evoked potential, SNR signal-to-noise ratio, RMSPE root-mean-square prediction error, LOOCV leave-one-out cross-validation at least two practical theoretical reasons. First, the method explicitly allows for only one electrophysiology measure for predicting behavioral test results, which underutilizes the available data since each electrophysiology trace may include several measures (e.g., N1 amplitude, N1 latency, P2 amplitude, etc.). Second, an estimate of the average prediction error based on Pearson's correlation is almost certainly optimistic since the error is evaluated from the data that are used to compute the correlation. Therefore, in addition to using the Pearson correlation approach, LOOCV with stepwise linear regression was used to generate nearly unbiased estimates of the prediction error for combinations of CAEP measures.
Electrophysiology as a Predictor of Behavior
FIG. 5.
Relationship between behavior at a given signal level and the best predicting CAEP measure. These plots show the relationships between the behavioral results and the best predicting EP components for 50-, 60-, 70-, and 80-dB sentences in noise.
FIG. 6. Regression coefficients for each
CAEP feature used in the PLS regression method of predicting behavioral SNR50s. Behavioral signal levels are indicated by each line. CAEP features with coefficients furthest from zero are more important than those features with coefficients close to zero. Parameter estimates are based on standardized predictors (i.e., CAEP measures) and responses (i.e., behavioral SNR50). Lines connecting the features have been added to highlight relative coefficient strength across features and signal levels.
The LOOCV approach determined that the N1 wave (both latency and amplitude depending on the behavioral signal level) was the best predictor of sentence-in-noise performance. Because the N1 wave is driven primarily by the acoustics of the evoking stimulus (Naatanen and Picton 1987; Hyde 1997) , it may be the ideal wave to demonstrate the acoustically driven effects of SNR in these young normal-hearing participants. It is possible that the good prediction characteristics of N1 are population specific. For example, when a top-down processing approach is used, as is the case when hearing impairment is present, the somewhat more endogenous P2 or even the cognitive P3 may prove to be the better predictors of behavior. An improved understanding of the relationship between behavior and physiology (i.e., which evoked potentials best predict behavior) across different populations may enhance our ability to diagnose and rehabilitate speech perception-in-noise deficits. It is noteworthy that in this procedure, any CAEP measure at any level was allowed to predict the behavioral SNR50 measure and that the −5-or 5-dB SNR conditions resulted in the best predictors of behavior. Acoustically, the face validity of this result is good given that most behavioral SNR50s were in the same range (i.e., −5-to 5-dB SNR).
In an effort to simplify predictions, the CAEP condition (with all its measurements) that would best predict the behavioral SNR50 at all four signal levels was determined. That is, if only one CAEP condition could be tested, which one would best predict behavior? A PLS regression demonstrated that the 70-dB signal/5-dB SNR CAEP condition was the best predictor of the behavioral SNR50. It will be important to validate the results of these predictions on other additional subjects and populations. It may be that the CAEP measures or conditions that correlate best with behavior depend on the population that is being tested.
CONCLUSION
CAEPs are sensitive to SNR changes rather than absolute signal level when signals are presented in background speech noise. In contrast, sentence perception in noise revealed sensitivity to both SNR and signal level. The reasons for this discrepancy are not clear; however, it may be due to specific sensitivities of the neural populations that produce CAEP activity. Despite these differences, strong correlations between CAEPs and sentence perception support the idea that electrophysiology may be used to predict perception-in-noise difficulties experienced by different populations. It will be important to determine the relationship between electrophysiology and behavior in populations who experience difficulty understanding speech in noise such as those with hearing impairment or age-related deficits.
