During the last few years more and more genomic analysis of individuals of closely related species 15 has appeared. The history of evolution and development of populations, so-called demographic his-16 tory, is embedded into their genome and we can try to pull it out. Allele frequency spectrum or AFS, 17 the distribution of allele frequency in populations, is a popular and convenient representation of the 18 genetic information. The AFS is used to build evolution of multiple populations and there are some 19 methods to do it, for example, well-known software ∂a∂i or recently appeared moments. Both of 20 them provide an opportunity to simulate AFS from any specified by researcher demographic model 21 and to fit the best-likelihood parameters using local optimizations. However there is no known global 22 search algorithms for demographic model inferring with given AFS. 23 We introduce here a new method of automatic unsupervised inferring of the demographic model 24 from the allele frequency spectrum. It is based on genetic algorithm -one of the most effective 25 algorithms for global search. Our method was implemented in software GADMA (Genetic Algorithm 26 for Demographic Analysis, https://github.com/ctlab/GADMA) and showed itself rather efficient: it 27 automatically finds close or even better demographic model than the one that were previously received 28 manually. Moreover it shows different local optima close to global one, so it is possible to find more 29 biology corrected model during further research. Our approach confirm existing history of modern 30 people and find some new demographic models for the history of butterfly E. gillettii. 31 1 Introduction 32 To understand the evolution of species and their populations, it is important to understand what events 33 occurred in their past and when. The genetic structure and diversity of species are shaped by events, 34 such as population divergence, and processes, such as migrations or changes in (effective) population 35 size over the course of thousands or millions of years. Records of population history are imprinted 36 in the genomes of individuals within species. And with the rise of next-generation sequencing (NGS) 37
: General scheme of ∂a∂i. It gets some demographic model as input, then partial differential equation is composed. Then it is numerically solved and expected AFS is extracted from solution of PDE. In order to get measure of similarity between demographic model and real observed AFS, ∂a∂i calculate composite likelihood between expected and observed AFS's. Figure) , for each population i there is genetic information for n i chromosomes. To build AFS we need to call SNV's (relative to some reference) and calculate its frequencies.
Poisson value with an mean equal to M [d 1 , . . . , d P ]. We then calculate the likelihood -the probability 126 of obtaining the observed spectrum S, if the expectation spectrum is M , as the product of (n 1 + 1)(n 2 + Sudden type is usually most popular for using in demographic models, as well as the exponential type. Linear change was chosen to be some tradeoff between other two types, also it is more natural that sudden size change. Here colors are just a formality and are used for highlighting different types.
The purpose of this work is to develop an algorithm to search for the demographic model that best 145 corresponds to the observed AFS. Formally, the problem can be formulated as follows:
150 Output 151 152
• The set Θ ∈ R NΘ of values, that maximize the value of f :
There are approximate solutions of this problem with an additional input -a demographic model 153 with a fixed number of parameters, using various local search algorithms, but in practice, as mentioned 154 above, these algorithms have proved to be ineffective. In this paper, we present a new algorithm for the 155 approximate solution of this more general problem automatically using one of the most effective methods 156 of global optimization -GA.
ancient to the most recently formed population. This temporal order is usually known or can be imputed.
Then if the number of populations is ≤ 3, then each split will divide the last formed population. Thus, 164 a split event has only one parameter -the fraction of the population, which separates to form a new 165 population.
166
The next important component of the demographic model is the concept of "time interval". First, we 167 define this as a segment of time, during which a certain dynamics of change of effective size is maintained 168 for each population. We consider three main demographic dynamics: sudden change, linear change and 169 exponential change of the effective population size ( Figure 4 ). Sudden dynamic is very popular for its 170 simplicity, exponential is often used too. We add linear type of size change, as it is tradeoff between 171 sudden and exponential dynamic and is more natural than sudden type. Secondly, the parameters of 172 migration rates between populations are constant during a given time interval. Thus, each time interval 173 has the following parameters:
174
• time,
175
• effective population sizes at the end of the time interval,
176
• demographic dynamics of effective populations size change,
177
• migration between populations, if there is more than one population.
178
The sizes of the populations at the beginning of any time interval is equal to the number of populations 179 at the end of the previous interval.
180
The first time interval is a special one: we consider that it lasts from the beginning of the existence 181 of the species, and the demographic dynamic of change for the effective population size of the ancestral 182 population is sudden [11] . Therefore, in this interval the only parameter is the size of the ancestral 183 population.
184
Note that the number of split events is determined by the number of populations under consideration, 185 but the number of intervals can be changed and thus change the number of parameters of the demographic 186 model, its detail and complexity. Then we define the concept of the structure of the demographic model: T 1 , T 2 , T 3 and T 4 , and two populations' splits: S 1 and S 2 . The structure of that model is (2,1,1), because T 1 and T 2 are time intervals for one ancestral population, then split S 1 happens, T 3 is for two populations and T 4 is for three final populations after second split S 2 . Here colors are just a formality and are used for highlighting different types.
followed by a split of the second population (into P 2a and P 2b ), resulting in three descendant populations 195 that changed within one subsequent time interval. The structure of such a model would be described 196 as (2,1,1) ( Fig. 5 ). The simplest model structures would be for two populations -(1,1), and for three 197 populations -(1,1,1).
198
More formally, the structure of the model is a sequence of the form
{2, 3} is the number of populations. In this case, the number of parameters N Θ (S * ) of the demographic 200 model with the structure S * will be determined as follows:
The term (P − 1) corresponds to the number of split parameters, and
intervals parameters. Thus, we can unambiguously interpret the demographic model according to the list 203 of parameters and its structure by fixing for each time intervals a certain order of parameters. best-fitting parameters of the model with final structure will be found.
214
Under the above scheme we begin with a simple demographic model at first and then increase its 215 complexity (in terms of parameters) in order to estimate a more detailed model. If one try to find 216 parameters' values for a complex demographic model at once, then the number of parameters can be too 217 large to do it effectively.
218
Akaike information criterion. With the increase of the number of model parameters, we can overfit 219 the model; a model with a large number of parameters will be better able to find parameter values 220 corresponding to the observed data, than a model with a smaller number of parameters, but at the same 221 time it will be less correspond to reality, for example, due to data errors. The Akaike information criterion 222 (AIC) [24] is commonly used to compare models with different numbers of parameters:
where k is number of parameters of the model and log(L(M |S)) -value of the log-likelihood function.
224
The smaller AIC is, the better model fits observed data.
225
Obviously, it is enough to compare only the final models for each structure after local search, since The genetic algorithm is one of the effective heuristic algorithms. It is based on the principles of evolution, 231 which leads to a collision of notation with our problem. The aim of the algorithm is to find a solution 232 to a problem that has the maximum or minimum value of the fitness function. At the beginning, a set 233 of fixed size of random solutions, called individuals, is created. The set itself is called a generation.
234
Each individual is given the value of its fitness, which is determined by the value of the fitness function.
235
After this, new generations are iteratively built with the help of mutations, crossover and selection of the 236 fittest individuals. All these operations can be either deterministic or random, and their order can vary 237 in different implementations. In our case, individuals are demographic models of the same structure, and 238 the fitness function is the log likelihood log(L(M |S)), which was described above.
239
In the first step generation of demographic models is initialized randomly, if it has not been already 
248
The number of parameters to be changed is sampled from the binomial distribution with a mean equal 249 to the mutation strength. Parameters that need to be changed are chosen with the probability that is 250 directly proportional to their weights, which at the initial moment are equal (that is, the choice is equally apply it for the mutation rate: at each iteration, if we have a "successful" solution, that is, it became 262 better after mutation, then multiply the mutation rate by the constant C ∈ [1, 2], if not, then divide by 263 a fourth-degree root of C, decreasing the rate. In the case of the mutation strength for the "success" of 264 the solution, it is necessary to additionally check whether the decision has become the best for the whole 265 time of the algorithm's work.
266
Thus, often getting a new best solution with a mutation that occurs at the beginning of the genetic 267 algorithm, we will increase the number of parameters that change during the mutation operation, and 268 the degree to which they change, and then, as we approach the optimum and decrease in frequency, they 269 Figure 9 : Crossover of two demographic models.
will also decrease and lead to a more accurate search. An increase in the number of parameters for the 270 change leads to a more efficient crossover. At the same time, because of more weak conditions of the 271 solution success for the adaptive mutation rate, it is changed more frequent than the mutation strength 272 and make the mutation procedure more effective.
273
Crossover of two demographic models. In order to cross two demographic models, they are rep-274 resented as sequences of parameters. Each parameter of their descendant is chosen randomly with equal 275 probability from one or the second parent (Figure 9 ). Since the structure of models does not change 276 during the operation of the genetic algorithm, the number of parameters for all models will be the same 277 and they can be unambiguously interpreted by them and easily crossed by this way. 278 2.6 Local search algorithms.
279
Local optimizations are effective in cases when the initial solution is close to optimal. They are more 280 accurate in adjusting parameters than the genetic algorithm, and can significantly improve its result.
281
∂a∂i and moments provide the following choice of algorithms for local optimization:
282
• Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm.
283
• L-BFGS-B -BFGS modification, which is more efficient when the optimal parameters are close 284 to the bounds.
285
• Nelder-Mead method or simplex-method.
286
• Powell's method.
287
The first two methods are gradient descent based and the last two are without using of the gradient.
it was adapted for usage with ∂a∂i and for our experimental studies it was chosen as a local search 290 algorithm. In the implementation of our method, the user is provided the choice of a local optimization 291 algorithm. 292 2.7 Increasing complexity of the models' structure 293 We need to be able to complicate the structure of the demographic models to achieve the final. To do First, we explored the efficient of our method on different data sets, that were examined before. We 304 infer demographic models for two and three populations of modern human and for two populations of 305 checkerspot butterfly Euphydryas gillettii. For human history different values of method's parameters were 306 examined, including initial structure of models and usage either ∂a∂i or moments. GADMA provides 307 demographic models close to existing ones that were received manually before. For the history of butterfly 308 several demographic models were inferred. All of them has the likelihood close to the best one and can 309 be valid histories.
310
All data, parameters for GADMA runs and results are available in the repository: https://bitbucket. To compare the runs with different initial structures (models 2 and 3), some characteristics such as 359 time for one iteration of genetic algorithm, number of iterations or mean and standard deviation of the 360 log-likelihood value were calculated (Table 2) . Launches with a simple initial structure show a more stable 361 result in terms of the likelihood value, however they have a longer average time for one iteration. Also, (Table 3) . They provide a better likelihood value than the existing parameters. However, The algorithm was launched 10 times for each of the three models and the best solutions were observed 394 (Table 3 ). There were launches (also 10 times) using moments to compare its effectiveness with ∂a∂i. the structure of the model from the article corresponds to the simplest structure (1,1), it was chosen as 434 the initial and final structures.
435
Several runs showed different local minima and the resulting alternative models ( Figure 12 ) and their 436 best-likelihood parameters ( Table 5 and Table 6 ) were observed. We note that there is model ( Figure   437 12d) selected by GADMA, that were inferred in the paper [29] with sudden growth of population size 438 changes. For the AFS from synonymous SNVs only models of type B2 had better likelihood value than 439 model of type A, in contrast with the resulting models from the article.
440
One of the results of the paper [29] was the conclusion that the model with migrations is inapplicable 441 to the history without migrations. It was based on two factors: 1) model of type A, inferred from 442 AFS using synonymous SNV's had best AIC score; 2) estimation of time of split event in models with 443 migrations had wide 95% interval that included 0. However, during reproducing the result of the paper 444 an error in a table with parameters was found and this conclusion was found to be incorrect. Moreover, 445 it turned out on the contrary that the 95% interval for split time is rather good and the migration rates 446 are so small that they can be considered as zero. So the model with migrations correctly reflects the 447 history without migrations. The models derived by our method also have negligible migration values and models of type B2 had better AIC value than models of type A, that confirm this fact.
449
The average population of butterflies from Colorado (CO) was estimated as N CO = 34 individuals by
