Regional mapping of spekboom canopy cover using very high resolution aerial imagery," J. Appl. Remote Sens. 12(4), 046022 (2018), doi: 10.1117/1.JRS.12.046022. Abstract. Very high resolution canopy cover maps of spekboom are required to assist with the restoration of degraded habitat in the Little Karoo, a large semiarid region in South Africa.
Introduction
Spekboom (Portulacaria afra) is an evergreen succulent tree with a dense canopy of small fleshy leaves that can grow up to 2.5-m in height. It occurs in the subtropical thicket biome in the semiarid Eastern Cape and Little Karoo regions of South Africa.
1 "The subtropical thicket habitat types are most easily recognized by the occurrence of woody trees, spinescent shrubs, and a relative abundance of succulents. When occurring as solid stands, the vegetation can form impenetrable dense thickets, but this is uncommon in the Little Karoo. In most of the area, the subtropical thicket vegetation occurs as discrete bush-clumps, usually in a matrix of Succulent Karoo vegetation." 1 Although spekboom tolerates browsing by indigenous herbivores, it is highly susceptible to over-browsing by goats. [2] [3] [4] [5] Poorly managed goat grazing has transformed thicket over much of its range into sparsely scattered thicket clumps, isolated trees, and a covering of herbs. 5 The benefits of restoring degraded thicket habitat are evident from a number of perspectives. Spekboom is unusually effective at storing carbon for an arid region plant. 5 Subtropical thicket furthermore provides an important source of food for many herbivores, including domesticated livestock. 1, 6 The re-establishment of spekboom in degraded areas will reduce erosion and flood severity and improve water quality. 7, 8 The restoration of spekboom is also attractive from an employment perspective, since the restoration process could potentially create thousands of jobs in impoverished areas if implemented on a large scale. Currently, the most practical option for thicket ecosystem restoration is through the planting of spekboom cuttings. 4, 9 Spekboom is a keystone species and facilitates the creation of a favorable environment for the spontaneous recruitment of other plants. 10, 11 Spekboom canopy cover maps are required for assisting in the restoration process. There is a need for greater accuracy and repeatability than that provided by field-based mapping techniques. Field mapping is time-consuming and costly and is not practical over large areas. [12] [13] [14] Manual field mapping is confounded by the density (inaccessibility), heterogeneous nature, and complex growth forms of the subtropical thicket biome. 13 Thompson et al. 6 conducted a general degradation mapping study of the biomes occurring in the Little Karoo. A 1:50,000 vegetation map, developed by Vlok et al., 1 was used to delineate different habitats so they could be treated separately. A coarse three-level degradation classification of subtropical thicket was derived by thresholding 250-m resolution MODIS normalized difference vegetation index (NDVI) data. The study was successful at estimating three degradation levels (intact, moderate, and severe) of spekboom thicket at the 250-m MODIS resolution.
There is an initiative to involve private land owners in subtropical thicket restoration in order to broaden its impact. 15, 16 Spekboom is to be planted in stand sizes as small as three hectares on these lands. Very high resolution (VHR) imagery is required to produce maps of sufficient spatial detail for accurately monitoring canopy cover in these small stands. Spekboom often occurs in small clumps among a complex and varying mosaic of other vegetation. Moderate-to low-resolution imagery suffers from spectral mixing of spekboom, other vegetation, and soil in this heterogeneous biome. 6 VHR imagery is, therefore, necessary to facilitate fine scale discrimination of spekboom from surrounding soil and vegetation. To achieve sufficient accuracy for restoration monitoring and carbon storage estimations, it is necessary to estimate canopy cover in finer detail than the three levels of degradation and 250-m resolution used in Thompson et al. 6 Multispectral VHR imagery has been successfully used for vegetation mapping in a number of studies. A combination of spectral band, vegetation index, band ratio, and textural features are commonly used to provide informative measures capable of distinguishing vegetation classes. [17] [18] [19] [20] [21] Object-based approaches to image classification, where homogenous image objects are first generated through segmentation and then classified as a whole, have become popular in vegetation studies. 18, 20, 22 These approaches are often favored for VHR imagery [17] [18] [19] [20] [21] [22] because they are potentially able to better exploit the additional spatial information and deal with unwanted variation when compared to the more traditional per-pixel approach. 18, 22 The segmentation problem is, however, recognized as being poorly posed, requiring manual adjustment of parameters, and being difficult to solve. 23 Per-pixel classification provided good and useful mapping accuracy in a number of studies [24] [25] [26] and is a simpler and faster method, not requiring user specification of algorithms and associated parameters.
A variety of supervised approaches are used for classifying features derived from VHR imagery. Some authors found the maximum likelihood (ML) classifier to adequately model their class distributions. [24] [25] [26] Others adopted more sophisticated approaches such as support vector machines (SVMs) 18 and neural networks. 17, 21 Algorithms implemented in the eCognition software package, 27 such as the fuzzy and hierarchical approaches, are also frequently used for VHR image classification. 19, 20, 22 As the number of features increases, the amount of data required to adequately represent class distributions in the increased feature space increases exponentially. This is known as the "curse of dimensionality." 28 For finite-training samples, increasing the features beyond a certain point results in overtraining and a decrease in the classifier's ability to generalize. This "peaking phenomenon" 29 makes it necessary to apply feature selection to reduce the size of the feature set to a salient minimum in order to achieve an accurate classification. Feature selection by ranking, based on some separability or importance measure of individual features, is frequently used. 17, 19, 20 Although fast, feature ranking is known to be suboptimal for feature spaces containing redundancy. 30 Ghosh and Joshi 18 used recursive feature elimination (also known as backward elimination)-a greedy search technique to select informative features. Of the reviewed studies, Ghosh and Joshi 18 were the only ones to use a feature selection method that considers the effect of feature redundancy by evaluating features in combination.
The majority of the reviewed vegetation mapping studies were applied to small areas, typically covered by a single satellite image. [18] [19] [20] 22, 24, 26 Radiometric corrections are sometimes not applied in small study areas 24 or partially handled using conversion to top of atmosphere radiance. 19, 26 These corrections do not compensate for varying atmospheric and bidirectional distribution function (BRDF) effects, characteristic of datasets containing hundreds or thousands of aerial images.
In this paper, we present a method for mapping spekboom canopy cover at a spatial resolution of 0.5 m. A total of 2228 multispectral aerial images, acquired over multiple days from January 22 to February 8, 2010, were used as input. Radiometric variations due to atmospheric and BRDF effects in the images were reduced using a simple yet effective technique for homogenizing the digital numbers to approximate surface reflectance. This is not only allowed for the application of a single classification algorithm to the entire set of images, but also provides the possibility of extending the presented mapping technique spatially and temporally. An informative feature subset was selected from a typical set of spectral band, band ratio, vegetation index, and textural features using a feature selection method that is robust to redundancy typically found in high-dimensional feature sets. The selected features were used to evaluate a set of candidate classifiers.
Data

Study Area
The Little Karoo is a semiarid, biodiverse area located in the Western Cape Province of South Africa (Fig. 1) . The subtropical thicket biome makes up 35.3% of the 23 439-km 2 area.
1
A total of 54 habitat types are present, of which 10 support spekboom. 1 It is estimated that about 90% of the spekboom thicket in the area is degraded. 6 A 5893-km 2 (25%) representative portion was chosen as the study area, as shown in Fig. 1 . This area includes 9 of the 10 habitat types supporting spekboom.
Imagery
VHR aerial imagery of the study area was acquired from Chief Directorate: National Geo-spatial Information (NGI), a division of the South African Department of Rural Development and Land Reform. The images were captured at 0.5-m resolution with an Intergraph Digital Mapping Camera (DMC) that provides multispectral red, green, blue, and near-infrared (NIR) bands. The study area is covered by 2228 images, acquired over multiple days from January 22 to February 8, 2010 , during the area's dry season. Spekboom has a characteristic lime green color and is evergreen. The dry season imagery helped contrast the evergreen spekboom against the comparatively drier background vegetation.
Data Collection
Two datasets were constructed: one for evaluating the canopy cover estimates obtained from the classifier outputs, and a second for training and evaluating the classifier on a per-pixel basis. The first dataset consisted of in situ estimates of canopy cover acquired at 20 different sites, each of roughly one hectare. A botanist knowledgeable about the area provided expertise in the selection of sites to encompass variation in geology, habitat, and level of degradation. Boundary polygons were recorded for each site by walking the perimeter with a differential global positioning system (DGPS) device. The DGPS coordinates were postprocessed to provide about 30-cm accuracy. During the field visits, estimates of canopy cover inside the site perimeters were made. The locations of the ground truth sites and their corresponding area names are shown in Fig. 2 . Details of the surrounding ("mosaic") vegetation type, geology, and estimated canopy cover of each site are given in Table 1 . A three-level degradation measure, as used by Thompson et al., 6 is reported for each site. This dataset is referred to as the "in situ canopy cover data" and was used for evaluating the accuracy of canopy cover estimates obtained from the classifier output. Figure 3 shows an example of a site perimeter on a background of the NGI imagery, rendered in RGB (red, green, and blue). This in situ canopy cover data were gathered in November 2012, whereas the imagery was captured in January 2010. This time lag was unavoidable due to limited availability of the aerial imagery. Some changes in spekboom canopy cover may have occurred during this time in recovering areas, but spekboom is relatively slow-growing, 1 and these changes are not considered significant.
For the second dataset, a labeling scheme of three classes was adopted as described in Table 2 . Although canopy cover mapping is in essence a two-class problem (spekboom and everything else), the addition of a third class, labeled as tree, was beneficial. By merging multiple classes into a single class, the ability to adjust the priors of individual merged classes is lost. The class priors, or "weights," control the relative emphasis the classifier places on identifying each class correctly. 31 Spekboom and trees have similar spectral and textural features, making a differentiation between them a particularly challenging part of the problem. Thus the addition of the tree class is useful, as it allowed control over the classification accuracy of trees relative to the other classes. The size of the background class was reduced to be the same as the spekboom class by taking a random subsample. This was done to expedite classifier training times. Due to the small (0.5 m) pixel size, limited DGPS and image spatial accuracy, dense vegetation growth and rugged terrain, it was not practical to obtain per-pixel class labels by in situ observation. Per-pixel class labels for the second dataset were, therefore, obtained by visual discrimination and the hand labeling of images. Image areas belonging to the various classes were delineated as polygons in a geographical information system (GIS) package. An example is shown in Fig. 4 . All pixels within a polygon object were assigned the same class label. Polygon areas were selected to encompass variability in habitat and level of degradation. The total number of polygons and pixels labeled for each class is shown in Table 3 . This dataset is referred to as the "labeled pixel data" and was used for training and evaluating the classifier on a per-pixel basis.
Methods and Experiments
Radiometric Homogenization
Although the imagery provided by NGI is orthorectified, no radiometric corrections were applied to it. The NGI imagery contains variations due to BRDF and atmospheric effects, which makes it poorly suited to quantitative remote sensing techniques. The imagery was consequently radiometrically homogenized through the application of a surface reflectance estimation technique. 32 This technique corrects for coarse scale atmospheric and BRDF effects using a well-calibrated, concurrent, and collocated surface reflectance satellite image as a reference. We used a MODIS MCD43A4 composite image for the period of January 25, 2010, to February 9, 2010, for this purpose. This image has a 500-m resolution and contains nadir BRDF-adjusted reflectance data Fig. 4 Example image class labels. surface reflectance could also serve as reference data, no cloud-free imagery concurrent (or near-concurrent) to the aerial imagery was available from those sources. The relative spectral responses (RSRs) of the DMC and corresponding MODIS bands are shown in Fig. 5 . Radiometric correction is important as it allows accurate snapshot mapping of large spatial extents and provides the possibility of repeating the canopy cover mapping to evaluate restoration progress.
Mapping Methodology
The image resolution of 0.5 m, combined with the tendency of spekboom to grow in continuous stands, meant that there was little spectral mixing and that pixels covering spekboom were relatively pure. This supported a per-pixel classification approach to distinguish spekboom from the surrounding vegetation. The pixel-based approach also ensured that the complexities associated with segmentation could be avoided. The fractional canopy cover was determined as the portion of pixels classified as spekboom over an area of interest.
Given the large number of images, computation time was an important consideration in the formulation of our method. Radiometric homogenization and classification software tools were developed using the GDAL 35 and OpenCV 36 software libraries. Careful consideration was given to computational efficiency in the selection of features and classification algorithm.
Features
A set of 46 features that would aid in describing the visual characteristics of spekboom were evaluated. The set included a typical combination of spectral features, vegetation indices, and texture features. Similar features have been used by Li et al. 37 and Trias-Sanz et al. 38 The features can be grouped into two broad categories: per-pixel and sliding window features. The per-pixel features are found with the spectral information from only one pixel, whereas the sliding window features are found from a statistic of the pixels inside a small local neighborhood. Although the spectral resolution of the VHR imagery is poor, the spatial resolution enables a description of the vegetation structure and spatial patterns, which is not possible with lower resolution satellite imagery. Texture features are a popular way of encapsulating spatial and structural information. Measures of vegetation texture are sensitive to shadow variations, an unavoidable phenomenon in aerial imagery caused by the long flight times and varying sun angle. Nevertheless, texture is recognized as an important feature in biomass estimation in complex habitats. 14, 39 The sliding window features were included to exploit this source of information when distinguishing the classes.
Although the imagery was calibrated to surface reflectance, it was done at a coarse spatial scale and fine resolution radiometric variations were not taken into account. A normalized color space was consequently included in the features to reduce intensity variations not removed by the surface reflectance corrections. Color is captured by the relative amounts of the raw color bands rather than their absolute values. Normalized color features are defined as 40 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 1 1 6 ; 6 9 9 c n i ¼
where C i are the raw R, G, B, and NIR band values, and i is the band number. The denominator normalizes for intensity. Green, living vegetation, absorbs light in the photosynthetically active radiation region of the spectrum, which corresponds to the red band. There is a sharp transition from absorption to reflection around 700 nm, 41 which is captured by the DMC R-and NIR-wavelength ranges (see Fig. 5 ). Vegetation is highly reflective in the NIR band as the energy in these wavelengths is insufficient for photosynthesis and potentially harmful due to its heating effects. Various vegetation indices exploit these spectral properties. The ratio vegetation index (RVI) is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 1 1 6 ; 5 5 9
It has a range of zero to infinity and increases as the vegetation becomes denser and photosynthetically more active. 42 The well-known NDVI is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 1 1 6 ; 4 9 3
NDVI is limited to the range −1 to 1 and contains the same information as RVI, but is easier to visualize and interpret due to its limited range. Both indices are unaffected by intensity changes.
The tasseled cap transform is a linear transform of the raw band feature space to a new orthogonal coordinate system, similar to a principal component transform. It was designed for agricultural wheat classification and was intended to reduce variability in soil and wheat classes by removing variation due to topography, sun angle, and wheat growth stage. 43 The tasseled cap transform was approximated in this study using a principal component transform derived from the variance of the spekboom class. The first component was aligned with spekboom variation rather than wheat variation, as in the original tasseled cap transform. As it is simply a rotation of the raw band space, it is more useful as a dimensionality reduction technique [similar to principal components analysis (PCA)] than an extractor of novel features. The principal components of the normalized colors of Eq. (1) were also included as features in the classification process.
Entropy is a statistic that describes the amount of randomness in a variable. It was included in our feature set as a texture feature to describe complexity in the local neighborhood of a sliding window. The entropy of the values in the image window x is defined as 38 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 1 1 6 ; 2 4 6
where h i ðxÞ is the probability in the i'th histogram bin of x. A total of 256 bins were used in all cases. In addition to the entropy, the median and the four central moment features (mean, standard deviation, skewness, and kurtosis) of Li et al. 37 were included as sliding window features. The first principal component, RVI, NDVI, and normalized green channel were all used as inputs to the sliding window feature set. The complete feature set and their labels are listed in Table 4 . A sliding window size of five was selected using a cross-validated grid search, with the accuracy of a naive Bayes classifier trained on the EntropyPc1 feature as the performance criterion. This size seemed sensible as it is comparable to that of a small spekboom clump.
Feature Selection
The bands of the imagery have significant spectral overlap 44 and consequently are highly correlated. Given that the bands are the source data for all the derived features, the derived feature definitions also contain interdependencies. A number of authors have noted that feature redundancy can cause instability and suboptimality in selected features when traditional approaches (such as ranking, forward selection, and backward elimination) are used. 30, [45] [46] [47] Redundancy can be reduced by using a feature extraction approach such as PCA, but requires computation of the full feature set and is not practical in computationally demanding applications such as ours.
A feature selection method, called feature clustering and ranking, was used to select relevant features in the presence of redundancy. The approach is based on Harris and Van Niekerk 48 but uses hierarchical clustering instead of affinity propagation to group redundant features. It is described as follows:
1. Perform average-linkage hierarchical clustering 49 of the feature set using the correlation coefficient as the dissimilarity metric. 2. Select a dissimilarity threshold, at which to extract a natural number of clusters containing high correlation by visual inspection of the dendrogram. 3. Rank each cluster's importance by finding the value of a relevance criterion for each individual feature and then finding the median of the feature relevance values in the cluster. 4. Select a single feature from each of the N clusters with the best importance scores. The number of clusters N was chosen using a grid search with the final classifier accuracy as performance measure. In this study, the accuracy of a naïve Bayes classifier was used as the feature relevance criterion. The naive Bayes criterion makes no assumption about the form of the class distributions and can thus provide a generic measure of separability. It is simple, fast, and recognized as being accurate for a variety of problems. 50 To avoid biased accuracy estimates, all classifier accuracy evaluations for feature relevance or selection of N were done on unseen test data using a 10-fold cross validation. 28 The cluster-ranking method has the advantages of being quick and allowing hand-picking of the single features that represent each cluster. The flexibility to choose features enables the user to favor those features that are fastest to compute, or perhaps to choose those features that are more readily understood. The method was applied to the labeled pixel data.
Classification and Canopy Cover Estimation
The decision tree, random forest, SVM, Bayes normal, and k-nearest neighbor (kNN) classifiers were evaluated in this study. A decision tree is a tree of binary decision nodes based on thresholds of different features. Data are recursively split at each branch node until a terminal representing a class label is reached. 51 Training is performed by a greedy procedure, which iteratively adds nodes and selects features producing the best split for each node. Criteria used for choosing the best feature at each node include the information content, node purity, and Fisher's criterion. 29 Overtraining is a concern and trees can be pruned in a posttraining step to reduce variance. Decision trees are known for their speed of execution and ease of interpretation. Node decisions can help provide insight into the problem. Decisions are usually binary and based on a single feature. As a result, the decision boundary is comprised of stepwise sections parallel to the feature axes and is at best an approximation of the optimal boundary. 29 Decision trees are flexible and broadly applied as they are nonparametric (i.e., they make no assumption about the form of class distributions) and can deal with categorical as well as continuous variables. 51 Random forests are classifiers that use bootstrapped aggregation (bagging) 52 of a large collection of decision tree classifiers. Each tree is trained on a bootstrapped version of the dataset and the decision feature for each node is selected from a random subset of the full feature set. 53 The bootstrapping and random feature subsets help introduce variation among the base tree classifiers. The uncorrelated decision trees, in combination, have greater predictive power than any single one. Importantly, a random forest is not prone to overtraining. Random forests are also robust to mislabeled training data. Both training and execution demand a moderate amount of computation time. The two main parameters for tuning a random forest are the number of trees and the number of features considered for each node.
Ground-breaking and widespread pattern recognition work has been done with the SVM. 37, 45, 47, 54 The SVM was initially defined as the two-class linear decision boundary that maximized the distance to the nearest objects, called "support vectors." 55 The decision boundary is determined only by the support vectors, not directly by features or generative descriptions of class distributions. The SVM minimizes the Vapnik-Chervonenkis dimension, a measure of the complexity of the classifier. This is an important property of the SVM and explains how it effectively adapts its complexity to the data, is robust to overtraining and performs well in highdimensional feature spaces. The original formulation was extended to the case of overlapping multiclass problems using a penalty term with user-defined multiplier C, which punishes class overlap. Using the kernel trick, the linear SVM was further extended to allow modeling of nonlinear decision boundaries. 55 Different kernels such as polynomials or radial basis functions (RBF) may be chosen to suit the given problem. In kernel form, the SVM can be considered a nonparametric classifier. In our evaluation, an RBF kernel was used for the SVM classifier. The training is done using a computationally demanding quadratic optimization problem. However, execution is fast as it only requires an evaluation of the kernel function for the support vector-object vector pairs. 29 The Bayes normal classifier, sometimes referred to as the ML classifier, assumes that the classes are normally distributed. Mean and covariance parameters are estimated for each class from the data, usually with the ML criterion. Bayes' rule is then used to define the decision boundary.
The kNN classifier labels test objects by finding the mode of classes of the closest k training objects. 28 Any distance metric can be used for finding neighbors, but the Euclidean distance measure is prevalent and was used in our study. This classifier is a useful benchmark as it almost always performs reasonably well, requires only one parameter, and is nonparametric. 29 It requires finding distances to the full training set, which can slow execution for large datasets.
User supplied tuning parameters for the classifiers were found with cross-validated grid searches. Table 5 details the parameter values selected for each classifier. Descriptions of the parameters can be found in the OpenCV documentation. 57 Morphological operators 58 were applied as a postprocessing step to the classifier produced maps to remove noise and smooth boundaries. Assuming that the majority of spekboom plants were big enough to cover more than one pixel, a morphological opening was applied to remove isolated spekboom pixels. Following this, spurious wrinkles and holes in the spekboom boundaries were removed with a morphological closing operation; the assumption being that spekboom typically grows in solid clumps and any real gaps in these clumps would be more than a pixel wide. These operations can be seen as a way of further incorporating spatial context into the classification.
Evaluation
The per-pixel performance of the candidate classifiers on the selected features was evaluated with the labeled pixel data. To avoid biased estimates of the performance, 10-fold cross validation was used for classifier evaluation. The canopy cover performance of the classifiers was tested on the in situ canopy cover data. After applying the classifiers and morphological operations to the relevant images, canopy cover estimates were extracted by evaluating the fractional portion of spekboom inside the areas of the field site polygons. These estimates were compared to the in situ canopy cover data. A flowchart illustrating the methodology for canopy cover estimation and evaluation is shown in Fig. 6 .
Results
Feature Selection
The dendrogram showing the clustering of our feature set is plotted in Fig. 7 . The dotted line shows the dissimilarity threshold value at which the feature clusters were extracted. This value was selected on the basis of being a relatively stable point in the hierarchy and being a point where the correlation among features is strong. Table 6 lists the clusters ordered by their importance, along with their component features. The NDVI, pc1, EntropyPc1, gN, bN, and nc2 features were selected from the top six clusters. Table 7 compares the performance of the candidate classifiers. The table results are sorted according to the mean absolute canopy cover error (MAE) in the last column. Of the performance measures in this table, this is the only one evaluated against the in situ canopy cover data; the rest were evaluated against the labeled pixel data using cross validation. Three-and two-class errors are reported as the class prior weighted errors, i.e., the mean of the errors of omission. Cohen's Kappa and user's and producer's accuracies are given for the two-class case. Standard errors are given for all cross-validated performance measures that were evaluated on the labeled pixel data. The standard deviation of absolute errors (SAE) gives an indication of the variability in the canopy cover performance. Times taken for each classifier to process a single 12;000 pixel × 8000 pixel image are listed in Table 8 .
Classification and Canopy Cover Estimation
The decision tree three-class and two-class confusion matrices and performances, obtained from the labeled pixel data, are given in Tables 9 and 10 , respectively. The three-class confusion matrix shows that the tree class overlaps with both the spekboom and background classes, but that the overlap is larger with the background class. Table 11 shows the canopy cover estimates obtained from the postprocessed decision tree output for each of the in situ canopy cover sites. The mean of the absolute canopy cover error is 5.85%, with a standard deviation of 4.65%. The decision tree classifier was applied to the image mosaic of the study area to produce a spekboom canopy cover map that was morphologically postprocessed. Figure 8 shows close-up examples of the resulting canopy cover map for each of the canopy cover ground truth areas (as described in Table 1 ). Spekboom boundaries, shown in blue, are overlaid on color-infrared aerial imagery. Figure 9 shows the final spekboom canopy cover map of the study area (the vegetation map of Ref. 1 was used to mask areas not supporting spekboom). Table 6 reveals a number of interesting properties of the features. First, it is clear that there is significant redundancy among the features. The correlation between the R, G, B, and NIR bands is strong (>0.7), likely due to strong coupling with intensity. The bands are consequently all grouped into a single cluster. Although the definitions of the nirN, NDVI, and RVI features are quite different, they are all describing the same spectral property of vegetation, namely high absorption in the red band and high reflectance in the NIR band. This is confirmed by their collection in the same cluster. EntropyPc1 is ranked highly (third) in its own cluster, which supports the hypothesis that texture is an important property for mapping vegetation in VHR imagery. It is, however, the only texture feature in the best eight clusters. At the 0.5-m image resolution, texture will be descriptive of bush-clumps more than individual spekboom plants. The bush-clumps vary significantly in their composition and character with variation in habitat and level of degradation. We believe that the paucity of texture features in informative clusters is likely due to bush-clump and shadow variations.
Discussion
Feature Selection
The importance of bN was unexpected. The blue channel is particularly susceptible to haze effects and intuitively should not hold much discriminating power for vegetation. Inspecting bN images shows an inversion of the topography shading seen in other channels. Sunlit northern slopes are dimmer and shaded southern slopes brighter. This occurs because the blue light in the shaded areas, which scatters more readily, is the dominant band of illumination. The contribution of bN is not fully understood but we believe its value lies in this property and that it helps to distinguish shaded vegetation from genuinely dark vegetation. In their tree mapping study, Key et al. 59 also found the blue band to be valuable due to its insensitivity to shadowing issues.
The gN feature, its mean, and its median form their own cluster. The mean sliding window feature, median sliding window feature, and source feature operated on by those sliding windows are strongly correlated, as is expected.
The NDVI, pc1, EntropyPc1, gN, bN, and nc2 features were selected from the top six clusters. Selection of sliding window features was avoided where possible as they are computationally more demanding than the per-pixel features. NDVI was selected from the first cluster simply because it is popular and easy to interpret. In the second cluster, pc1 was chosen as it is the first principal component of the raw bands and should, therefore, be more informative than any one of them in isolation. There is only one sliding window feature, EntropyPc1, in our final selection. 
Classification and Canopy Cover Estimation
With the exception of the Bayes normal classifier, the classifiers' performance was remarkably good. The performances of the kNN and decision tree classifiers are as good as or better than the more complex SVM and random forest classifiers (see Table 7 ). The excellent performance of a diverse group of classifiers suggests that an informative feature set was selected. The notably poorer performance of the Bayes normal classifier implies that the classes are not normally distributed. The three-class errors are larger than the two-class errors due the tree class overlapping substantially with the background class. Errors due to tree samples being assigned to the background class, and vice versa, are negated when the tree class is lumped into the background class. The classifier performance variability on the labeled pixel data was low in general, as evidenced by the standard errors in Table 7 , with the SVM producing the highest variability of the tested classifiers.
Of the performance measures in Table 7 , the MAE is considered the most important for classifier comparison as it has the most direct relationship with actual canopy cover mapping accuracy over the study area. Taking the MAE and image ground truth performance into account, the decision tree was selected as the final classifier. It has the best canopy cover performance and is the fastest option (see Table 8 ). Although it is one of the poorer performers on the labeled pixel data, it is still very accurate when applied to this data. The classifier performed well in the Groenfontein, Matjiesvlei, and Grootkop areas, but underestimated canopy cover in all the Rooiberg sites. As a result of the sandstone/quartzite geology of the area, the spekboom plants at Rooiberg are smaller and have a canopy that is less dense than those in other sites. We believe this partially explains the canopy cover underestimation in this area.
A visual inspection of the canopy cover map revealed some spatial variation over the study area. Figure 8 shows close-up canopy cover map examples for each of the canopy cover ground truth areas (as described in Table 1 ). Arid areas, such as Rooiberg, seem more prone to underestimation, probably due to spectral mixing occurring with bare ground around the canopy borders and also due to the smaller and less dense stands occurring in these areas. Conversely, there tends to be a slight overestimation in more densely vegetated areas, likely the result of confusion due to spectral mixing with other green vegetation. In general, however, the canopy cover map of the study area appears accurate. This study is one of few examples of vegetation mapping using VHR imagery over a large area. 12, 14 Although the mapping accuracies achieved compare well with related studies, 18, 19, 23, 26, 60 there are possible avenues for improvement. Ancillary information such as elevation, slope aspect, or habitat could be incorporated into the classifier, similar to Thompson et al. 6 and Su. 61 This could be done by including it either as a feature or by designing separate classifiers for different ranges or categories of the ancillary variable.
Conclusions
Accurate spekboom canopy cover estimates were obtained across the study area using a per-pixel classification approach. Homogenization to surface reflectance by calibration with satellite data provided radiometric consistency and allowed application of a single classification algorithm over an extended area. Six features, consisting of a combination of spectral, textural, and vegetation index type measures, were selected using a feature clustering and ranking method. Out of a set of candidate classifiers, a decision tree produced the best canopy cover accuracy, and was subsequently used to produce a map of the study area. An MAE of 5.85% over 20 ground truth sites was achieved.
Although some variation in the canopy cover accuracy was observed over different habitats, the classifier's general performance was consistent over the study area. By incorporating ground truth from new areas, the techniques used to produce this map could be applied to the rest of the thicket biome. The availability of a spekboom canopy cover mapping technique will be a valuable starting point for developing measures of other environmental variables such as biomass and biodiversity. 12, 62, 63 vegetation types. He has been involved in projects to assess land conservation status, classify and map vegetation, and restore degraded land. He is a research associate and subject moderator for the Nelson Mandela University and is currently self-employed as an environmental advisor.
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