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Abst rac t - -Th is  paper intends to propose anovel clustering method, ant K-means (AK) algorithm. 
AK algorithm modifies the K-means as locating the objects in a cluster with the probability, which is 
updated by the pheromone, while the rule of updating pheromone is according to total within cluster 
variance (TWCV). The computational results showed that it is better than the other two methods, 
self-organizing feature map (SOM) followed by K-means method and SOM followed by genetic K- 
means algorithm via 243 data sets generated by Monte Carlo simulation. To further testify this novel 
method, the questionnaire survey data for the plasma television market segmentation is employed. 
The results also indicated that the proposed method is the best among these three methods based 
on TWCV. @ 2005 Elsevier Ltd. All rights reserved. 
Keywords - -Data  mining, Clustering analysis, Ant colony optimization. 
1. INTRODUCTION 
Data  mining, extract ing interest ing and valuable informat ion such as trends, features, or patterns 
from hidden predict ive data, is the mult id isc ipl inary field that  is at the intersect ion of statistics, 
machine learning, database management ,  and data  visual izat ion, to provide a new perspect ive 
on data  analysis. 
Cluster ing analysis, which is the subject of active research in several fields such as statistics, 
pattern recognit ion, machine learning, and data  mining, is to part i t ion a given set of data  or 
objects into clusters (or called groups, classes). It also has been appl ied in a large variety 
of appl ications, for example,  image segmentat ion,  object and character  recognit ion, document  
retrieval, etc. Some of the clustering techniques, which support  these appl ications, are shown in 
the next section. 
Ant  colony opt imizat ion (ACO) is a recently proposed metaheur is t ic  approach for solving 
hard combinator ia l  opt imizat ion problems [1]. The ant is able to communicate  with each other 
according to its chemical trail  called "pheromone".  The characterist ics of an ant colony include 
posit ive feedback, d istr ibuted computat ion,  and use of a construct ive greedy heurist ic [2]. 
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Due to ACO's promising results, this study proposes a novel method, ant K-means (AK) 
algorithm, to solve the clustering problem. The proposed method needs the initial number of 
corresponding clusters and eentroids. The computational performance of the proposed method is 
compared with the other two methods, self-organizing feature map (SOM) followed by K-means 
method [3,4] and SOM followed by genetic K-means algorithm [5], via 243 data sets generated by 
Monte Carlo simulation [6,7]. To further testify its performance, the questionnaire survey data 
for the plasma television market segmentation is employed. The results also illustrated that the 
proposed method has the smallest otal within clustering variance among three methods. 
The rest of the paper is organized as follows. Section 2 presents ome general background 
for data mining, clustering analysis, and ant colony optimization, while the proposed method 
is explained in Section 3. Both the simulation and real-world problem results are illustrated in 
Sections 4 and 5, respectively. Finally, Section 6 makes the concluding remarks. 
2. L ITERATURE REVIEW 
2.1. Data  Mining 
Fayyad, Piatetsky-Shapiro and Smyth [8] had defined the knowledge discovery in databases 
(KDD) as a nontrivial process of identifying valid, novel, potentially useful, and ultimately un- 
derstandable patterns in data [9]. By the term process shows that KDD is made up of sev- 
eral steps, which involve selection, preprocessing, transformation, data mining, and interpreta- 
tion/evaluation. In [10,11], they show that data mining is a multidiseiplinary field that is at 
the intersection of statistics, machine learning, database management, and data visualization, to 
provide a new perspective on data analysis. Fayyad [9] stated the following. 
"Data mining is a step in the KDD process consisting of applying computational tech- 
niques that, under acceptable computational efficiency limitations, produce a particular 
enumeration of patterns (or models) over the data." 
He further explained that the data mining is concerned with the algorithmic means by which 
patterns are extracted and enumerated from data. Therefore, we may say that the data mining is 
the process of analyzing the transformed or observational data sets to find unsuspected relation- 
ships and to summarize the data in novel techniques such as neural network or genetic algorithm 
for unknown patterns or models to data owner. 
2.2. C luster ing Analys is  
The goal of clustering analysis is to group similar objects together. There are many meth- 
ods being applied in clustering analysis, like hierarchical clustering, partition-based clustering, 
density-based clustering, and artificial intelligence-based clustering. In this section, the arti- 
ficial intelligence-based clustering which includes artificial neural networks (ANN) and genetic 
algorithm (GA) is illustrated. The other approaches are introduced in survey research [12-14]. 
2.2.1. Appl icat ions of ANN in c luster ing analysis 
The most widely applied unsupervised learning scheme is Kohonen's feature maps (also called 
self-organizing feature map, SOY[) [15]. The SOM typically has two layers. The input layer is 
fully connected to the output layer that is a two-dimensional layer. The output layer nodes each 
measure the Euclidean distance of its weights to the incoming input values. The output nodes 
with the smallest distance called as winning nodes and the weights of them are adjusted to be 
closer to the values of the input nodes. The other widely applied unsupervised learning scheme 
is adaptive resonance theory (ART). The basic features of the ART architecture arc shown as 
follows. Patterns of activity that develop over the nodes in the two layers of the attentional 
subsystem trances because they exist only in association with a single application of an input 
vector. The weights associated with the bottom-up and top-down connections between F1 and F2 
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traces because they encode information that remains a part of the network for an extended period. 
In [16], Carpenter et al. presented the adaptive resonance theory 2 (ART 2). ART 1 and ART 2 
differ in the nature of their input patterns. ART 1 requires that the input vectors be binary. 
ART 2 is suitable for analog patterns. Both ART 1 and ART 2 have an attentional subsystem 
and an orienting subsystem. The attentional subsystem of each architecture consists of two 
layers, F1 and /'2. The orienting subsystem of each network performs the identical function. 
The basic differential equations that govern the activities of the individual processing in ART 2, 
Carpenter and Grossberg have had to split the F1 layer into a number of sublayers containing 
both feed-forward and feedback connections [16,17]. 
2.2.2.  App l i ca t ions  o f  GA in c lus ter ing  ana lys is  
In [18], Selim and Ismail proved that the conventional statistics methods, like K-means algo- 
rithm, arc easy to find a local minimmn. It is necessary to develop a more robust method for 
clustering analysis. Maulik and Bandyopadhyay [19] proposed a GA-based method to solve the 
clustering problem and experiments on synthetic and real life data sets to evaluate the perfor- 
mance. The results showed that the GA-based method may improve the final output of K-means. 
According to [20], the researcher proposed a novel approach called genetic K-means algorithm 
(GKA) for clustering analysis. It defines a biased mutation operator specific to clustering called 
distance-based-mutation. Using finite Markov chain theory, it proved that the GKA converges 
to the best known optimum. 
2.2.3.  Two-s tage  c lus ter ing  ana lys is  
Kuo et al. proposed a two-stage method which integrates both the SOM and K-means (called 
S + K). The results indicated that the proposed method is much better than only using SOM 
or K-means [3]. In [5,21], Kuo modified Krishna's GKA and used SOM's solution as the initial 
solution for modified GKA. The results howed that it is better than previously published method, 
SOM + K-means. Kuo et al. [5] proposed SOM + GA-Based clustering method (called S + G) on 
clustering analysis, and S + G gets better computational performance than SOM and S + K. 
2.3. Ant  Co lony  System 
Dorigo et al. [22] applied the ant system to the well-known traveling salesman problem (TSP). 
The corresponding algorithm is shown in Figure 1. Let a set of n cities, the TSP is the problem 
of finding a minimal length closed tour that visits each city once. The edge (or arc) between 
City i and City j is called dij; in the case of Euclidean TSP, dij is the Euclidean distance between 
City i and City j, i.e., dij = x/(zi - z j )  2 + (Yi - y j )2 .  An example of the TSP is given by a 
graph (N, E), where N is the set of cities and E is the set of edges between cities. 
Let m ants walk on the n cities. Each ant randomly set in n cities, and moves to next city with 
the probability (called random-proportional rule), given by equation (1), which ant k in City i 
Procedure Ant System algorithm for TSP 
Set parameters, initialize pheromone trails 
While (termination iteration not met) Do 
Do 
Determinate next city with probability pKij) given by Equation (1) 
While (each ant complete atour) 
Updating the pheromone on each walked edge by Equation (2) 
End 
Summarize all data 
End AS algorithm for TSP 
Figure 1. The ant system algorithm for TSP. 
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chooses to move to the City j with the probability pk(i , j ) ,  i.e., 
[r(i ' J)]~" [r/(i'J)]~ i f j  E allowedk, 
pk( i , j )  = E [r(i,s)] ~ . [v(i, s)]Z' (1) 
sE allowedk 
0, otherwise, 
where r is the pheromone, 7] (or called visibility) is the inverse of the distance between i and j, 
i.e., r~ = 1/d i j  , allowedk is the set of cities not visited by ant k. The parameter c~ and fl control 
the relative importance of pheromone trail versus visibility. 
When each ant passing by the whole cities (a complete tour), the pheromone will be laid on 
the edge which is walked by that ant. This is important mechanism to update the pheromone 
on the edge (also called global updating rule). Once all ants have built their tours, pheromone is
updated on all edges according to 
7n 
v( i , j )  ~- (1 - p) . ~( i , j )  + ~ ATk( i , j ) ,  (2) 
k=l  
where 
Q i f ( i , j )  c tour done by ant k, 
zx~ (i, j )  = ' (3) 
0, otherwise, 
0 < p < 1 is a pheromone decay parameter, Q is a constant, and Lk is the length of the 
tour performed by ant k, and m is the number of ants. This updating rule is called ant cycle 
algorithm. Dorigo et al. [22] also bought up other two algorithms for updating rule, which is 
called ant-density model and ant-quantity model, as follows, 
Q, i f ( i , j )  c tour done by antk,  
Ark(i , j )  = 0, otherwise, (4) 
A'rk( i , j )  ~/j if ( i , j )  C tour done by ant k, 
= (5)  
O, otherwise, 
Equation (4) is the updating rule of ant-density model, where Q is the quantity of trail which 
is left on edge(/,j) every time an ant goes from i to j; in equation (5) called ant-quantity model, 
where an ant going from I to j leaves a quantity Q/di j  of trail on edge (i, j) every time it goes 
from i to j. They differ from ant-cycle, where both of these rules allow each ant lays its trail at 
each step, without waiting for the end of the tour. 
2.4. Ant in Clustering Analysis 
Applying ant colony system in clustering analysis is still a very novel research area. Tsai 
and his colleagues [23] employed the ant system with differently favorable strategy for data 
clustering. It is named ant colony optimization with different favor (ACODF). ACODF algorithm 
has the following desirable strategies. It first uses differently favorable ants to solve the clustering 
problem. Then, the proposed ant colony system adopts simulated annealing concept for ants to 
decreasingly visit the amount of cities and get the local optimal solutions. Finally, it utilizes 
tournament selection strategy to choose a patiL Every ant only needs to visit few cities instead 
of all of cities. Thus, the ant will reduce visiting the cities every iterations. After several 
iterations, the trail intensity close between odes of trails will be increased. On the other hand, 
the trail intensity far between odes of trails will be decreased. Therefore, ants will favor to visit 
the closer nodes and then reinforcing the trail with their own pheromone. Finally, a number of 
clusters will be built. 
In [24], they applied the ant colony system (ACS) for clustering problem. Based on ACS, 
it treats the data (objects or elements) as the ants. Thus, each ant has different properties. 
Basically, the process of data clustering is the process of ant looking for food. 
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3. METHODOLOGY 
This section intends to present he proposed method called Ant K-means algorithm. In this 
method, it is necessary to provide the number of clusters just like the conventional K-means 
algorithm. Both the random or predetermined initial start point can be applied. In the current 
study, the number of clusters and the centriod of each cluster are generated from ant system-based 
clustering algorithm (ASCA) which is developed by the authors. In order to validate clustering 
analysis olutions, Monte Carlo framework had been used in many literatures. One of the main 
advantages i  that the researchers can use the analytical data with a known structure [25]. 
Following are the three methods which will be evaluated by using the data sets generated from 
the Monte Carlo method. 
Use the SOM to determine the numbers of clusters and the initial points, then employ the 
K-means algorithm to find the final solution (called S + K in this paper) [3]. 
Use the SOM to determine the numbers of clusters and then employs genetic K-means to find 
the final solution (called S + G in this paper) [5]. 
Use ant system-based clustering algorithm to determine the numbers of clusters and the initial 
points, then employs proposed ant K-means to find the final solution (called ASCA + AK in this 
paper). 
3.1. Monte  Car lo Study  
In this study, the data sets are generated by Monte Carlo method proposed in [6,7], for val- 
idating the feasibility of the clustering methods. By Monte Carlo method, the solutions of the 
clusters are known. Thus, the misclassify rate and the within cluster variance can be got for 
validating the solutions of the clustering methods. The factors for experiment design are 
1. the number of clusters of tile data sets, 
2. the number of the data sets, 
3. the density of the data sets, and 
4. the error perturbation of the data sets. 
Therefore, this experiment is the four-way factorial design, and each factor is at three levels 
arranged in this factorial experiment (shown in Table 1). 
Table 1. Factors and levels of this experiment. 
Factors ~ Levels 
The number of clusters 
The number of dimensions 
The level of density 
The level of error perturbation 
I II III 
3 5 7 
6 8 10 
Equal 1070 60% 
No Low High 
Through the 3 x 3 x 3 x 3 full factorial design with three replications, 243 data sets are generated 
and each data set contains 120 data points. 
3.2. A lgor i thm 
This subsection i tends to present the proposed method, ant K-means. Since the initial solution 
is from ant system-based clustering algorithm, it will be introduced first. 
3.2.1. Definit ions and notat ions  
The following terms and notations are used throughout this study. 
Let 
j~ = {Ol ,02 , . . .On} 
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Objects A1 AI • • • A1 
01 1.22 32.5 • • " 56.4 
O. 55.6  5 .6  " " • 8 .4  
Figure 2. The format of the data set. 
be the set of n data or objects, where O is the objects (or data, item) collected from the database. 
Each object has k attr ibutes, where k > 0. This is shown in Figure 2. 
• a: the relative importance of the trail, 
c~>0.  
• /3: the relative importance of the visibility, 
/3>0. 
• p: the pheromone decay parameter, 
O<p<l. 
• Q: a constant. 
• n: number of objects. 
• m: number of ants. 
• nc:  number of clusters. 
• T is the set includes used objects. The maximal number recorded by T array will be n, 
i.e., 
T = {Oa,Ob, . . . ,Ot} ,  
where a, b , . . . ,  t are the points that ant has been. 
• Tk: the set T is performed by ant k. 
• Ocenter(T): the object which is the center of all objects in T, i.e., 
Ocontor(T) : ± Z oi, 
~t T 
O~ET 
where ny is the number of objects in T. 
• TWCV: total within cluster variance, i.e., 
~c 
Z (o. Oco.tor(rk)) 
k : l  i Ek  
(6) 
(7) 
3.2.2. Ant system-based clustering algorithm (ASCA) 
The algorithm of ASCA is including four subprocedures, that  is, d iv ide ,  agg lomerate_ob j ,  ag-  
g lomerate ,  and remove.  Following is the subscribing of procedures of ASCA. First,  initialize the 
parameters and group all the objects as a cluster. Then, the subprocedure divide will divide 
the cluster into several subclusters and some object which does not belong to any subclusters 
through the consistency of the pheromone and some criterion. After divide, the agglomerate_obj 
Clustering Analysis 1715 
Procedu re Ant System_based Clustering Algorithm 
Initialize the parameters. 
Group all objects as a cluster. 
Do 
Divide for all ant k. 
Agglomerate_obj for all ant k. 
Agglomerate for all ant k. 
Agglomerateobj for all ant k. 
Remove for all ant k. 
Group the non-clustered objects as a cluster. 
Calculating TWCV (Total Within Cluster Variance). 
While (TWCV is not chance) 
Grouping the objects which are not clustered to the closest group. 
Procedure Divide 
Lay pheromone on the path by r/0- for all i and j, i~=j. 
Calculating v. 
Updating pheromone by 
r0--(1-p)r/j+Aruwhcre Ar0 =f~ . /fT° >Tr 
t 
for all i and j, i:/:j. 
Calculating z i for all i=1,2,3 ..... n. 
Each ant k starts at the object i which i=Max{~ I i=1,2,3,..,n}, if the object 
i had been collected by another ant, ant k will stop search. 
Each ant k collects objectj if z o >v for k=-I to m. 
If the number of objects collected by ant k is more than O, ant k continues 
collecting object j, or set objectj free, i.e. : 
If v o >3 where iETk, j@{n-T~ Ik=l,2,..,m} 
Else set objectj free. 
Figure 3. The procedure of ant system based clustering algorithm. 
is the next step at this algorithm in order to agglomerate the objects into the suitable subclus- 
ter. Fourth, agglomerate is the subprocedure to merge the similar two subclusters into a cluster. 
Then, run agglomerate_obj again. Sixth, after agglomerating the similar object into the suitable 
subcluster, the remove subprocedure tries to remove the unsimilar from subcluster. Calculate 
the total  within duster  variance (TWCV). If TWCV is not changed, grouping the nonclustered 
objects to the closest cluster, and stop the procedure. Otherwise, repeat the subproeedure di- 
vide, agglomerate_obj, agglomerate, agglomerate_obj, remove, round and round until TWCV is 
not changed. The detail algorithm of ASCA is introduced in [25] as shown in Figure 3. 
3.2 .3 .  Ant  K -means  c lus ter ing  a lgor i thm (AK)  
The proposed method of this paper is ant K-means algorithm (AK). AK modifies the K-means 
as locating the objects in a cluster with the probabil i ty which is modified by the pheromone. The 
rule of updating pheromone is according to total within variance. The process is as following. The 
first step is initializing the parameters including the number of clusters and its centroid. Then, 
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Procedure Agglomerate_obj 
Let C be the collector which collects Oj to Tk with the following equation. 
Let C =~. 
If Oj satisfied with the following equation Le., 
D(O,,,,, (T k ), Oj ) > D,,~, (T k) + 3Dev(T k ) where j E {n - T k I k = 1,2,..., m}, 
add Oj to C. 
Else C = ~b. 
I f(C :#$) 
If (C < 2) Assign Oj to Tk. 
Else (C > 2) Assign Oj to Tk if the distance of O~,,¢e,(Tk) and Oj is minimum. 
Else continue. 
Procedure Agglomerate 
Do 
Let C be the collector which collects the Tk satisfied with the following 
equation. 
Let C =$. 
If Tk satisfied with the following equation i.e., 
D(O~,,,,, (Tk,), 0 ...... (T,,)) < D ,~ (T,,) + D,,~ (T,j) - ~ Dev(T,, ) - ~ Dev(Tk, )
for all ki and kj, kiv~ kj i ,j=1,2,3,...,m, add Tkinto (7. 
Else C=$.  
I f (C #¢)  
If (C < 2) Agglomerate Tj,, and T~,j as a cluster. 
Else (C > 2) Agglomerate Tk, and Tk~ as a cluster if the distance of 
O,,,,r(Tk,) and O,.,~,(Tk, ) isminimum. 
Else (C =¢ ) continue. 
While (there is no more cluster could be agglomerated) 
Procedure Remove 
Remove objectj from Ant k ifD(Oj, Oc,~t~, (Tk )) > 2Dev(T k), where 
jCT  k andT k = 1,2,3,...,m. 
Figure 3. (cont.) 
lay equal pheromone on each path. Third,  each ant k chooses the centroid to move with P,  i.e., 
a 
, cTiJ ':J , (s) 
¢ 
where i is the start  point, j is the end point (centroid) which ant k chooses to move, c is the 
centroid and nc is the number  of centroids. Therefore, if the value of Pi j  is bigger than others, 
ant k will move from point i to point j ,  i.e., object  i belongs to centroid j .  Fourth,  update the 
pheromone by 
Q 
T~j ~ T~j + TWC--------~' 
where Q is the constant,  TWCV is the total  within cluster variance. Then,  calculate Ocenter(Tk), 
where k = 1, 2, 3 , . . . ,  nc. After that,  calculate TWCV.  If TWCV is changed, go back to third 
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Procedure Perturbation 
Each Ant starts at random object and chooses the centroid randomly of cluster 
to move for all Ant k. 
Calculating O c ..... (T k) where k = 1,2,...,nc and TWCV. 
Procedure Ant K-means 
Input the number of clusters and the corresponding centroids, and set the 
parameter a, fl, p, number of iterations and ants. 
Lay equal pheromone on each path. 
While (the number of iterations i not reached) 
Do 
Updating pheromone by v ° , - -  v v + Q 
TWCV 
Each Ant k chooses the centroid to move with P, i . e . ,  
nc 
~(~ "~)  
Calculate O ...... (T k) where k = 1,2,..., nc  
Calculate TWCV (Total Within Cluster Variance). 
While (TWCV is not changed) 
If TWCV is smaller than the smallest TWCV, replace it. 
Perturbation. 
Figure 4. The procedure of ant ]K-means. 
step; otherwise, if TWCV is smaller than the smallest TWCV,  replace it. The next step is to 
run the procedure perturbat ion in order to leap from the local minimal solution. If the number 
of iterations is not reached, go back to third step; otherwise, stop this algorithm. Figure 4 shows 
the procedure of ant K-means algorithm. 
3.3. Eva luat ion  of  Three  C lus ter ing  Methods  
The number of misclassification rates of three clustering methods is compared with respect 
to their sensitivity and robustness. There are five hypotheses for evaluating the performance of 
three clustering methods. 
Hypothesis 1. The number 
otis.  
Hypothesis 2. The number 
in data set. 
Hypothesis 3. 
Hypothesis 4. 
Hypothesis 5. 
of misclassifications does not differ across three clustering math- 
of misclassifications does not differ across the number of clusters 
The number of misclassifications does not differ across the number of dimen- 
sions of each observation. 
The number of misclassifications does not differ across the levels of error. 
The number of misclassifications does not differ across the levels of density. 
4.  S IMULAT ION RESULTS 
This section will depict the results for the data obtained fiom the Monte Carlo simulation. 
4.1. Ver i f i ca t ion  of  Random Number  Generator  
The simulation data sets were implemented (described in Section 3.1) in order to verify the 
efficiency of the three clustering tools. The random number generator must correspond to normal 
and uniform distribution. First, 1000 data points were generated via the random number gener- 
ator, which grouped them into 20 segments. The chi-square test showed that these data fit the 
normal and uniform distribution. The testing results show that the random numbers generated 
by the generator fit a normal and uniform distribution. Thus, it is reasonable to accept the 
reliabil ity of the random number generator. 
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4.2. The Resu l t  of  ASCA + AK 
Table 2 shows the result  of the misclassif ication rates and total  wi th in  cluster var iance for three 
methods .  That  is, the nfisclassif ication rates and total  wi th in  cluster var iance of ASCA+AK are 
smaller than  S + K in three, five, and seven clusters data  sets, and smal ler than  S + G in three 
and seven clusters. 
Table 2. Factors and levels of this experiment. 
3 clusters 
5 clusters 
7 clusters 
Miscla.ssification rate 
ASCA+AK S+ G S +K 
6.8271 7.1481 8.9259 
0.6543 0.3951 3.0370 
0.1358 0.4321 2.8148 
TWCV 
ASCA + AK S + G 
46112.3232 46398.0610 
47223.4444 46699.7432 
45923.5556 49830.2254 
S + K 
8.9259 
3.0370 
2.8148 
4.3.  The  Compar i son  of Three Cluster ing Methods  
To examine the per formance of four c luster ing methods ,  SPSS 10.0 is used for mult ivar iate 
analysis of variance. The  mean misclassif ication rate for three repl icat ions is used as the de- 
pendent  variable for mult ivar iate analysis of variance. Table 3 shows the results of mult ivar iate 
analysis of var iance for four methods .  In Table 3, d imension,  densi ty  level, and error level are 
signif icantly different at the ct - 0.05 level for each method .  Dens i ty  level x error level is sig- 
nif icantly different in ASCA + AK and S + G. The mean misclassif icat ion rates under  different 
levels of factors for each method  are l isted in Table 4. All factors of ASCA + AK are smaller than  
that  of S + K, and the factors of ASCA + AK,  which are three and seven clusters, eight and ten 
dimensions,  equal densi ty  level and all of error level, are smal ler than  S + G. 
Table 3. The format of the data set. 
*The mean difference is significant at the a = 0.05 level. 
Methods ASCA + AK 
Factors 
Cluster Number .734 
Dimension .000" 
Density Level .000" 
Error Level .000" 
Cluster Number x Dimension .015 
Cluster Number x Density Level .002* 
Cluster Number x Error Level .006 
Dimension x Density Level .000" 
Dilnension x Error Level .012 
Density Level x Error Level .000" 
Cluster Number x Dimension x Density Level .000" 
Cluster Number x Dimension x Error Level .886 
Cluster Number x Density Level x Error Level .242 
Diinension x Density Level x Error Level .022 
Cluster x Dimension x Density Level x Error Level .487 
S + G S + K 
.322 .181 
.000" .000" 
.0O0* .004" 
.000" .000" 
.456 .214 
.052 .603 
.452 .721 
.085 .112 
.753 .428 
.003* .206 
.010" .596 
.999 .765 
.437 .243 
.988 .545 
.224 .762 
4.4. The Analys is  of Exper iments  
The main effect of each factor is discussed in this subsection. There  are some further  discussions 
as follows according to the results in Section 4.2. 
Clustering Analysis 
Table 4. The procedure of ant system-based clustering algorithm. 
Level 
Total Average 
3 
Cluster Number 5 
7 
6 
Dimension 8 
10 
Equal 
Density Level 10% 
60% 
Free 
Error Level Low 
High 
ASCA+AK S + G S + K 
2.539 2.659 4.926 
6.827 7.148 8.926 
0.654 0.395 3.037 
0.136 0.432 2.815 
3.802 3.457 5.519 
1.889 2.099 4.667 
1.926 2.420 4.593 
2.407 3.074 5.000 
2.420 2.235 5.914 
2.790 2.667 3.864 
0.111 0.321 11.198 
1.260 1.358 2.580 
6.247 6.296 1.000 
Table 5. The ANOVA for three clustering methods. 
*The mean difference is significant at the c~ = 0.05 level. 
Source of 
Variation 
Methods 
Error 
Total 
Sum of 
Squares 
879.070 
61883.695 
62762.765 
Degrees of 
Freedom 
726 
728 
Mean 
Square Fo P-Value 
439.535 5.156 .006 
85.239 
Table 6. The simulation results of three methods. 
*The mean difference is significant at the c~ = 0.05 level. 
(I) Methods (J) Methods Mean Difference(I-J) P-value 
S +K -2.3868* .018" 
ASCA + AK 
S + G -.1193 .990 
ASCA + AK 2.3868* .018" 
S + K 
S + G 2.2675* .026* 
ASCA+AK .1193 .990 
S + G 
S + K -2.2675* .026* 
Table 7. The multivariate analysis of variance for three methods. 
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Methods ASCA + AK S + G S + K 
Average total within cluster variance 46420.77 47643.67 53056.86 
Hypothes is  1. 
Hypothes is  2. 
The  number  of misclassif ications does not differ across four c luster ing methods .  
According to Table 5, these three c luster ing methods  have signif icant dif- 
ference. Further ,  Table 6 shows the Scheff~'s mult ip le compar ison test is em- 
ployed for these three methods ,  and the number  of misclassif ieations does not  
differ across ASCA + AK and S + G, means these two methods  are not dif- 
ference at mean misclassif ication. However, Table 7 shows that  the average 
total  wi th in cluster variance of ASCA + AK is smal ler than  those of ASCA 
and S + G. Therefore,  it could be said that  the per formance of ASCA + AK is 
the best  method  among these three cluster ing analysis methods .  
The  number  of misclassif ications does not differ across the number  of clusters 
in the data  set. 
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According to Table 3, it is shown that the number of clusters does not affects 
cluster recovery of three methods ignificantly at c~ = 0.05 level. 
Hypothesis 3. The number of misclassification does not differ across the number of dimen- 
sions of each observation. 
In Table 3, the number of dimensions affect cluster recovery of these three 
methods ignificantly at c~ = 0.05 level. 
Hypothesis 4. The number of misclassification does not differ across the levels of density. 
Shown as Table 3, the density level affects the number of miselassifieation 
recovery of these three methods ignificantly at c~ = 0.05 level. 
Hypothesis 5. The number of misclassifieations does not differ across the levels of error. 
The error factor affects cluster recovery of three methods is as significant as 
the number of clusters at c~ = 0.05 level in Table 3. 
5. CASE STUDY AND DISCUSSION 
The proposed method, ASCA + AK, is excellent for clustering analysis as shown in Section 4. 
To further check on this proposed method, a useful comparison of three methods applies the real 
case data. Recently, the price of plasma TV is gradually decreasing, the factories have to rethink 
the strategy of the price of plasma TV in such a low-price strain. Therefore, this study intends 
to apply the proposed method to address the suggestions of the sale promotion to be aimed at 
the different clusters via the questionnaire [26]. 
5.1. C lus ter ing  Ana lys is  
Catherine and Paul [27] stated that the result will be better without rotation/standardization of 
factor score in clustering analysis. Therefore, this study takes the original data with 15 attributes 
as criterions in clustering analysis for the strategy of the sale promotion in each cluster. 
As mentioned in Section 4, therc is no significantly difference between S + G and ASCA + AK 
via the simulation data. However, in Table 7, the average total within cluster variance of 
ASCA+ AK is smaller than that of S + G. Thus, the performance of ASCA+AK is better 
than that of S + G. Then, testifying the sensitivity and robustness of the proposed method, 
ASCA + AK, is illustrated in the following subsection by using the real-world problem. 
5.2. Parameters  Setup  
According to [22], there are several combinations for determining parameters setup as applying 
ant colony system algorithm. They are a - {0, 0.5, 1,2, 5},/3 - {0, 1, 2, 5}, p = {0.3, 0.5, 0.7, 0.99, 
0.999}, and Q = {1,100, 10000}. Thus, there are 300 combinations for parameters (5 x 4 x 5 x 3). 
After coding the proposed method using Visual C++,  the results showed that as c~ = 0.5, ~ = 1, 
p = 0.9, and Q = 1, the proposed method has the smallest otal within cluster variance, 7530.55. 
This result will be employed to make the comparison with other two existing methods. 
5.3. Eva luat ion  of  Two Methods  
After determining the number of clusters, three, through ASCA, AK is employed to cluster 
354 samples. In Table 8, ASCA + AK, which determines the number of clusters and its centroid 
by ASCA and then employ the AK to find the final solutions, has the best efficiency compared 
with S + G, which is also the two-stage method. Thus, ASCA + AK is employed as the clustering 
tool for this case study. 
Table 8. The mean misclassification rates under different factors for three methods. 
ASCA+AK S+G l S+K 
TWCV 7530.55  7702.49 I 7753.64 
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5.4. Factors  Named 
According to the result of the clustering by ASCA + AK, the sorting of the average importance 
level of each item in different clusters are listed in Table 9. 
Table 9. The sorting of the average importance l vel of each item in different clusters. 
Item # Cluster 1 Item # Cluster 2 Item # Cluster 3 
6 6.13 ii 6.20 14 
14 5.89 14 5.80 ii 
13 5.52 6 5.72 6 
ii 5.46 i0 5.58 15 
12 5.42 12 5.56 13 
15 5.38 13 5.37 5 
9 5,27 9 5.33 9 
4 5.13 15 5.26 12 
10 4.88 4 4.54 10 
2 4.60 8 4.49 4 
1 4.57 5 4.46 7 
3 4.57 7 2.93 8 
8 4.44 1 2.60 3 
5 4.10 3 2.34 1 
7 3.55 2 2.23 2 
4.83 
4.67 
4.53 
4.46 
4.25 
4.10 
4.00 
3.99 
3.87 
3.65 
3.49 
3.28 
2.62 
2.60 
2.46 
a. Cluster 1: The top 5 of Cluster 1 are 
• "the higher of the discount of the production price, the higher the buying intention," 
• "the more positive in evaluation of the brand, the higher the buying intention," 
• "the evaluation is good in this plasma TV (Pioneer)," 
• "if the price is lower in other advertisement than this advertisement, it will influence 
the buying intention," and 
• :'the quality of this brand (Pioneer) is good." 
The above items get the higher score than others in Cluster 1. Therefore, Cluster 1 is 
named as ':cluster of discount and brand consideration." 
b. Cluster 2: The top 5 of Cluster 2 are 
• "if the price is lower in other advertisement than this advertisement, it will influence 
the buying intention," 
• "the more positive in evaluation of the brand, the higher the buying intention," 
• "the higher of the discount of the production price, the higher the buying intention," 
• "buying a high quality plasma TV by paying a reasonable price according to the 
advertisement," and 
• "the quality of this brand (Pioneer) is good." 
The above items get the higher score than others in Cluster 2. Thus, Cluster 2 can be 
named as "cluster of discount considered, but easily influenced by external environment." 
c. Cluster 3: The top 5 of Cluster 3 are 
• "the more positive in evaluation of the brand, the higher the buying intention," 
• "if the price is lower in other advertisement than this advertisement, it will influence 
the buying intention," 
• "the higher of the discount of the production price, the higher the buying intention," 
• "if I want to buy the plasma TV, this brand of plasma TV will be considerable," and 
• "the evaluation is good in this plasma TV (Pioneer)." 
The above items get the higher score than others in Cluster 3. Therefore, Cluster 2 is 
called "cluster of high idcntification i  brand." 
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5.5. The  Mean Di f ference Ana lys i s  for Each  Factor  
After three clusters are generated by the proposed method, ASCA + AK, the mean difference 
of clusters for each factor are concerned. Table 10 shows the mean differences of clusters of 15 
factors are all significant, further, in order to know the different factors have difference or not for 
each duster, ScheffS's multiple comparison test are employed as shown in Table 11. There are 
82.22% factors are significantly different between each cluster. Therefore, ASCA + AK can help 
this research find quite good clusters. 
Table 10. The mean difference of clusters for each factor. 
Factor Item_l 
P-Value 0.00" 
Factor Item 9 
P-Value 0.00" 
*The mean difference is significant at a 0.025 level. 
Item_2 Item3 Item_4 Item_5 Item_6 
0.00" 0.00" 0.00" 0.00" 0.00" 
Item_10 Item_11 Item_12 Item 13 Item_14 
0.00" 0.00" 0.00" 0. 00" 0.00" 
Item_7 Item_8 
0.00" 0.00" 
Item_15 
0.00" 
5.6. Suggest ions  
Table 11. The Scheff6's multiple 
Factors ~Methods 
Item_l 
Item_2 
Item_3 
Item 4 
Item 5 
Item6 
Item 7 
Item8 
Item 9 
Item_10 
Item 11 
Item 12 
Item_13 
Item 14 
Item 15 
comparison test for each cluster. 
1-2 1-3 2-3 
0.00" 0.00" 1.00 
0.00" 0.00" 0.18" 
0.00" 0.00" 0.10 
0.00" 0.00" 0.00" 
0.00" 0.00" 0.00" 
0.00" 0.00" 0.00" 
0.01" 0.94 0.00" 
0.00" 0.00" 0.00" 
0.96 0.00" 0.00" 
0.00" 0.00" 0.00" 
O.OO* 0.00" 0.00" 
0.62 0.00" 0.00" 
0.52 0.00" 0.00" 
0.84 0.00" 0.00" 
0.73 0.00" 0.00" 
In case study, this research accord to analyze the customer's buying will and the production's 
discount, the suggestions of marketing strategy for three clusters are represented as follows. 
Cluster 1. Discount and brand consideration. 
The customers belonging to this cluster think that the discount is the most 
important consideration. Sometimes, they will have higher buying intention as the 
product is discounted. They also pay much attention to the brand because this 
group of customers thinks that good brand always has good quality. Therefore, the 
company has to maintain the quality of product and tries to enhance the branding 
value.  
Cluster 2. Discount considered, but easily influenced by the external environment. 
The customers belonging to this cluster also consider that the discount is im- 
portant, but they are easily influenced by the external environment. For example, 
if there are two plasma TVs, one is the well-known brand and the other is a new 
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Cluster  3. 
brand but its plasma TV has a quite good quality even as good as the well-known 
brand and cheaper than it. The customer belonging to this cluster will have high 
intention to buy the second plasma TV. Therefore, no doubt, the higher quality and 
lower price sale promotion is the only way to sell the product o these customers 
in this cluster. 
High identification i  brand. 
The customers in this cluster think that the brand is everything. They will not 
rashly buy the product which is the new brand, even if this product is cheaper. 
That is, these customers are called the cluster of high identification in brand. 
Therefore, the company has to continue maintaining these customers' loyalty to 
the brand. Also, of course, the lower price sale promotion will raise the intention 
of buying. 
6. CONCLUSIONS 
This study has demonstrated that the proposed clustering method, AK. The only problem 
for AK is that the number of dusters is required. In practice, it is also very difficult to determine 
the number of clusters. Thus, ASCA proposed by the authors is able to handle this problem. In 
Section 4, the experimental result for the data generated by Monte Carlo shows that ASCA + AK 
is better than S +G as well as S +K. In addition, in Section 5, the result of clustering analysis 
from real-world problem also illustrates that ASCA + AK is better than S + G based on average 
total within cluster variance. According to the above results, the proposed method, ant K-means 
algorithm (AK), which needs the number of clusters and the initial points, is a robust clustering 
method. It can be applied to many different kinds of clustering problems or combined with some 
other data mining techniques for getting more promising results for industries. 
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