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STATISTICAL INFERENCE FOR A PARTIALLY OBSERVED INTERACTING
SYSTEM OF HAWKES PROCESSES
CHENGUANG LIU
Abstract. We observe the actions of a K sub-sample of N individuals up to time t for some
large K < N . We model the relationships of individuals by i.i.d. Bernoulli(p)-random variables,
where p ∈ (0, 1] is an unknown parameter. The rate of action of each individual depends on
some unknown parameter µ > 0 and on the sum of some function φ of the ages of the actions
of the individuals which influence him. The function φ is unknown but we assume it rapidly
decays. The aim of this paper is to estimate the parameter p asymptotically as N → ∞,
K → ∞, and t → ∞. Let mt be the average number of actions per individual up to time t.
In the subcritical case, where mt increases linearly, we build an estimator of p with the rate of
convergence 1√
K
+ N
mt
√
K
+ N
K
√
mt
. In the supercritical case, where mt increases exponentially
fast, we build an estimator of p with the rate of convergence 1√
K
+ N
mt
√
K
.
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2. Introduction
2.1. Setting. We consider some unknown parameters p ∈ (0, 1], µ > 0 and φ : [0,∞) → [0,∞).
We always assume that the function φ is measurable and locally integrable. For N ≥ 1, we consider
an i.i.d. family (Πi(dt, dz))i=1,...,N of Poisson measures on [0,∞)× [0,∞) with intensity dtdz. And
(θij)i,j=1,...,N is a family of i.i.d. Bernoulli(p) random variables which is independent of the family
(Πi(dt, dz))i=1,...,N . We consider the following system: for all i ∈ {1, ..., N}, all t ≥ 0,
Zi,Nt :=
∫ t
0
∫ ∞
0
1{z≤λi,Ns }Π
i(ds, dz), where λi,Nt := µ+
1
N
N∑
j=1
θij
∫ t−
0
φ(t− s)dZj,Ns .(1)
In this paper,
∫ t
0 means
∫
[0,t], and
∫ t−
0 means
∫
[0,t). The solution ((Z
i,N
t )t≥0)i=1,...,N is a family
of counting processes. By [1, Proposition 1], the system (1.1) has a unique (Ft)t≥0-measurable
ca`dla`g solution, where
Ft = σ(Πi(A) : A ∈ B([0, t]× [0,∞)), i = 1, ..., N) ∨ σ(θij , i, j = 1, ..., N),
as soon as φ is locally integrable.
2.2. An illustrating example. We have N individuals. Each individual j ∈ {1, . . . , N} is con-
nected to the set of individuals Sj = {i ∈ {1, . . . , N} : θij = 1}. The only possible action of the
individual i is to send a message to all the individuals of Si. Here Z
i,N
t stands for the number of
messages sent by i during [0, t].
The rate λi,Nt at which i sends messages can be decomposed as the sum of two effects:
• he sends new messages at rate µ;
• he forwards the messages he received, after some delay (possibly infinite) depending on the
age of the message, which induces a sending rate of the form 1N
∑N
j=1 θij
∫ t−
0 φ(t − s)dZj,Ns .
If for example φ = 1[0,K], then N
−1∑N
j=1 θij
∫ t−
0
φ(t − s)dZj,Ns is precisely the number of
messages that the i-th individual received between time t−K and time t, divided by N .
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2.3. Main Goals. In [1], Delattre and Fournier consider the case when one observes the whole
sample (Zi,Ns )i=1...N,0≤s≤t and they propose some estimator of the unknown parameter p.
However, in the real world, it is often impossible to observe the whole population. Our goal in
the present paper is to consider the case where one observes only a subsample of indivudals.
In other words, we want to build some estimators of p when observing (Zi,Ns ){i=1,...,K, 0≤s≤t}
with 1≪ K ≤ N and with t large. The paper [1] thus considers the special case where K = N.
Let Λ =
∫∞
0 φ(t)dt ∈ (0,∞]. In [1], we see that growth of Z1,Nt depends on the value of Λp.
When Λp < 1 (subcritical case), Z1,Nt increases (in average) linearly with time, while when Λp > 1
(supercritical case), it increases exponentially. Thus the limit theorems will be different in the two
cases. We will not consider the critical case when Λp = 1.
2.4. Assumptions. We will work under one of the two following conditions: either for some q ≥ 1,
(H(q)) µ ∈ (0,∞), Λp ∈ (0, 1) and
∫ ∞
0
sqφ(s)ds <∞
or
(A) µ ∈ (0,∞), Λp ∈ (1,∞) and
∫ t
0
|dφ(s)| increases at most polynomially.
In many applications, φ is smooth and decays fast. Hence what we have in mind is that in
the subcritical case, (H(q)) is satisfied for all q ≥ 1. In the supercritical case, (A) seems very
reasonnable.
2.5. The result in the subcritical case. For N ≥ 1 and for ((Zi,Nt )t≥0)i=1,...,N the solution of
(1), we set Z¯Nt := N
−1∑N
i=1 Z
i,N
t and Z¯
N,K
t := K
−1∑K
i=1 Z
i,N
t . Next, we introduce
εN,Kt := t
−1(Z¯N,K2t − Z¯N,Kt ), VN,Kt :=
N
K
K∑
i=1
[Zi,N2t − Zi,Nt
t
− εN,Kt
]2
− N
t
εN,Kt .
For ∆ > 0 such that t/(2∆) ∈ N∗, we set
WN,K∆,t := 2ZN,K2∆,t −ZN,K∆,t , XN,K∆,t :=WN,K∆,t −
N −K
K
εN,Kt(2)
where ZN,K∆,t :=
N
t
2t/∆∑
a=t/∆
(Z¯N,Ka∆ − Z¯N,K(a−1)∆ −∆εN,Kt )2.(3)
Theorem 2.1. We assume (H(q)) for some q > 3. There is a constant C depending only on q,
p, µ, φ such that for all ε ∈ (0, 1), all 1 ≤ K ≤ N , if setting ∆t = t/(2⌊t1−4/(q+1)⌋) for all t ≥ 1,
P
(∣∣∣Ψ(εN,Kt ,VN,Kt ,XN,K∆t,t )− (µ,Λ, p)∣∣∣ ≥ ε) ≤ Cε ( 1√K + NK√t1− 41+q + Nt√K
)
+ CNe−C
′K
with Ψ := 1DΦ : R
3 7→ R3, the function Φ := (Φ(1),Φ(2),Φ(3)) being defined on D := {(u, v, w) ∈
R
3 : w > 0 and u, v ≥ 0} by
Φ(1)(u, v, w) := u
√
u
w
, Φ(2)(u, v, w) :=
v + [u− Φ(1)(u, v, w)]2
u[u− Φ(1)(u, v, w)] ,
Φ(3)(u, v, w) :=
1− u−1Φ(1)(u, v, w)
Φ(2)(u, v, w)
.
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We quote [1, Remark 2], which says that the mean number of actions per individual per unit of
time increases linearly.
Remark 2.2. Assume H(1). Then for all ε > 0,
lim
(N,t)→(∞,∞)
P
(∣∣∣ Z¯N,Kt
t
− µ
1− Λp
∣∣∣ ≥ ε) = 0.
So roughly, if observing ((Zi,Ns )s∈[0,t])i=1,...,K , we observe approximately Kt actions.
2.6. The result in the supercritical case. Here we define Z¯N,Kt as previously and we set
UN,Kt :=
[N
K
K∑
i=1
(Zi,Nt − Z¯N,Kt
Z¯N,Kt
)2
− N
Z¯N,Kt
]
1{Z¯N,Kt >0}(4)
and PN,Kt :=
1
UN,Kt + 1
1{UN,Kt ≥0}.(5)
Theorem 2.3. We assume (A) and define α0 by p
∫∞
0
e−α0tφ(t)dt = 1 (recall that by (A), Λp =
p
∫∞
0
φ(t)dt > 1). For all η > 0, there is a constant Cη > 0 (depending on p, µ, φ, η), such that for
all N ≥ K ≥ 1, all ε ∈ (0, 1),
P (|PN,Kt − p| ≥ ε) ≤
Cηe
4ηt
ε
( N√
Keα0t
+
1√
K
)
.
Next, we quote [1, Remark 5].
Remark 2.4. Assume (A) and consider α0 > 0 such that p
∫∞
0
e−α0tφ(t)dt = 1. Then for all η > 0,
lim
t→∞ lim(N,K)→(∞,∞)
P(Z¯N,Kt ∈ [e(α0−η)t, e(α0+η)t]) = 1.
So roughly, if observing ((Zi,Ns )s∈[0,t])i=1,...,K , we observe around Ke
α0t actions.
2.7. Bibliography. The Hawkes process was first introduced as an immigration-birth model by
Hawkes in [2]. The property of one dimensional Hawkes process has been well studied, see e.g.
Chapter 12 of Daley and Vere-Jones in [10] for the stability of the process, Bre´maud and Massoulie´
in [12] for the study of the Bartlett spectrum analysis of the process. We could also find some
study of non-linear Hawkes process from Zhu in [6] and the study of Multivariate Hawkes Processes
in Liniger [13].
Hawkes process has a lot of applications:
• finance about market orders modelling, see e.g. Bauwens and Hautsch in [14],
• earthquake seismology, see e.g. Daley and Vere-Jones in [10],
• neuroscience, see e.g. Bre´maud-Massoulie´ [15].
3. On the choice of the estimators
In the whole paper, we denote by Eθ the conditional expectation knowing (θij)i,j=1,...,N . Here
we explain informally why the estimators should converge.
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3.1. The subcritical case. We define AN (i, j) := N
−1θij and the matrix (AN (i, j))i,j∈{1,...,N},
as well as QN := (I − ΛAN )−1 on the event on which I − ΛAN is invertible.
Define ε˜N,Kt := t
−1Z¯N,Kt , K ≤ N . We expect that, for t large enough, Zi,Nt ≃ Eθ[Zi,Nt ]. And,
by definition of Zi,Nt , see (1), it is not hard to get
Eθ[Z
i,N
t ] = µt+N
−1
N∑
j=1
θij
∫ t
0
φ(t− s)Eθ[Zj,Ns ]ds.
Hence, assuming that γN (i) = limt→∞ t−1Eθ[Z
i,N
t ] exists for each i = 1, ..., N and observing
that
∫ t
0 φ(t − s)sds ≃ Λt, we find that the vector γN = (γN (i))i=1,...,N should satisfy γN =
µ1N +ΛANγN , where 1N is the vector defined by 1N (i) = 1 for all i = 1, . . . , N . Thus we deduce
that γN = µ(I − ΛAN )−11N = µℓN , where we have set
ℓN := QN1N , ℓN (i) :=
N∑
j=1
QN (i, j), ℓ¯N :=
1
N
N∑
i=1
ℓN (i), ℓ¯
K
N :=
1
K
K∑
i=1
ℓN(i)
So we expect that Zi,Nt ≃ Eθ[Zi.Nt ] ≃ µℓN (i)t, whence ε˜N,Kt = t−1Z¯N,Kt ≃ µℓ¯KN .
We informally show that ℓN(i) ≃ 1 + Λ(1− Λp)−1LN(i), where LN (i) :=
∑N
j=1 AN (i, j): when
N is large,
∑N
j=1 A
2
N (i, j) = N
−2∑N
j=1
∑N
k=1 θikθkj ≃ pN−1
∑N
k=1 θik = pLN (i). And one gets
convinced similarly that for any n ∈ N∗, roughly,
∑N
j=1 A
n
N (i, j) ≃ pn−1LN (i). So
ℓN (i) =
∑
n≥0
Λn
N∑
j=1
AnN (i, j) ≃ 1 +
∑
n≥1
Λnpn−1LN(i) = 1 +
Λ
1− ΛpLN (i).
But (NLN(i))i=1,...,N are i.i.d. Bernoulli(N, p) random variables, so that ℓ¯
K
N ≃ 1+Λp(1−Λp)−1 =
(1− Λp)−1. Finally, we have explained why ε˜N,Kt should resemble µ(1 − Λp)−1.
Knowing (θij)i,j=1..N , the process Z
1,N
t resembles a Poisson process, so that Varθ(Z
1,N
t ) ≃
Eθ[Z
1,N
t ], whence
Var(Z1,Nt ) = Var(Eθ [Z
1,N
t ]) + E[Varθ(Z
1,N
t )] ≃ Var(Eθ [Z1,Nt ]) + E[Z1,Nt ].
Writing an empirical version of this equality, we find
1
K
K∑
i=1
(Zi,Nt − Z¯N,Kt )2 ≃
1
K
K∑
i=1
(
Eθ[Z
i,N
t ]− Eθ[Z¯N,Kt ]
)2
+ Z¯N,Kt .
And since Zi,Nt ≃ µℓN (i)t ≃ µ[1 + (1− Λp)−1ΛLN(i)]t as already seen a few lines above, we find
1
K
K∑
i=1
(Zi,Nt − Z¯N,Kt )2 ≃
µ2t2Λ2
K(1− Λp)2
K∑
i=1
(LN (i)− L¯KN )2 + Z¯N,Kt .
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But (NLN (i))i=1,...,N are i.i.d. Bernoulli(N, p) random variables, so that
V˜N,Kt :=
N
K
K∑
i=1
[Zi,Nt
t
− ε˜N,Kt
]2
− N
t
ε˜N,Kt
=
N
Kt2
[ K∑
i=1
(Zi,Nt − Z¯N,Kt )2 −KZ¯N,Kt
]
≃ Nµ
2Λ2
K(1− Λp)2
K∑
i=1
(LN (i)− L¯KN )2 ≃
µ2Λ2p(1− p)
(1− Λp)2 .
We finally build a third estimator. The temporal empirical variance
∆
t
t/∆∑
k=1
[
Z¯N,Kk∆ − Z¯N,K(k−1)∆ −
∆
t
Z¯N,Kt
]2
should resemble Varθ[Z¯
N,K
∆ ] if 1≪ ∆≪ t. So we expect that:
W˜N,K∆,t :=
N
t
t/∆∑
k=1
[
Z¯N,Kk∆ − Z¯N,K(k−1)∆ −∆t−1Z¯N,Kt
]2
≃ N
∆
Varθ[Z¯
N,K
∆ ].
To understand what Varθ[Z¯
N,K
∆ ] looks like, we introduce the centered process U
i,N
t := Z
i,N
t −
Eθ[Z
i,N
t ] and the martingaleM
i,N
t := Z
i,N
t −Ci,Nt where Ci,N is the compensator of Zi,N . An easy
computation, see [1, Lemma 11], shows that, denoting by UNt and M
N
t the vectors (U
i,N
t )i=1,...,N
and (M i,Nt )i=1,...,N ,
UNt =M
N
t +AN
∫ t
0
φ(t− s)UNs ds.
So for large times, we conclude that UNt ≃MNt +ΛANUNt , whence finally UNt ≃ QMNt and thus
1
K
K∑
i=1
U i,Nt ≃
1
K
K∑
i=1
N∑
j=1
Q(i, j)M j,Nt =
1
K
N∑
j=1
cKN (j)M
j,N
t ,
where we have set cKN (j) =
∑K
i=1QN(i, j). But we obviously have [M
j,N ,M i,N ]t = 1{i=j}Z
j,N
t
(see [1, Remark 10]), so that
Varθ[Z¯
N,K
t ] = Varθ[U¯
N,K
t ] ≃
1
K2
N∑
j=1
(cKN (j))
2Zj,Nt .
Recalling that Zj,Nt ≃ µℓN (j)t, we conclude that Varθ[Z¯N,Kt ] ≃ K−2µt
∑N
j=1
(
cKN (j)
)2
ℓN (j),
whence
W˜N,K∆,t ≃
N
∆
Varθ[Z¯
N,K
∆ ] ≃ µ
N
K2
N∑
j=1
(
cKN (j)
)2
ℓN (j).
To compute this last quantity, we start from cKN (j) =
∑
n≥0
∑K
i=1 Λ
nAnN (i, j). But we have∑K
i=1A
2
N (i, j) = N
−2∑K
i=1
∑N
k=1 θikθkj ≃ pKN−2
∑N
k=1 θkj = pKN
−1CN (j). And one gets
convinced similarly that for any n ∈ N∗, roughly,
∑K
i=1A
n
N (i, j) ≃ KN−1pn−1CN (j). So we
conclude that cKN (j) ≃ A0N (i, j) + KΛN(1−Λp)CN (j). Consequently, cKN (j) ≃ 1 + KN Λp(1−Λp) for j ∈
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{1, ...,K} and cKN (j) ≃ KN Λp(1−Λp) for j ∈ {K + 1, ..., N}. We finally get, recalling that ℓN(j) ≃
(1− Λp)−1,
W˜N,K∆,t ≃µ
N
K2
N∑
j=1
(
cKN (j)
)2
ℓN(j)
≃µ N
K2
( K
1− Λp
[
1 +
KΛp
N(1− Λp)
]2
+
N −K
1− Λp
[ KΛp
N(1− Λp)
]2)
≃ µ
(1− Λp)3 +
(N −K)µ
K(1− Λp) .
All in all, we should have X˜N,K∆,t ≃ µ(1−Λp)3 .
It readily follows that Ψ(εN,Kt ,VN,Kt ,XN,K∆,t ) should resemble (µ,Λ, p).
The three estimators εN,Kt ,VN,Kt ,XN,K∆,t are very similar to ε˜N,Kt , V˜N,Kt , X˜N,K∆,t and should
converge to the same limits. Let us explain why we have introduced εN,Kt ,VN,Kt ,WN,K∆,t , of which
the expressions are more complicated. The main idea is that, see [1, Lemma 16 (ii)], E[Zi,Nt ] =
µℓN (i)t + χ
N
i ± t1−q (under (H(q))), for some finite random variable χNi . As a consequence,
t−1E[Zi,N2t −Zi,Nt ] converges to µℓN (i) considerably much faster, if q is large, than t−1Eθ[Zi,Nt ] (for
which the error is of order t−1).
3.2. The supercritical case. We now turn to the supercritical case where Λp > 1. We introduce
the N ×N matrix AN (i, j) = N−1θij .
We expect that Zi,Nt ≃ HNEθ[Zi,Nt ], when t is large, for some random HN > 0 not depending
on i. Since Λp > 1, the process should increase like an exponential function, i.e. there should be
αN > 0 such that for all i = 1, . . . , N , Eθ[Z
i,N
t ] ≃ γN (i)eαN t for t very large, where γN (i) is some
positive random constant. We recall that Eθ[Z
i,N
t ] = µt + N
−1∑N
j=1 θij
∫ t
0
φ(t − s)Eθ [Zj,Ns ]ds.
We insert Eθ[Z
i,N
t ] ≃ γN (i)eαN t in this equation and let t go to infinite: we informally get γN =
ANγN
∫∞
0 e
−αNsφ(s)ds. In other words, γN = (γN (i))i=1,...,N is an eigenvector of AN for the
eigenvalue ρN := (
∫∞
0
e−αNsφ(s)ds)−1.
But AN has nonnegative entries. Hence by the Perron-Frobenius theorem, it has a unique (up
to normalization) eigenvector V N with nonnegative entries (say, such that ‖V N‖2 =
√
N), and
this vector corresponds to the maximum eigenvalue ρN of AN . So there is a (random) constant
κN such that γN ≃ κNV N and, furthermore, (
∫∞
0 e
−αNsφ(s)ds)−1 ≃ ρN . All in all, we find that
Zi,Nt ≃ κNHNeαN tV N (i). We define V KN = IKV N , where IK is the N × N -matrix defined by
IK(i, j) = 1{i=j≤K}.
As in the subcritical case, the variance K−1
∑K
i=1(Z
i,N
t − Z¯N,Kt )2 should look like
1
K
K∑
i=1
(Eθ[Z
i,N
t ]− Eθ[Z¯N,Kt ])2 + Z¯N,Kt ≃
κ2NH
2
Ne
2αN t
K
K∑
i=1
(VN (i)− V¯ KN )2 + Z¯N,Kt ,
where as usual V¯ KN := K
−1∑K
i=1 VN (i). We also get Z¯
N,K
t ≃ κNHN V¯ KN eαN t. Finally,
UN,Kt =
N
K(Z¯N,Kt )
2
[
K∑
i=1
(Zi,Nt − Z¯N,Kt )2 −KZ¯N,Kt ]1{Z¯N,Kt >0} ≃
N
K(V¯ KN )
2
K∑
i=1
(VN (i)− V¯ KN )2.
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Next, we consider the term (V¯ KN )
−2∑K
i=1(VN (i)− V¯ KN )2. By a rough estimation, A2N (i, j) ≃ p
2
N .
Because IKA
2
NV N = ρ
2
NV
K
N , we have ρ
2
NV
K
N ≃ p2V¯N1K , where 1K is the N dimensional vector of
which the first K elements are 1 and others are 0. By the same reason, we have ρ2NV N ≃ p2V¯N1N .
So V KN = IKANV N/ρN ≃ kNIKAN1N , where kN = (p2/ρ3N)V¯N . In other words, the vector
(kN )
−1V KN is almost like the vector L
K
N = IKAN1N . Finally, we expect that
UN,Kt ≃
N
K
(V¯ KN )
−2
K∑
i=1
(VN (i)− V¯ KN )2 ≃
N
K
(L¯KN )
−2
K∑
i=1
(LN (i)− L¯KN )2 ≃ p−2p(1− p) =
1
p
− 1,
whence PN,Kt ≃ p.
4. Analysis of a random matrix in the subcritical case
4.1. Some notations. For r ∈ [1,∞) and x ∈ RN , we set ‖x‖r = (
∑N
i=1 |xi|r)
1
r , and ‖x‖∞ =
maxi=1...N |xi|. For M a N ×N matrix, we denote by |||M |||r is the operator norm associated to
‖ · ‖r, that is |||M |||r = supx∈Rn ‖Mx‖r/‖x‖r. We have the special cases
|||M |||1 = sup
{j=1,...,N}
N∑
i=1
|Mij |, |||M |||∞ = sup
{i=1,...,N}
N∑
j=1
|Mij |.
We also have the inequality
|||M |||r ≤ |||M |||
1
r
1 |||M |||1−
1
r∞ for any r ∈ [1,∞).
4.2. Some more notations. We define AN (i, j) := N
−1θij and the matrix (AN (i, j))i,j∈{1,...,N},
as well as QN := (I − ΛAN )−1 on the event on which I − ΛAN is invertible.
For 1 ≤ K ≤ N , we introduce the N -dimensional vector 1K defined by 1K(i) = 1{1≤i≤K} for
i = 1, . . . , N , and the N ×N -matrix IK defined by IK(i, j) = 1{i=j≤K}.
We assume here that Λp ∈ (0, 1) and we set a = 1+Λp2 ∈ (0, 1). Next, we introduce the events
Ω1N :=
{
Λ|||AN |||r ≤ a, for all r ∈ [1,∞]
}
,
FK,1N :=
{
Λ|||IKAN |||r ≤
(
K
N
) 1
r
a, for all r ∈ [1,∞)
}
,
FK,2N :=
{
Λ|||ANIK |||r ≤
(
K
N
) 1
r
a, for all r ∈ [1,∞)
}
,
Ω1N,K := Ω
1
N ∩ FK,1N , Ω1N,K := Ω1N ∩ FK,2N , ΩN,K = Ω1N,K ∩ Ω2N,K .
We set ℓN := QN1N , ℓN (i) :=
∑N
j=1QN (i, j), ℓ¯N :=
1
N
∑N
i=1 ℓN(i), ℓ¯
K
N :=
1
K
∑K
i=1 ℓN (i).
We also set cKN (j) :=
∑K
i=1QN (i, j), c¯
K
N :=
1
N
∑N
j=1 c
K
N (j).
We let LN := AN1N , LN (i) :=
∑N
j=1AN (i, j), L¯N :=
1
N
∑N
i=1 LN (i), L¯
K
N :=
1
K
∑K
i=1 LN(i)
and CN := A
∗
N1N , CN (j) :=
∑N
i=1AN (i, j), C¯N :=
1
N
∑N
j=1 CN (j), C¯
K
N :=
1
K
∑K
j=1 CN (i) and
consider the event
AN := {‖LN − p1N‖2 + ‖CN − p1N‖2 ≤ N 14 }.
where LN is the vectors (LN (i))i=1,...,N . We also set xN (i) = ℓN (i) − ℓ¯N , xN = (xN (i))i=1,...,N ,
XN (i) = LN(i) − L¯N and XN = (XN (i))i=1,...,N . We finally put XKN (i) = (LN (i) − L¯KN )1{i≤K}
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and XKN = (X
K
N (i))i=1,...,N = L
K
N − L¯KN1K , as well as xKN (i) = (ℓN (i) − ℓ¯KN )1{i≤K} and xKN =
(xKN (i))i=1,...,N = ℓ
K
N − ℓ¯KN1K .
4.3. Review of some lemmas found in [1].
Lemma 4.1. We assume that Λp < 1. Then ΩN,K ⊂ Ω1N ⊂ {‖|QN‖|r ≤ C, for all r ∈ [1,∞]} ⊂
{supi=1...N ℓN (i) ≤ C}, where C = (1− a)−1. For any α > 0, there exists a constant Cα such that
P (AN ) ≥ 1− CαN−α.
Proof. See [1, Notation 12 and Proposition 14, Step 1]. 
Lemma 4.2. Assume that Λp < 1. Then,
P (Ω1N ) ≥ 1− C exp(−cN)
for some constants C > 0 and c > 0.
Proof. See [1, Lemma 13]. 
Lemma 4.3. Assume that Λp < 1. Then
E
[
1Ω1
N
∣∣∣ℓ¯N − 1
1− Λp
∣∣∣2] ≤ C
N2
.
Proof. See [1, Proposition 14]. 
Lemma 4.4. Assume that Λp < 1, set b = 2+Λp3 and consider N0 the smallest integer such that
a+ ΛN
− 14
0 ≤ b. For all N ≥ N0,
(i)1Ω1
N
∩AN‖xN‖2 ≤ C‖XN‖2, (ii)E[‖XN‖42] ≤ C, (iii)E[‖ANXN‖22] ≤ CN−1.
Proof. See [1, Proof of Proposition 14, Steps 2 and 4]. 
Remark 4.5. In Lemma 4.4, the condition Λp < 1 is not necessary for (ii) and (iii).
Lemma 4.6. Assume that Λp < 1 and set k := Λ−1
∫∞
0 sφ(s)ds, then for n ≥ 0, t ≥ 0,∫ t
0
sφ∗n(t− s)ds = Λnt− nΛnk + εn(t),
where 0 ≤ εn(t) ≤ Cmin{nqΛnt1−q, nΛnk} and where φ∗n(s) is the n-times convolution of φ. We
adopt the convention that φ∗0 = δ0, whence in particular
∫ t
0
sφ∗0(t− s)ds = t.
Proof. See [1, Lemma 15]. 
4.4. Other preparation.
Lemma 4.7. Assume that Λp < 1. It holds that
P (ΩN,K) ≥ 1− CNe−cK
for some constants C > 0 and c > 0.
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Proof. On Ω1N,K , we have
N‖|IKAN‖|1 = sup
j=1,...,N
K∑
i=1
θij = max{XN,K1 , ..., XN,KN },
where XN,Ki =
∑K
j=1 θij for i = 1, ..., N are i.i.d and Binomial(K, p)-distributed. So,
P
(
Λ
N
K
|||IKAN |||1 ≥ a
)
= P
(
max{XN,K1 , ...XN,KN } ≥
Ka
Λ
)
≤ NP
(
XN,K1 ≥
Ka
Λ
)
≤ NP
(
|XN,K1 −Kp| ≥ K
( a
Λ
− p
))
≤ 2Ne−2K( aΛ−p)2 .
The last equality follows from Hoeffding inequality. On the event Ω1N ∩ {ΛNK |||IKAN |||1 ≤ a}, we
have
|||IKAN |||r ≤ |||IKAN |||
1
r
1 ‖IKAN |||1−
1
r∞ ≤ |||IKAN |||
1
r
1 ||AN |||1−
1
r∞ ≤
( a
Λ
K
N
) 1
r
( a
Λ
)1− 1
r
=
a
Λ
(K
N
) 1
r
.
We conclude that Ω1N,K = Ω
1
N ∩ {(NK )|||IKAN |||1 ≤ a}. And by Lemma 4.2, we deduce that
P(Ω1N,K) ≥ 1−CNe−cK . By the same way, we prove that P(Ω2N,K) ≥ 1−CNe−cK. Finally by the
definition of ΩN,K , we have P(ΩN,K) ≥ 1− CNe−cK . 
4.5. Matrix analysis for the first estimator. The aim of this subsection is to prove that
ℓ¯KN ≃ 1/(1− Λp) and to study the rate of convergence.
Lemma 4.8. Assume Λp < 1. Then
E
[
1ΩN,K |ℓ¯KN − 1− Λpℓ¯N |2
]
≤ C
NK
.
Proof. Recall that ℓN = QN1N , whence Q
−1
N ℓN = 1N . And since, QN = (I − ΛAN )−1, we have
Q−1N ℓN = (I − ΛAN )ℓN = 1N and thus ℓN = 1N + ΛAN ℓN . We conclude that
ℓ¯KN =
1
K
(ℓN ,1K) = 1 +
Λ
K
K∑
i=1
N∑
j=1
A(i, j)ℓN(j) = 1 +
Λ
K
N∑
j=1
CKN (j)ℓN (j),
where CKN (j) :=
∑K
i=1 A(i, j) =
1
N
∑K
i=1 θij . By some easy computing, we have
(6) E
[( N∑
j=1
[
CKN (j)−
Kp
N
]2)2]
≤ CK
2
N2
,
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whence
E
[
1ΩN,K∩AN
∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2]
=E
[
1ΩN,K∩AN
∣∣∣ Λ
K
N∑
j=1
(
CKN (j)−
Kp
N
)
ℓN (j)
∣∣∣2]
=E
[
1ΩN,K∩AN
∣∣∣ Λ
K
N∑
j=1
(
CKN (j)−
Kp
N
)
(ℓN (j)− ℓ¯N ) + ℓ¯N Λ
K
N∑
j=1
(
CKN (j)−
Kp
N
)∣∣∣2]
≤2E
[
1ΩN,K∩AN
∣∣∣ Λ
K
N∑
j=1
(
CKN (j)−
Kp
N
)
(ℓN (j)− ℓ¯N)
∣∣∣2]
+ 2E
[
1ΩN,K∩AN
∣∣∣ℓ¯N Λ
K
N∑
j=1
(
CKN (j)−
Kp
N
)∣∣∣2].
Consequently,
E
[
1ΩN,K∩AN
∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2]
≤2
( Λ
K
)2
E
[
1ΩN,K∩AN‖xN‖42
] 1
2
E
[
1ΩN,K∩AN
( N∑
j=1
(
CKN (j)−
Kp
N
)2)2] 12
+ 2
Λ2
K2
E
[
1ΩN,K∩AN
∣∣∣ℓ¯N ∣∣∣2∣∣∣ N∑
j=1
(
CKN (j)−
Kp
N
)∣∣∣2]
≤ C
NK
E
[
1ΩN,K∩AN ‖xN‖42
] 1
2
+ 2
Λ2
K2
E
[
1ΩN,K∩AN
∣∣∣ℓ¯N ∣∣∣2∣∣∣ N∑
j=1
(
CKN (j)−
Kp
N
)∣∣∣2].
By Lemma 4.4, we know that E[1ΩN,K∩AN ‖xN‖42] ≤ C. By Lemma 4.1, ℓ¯N and ℓ¯KN are bounded
on the set ΩN,K , whence, recalling (6), we conclude that
E
[
1ΩN,K∩AN
∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2] ≤ CNK .
We finally apply Lemma 4.1 with e.g. α = 2 and get
E
[
1ΩN,K
∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2] = E[1ΩN,K∩AN ∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2]+ E[1ΩN,K∩ACN ∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2]
≤ c
NK
+
C
N2
≤ C
NK
.

The next lemma is the main result of the subsection.
Lemma 4.9. If Λp < 1, we have
E
[
1ΩN,K
∣∣∣ℓ¯KN − 11− Λp ∣∣∣2] ≤ CNK .
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Proof. Observing that 1/(1− Λp) = 1 + Λp/(1− Λp), we write
E
[
1ΩN,K
∣∣∣ℓ¯KN − 11− Λp ∣∣∣2] ≤2E[1ΩN,K ∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2]+ 2E[1ΩN,K ∣∣∣Λpℓ¯N − Λp1− Λp ∣∣∣2]
≤2E
[
1ΩN,K
∣∣∣ℓ¯KN − 1− Λpℓ¯N ∣∣∣2]+ 2(Λp)2E[1Ω1N ∣∣∣ℓ¯N − 11− Λp ∣∣∣2].
We complete the proof applying Lemmas 4.3 and 4.8. 
4.6. Matrix analysis for the second estimator. The aim of this subsection is to prove that
N
K ‖xKN‖22 ≃ Λ2p(1− p)/(1− Λp)2 and to study the rate of convergence.
Lemma 4.10. Assume that p ∈ (0, 1]. It holds that
E[‖IKANXN‖22] ≤ CKN−2.
Proof. By Lemma 4.4, we already know that E[‖ANXN‖22] ≤ CN , whence
E
[
‖IKANXN‖22
]
=
K∑
i=1
E
[( N∑
j=1
θij
N
(LN (j)− L¯N)
)2]
=
K
N2
E
[( N∑
j=1
θ1j(LN (j)− L¯N)
)2]
,
which equals KNE[‖ANXN‖22] and thus is bounded by CKN−2. 
Lemma 4.11. Assume that Λp < 1. It holds that
E[1ΩN,K∩AN‖xKN − ℓ¯NΛXKN‖22] ≤ CN−1.
Proof. By definition, ℓKN = IKℓN = 1K + ΛIKANℓN , so that
ℓ¯KN =
1
K
(1K , ℓ
K
N ) =
1
K
(1K , IKℓN ) =
1
K
(1K ,1K + ΛIKANℓN ) = 1 +
Λ
K
(IKANℓN ,1K).
And, recalling that xKN = ℓ
K
N − ℓ¯KN1K , we find
xKN = 1K + ΛIKANℓN − [1 +
Λ
K
(IKANℓN ,1K)]1K
= ΛIKANℓN − Λ
K
(IKANℓN ,1K)1K
= ΛIKAN (ℓN − ℓ¯N1N )− Λ
K
(IKAN (ℓN − ℓ¯N1N ),1K)1K
+ ℓ¯N [ΛIKAN1N − Λ
K
(IKAN1N ,1K)1K ]
= ΛIKANxN − Λ
K
(IKANxN ,1K)1K + ℓ¯N [ΛIKAN1N − Λ
K
(IKAN1N ,1K)1K ]
= ΛIKANxN − Λ
K
(IKANxN ,1K)1K + Λℓ¯NX
K
N .
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We deduce that
xKN − Λℓ¯NXKN = ΛIKANxN −
Λ
K
(IKANxN ,1K)1K
= ΛIKAN (xN − Λℓ¯NXN )− Λ
K
(IKANxN ,1K)1K + ℓ¯NΛ
2IKANXN
= ΛIKAN (xN − Λℓ¯NXN ) + ℓ¯NΛ2IKANXN − Λ
K
[ K∑
i=1
N∑
j=1
AN (i, j)xN (j)
]
1K
= ΛIKAN (xN − Λℓ¯NXN ) + ℓ¯NΛ2IKANXN − Λ
K
N∑
j=1
[
CKN (j)−
K
N
p
]
xN (j)1K .
In the last step, we used that
∑N
i=1 x(i) = 0. As a conclusion,
‖xKN − ℓ¯NΛXKN‖22 ≤3(Λ‖IKAN (xN − ℓ¯NXN )‖2)2 + 3(Λ2ℓ¯N‖IKANXN‖2)2
+ 3Λ2K−1
( N∑
j=1
[
CKN (j)−
K
N
p
]
xN (j)
)2
.
By the Cauchy-Schwarz inequality, (6) and Lemma 4.4, we have
E
[
1ΩN,K∩AN
( N∑
j=1
[
CKN (j)−
K
N
p
]
xN (j)
)2]
≤E
[
1ΩN,K∩AN
( N∑
j=1
[
CKN (j)−
K
N
p
]2)]
E
[
1ΩN,K∩AN
( N∑
j=1
x2N (j)
)]
≤ CK
N
.
We also know from [1, Proposition 14, step 7, line 12] that E[1ΩN,K∩AN‖xN − ℓ¯NXN‖22] ≤ CN .
And also, by the definition, ‖AN‖2 is bounded on AN . So
E
[
|||IKAN |||22‖xN − ℓ¯NXN‖22
]
≤ C
N
.
Recalling Lemma 4.10 and that ℓ¯N is bounded on ΩN,K , the conclusion follows. 
Lemma 4.12. Assume that Λp < 1. It holds that
E
[
1ΩN,K∩AN
∣∣∣‖xKN‖22 − (Λℓ¯N )2‖XKN‖22∣∣∣] ≤ C√KN .
Proof. We start from∣∣∣‖xKN‖22 − (Λℓ¯N )2‖XKN‖22∣∣∣ ≤ ‖xKN − (Λℓ¯N)XKN‖2(‖xKN‖2 + (Λℓ¯N)‖XKN‖2),
whence
E
[
1ΩN,K∩AN
∣∣∣‖xKN‖22 − (Λℓ¯N )2‖XKN‖22∣∣∣]
≤ E
[
1ΩN,K∩AN ‖xKN − (Λℓ¯N )XKN‖2(‖xKN‖2 + (Λℓ¯N)‖XKN‖2)
]
.
By the Cauchy-Schwarz inequality.
E
[
1ΩN,K∩AN ‖xKN − (Λℓ¯N )XKN‖2
(
‖xKN‖2 + (Λℓ¯N)‖XKN‖2
)]
≤E
[
1ΩN,K∩AN ‖xKN − ℓ¯NΛXKN‖22
] 1
2
E
[
1ΩN,K∩AN
(
‖xKN‖2 + (Λℓ¯N)‖XKN‖2
)2] 12
.
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Lemma 4.11 directly tells us that E[1ΩN,K∩AN ‖xKN − ℓ¯NΛXKN‖22] ≤ C/N .
Next, it is easy to prove, using that ‖XKN‖22 =
∑K
i=1(LN (i)− L¯KN ), that NLN (1), . . . , NLN(K)
are i.i.d. and Binomial(N, p), that
(7) E
[(N
K
‖XKN‖22 − p(1− p)
)2]
≤ CK−1,
whence, recalling that ℓ¯N is bounded on ΩN,K ,
E
[
1ΩN,K∩AN (ℓ¯N )
2N
K
‖XKN‖22
]
≤ CE
[(N
K
‖XKN‖22 − p(1− p)
)2] 12
+ C ≤ C.
Then, by Lemma 4.11 again,
E
[
1ΩN,K∩AN‖xKN‖22
]
≤ 2E
[
1ΩN,K∩AN‖xKN − ℓ¯NΛXKN‖22
]
+ 2E
[
1ΩN,K∩AN‖ℓ¯NΛXKN‖22
]
≤ CK
N
.
The conclusion follows. 
Lemma 4.13. Assume that Λp < 1. It holds that
E
[
1ΩN,K∩AN
∣∣∣N
K
(ℓ¯N )
2‖XKN‖22 −
p(1− p)
(1− Λp)2
∣∣∣] ≤ C√
K
.
Proof. We define
dKN = E
[
1ΩN,K∩AN
∣∣∣N
K
(ℓ¯N )
2‖XKN‖22 −
p(1− p)
(1− Λp)2
∣∣∣].
Then dKN ≤ aKN + bKN , where
aKN =
N
K
E
[
1ΩN,K∩AN
∣∣∣(ℓ¯N)2 − (1 − Λp)−2∣∣∣‖XKN‖22],
bKN = (1− Λp)−2E
[
1ΩN,K∩AN
∣∣∣N
K
‖XKN‖22 − p(1− p)
∣∣∣].
First, (7) directly implies that bKN ≤ C/
√
K. Next, (7) also implies that E[(NK )
2‖XKN‖42] ≤ C,
whence aKN ≤ C/
√
K by Lemma 4.3. This completes the proof. 
Here is the main lemma of this subsection.
Lemma 4.14. Assume that Λp < 1. It holds that
E
[
1ΩN,K∩AN
∣∣∣N
K
‖xKN‖22 −
Λ2p(1− p)
(1− Λp)2
∣∣∣] ≤ C√
K
.
Proof. It directly follows from Lemmas 4.12 and 4.13 that
E
[
1ΩN,K∩AN
∣∣∣N
K
‖xKN‖22 −
Λ2p(1− p)
(1− Λp)2
∣∣∣]
≤Λ2E
[
1ΩN,K∩AN
∣∣∣N
K
(ℓ¯N )
2‖XKN‖22 −
p(1− p)
(1 − Λp)2
∣∣∣]
+
N
K
E
[
1ΩN,K∩AN
∣∣∣‖xKN‖22 − (Λℓ¯N )2‖XKN‖22∣∣∣]
≤C
( 1√
K
+
N
K
√
K
N
)
,
from which the conclusion. 
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4.7. Matrix analysis for the third estimator. We define WN,K∞,∞ := µNK2
∑N
j=1(c
K
N (j))
2ℓN(j)−
N−K
K ℓ¯
K
N , XN,K∞,∞ := WN,K∞,∞ − µ(N−K)K ℓ¯KN . The aim of this subsection is to prove that XN,K∞,∞ ≃
µ/(1− Λp)3 and to study the rate of convergence.
Lemma 4.15. Assume that Λp < 1. It holds that
E[||FKN ||22] ≤
CK
N
,
where FKN := 1
T
KAN − 1N (1TKAN ,1TN )1TN is a row vector.
Proof. By definition,
E[||FKN ||22] = E
[ N∑
j=1
{ 1
N
K∑
i=1
θij − 1
N2
K∑
i=1
N∑
l=1
θil
}2]
≤ E
[ N∑
j=1
{ 1
N
K∑
i=1
θij − Kp
N
}2]
≤ 1
N
E
[{ K∑
i=1
(θi1 − p)
}2]
≤ CK
N
.

Lemma 4.16. Assume that Λp < 1. It holds that
E
[
1ΩN,K‖tKN‖22
]
≤ CK
2
N2
.
where cKN = 1
T
KQN , c¯
K
N :=
1
N
∑N
j=1 c
K
N (j), and
tKN := c
K
N − c¯KN1TN − 1TK +
K
N
1TN .
Proof. By definition, cKN := 1
T
KQN , c¯
K
N =
1
N (c
K
N ,1N ), QN = (I − ΛAN )−1, so that
cKN = 1
T
K + Λc
K
NAN , c¯
K
N =
1
N
(cKN ,1
T
N ) =
K
N
+
Λ
N
(cKNAN ,1
T
N ).
We deduce that
tKN = c
K
N − c¯KN1TN − 1TK +
K
N
1TN
= ΛcKNAN −
Λ
N
(cKNAN ,1
T
N )1
T
N
= ΛtKNAN −
Λ
N
(tKNAN ,1
T
N )1
T
N + Λc¯
K
N1
T
NAN −
Λ
N
c¯KN (1
T
NAN , 1
T
N)1
T
N
+ Λ1TKAN −
Λ
N
(1TKAN ,1
T
N )1
T
N − Λ
K
N
1TNAN +
Λ
N
K
N
(1TNAN ,1
T
N )
= ΛtKNAN −
Λ
N
(tKNAN ,1
T
N )1
T
N + Λc¯
K
NX
T
N − ΛFKN − Λ
K
N
XTN .(8)
where XTN = 1
T
NAN − 1N (1TNAN ,1TN ). And it is clear that NK c¯KN = ℓ¯KN .
By Lemma 4.1, ℓ¯N and ℓ¯
K
N are bounded on the set ΩN,K , whence, using Lemma 4.4,
E
[
1ΩN,K
(
||Λc¯KNXTN ||22 + ||Λ
K
N
XTN ||22
)]
≤ CK
2
N2
.
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Next, Lemma 4.15 tells us that
E
[
1ΩN,K‖FKN‖22
]
≤ E
[
‖FKN‖22
]
≤ CK
2
N2
.
Observing that
∑N
i=1 t
K
N (i) = 0, we see that
|| Λ
N
(tKNAN ,1
T
N )1
T
N ||22 =
Λ2
N
(tKNAN ,1
T
N )
2
=
Λ2
N3
( N∑
i=1
N∑
j=1
(θij − p)tKN (i)
)2
=
Λ2
N
( N∑
i=1
(CN (i)− p)tKN (i)
)2
,
so that
E
[
1ΩN,K∩AN‖
Λ
N
(tKNAN ,1
T
N )1
T
N‖22
]
≤Λ
2
N
E
[
1ΩN,K∩AN‖tKN‖22‖CN − p1N‖22
]
≤ Λ
2
N1/2
E
[
1ΩN,K∩AN ‖tKN‖22
]
by definition of AN . Since finally ||ΛtKNAN ||2 ≤ |||ΛAN |||2||ΛtKN ||2 ≤ a||ΛtKN ||2 on ΩN,K with
a = (1 + Λp)/2, we conclude that
E
[
1ΩN,K∩AN‖tKN‖22
]
≤ CK
2
N2
+ (a+ Λ2N−1/2)E
[
1ΩN,K∩AN ‖tKN‖22
]
.
Since (a+ Λ2N−1/2) < (a+ 1)/2 < 1 for all N large enough, we conclude that, for some constant
C > 0, for all N ≥ 1,
E
[
1ΩN,K∩AN ‖tKN‖22
]
≤ CK
2
N2
.
Finally, observing that ‖tKN‖22 is obviously bounded by CN on ΩN,K and recalling that P(AN ) ≥
1− C/N3 by Lemma 4.1, we easily conclude that
E
[
1ΩN,K‖tKN‖22
]
≤ CK
2 + 1
N2
≤ CK
2
N2
as desired. 
Lemma 4.17. Assume that Λp < 1. It holds that
E
[
1ΩN,K ||fKN ||22
]
≤ CK
2
N2
, E
[
1ΩN,K
∣∣∣(fKN ,1TK)∣∣∣] ≤ CKN .
where fKN := t
K
N IK .
STATISTICAL INFERENCE FOR HAWKES PROCESS 17
Proof. The first inequality is obvious from Lemma 4.16 because ||fKN || ≤ ||tKN ||. For the second
inequality, by (8), we have
E
[
1ΩN,K
∣∣∣(fKN ,1TK)∣∣∣] = E[1ΩN,K ∣∣∣(tKN IK ,1TK)∣∣∣]
= E
[
1ΩN,K
∣∣∣(ΛtKNAN IK − ΛN (tKNAN ,1TN )1TK + Λc¯KNXTNIK − ΛFKN IK − ΛKNXTNIK ,1TK)∣∣∣]
≤ CK
N
E
[∣∣∣(XTNIK ,1TK)∣∣∣]+ CE[∣∣∣(FKN IK ,1TK)∣∣∣]
+
CK
N
E
[
1ΩN,K
∣∣∣(tKNAN ,1TN )∣∣∣]+ ΛE[1ΩN,K ∣∣∣(tKNANIK ,1TK)∣∣∣].
We used that (N/K)c¯KN = ℓ¯
K
N is bounded on ΩN,K . First,
E
[∣∣∣(XTNIK ,1TK)∣∣∣2] = E[∣∣∣ K∑
i=1
XN (i)
∣∣∣2] = E[∣∣∣ K∑
i=1
(
LN (i)− p
)
+K(p− L¯N)
∣∣∣2]
≤ 2E
[∣∣∣ K∑
i=1
(
LN(i)− p
)∣∣∣2]+ 2K2E[(p− L¯N )2] ≤ CK
N
≤ C,
using only that NLN (1), . . . , NLN(N) are i.i.d. and Binomial(N, p)-distributed. Next,
(FKN IK ,1K) =
1
N
( K∑
j=1
K∑
i=1
θij − K
N
K∑
i=1
N∑
j=1
θij
)
=
1
N
[N −K
N
K∑
j=1
K∑
i=1
(θij − p)− K
N
K∑
i=1
N∑
j=k+1
(θij − p)
]
,
so that
E[|(FKN IK ,1TK)|] ≤ E
[∣∣∣(FKN IK ,1TK)∣∣∣2] 12 ≤ CN [N −KN K + KN√K(N −K)] ≤ CKN .
Next, since
∑N
i=1 t
K
N (i) = 0,
E
[
1ΩN,K
∣∣∣(tKNAN ,1TN )∣∣∣] = E[1ΩN,K 1N ∣∣∣
N∑
i,j=1
θijt
K
N (i)
∣∣∣]
= E
[
1ΩN,K
1
N
∣∣∣ N∑
i,j=1
(θij − p)tKN (i)
∣∣∣]
≤ C
N
E
[
1ΩN,K
N∑
i=1
(
tKN (i)
)2] 12
E
[ N∑
i=1
( N∑
j=1
(θij − p)
)2] 12 ≤ C
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by Lemma 4.16. Finally,
E
[
1ΩN,K
∣∣∣(tKNANIK ,1TK)∣∣∣] = 1N E[1ΩN,K ∣∣∣
K∑
i,j=1
tKN (i)θij
∣∣∣]
≤ 1
N
E
[
1ΩN,K
∣∣∣ K∑
i,j=1
tKN (i)(θij − p)
∣∣∣]+ Kp
N
E
[
1ΩN,K
∣∣∣ K∑
i=1
tKN (i)
∣∣∣]
≤ 1
N
E
[
1ΩN,K
K∑
i=1
(
tKN (i)
)2] 12
E
[ K∑
i=1
( K∑
j=1
(θij − p)
)2] 12
+
Kp
N
E
[
1ΩN,K
∣∣∣(fKN ,1TK)∣∣∣]
≤ CK
N
+
Kp
N
E
[
1ΩN,K
∣∣∣(fKN ,1TK)∣∣∣]
by Lemma 4.16. All this proves that
E
[
1ΩN,K
∣∣∣(fKN ,1TK)∣∣∣] ≤ CKN + KpN E[1ΩN,K ∣∣∣(fKN ,1TK)∣∣∣],
whence the conclusion since Kp/N ≤ p < 1. 
Lemma 4.18. Assume that Λp < 1. It holds that
E
[
1ΩN,K
∣∣∣ N
K2
(
c¯KN +
N −K
N
)2 K∑
j=1
ℓN(j) +
N
K2
(
c¯KN −
K
N
)2 N∑
j=K+1
ℓN(j)
− N −K
K
ℓ¯KN −
1
(1− Λp)3
∣∣∣2] ≤ C
NK
.
Proof. Recall that NK c¯
K
N = ℓ¯
K
N , whence
(
c¯KN +
N −K
N
)2 K∑
j=1
ℓN (j) +
(
c¯KN −
K
N
)2 N∑
j=K+1
ℓN (j)
=
(
c¯KN −
K
N
)2 N∑
j=1
ℓN(j) + 2
(
c¯KN −
K
N
) K∑
i=1
ℓN (i) +
K∑
i=1
ℓN (i)
=
(K
N
)2
(ℓ¯KN − 1)2Nℓ¯N + 2
K
N
(ℓ¯KN − 1)Kℓ¯KN +Kℓ¯KN
=
K2
N
(ℓ¯KN − 1)2ℓ¯N + 2
K2
N
(ℓ¯KN − 1)ℓ¯KN +Kℓ¯KN
=2
K2
N
(
− ℓ¯KN ℓ¯N + (ℓ¯KN )2
)
+
K2
N
(
ℓ¯N − ℓ¯KN
)
+
K2
N
(ℓ¯KN )
2ℓ¯N − K
2
N
ℓ¯KN +Kℓ¯
K
N .
Consequently,
N
K2
(
c¯KN +
N −K
N
)2 K∑
j=1
ℓN (j) +
N
K2
(
c¯KN −
K
N
)2 N∑
j=K+1
ℓN (j)
= 2
(
− ℓ¯KN ℓ¯N + (ℓ¯KN )2
)
+
(
ℓ¯N − ℓ¯KN
)
+
(
ℓ¯KN
)2
ℓ¯N +
N −K
K
ℓ¯KN .
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On the event ΩN,K, we have ℓ¯
K
N , ℓ¯N are bounded. Hence,
E
[
1ΩN,K
∣∣∣− ℓ¯KN ℓ¯N + (ℓ¯KN )2∣∣∣2] = E[1ΩN,K ∣∣∣ℓ¯KN ∣∣∣2∣∣∣ℓ¯KN − ℓ¯N ∣∣∣2]
≤ CE
[
1ΩN,K
∣∣∣ℓ¯KN − 11− Λp + 11− Λp − ℓ¯N ∣∣∣2]
≤ CE
[
1ΩN,K
∣∣∣ℓ¯KN − 11− Λp ∣∣∣2]+ CE[1ΩN,K ∣∣∣ 11− Λp − ℓ¯N ∣∣∣2] ≤ CNK
by Lemmas 4.3 and 4.9. Similarly,
E
[
1ΩN,K
(∣∣∣(ℓ¯KN )2ℓ¯N − 1(1− Λp)3 ∣∣∣2 + (ℓ¯N − ℓ¯KN )2)]
≤CE
[
1ΩN,K
∣∣∣ℓ¯KN − 11− Λp ∣∣∣2]+ CE[1ΩN,K ∣∣∣ 11− Λp − ℓ¯N ∣∣∣2] ≤ CNK .
The conclusion follows. 
Here is the main result of this subsection.
Lemma 4.19. Assume that Λp < 1. We have that
E
[
1ΩN,K
∣∣∣XN,K∞,∞ − µ(1− Λp)3 ∣∣∣] ≤ CK .
Proof. By definition,
XN,K∞,∞ −
µ
(1− Λp)3 =
µN
K2
N∑
j=1
(
cKN (j)
)2
ℓN(j)− µ(N −K)
K
ℓ¯KN −
µ
(1 − Λp)3 = µ
3∑
α=1
IαN,K ,
where
I1N,K =
N
K2
K∑
j=1
[
cKN (j)− c¯KN −
N −K
N
]2
ℓN (j) +
N
K2
N∑
j=K+1
[
cKN (j)− c¯KN +
K
N
]2
ℓN(j),
I2N,K =2
N
K2
[
c¯KN +
N −K
N
] K∑
j=1
ℓN (j)
[
cKN (j)− c¯KN −
N −K
N
]
+ 2
N
K2
[
c¯KN −
K
N
] N∑
j=K+1
ℓN (j)
[
cKN (j)− c¯KN +
K
N
]
,
I3N,K =
N
K2
[
c¯KN +
N −K
N
]2 K∑
j=1
ℓN (j) +
N
K2
[
c¯KN −
K
N
]2 N∑
j=K+1
ℓN (j)− N −K
K
ℓ¯KN −
1
(1− Λp)3 .
By Lemma 4.16, ℓ¯N and ℓN(j) are bounded on the set ΩN,K for any j = 1, ..., N , whence
E
[
1ΩN,K |I1N,K |
]
≤ C N
K2
E
[
1ΩN,K ||cKN − c¯KN1TN − 1TK +
K
N
1TN ||22
]
= C
N
K2
E
[
1ΩN,K ||tKN ||22
]
≤ C
N
.
Recall the result from Lemma 4.18: we have
E
[
1ΩN,K |I3N,K |
]
≤ C√
NK
≤ C
K
.
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Next, we have I2N,K = 2I
2,1
N,K + 2I
2,2
N,K , where
I2,1N,K =
N
K2
K∑
j=1
ℓN(j)
[
cKN (j)− c¯KN −
N −K
N
]
,
I2,2N,K =
N
K2
[
c¯KN −
K
N
]{ K∑
j=1
ℓN (j)
[
cKN (j)− c¯KN −
N −K
N
]
+
N∑
j=K+1
ℓN(j)
[
cKN (j)− c¯KN +
K
N
]}
.
Since
K∑
j=1
[
cKN (j)− c¯KN −
N −K
N
]
+
N∑
j=K+1
[
cKN (j)− c¯KN +
K
N
]
= 0,
we may write
I2,2N,K =
N
K2
[
c¯KN −
K
N
]{ K∑
j=1
(
ℓN (j)− ℓ¯N
)[
cKN (j)− c¯KN −
N −K
N
]
+
N∑
j=K+1
(
ℓN(j)− ℓ¯N
)[
cKN (j)− c¯KN +
K
N
]}
=
N
K2
[
c¯KN −
K
N
]{ K∑
j=1
xN (j)
[
cKN (j)− c¯KN −
N −K
N
]
+
N∑
j=K+1
xN (j)
[
cKN (j)− c¯KN +
K
N
]}
=
N
K2
[
c¯KN −
K
N
]
(xN , tN ).
Recalling that c¯KN = Kℓ¯
K
N/N and that ℓ¯
K
N is bounded on ΩN,K , we conclude that 1ΩN,K |I2,2N,K | ≤
C||xN ||2||tN ||2/K. Using Lemmas 4.4 and 4.16, we readily conclude that E[1ΩN,K |I2,2N,K |] ≤ C/N .
Finally,
E[1ΩN,K |I2,1N,K |] ≤
N
K2
E
[
1ΩN,K
∣∣∣ K∑
j=1
(ℓN (j)− ℓ¯KN )
[
cKN (j)− c¯KN −
N −K
N
]∣∣∣]
+
N
K2
E
[
1ΩN,K
∣∣∣ K∑
j=1
ℓ¯KN
[
cKN (j)− c¯KN −
N −K
N
]∣∣∣]
≤ N
K2
E
[
1ΩN,K‖xN‖22
] 1
2
E
[
1ΩN,K‖fKN‖22
] 1
2
+
N
K2
E
[
1ΩN,K
∣∣∣(fKN ,1TK)∣∣∣] ≤ CK
by Lemma 4.17. The proof is complete. 
5. Some auxilliary processes
We first introduce a family of martingales: for i = 1, . . . , N , recalling (1),
M i,Nt =
∫ t
0
∫ ∞
0
1{z≤λi,Ns }π˜
i(ds, dz).
where π˜i(ds, dz) = πi(ds, dz) − dsdz. We also introduce the family of centered processes U i,Nt =
Zi,Nt − Eθ[Zi,Nt ].
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We denote by ZNt (resp. U
N
t , M
N
t ) the N dimensional vector with coordinates Z
i,N
t (resp.
U i,Nt , M
i,N
t ) and set
Z
N,K
t = IKZ
N
t , U
N,K
t = IKU
N
t ,
as well as Z¯N,Kt = K
−1∑K
i=1 Z
i,N
t and U¯
N,K
t = K
−1∑K
i=1 U
i,N
t . By [1, Remark 10 and Lemma
11], we have the following equalities
Eθ[Z
N,K
t ] = µ
∑
n≥0
[ ∫ t
0
sφ∗n(t− s)ds
]
IKA
n
N1N ,(9)
U
N,K
t =
∑
n≥0
∫ t
0
φ∗n(t− s)IKAnNMNs ds,(10)
[M i,N ,M j,N ]t = 1{i=j}Z
i,N
t .(11)
We recall that φ∗0 = δ0, whence in particular
∫ t
0
sφ∗0(t− s)ds = t.
Lemma 5.1. Assume H(q) for some q ≥ 1. There exists a constant C such that
(i) for all r in [1,∞], all t ≥ 0, a.s.,
1ΩN,K‖Eθ[ZN,Kt ]‖r ≤ CtK
1
r ,
(ii) for all r in [1,∞], all t ≥ s ≥ 0, a.s.,
1ΩN,K‖Eθ[ZN,Kt −ZN,Ks − µ(t− s)ℓKN ]‖r ≤ C(min{1, s1−q})K
1
r .
Proof. (i) We start from (9). Recall that Λ =
∫∞
0
φ(s)ds, whence∫ ∞
0
φ∗n(s)ds ≤ Λn,
∫ t
0
sφ∗n(s)ds ≤ t
∫ ∞
0
φ∗n(s)ds ≤ tΛn.
So on the event ΩN,K , on which we have Λ|||IKAN |||r ≤ (K/N)1/r and Λ|||AN |||r ≤ a < 1, we
have (observe that ||1K ||r = K1/r)
‖Eθ[ZN,Kt ]‖r ≤ µtK
1
r + µt
∑
n≥1
Λn|||IKAnN |||r‖1N‖r
≤ µtK 1r + µt
∑
n≥1
Λn|||IKAN |||r|||AN |||n−1r ‖1N‖r ≤ CtK1/r.
(ii) By (9) and Lemma 4.6, we have
Eθ[Z
N,K
t ]− Eθ[ZN,Ks ] = µ(t− s)
∑
n≥0
ΛnIKA
n
N1N + µ
(∑
n≥0
[εn(t)− εn(s)]IKAnN1N
)
with 0 ≤ εn(t) ≤ Cmin{nqΛnt1−q, nΛnk}. Since
∑
n≥0 Λ
nIKA
n
N1N = IKQN1N = ℓ
K
N on the
event ΩN,K ,
‖Eθ[ZN,Kt ]− Eθ[ZN,Ks ]− µ(t− s)ℓKN‖r
≤C(min{1, s1−q})‖1N‖r
∑
n≥0
nqΛn|||IKAnN |||r
≤C(min{1, s1−q})N1/r
(∑
n≥1
nqΛn|||IKAN |||r|||AN |||n−1r
)
≤ Cmin{1, s1−q}K 1r .
We used the very same arguments as in point (i). 
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6. The first estimator in the subcritical case
Here we prove that εN,Kt = t
−1(Z¯N,K2t − Z¯N,Kt ) ≃ µ1−Λp and to study the rate of convergence.
Theorem 6.1. Assume (H(q)) for some q ≥ 1. There are some positive constants C, C ′ depending
only on p, µ, φ and q such that for all ε ∈ (0, 1), all N ≥ K ≥ 1, all t ≥ 1,
P
(∣∣∣εN,Kt − µ1− Λp ∣∣∣ ≥ ε) ≤ CNe−C′K + Cε ( 1√NK + 1√Kt + 1tq
)
.
Lemma 6.2. Assume (H(q)) for some q ≥ 1. There is a constant C > 0 such that a.s.,
(i) 1ΩN,K
∣∣∣Eθ[εN,Kt ]− µℓ¯KN ∣∣∣ ≤ Ctq , (ii) 1ΩN,KEθ[|U¯N,Kt |2] ≤ CtK .
Proof. By Lemma 5.1 (ii),∣∣∣Eθ[εN,Kt ]− µℓ¯KN ∣∣∣ ≤ 1K ∥∥∥Eθ[ZN,K2t −ZN,Ktt ]− µℓKN∥∥∥1 ≤ Ctq .
which proves (i). Using (10),
U¯N,Kt =
1
K
∑
n≥0
∫ t
0
φ∗n(t− s)
K∑
i=1
N∑
j=1
AnN (i, j)M
j,N
s ds.
Recalling (11), it is obvious that for n ≥ 1,
Eθ
[( K∑
i=1
N∑
j=1
AnN (i, j)M
j,N
s
)2]
=
N∑
j=1
( K∑
i=1
AnN (i, j)
)2
Eθ[Z
j,N
s ] ≤ |||IKAN |||2n1
N∑
j=1
Eθ[Z
j,N
s ].
By Lemma 5.1-(i) with r = 1, we have 1ΩN,KEθ[
∑N
i=1 Z
i,N
t ] ≤ CtN and 1ΩN,KEθ[
∑K
i=1 Z
i,N
t ] ≤
CtK. Thus on ΩN,K ,
Eθ[|U¯N,Kt |2]
1
2
≤ 1
K
Eθ
[( K∑
i=1
M i,Nt
)2] 12
+
1
K
∑
n≥1
∫ t
0
φ⋆n(t− s)Eθ
[( K∑
i=1
N∑
j=1
AnN (i, j)M
j,N
s
)2]1/2
ds
≤ 1
K
Eθ
[ K∑
i=1
Zi,Nt
] 1
2
+
C
K
∑
n≥1
|||IKAnN |||1
∫ t
0
Eθ
[ N∑
i=1
Zi,Ns
] 1
2
φ∗n(t− s)ds
≤ C
√
t√
K
+ C
(tN)
1
2
K
∑
n≥1
Λn|||IKAN |||1|||AN |||n−11 .
We used that
∫ t
0
√
sφ∗n(t − s)ds ≤ √t ∫ t0 φ∗n(t − s)ds ≤ √tΛn. As a conclusion, still on ΩN,K ,
since |||IKAN |||1 ≤ CK/N and Λ|||AN |||1 ≤ a < 1,
Eθ[|U¯N,Kt |2]
1
2 ≤ C√t
( 1√
K
+
1√
N
)
≤ C
√
t√
K
as desired. 
Lemma 6.3. Assume (H(q)) for some q ≥ 1. There is C > 0 such that a.s.,
1ΩN,KEθ
[∣∣∣εN,Kt − µℓ¯KN ∣∣∣2] ≤ C( 1t2q + 1tK ).
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Proof. It suffices to write
Eθ
[∣∣∣εN,Kt − µℓ¯KN ∣∣∣2] ≤ 2Eθ[∣∣∣εN,Kt − Eθ[εN,Kt ]∣∣∣2]+ 2∣∣∣Eθ[εN,Kt ]− µℓ¯KN ∣∣∣2
≤ 4
t2
(
Eθ[|U¯N,K2t |2] + Eθ[|U¯N,Kt |2]
)
+ 2
∣∣∣Eθ[εN,Kt ]− µℓ¯KN ∣∣∣2
and to use Lemma 6.2. 
Finally, we can give the proof of Theorem 6.1.
Proof. By Lemmas 4.9 and 6.3, we have
E
[
1ΩN,K
∣∣∣εN,Kt − µ1− Λp ∣∣∣] ≤ E[1ΩN,K ∣∣∣εN,Kt − µℓ¯KN ∣∣∣2] 12 + µE[1ΩN,K ∣∣∣ℓ¯KN − 11− Λp ∣∣∣2] 12
≤ C
( 1√
Kt
+
1
tq
+
1√
NK
)
.
By Chebyshev’s Inequality, we deduce
P
(∣∣∣εN,Kt − µ1− Λp ∣∣∣ ≥ ε) ≤ P (ΩcN,K) + P({∣∣∣εN,Kt − µ1− Λp ∣∣∣ ≥ ε} ∩ ΩN,K)
≤ P (ΩcN,K) +
1
ε
E
[
1ΩN,K
∣∣∣εN,Kt − µ1− Λp ∣∣∣]
≤ CNe−C
′
K +
C
ε
( 1√
NK
+
1
tq
+
1√
Kt
)
by Lemma 4.7. 
7. The second estimator in the subcritical case
We now prove that VN,Kt := NK
∑K
i=1
[
Zi,N2t −Zi,Nt
t − εN,Kt
]2
− Nt εN,Kt ≃ µ
2Λ2p(1−p)
(1−Λp)2 .
Theorem 7.1. Assume H(q) for some q ≥ 1. There is C > 0 such that for all t ≥ 1, a.s.,
1ΩN,KEθ
[∣∣∣VN,Kt − VN,K∞ ∣∣∣] ≤ C( N
t
√
K
+
N
tq
+
N
K
√
t
‖xKN‖2
)
, where VN,K∞ :=
µ2N
K
‖xKN‖22.
We write |VN,Kt − VN,K∞ | ≤ ∆N,K,1t +∆N,K,2t +∆N,K,3t , where
∆N,K,1t =
N
K
∣∣∣ K∑
i=1
[
(Zi,N2t − Zi,Nt )/t− εN,Kt
]2
−
K∑
i=1
[
(Zi,N2t − Zi,Nt )/t− µℓ¯KN
]2∣∣∣,
∆N,K,2t =
N
K
∣∣∣ K∑
i=1
[
(Zi,N2t − Zi,Nt )/t− µℓN (i)
]2
− (K/t)εN,Kt
∣∣∣,
∆N,K,3t = 2
N
K
∣∣∣ K∑
i=1
[
Zi,N2t − Zi,Nt − µℓN (i)
][
µℓN(i)− µℓ¯KN
]∣∣∣.
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We also write ∆N,K,2t ≤ ∆N,K,21t +∆N,K,22t +∆N,K,23t , where
∆N,K,21t =
N
K
∣∣∣ K∑
i=1
[
(Zi,N2t − Zi,Nt )/t− Eθ[Zi,N2t − Zi,Nt ]/t
]2
− (K/t)εN,Kt
∣∣∣,
∆N,K,22t =
N
K
∣∣∣ K∑
i=1
{
Eθ[(Z
i,N
2t − Zi,Nt )/t]− µℓN (i)
}2∣∣∣,
∆N,K,23t = 2
N
K
∣∣∣ K∑
i=1
[
(Zi,N2t − Zi,Nt )/t− Eθ(Zi,N2t − Zi,Nt )/t
][
Eθ(Z
i,N
2t − Zi,Nt )/t− µℓN (i)
]∣∣∣.
We next write ∆N,K,21t ≤ ∆N,K,211t +∆N,K,212t +∆N,K,213t , where
∆N,K,211t =
N
K
∣∣∣ K∑
i=1
{
(U i,N2t − U i,Nt )2/t2 − Eθ[(U i,N2t − U i,Nt )2/t2]
}∣∣∣,
∆N,K,212t =
N
K
∣∣∣ K∑
i=1
Eθ[(U
i,N
2t − U i,Nt )2/t2]− Eθ[KεN,Kt /t]
∣∣∣,
∆N,K,213t =
N
K
∣∣∣KεN,Kt /t− Eθ[KεN,Kt /t]∣∣∣,
At the last, we write ∆N,K,3t ≤ ∆N,K,31t +∆N,K,32t , where
∆N,K,31t = 2
N
K
∣∣∣ K∑
i=1
[
(Zi,N2t − Zi,Nt )/t− Eθ[(Zi,N2t − Zi,Nt )/t]
][
µℓN(i)− µℓ¯KN
]∣∣∣,
∆N,K,32t = 2
∣∣∣ K∑
i=1
[
Eθ[(Z
i,N
2t − Zi,Nt )/t]− µℓN(i)
][
µℓN (i)− µℓ¯KN
]∣∣∣.
Lemma 7.2. Assume H(q) for some q ≥ 1. Then, on the set ΩN,K, for t ≥ 1, a.s.,
(i) Eθ[∆
N,K,1
t ] ≤ C(Nt−2q +NK−1t−1),
(ii) Eθ[∆
N,K,22
t ] ≤ CN/t2q,
(iii) Eθ[∆
N,K,23
t ] ≤ CN/tq,
(iv) Eθ[∆
N,K,213
t ] ≤ CNK−
1
2 t−
3
2 ,
(v) Eθ[∆
N,K,32
t ] ≤ CN/tq.
Proof. (i) Recalling the definition εN,Kt = t
−1(Z¯N,K2t − Z¯N,Kt ),
∆N,K,1t =
N
K
∣∣∣ K∑
i=1
[
µℓ¯KN − εN,Kt
][
2(Zi,N2t − Zi,Nt )/t− µℓ¯KN − εN,Kt
]∣∣∣ = N(εN,Kt − µℓ¯KN)2,
whence by Lemma 6.3,
Eθ[∆
N,1,K
t ] = NEθ
[(
εN,Kt − µℓ¯KN
)2]
≤ C
(
Nt−2q +NK−1t−1
)
.
(ii) We use Lemma 5.1-(ii) with r = 2:
Eθ[∆
N,K,22
t ] =
N
K
K∑
i=1
{
Eθ[(Z
i,N
2t − Zi,Nt )/t]− µℓN (i)
}2
≤ CN/t2q.
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(iii) By Lemma 5.1-(i) with r =∞ and 5.1-(ii),
Eθ[∆
N,K,23
t ] ≤
4N
K
∥∥∥Eθ[(ZN,K2t −ZN,Kt )/t]− µℓKN∥∥∥∞∥∥∥Eθ[ZN,K2t +ZN,Kt ]∥∥∥1t−1 ≤ CNtq .
(iv) Since
∆N,K,213t = Nt
−2
∣∣∣U¯N,K2t − U¯N,Kt ∣∣∣ ≤ Nt−2(|U¯N,K2t |+ |U¯N,Kt |)
and thanks to Lemma 6.2-(ii), we deduce that
Eθ[∆
N,K,213
t ] ≤ CNK−
1
2 t−
3
2 .
(v) Since maxj=1,...,N [ℓN (j)] is bounded on the set ΩN,K , by Lemma 5.1-(ii) with r = 1,
Eθ[∆
N,K,32
t ] ≤ CEθ
[ N
Kt
‖ZN,K2t −ZN,Kt − µtℓKN‖1
]
≤ CN
tq
.
The proof is complete. 
Lemma 7.3. Assume H(q) for some q ≥ 1. We have, for all t ≥ 1, on the set ΩN,K, a.s.
Eθ[∆
N,K,212
t ] ≤ C/t.
Proof. We write Eθ[∆
N,K,212
t ] ≤ t−2NK
∑K
i=1 ai, where ai = |Eθ[(U i,N2t − U i,Nt )2 − (Zi,N2t − Zi,Nt )]|,
and then
ai = bi + di where ai = Eθ[(R
i,N
t )
2] and bi = 2Eθ[(M
i,N
2t −M i,Nt )Ri,Nt ],
where, recalling (10), we have U i,N2t − U i,Nt =M i,N2t −M i,Nt +Ri,Nt , with
Ri,Nt =
∑
n≥1
∫ 2t
0
βn(t, 2t, s)
N∑
j=1
AnN (i, j)M
j,N
s ds with βn(t, 2t, s) = φ
⋆n(2t− s)− φ⋆n(t− s).
This uses that Eθ[(M
i,N
2t −M i,Nt )2] = Eθ[Zi,N2t −Zi,Nt ] by (11). By the proof of [1, Lemma 21, lines
10 and 15], we have bi ≤ CtN−1 and di ≤ CtN−1, whence the conclusion. 
Before considering the term ∆N,K,31t , we review [1, Lemma 22] (observing that ΩN,K ⊂ Ω1N ).
Lemma 7.4. Assume H(q) for some q ≥ 1. Then for all t ≥ 1 and k, l, a, b ∈ {1, . . . , N}, all
r, s, u, v ∈ [0, t], on the set ΩN,K a.s,
(i) |Covθ(Zk,Nr , Z l,Ns )| = |Covθ(Uk,Nr , U l,Ns )| ≤ Ct(N−1 + 1{k=l}),
(ii) |Covθ(Zk,Nr ,M l,Ns )| = |Covθ(Uk,Nr ,M l,Ns )| ≤ Ct(N−1 + 1{k=l}),
(iii) |Covθ(Zk,Nr ,
∫ s
0 Mτ−dM
l,N
τ )| = |Covθ(Uk,Nr ,
∫ s
0 Mτ−dM
l,N
τ )| ≤ Ct
3
2 (N−1 + 1{k=l}),
(iv) |Eθ[Mk,Nr Mk,Ns M l,Nu ]| ≤ CtN , if #{k, l} = 2,
(v) |Covθ(Mk,Nr M l,Ns ,Ma,Nu M b,Nv )| = 0, if #{k, l, a, b} = 4,
(vi) |Covθ(Mk,Nr M l,Ns ,Ma,Nu M b,Nv )| ≤ Ct/N2, if #{k, a, b} = 3,
(vii) |Covθ(Mk,Nr M l,Ns ,Ma,Nu Ma,Nv )| ≤ CN−1t
3
2 , if #{k, a} = 2,
(viii) |Covθ(Mk,Nr M l,Ns ,Ma,Nu M b,Nv )| ≤ Ct2.
26 CHENGUANG LIU
Lemma 7.5. Assume H(q) for some q ≥ 1. Then for t ≥ 1 on ΩN,K a.s.,
Eθ[(∆
N,K,31
t )
2] ≤ CN
2
tK2
K∑
i=1
(
ℓN (i)− ℓ¯KN
)2
.
Proof. By definition of ∆N,K,31t ,
Eθ[(∆
N,K,31
t )
2] =
4µ2N2
t2K2
K∑
i,j=1
(ℓN (i)− ℓ¯KN )(ℓN (j)− ℓ¯KN )Covθ(U i,N2t − U i,Nt , U j,N2t − U j,Nt ).
By Lemma 7.4 (i), we have Covθ[U
i,N
2t − U i,Nt , U j,N2t − U j,Nt ] ≤ Ct(1{i=j} + 1N ). We deduce that
Eθ[(∆
N,K,31
t )
2] ≤ Cµ
2N2
t2K2
t
K∑
i,j=1
(
1{i=j} +
1
N
){
[ℓN (i)− ℓ¯KN ]2 + [ℓN(j)− ℓ¯KN ]2
}
≤ C
t
N2
K2
K∑
i=1
(
ℓN (i)− ℓ¯KN
)2
.
We ,finally used that K/N ≤ 1. 
Next, we deal with the term ∆N,K,211t .
Lemma 7.6. Assume H(q) for some q ≥1. Then for all t ≥ 1, a.s. on the set ΩN,K, we have
Eθ[(∆
N,K,211
t )
2] ≤ CN
2
Kt2
.
Proof. First, Eθ[(∆
N,K,211
t )
2] = N
2
K2t4
∑K
i,j=1 aij , where aij = Covθ[(U
i,N
2t −U i,Nt )2, (U j,N2t −U j,Nt )2].
Let Γk,l,a,b(t) = supr,s,u,v∈[0,2t] |Covθ(Mk,Nr M l,Ns ,Ma,Nu M b,Nv )|. By the proof of [1, Lemma 24 lines
9 to 12], we have
aij ≤ C
N∑
k,l,a,b=1
(1{i=k} +N−1)(1{i=l} +N−1)(1{j=a} +N−1)(1{j=b} +N−1)Γk,l,a,b(t).
Hence,
K∑
i,j=1
aij ≤ C[RK1 +RK2 +RK3 +RK4 +RK5 +RK6 ],
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where
RK1 =
1
N4
K∑
i,j=1
N∑
k,l,a,b=1
Γk,l,a,b(t) =
K2
N4
N∑
k,l,a,b=1
Γk,l,a,b(t),
RK2 =
1
N3
K∑
i,j=1
N∑
k,l,a,b=1
1{i=k}Γk,l,a,b=1(t) =
K
N3
K∑
i=1
N∑
l,a,b=1
Γi,l,a,b(t),
RK3 =
1
N2
K∑
i,j=1
N∑
k,l,a,b=1
1{i=k}1{j=a}Γk,l,a,b(t) =
1
N2
K∑
k,a=1
N∑
b,l=1
Γk,l,a,b(t),
RK4 =
1
N2
K∑
i,j=1
N∑
k,l,a,b=1
1{i=k}1{i=l}Γk,l,a,b(t) =
K
N2
K∑
k=1
N∑
a,b=1
Γk,k,a,b(t),
RK5 =
1
N
K∑
i,j=1
N∑
k,l,a,b=1
1{i=k}1{i=l}1{j=a}Γk,l,a,b(t) =
1
N
K∑
k,a=1
N∑
b=1
Γk,k,a,b(t),
RK6 =
K∑
i,j=1
N∑
k,l,a,b=1
1{i=k}1{i=l}1{j=a}1{j=b}Γk,l,a,b(t) =
K∑
k,a=1
Γk,k,a,a(t).
By Lemma 7.4-(v)-(viii), we see that Γk,l,a,b(t) ≤ Ct21{#{k,l,a,b}<4}, so that
RK1 ≤ Ct2
K2
N
, RK2 ≤ Ct2
K2
N
, and RK3 ≤ Ct2K.
Also, from Lemma 7.4-(vi)-(viii), we have Γk,k,a,b(t) ≤ C(1{#{k,a,b}=3}N−2t + 1{#{k,a,b}<3}t2),
whence
RK4 ≤ C
(K2
N2
t+
K2
N
t2
)
≤ CK
2
N
t2 and RK5 ≤ C
(
Kt2 +
K2
N2
t
)
≤ CKt2.
Finally, notice that from Lemma 7.4-(vii)-(viii), Γk,k,a,a(t) ≤ C(1{#{k,a}=2}N−1t 32+1{#{k,a}=1}t2),
so that
RK6 ≤ C
(K2
N
t
3
2 +Kt2
)
≤ CKt2.
All in all, we deduce that
∑K
i,j aij ≤ CKt2. 
Then we can give prove of Theorem 7.1.
Proof. Recalling that
|VN,Kt − VN,K∞ | =∆N,K,1t +∆N,K,211t +∆N,K,212t +∆N,K,213t +∆N,K,22t
+∆N,K,23t +∆
N,K,31
t +∆
N,K,32
t ,
Lemmas 7.2, 7.3, 7.5 and 7.6 allow us to conclude that
1ΩN,KEθ[|VN,Kt − VN,K∞ |] ≤ C
( N
t
√
K
+
N
K
1
2 t
3
2
+
N
tq
+
N
t2q
+
N
tK
+
N
K
√
t
[ K∑
i=1
(ℓN (i)− ℓ¯KN )2
] 1
2
)
≤ C
( N
t
√
K
+
N
tq
+
N
K
√
t
‖xKN‖2
)
as desired. 
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Corollary 7.7. Assume H(q) for some q > 3. There exists some constants C > 0 and C′ > 0
depending only on p, µ, φ, q such that for all ε ∈ (0, 1), such that, for t ≥ 1,
P
(∣∣∣VN,Kt − µ2Λ2p(1− p)(1 − Λp)2 ∣∣∣ ≥ ε) ≤ CNe−C′K + Cε ( 1√K + Nt√K
)
.
Proof. By Theorem 7.1 and Lemma 4.14 (since VN,K∞ = µ2NK ||xNK ||2 = µ2NK
∑K
i=1(ℓN (i) − ℓ¯KN )2),
we have
E
[
1ΩN,K
∣∣∣VN,Kt − µ2Λ2p(1 − p)(1− Λp)2 ∣∣∣]
≤ E[1ΩN,K |VN,Kt − VN,K∞ |] + µ2E
[
1ΩN,K
∣∣∣N
K
K∑
i=1
(
ℓN (i)− ℓ¯KN
)2
− Λ
2p(1− p)
(1 − Λp)2
∣∣∣]
≤ CE
[
1ΩN,K
( N
t
√
K
+
N
tq
+
N
K
√
t
‖xKN‖2
)]
+
C√
K
≤ C
( 1√
K
+
√
N√
tK
+
N
tq
+
N
t
√
K
)
.
By the classical inequality N
t
√
K
+ 1√
K
≥ 2
√
N√
Kt
, we end with
E
[
1ΩN,K
∣∣∣VN,Kt − µ2Λ2p(1− p)(1− Λp)2 ∣∣∣] ≤ C(Ntq + Nt√K + 1√K
)
.
Using Lemma 4.7 and Chebyshev’s inequality, we conclude that
P
(∣∣∣VN,Kt − µ2Λ2p(1− p)(1− Λp)2 ∣∣∣ ≥ ε) ≤ CNe−CK + Cε ( 1√K + Ntq + Nt√K
)
.
Next, we get rid of the term Ntq . We assume without loss of generality that C ≥ 1. When t ≤
√
K,
then N
t
√
K
≥ 1, so that
P
(∣∣∣VN,Kt − µ2Λ2p(1− p)/(1− Λp)2∣∣∣ ≥ ε) ≤ 1 ≤ CNe−CK + Cε ( 1√K + Nt√K
)
.
When now t ≥ √K, then N
t
√
K
≥ Nt ≥ Ntq . So
P
(∣∣∣VN,Kt − µ2Λ2p(1 − p)/(1− Λp)2∣∣∣ ≥ ε) ≤ CNe−CK + Cε ( 1√K + Nt√K
)
.
This completes the proof. 
8. The third estimator in the subcritical case
Recall that by definition,
WN,K∆,t = 2ZN,K2∆,t −ZN,K∆,t , ZN,K∆,t =
N
t
2t
∆∑
i= t∆+1
(
Z¯N,Ki∆ − Z¯N,K(i−1)∆ −∆εN,Kt
)2
,
XN,K∆,t =WN,K∆,t −
N −K
K
εN,Kt .
The goal of this section is to check that XN,K∆,t ≃ µ(1−Λp)3 , and more precisely to prove the following
estimate.
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Theorem 8.1. Assume H(q) for some q ≥ 3. Then a.s., for all t ≥ 4 and all ∆ ∈ [1, t/4] such
that t/(2∆) is a positive integer,
E
[
1ΩN,K
∣∣∣XN,K∆,t − µ(1− Λp)3 ∣∣∣] ≤ C(NK
√
∆
t
+
N2
K∆
1
2 (q+1)
+
Nt
K∆
q
2+1
+
N
K
√
Kt
)
.
In the whole section, we assume that t ≥ 4 and that ∆ ∈ [1, t/4] is such that t/(2∆) is a positive
integer. First, we recall that WN,K∞,∞ := µNK2
∑N
j=1(c
K
N (j))
2ℓN (j) and write
|XN,K∆,t −XN,K∞,∞| ≤ |WN,K∆,t −WN,K∞,∞|+
N −K
K
∣∣∣εN,Kt − ℓ¯KN ∣∣∣
≤DN,K,1∆,t + 2DN,K,12∆,t +DN,K,2∆,t + 2DN,K,22∆,t +DN,K,3∆,t + 2DN,K,32∆,t +DN,K,4∆,t +
N
K
∣∣∣εN,Kt − ℓ¯KN ∣∣∣,
where
DN,K,1∆,t =
N
t
∣∣∣ 2t∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ −∆εN,Kt
)2
−
2t
∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ −∆µℓ¯KN
)2∣∣∣,
DN,K,2∆,t =
N
t
∣∣∣ 2t∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ −∆µℓ¯KK
)2
−
2t
∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)2∣∣∣,
DN,K,3∆,t =
N
t
∣∣∣ 2t∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)2
− Eθ
[ 2t∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)2]∣∣∣,
and finally
DN,K,4∆,t =
∣∣∣2N
t
Eθ
[ t∆∑
a= t2∆+1
(
Z¯N,K2a∆ − Z¯N,K2(a−1)∆ − Eθ[Z¯N,K2a∆ − Z¯N,K2(a−1)∆]
)2]
− N
t
Eθ
[ 2t∆∑
a= t∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)2]
−WN,K∞,∞
∣∣∣.
For the first term DN,K,1∆,t , we have the following lemma.
Lemma 8.2. Assume H(q) for some q ≥ 1. Then a.s. on the set ΩN,K
Eθ[D
N,K,1
∆,t ] ≤ C∆
( N
t2q
+
N
Kt
)
.
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Proof. Recalling that εN,Kt := t
−1(Z¯N,K2t − Z¯N,Kt ), we have
DN,K,1∆,t =
N
t
∣∣∣ 2t∆∑
a= t∆+1
[Z¯N,Ka∆ − Z¯N,K(a−1)∆ −∆εN,Kt ]2 −
2t
∆∑
a= t∆+1
[Z¯N,Ka∆ − Z¯N,K(a−1)∆ −∆µℓ¯KN ]2
∣∣∣
=N∆(µℓ¯KN − εN,Kt )2,
Lemma 6.3 completes the proof. 
Next, we consider the term DN,K,2∆,t .
Lemma 8.3. Assume H(q) for some q ≥ 1. Then a.s. on the set ΩN,K,
Eθ[D
N,K,2
∆,t ] ≤ CNt1−q
Proof. First, we have
DN,K,2∆,t =
2N
t
∣∣∣ 2t∆∑
a= t∆+1
(
∆µℓ¯KN − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)
(
2(Z¯N,Ka∆ − Z¯N,K(a−1)∆)− Eθ
[
Z¯N,Ka∆ − Z¯N,K(a−1)∆
]
−∆µℓ¯KN
)∣∣∣,
whence
Eθ[D
N,K,2
∆,t ] ≤
2N
t
2t
∆∑
a= t∆+1
∣∣∣∆µℓ¯KN − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]∣∣∣(Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]+∆µℓ¯KN).
By Lemma 5.1-(i)-(ii) with r = 1, since (a− 1)∆ ≥ t, we conclude that on ΩN,K , a.s.,∣∣∣∆µℓ¯KN − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]∣∣∣ ≤ Ct1−q and Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆] ≤ C∆ℓ¯KN + C ≤ C∆
since ℓ¯KN is bounded on ΩN,K . The conclusion follows. 
Next we consider the term DN,K,4∆,t .
Lemma 8.4. Assume H(q) for some q ≥ 1. On ΩN,K, there is a σ((θij)i,j=1...N )-measurable finite
random variable YN,K such that for all 1 ≤ ∆ ≤ x2 , a.s. on ΩN,K,
Varθ(U¯
N,K
x+∆ − U¯N,Kx ) =
∆
N
WN,K∞,∞ − YN,K + rN,K(x,∆),
where, for some constant C, |rN,K(x,∆)| ≤ Cx∆−qK−1.
Proof. Recalling (10), we write
U¯N,Kx+∆ − U¯N,Kx =
∑
n≥0
∫ x+∆
0
βn(x, x+∆, s)
1
K
K∑
i=1
N∑
j=1
AnN (i, j)M
j,N
s ds,
where βn(x, x + ∆, s) = φ
⋆n(x + ∆ − s) − φ⋆n(x − s). Set V N,Kx,∆ = Varθ(U¯N,Kx+∆ − U¯N,Kx ). Recall
that E[M i,Ns M
j,N
t ] = 1{i=j}Eθ[Z
i,N
s∧t ], see (11). We thus have
V N,Kx,∆ =
∑
m,n≥0
∫ x+∆
0
∫ x+∆
0
βm(x, x+∆, r)βn(x, x+∆, s)
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)Eθ[Z
j,N
s∧r ]drds.
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In view of [1, Lemma 28, Step 2], we have Eθ[Z
j,N
s ] = µℓN(j)s−XNj +RNj (s), where
XNj =µκ
∑
n≥0
nΛn
N∑
l=1
AnN (j, l) and R
N
j (s) = µ
∑
n≥0
εn(s)
N∑
l=1
AnN (j, l).
Recall that κ and εn(s) were defined in Lemma 4.6. Also, there is a constant C such that, for
all j = 1, ..., N , we have 0 ≤ XNj ≤ C and |RNj (s)| ≤ C(s1−q ∧ 1). Then we can write that
V N,Kx,∆ = I −M +Q, where
I=
∑
n,m≥0
∫ x+∆
0
∫ x+∆
0
βn(x, x+∆, s)βm(x, x+∆, r)
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)µℓN (j)(r ∧ s)drds.
M=
∑
n,m≥0
∫ x+∆
0
∫ x+∆
0
βn(x, x +∆, s)βm(x, x +∆, r)
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)X
N
j drds.
Q=
∑
n,m≥0
∫ x+∆
0
∫ x+∆
0
βn(x, x +∆, s)βm(x, x +∆, r)
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)R
N
j (r ∧ s)drds.
First, we consider M . Using that | ∫ x+∆
0
βn(x, x+∆, r)dr| ≤ CnqΛnx−q, see [1, Lemma 15 (ii)]
and that XNj is bounded by some constant not depending on t, we conclude that on ΩN,K ,
|M | ≤C
∑
m,n≥0
mqnqΛm+nx−2qK−2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)
≤Cx−2qNK−2
∑
m,n≥1
mqnqΛm+n|||IKAnN |||1|||IKAmN |||1
≤Cx−2qNK−2
∑
m,n≥1
mqnqΛm+n|||IKAN |||21|||AN |||m+n−21
≤Cx−2qN−1 ≤ Cx∆−qK−1.
Next, we consider Q. We write
|Q| ≤C
∑
m,n≥1
∫ x+∆
0
∫ x+∆
0
∣∣∣βm(x, x +∆, r)∣∣∣∣∣∣βn(x, x +∆, s)∣∣∣
N
K2
|||IKAN |||21|||AN |||m+n−21 [(r ∧ s)1−q ∧ 1]drds
+ 2C
∑
m≥0
∫ x+∆
0
∫ x+∆
0
∣∣∣β0(x, x+∆, s)∣∣∣∣∣∣βm(x, x+∆, r)∣∣∣ 1
K
|||IKAmN |||1[(r ∧ s)1−q ∧ 1]drds
≤Q1 +Q2 + 2Q3 + 2Q4.
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where, using that x−∆ ≥ x2 and that (r ∧ s)1−q ≤ x1−q if r ∧ s ≥ x−∆,
Q1 =
C
xq−1
∑
m,n≥1
∫ x+∆
x−∆
∫ x+∆
x−∆
∣∣∣βm(x, x +∆, r)∣∣∣∣∣∣βn(x, x+∆, s)∣∣∣ N
K2
|||IKAN |||21|||AN |||m+n−21 drds,
Q2 =C
∑
m,n≥1
∫ x−∆
0
∫ x+∆
0
∣∣∣βm(x, x+∆, r)∣∣∣∣∣∣βn(x, x+∆, s)∣∣∣ N
K2
|||IKAN |||21|||AN |||m+n−21 drds,
Q3 =
C
xq−1
∑
m≥0
∫ x+∆
0
∫ x+∆
x−∆
∣∣∣β0(x, x+∆, s)∣∣∣∣∣∣βm(x, x +∆, r)∣∣∣ 1
K
|||IKAmN |||1drds,
Q4 =C
∑
m≥0
∫ x+∆
0
∫ x−∆
0
∣∣∣β0(x, x +∆, s)∣∣∣∣∣∣βm(x, x +∆, r)∣∣∣ 1
K
|||IKAmN |||1drds.
In view of [1, Lemma 15-(ii)], we have the inequalities
∫ x+∆
0 |βn(x, x + ∆, s)|ds ≤ 2Λn and∫ x−∆
0 |βm(x, x+∆, r)|dr ≤ CmqΛm∆−q. Hence, on ΩN,K ,
Q1 ≤ Cx1−q
∑
m,n≥1
Λm+nNK−2|||IKAN |||21|||AN |||m+n−21 ≤ CN−1x1−q ≤ Cx∆−qK−1,
Q2 ≤ C∆−q
∑
m,n≥1
mqΛm+nNK−2|||IKAN |||21|||AN |||m+n−21 ≤ C∆−qN−1 ≤ Cx∆−qK−1.
Since furthermore |β0(x, x+∆, s)| = |δ{s=x+∆} − δ{s=x}| ≤ δ{s=x+∆} + δ{s=x}, we have
Q3 ≤ Cx1−q
∑
m≥0
ΛmK−1|||IKAmN |||1 ≤ Cx1−qK−1 ≤ Cx∆−qK−1,
Q4 ≤ C∆−q
∑
m≥0
mqΛmK−1|||IKAmN |||1 ≤ C∆−qK−1 ≤ Cx∆−qK−1.
All in all, on ΩN,K , we have Q ≤ Cx∆−qK−1.
Finally we consider I. We recall from [1, Lemma 15 (iii)] that there are 0 ≤ κm,n ≤ (m + n)κ
and a function εm,n : (0,∞)2 7→ R satisfying |εm,n(t, t+∆)| ≤ C(m+ n)qΛm+nt∆−q such that
γm,n(x, x +∆) =
∫ x+∆
0
∫ x+∆
0
(s ∧ u)βm(x, x+∆, s)βn(x, x+∆, u)duds
=∆Λm+n − κm,nΛm+n + εm,n(x, x+∆).
Then we can write I as:
I = µ
∑
m,n≥0
γm,n(x, x+∆)
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)ℓN (j) = I1 − I2 + I3,
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where
I1 =µ∆
∑
m,n≥0
Λm+n
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)ℓN (j),
I2 =µ
∑
m,n≥0
κm,nΛ
m+n 1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)ℓN (j),
I3 =µ
∑
m,n≥0
εm,n(x, x+∆)
1
K2
K∑
i,k=1
N∑
j=1
AmN (i, j)A
n
N (k, j)ℓN(j).
Recalling that WN,K∞,∞ := µNK2
∑N
j=1(c
K
N (j))
2ℓN (j) by definition and that
∑
m≥0 Λ
mAmN (i, j) =
QN (i, j),
I1 = µ∆
∑
m,n≥0
Λm+n
1
K2
K∑
i,k
N∑
j=1
AmN (i, j)A
n
N (k, j)ℓN (j)
= µ∆
1
K2
N∑
j=1
(
cKN (j)
)2
ℓN (j) = ∆
1
N
WN,K∞,∞.
Next, we set YN,K = I2. It is obvious that YN,K is a (θij)i,j=1...N measurablefunction and well-
defined on ΩN,K . Finally, using that εm,n(x, x + ∆) ≤ C(m + n)qΛm+nx∆−q and that ℓN is
bounded on ΩN,K (we have to treat separately the case n = 0 or m = 0),
I3 ≤C x
K2∆q
∑
m≥0
mqΛm
K∑
i,k=1
AmN (k, i) + C
xN
∆qK2
∑
m,n≥1
(n+m)qΛm+n|||IKAnN |||1|||IKAmN |||1
≤C x
K∆q
∑
m≥0
mqΛm|||IKAmN |||1 + C
xN
∆qK2
∑
m,n≥1
(n+m)qΛm+n|||IKAN |||21|||AN |||m+n−21
≤C x
N∆q
,
still on ΩN,K . All in all, we have verified that V
N,K
x,∆ = I −M +Q, with
|M |+ |Q|+ |I −∆N−1WN,K∞,∞ + YN,K | ≤ Cx∆−qK−1,
which completes the proof. 
Next, we consider the term DN,K,4∆,t .
Lemma 8.5. Assume H(q) for some q ≥ 1. Then a.s. on ΩN,K, for 1 ≤ ∆ ≤ t4 , we have:
Eθ[D
N,K,4
∆,t ] ≤ C
Nt
K∆1+q
.
Proof. Recalling that U i,Nt = Z
i,N
t − Eθ[Zi,Nt ], we see that
DN,K,4∆,t =
∣∣∣2N
t
t/∆∑
a=t/(2∆)+1
Var(U¯N,K2a∆ − U¯N,K2(a−1)∆)−
N
t
2t/∆∑
a=t/∆+1
Var(U¯N,Ka∆ − U¯N,K(a−1)∆)−WN,K∞,∞
∣∣∣.
By Lemma 8.4, we have
Varθ(U¯
N,K
x+∆ − U¯N,Kx ) =
∆
N
WN,K∞,∞ − YN,K + rN,K(x,∆).
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Since a ∈ {t/(2∆)+1, ..., t/∆}, x = 2(a−1)∆ ≥ t satisfies 2∆ ≤ x2 and for a ∈ {t/∆+1, ..., 2t/∆},
x = (a− 1)∆ ≥ t satisfies ∆ ≤ x/2. Then we conclude that
DN,K,4∆,t =
∣∣∣2N
t
t/∆∑
a=t/(2∆)+1
[2∆
N
WN,K∞,∞ − YN,K + rN,K(2(a− 1)∆, 2∆)
]
− N
t
2t/∆∑
a= t∆+1
[∆
N
WN,K∞,∞ − YN,K + rN,K((a− 1)∆,∆)
]
−WN,K∞,∞
∣∣∣
=
∣∣∣2N
t
t/∆∑
a=t/(2∆)+1
rN,K(2(a− 1)∆, 2∆)− N
t
2t/∆∑
a=t/∆+1
rN,K((a− 1)∆,∆)
∣∣∣.
But |rN,K(x,∆)| ≤ Cx∆−qK−1, whence finally
DN,K,4∆,t ≤ C
N
t
t
∆
( t
∆qK
)
=
CNt
K∆1+q
as desired. 
To treat the last term DN,K,3∆,t , we need this following Lemma.
Lemma 8.6. Assume H(q) for some q ≥ 1. On the set ΩN,K, for all t, x,∆ ≥ 1, we have
(12) Var
[(
U¯N,Kx+∆ − U¯N,Kx
)2]
≤ C
(∆2
K2
+
t2
K2∆4q
)
if
t
2
≤ x−∆ ≤ x+∆ ≤ 2t
and
Covθ
(
(U¯N,Kx+∆ − U¯N,Kx )2, (U¯N,Ky+∆ − U¯N,Ky )2
)
≤ C
( √t
K∆q−1
+
t2
K2∆4q
+
√
t
K2∆q−
3
2
)
(13)
if
t
2
≤ y −∆ ≤ y +∆ ≤ x− 2∆ ≤ x+∆ ≤ 2t.
Proof. Step 1: recalling (10), for z ∈ [x, x +∆], we write
U i,Nz − U i,Nx =
∑
n≥0
∫ z
0
βn(x, z, r)
N∑
j=1
AnN (i, j)M
j,N
r dr = Γ
i,N
x,z +X
i,N
x,z ,
where βn(x, z, r) = φ
⋆n(z − r)− φ⋆n(x− r) and where
Γi,Nx,z =
∑
n≥0
∫ z
x−∆
βn(x, z, r)
N∑
j=1
AnN (i, j)(M
j,N
r −M j,Nx−∆)dr,
X i,Nx,z =
∑
n≥0
(∫ z
x−∆
βn(x, z, r)dr
) N∑
j=1
AnN (i, j)M
j,N
x−∆ +
∑
n≥0
∫ x−∆
0
βn(x, z, r)
N∑
j=1
AnN (i, j)M
j,N
r dr.
We set Γ¯N,Kx,z = K
−1∑K
i=1 Γ
i,N
x,z and X¯
N,K
x,z = K
−1∑K
i=1X
i,N
x,z . We write
X¯N,Kx,z =
∑
n≥0
( ∫ z
x−∆
βn(x, z, r)dr
)
ON,K,nx−∆ +
∑
n≥0
∫ x−∆
0
βn(x, z, r)O
N,K,n
r dr.
where
ON,K,nr =
1
K
K∑
i=1
N∑
j=1
AnN (i, j)M
j,N
r .
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By (11), we have [M i,N ,M j,N ]t = 1{i=j}Z
i,N
t . Hence, for n ≥ 1,
[ON,K,n, ON,K,n]r =
1
K2
N∑
j=1
( K∑
i=1
AnN (i, j)
)2
Zj,Nr ≤
N
K2
|||IKAN |||21|||AN |||2n−21 Z¯Nr .
And when n = 0, we have
[ON,K,0, ON,K,0]r =
1
K2
N∑
j=1
( K∑
i=1
A0N (i, j)
)2
Zj,Nr =
1
K
Z¯N,Kr .
By Lemma 6.2, we have, on ΩN,K ,
Eθ[(Z¯
N,K
t )
2] ≤ 2Eθ[Z¯N,Kt ]2 + 2Eθ[(U¯N,Kt )2] ≤ Ct2.
Hence, by the Doob’s inequality, when n ≥ 1:
Eθ
[
sup
[0,2t]
(
ON,K,nr
)4]
≤ CN
2
K4
|||IKAN |||41|||AN |||4n−41 Eθ
[(
Z¯N2t
)2]
≤ C
N2
|||AN |||4n−41 t2.(14)
By the same way,
Eθ
[
sup
[x−∆,x+∆]
(
ON,K,nr −ON,K,nx−∆
)4]
≤ C
N2
|||AN |||4n−41 ∆2,(15)
and in the case n = 0, by Doob’s inequality,
Eθ
[
sup
[x−∆,x+∆]
(
ON,K,0r −ON,K,0x−∆
)4]
≤ CK−2∆2.(16)
Step 2: We recall the result of [1, Lemma 15]:∣∣∣ ∫ z
x−∆
βn(x, z, r)dr
∣∣∣ + ∫ x−∆
0
∣∣∣βn(x, z, r)∣∣∣dr ≤ CnqΛn∆−q.
So we conclude that
|X¯Nx,z| ≤ C
∑
n≥0
nqΛn∆−q sup
[0,2t]
|ON,K,nr | = C
∑
n≥1
nqΛn∆−q sup
[0,2t]
|ON,K,nr |.
Recalling (14), on the set ΩN,K , by using the Minkowski inequality we conclude that
E[(X¯Nx,z)
4]
1
4 ≤ C
∑
n≥1
nqΛn|||AN |||n−11 ∆−qN−
1
2
√
t ≤ C∆−qN− 12√t.
Step 3: We rewrite
Γ¯N,Kx,z =
∑
n≥0
∫ z
x−∆
βn(x, z, r)[O
N,K,n
r −ON,K,nx−∆ ]dr.
Since
∫ x
x−∆ |βn(x, z, r)|dr ≤ 2Λn by [1, Lemma 15], using (15)-(16) and the Minkowski inequality,
E[(Γ¯N,Kx,z )
4]
1
4 ≤ C
{
∆
1
2K−
1
2 +
∑
n≥1
Λn
1√
N
|||AN |||n−11 ∆
1
2
}
≤ C∆ 12 (K− 12 +N− 12 ) ≤ C∆ 12K− 12 .
Step 4: Since, see Step 1,(
U¯N,Kx+∆ − U¯N,Kx
)4
=
(
Γ¯N,Kx,x+∆ + X¯
N,K
x,x+∆
)4
≤ 8
[
(Γ¯N,Kx,x+∆)
4 + (X¯N,Kx,x+∆)
4
]
,
we deduce from Steps 2 and 3 that (12) holds true.
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Step 5: The aim of this step is to show that, for x, y,∆ as in the statement, it holds true that
Covθ
(
(U¯N,Kx+∆ − U¯N,Kx )2, (U¯N,Ky+∆ − U¯N,Ky )2
)
≤ |Covθ[(Γ¯N,Kx,x+∆)2, (Γ¯N,Ky,y+∆)2]|+
C
K2
( t2
∆4q
+
√
t
∆q−
3
2
)
.
We write
(U¯N,Kx+∆ − U¯N,Kx )2 = (Γ¯N,Kx,x+∆)2 + (X¯N,Kx,x+∆)2 + 2Γ¯N,Kx,x+∆X¯N,Kx,x+∆,
and the same formula for y. Then we use the bilinearity of the covariance. We have the term
Covθ[(Γ¯
N,K
x,x+∆)
2, (Γ¯N,Ky,y+∆)
2], and it remains to verify that
R := Eθ
[
(Γ¯N,Kx,x+∆)
2(X¯N,Ky,y+∆)
2 + 2(Γ¯N,Kx,x+∆)
2|Γ¯N,Ky,y+∆X¯N,Ky,y+∆|+ (X¯N,Kx,x+∆)2(Γ¯N,Ky,y+∆)2
+ (X¯N,Kx,x+∆)
2(X¯N,Ky,y+∆)
2 + 2(X¯N,Kx,x+∆)
2|Γ¯N,Ky,y+∆X¯N,Ky,y+∆|+ 2|Γ¯N,Kx,x+∆X¯N,Kx,x+∆|(Γ¯N,Ky,y+∆)2
+ 2|X¯N,Kx,x+∆Γ¯N,Kx,x+∆|(X¯N,Ky,y+∆)2 + 4|Γ¯N,Kx,x+∆X¯N,Kx,x+∆Γ¯N,Ky,y+∆X¯N,Ky,y+∆|
]
is bounded by CK2 (
t2
∆4q +
√
t
∆q−
3
2
).
By Steps 2 and 3, we know that E[(Γ¯N,Kx,z )
4] ≤ C∆2K−2 and E[(X¯N,Kx,z )4] ≤ Ct2∆−4qN−2, and
the sames inequalities hold true with y instead of x. Using furthermore the Ho¨lder inequality, one
may verify that, setting a = C∆2K−2 and b = Ct2∆−4qN−2, we have
R ≤
√
ab+ 2a3/4b1/4 +
√
ab+ b+ 2a1/4b3/4 + 2a3/4b1/4 + 2a1/4b3/4 + 4
√
ab,
which is easily bounded by C(b + b1/4a3/4), from which the conclusion follows.
Step 6: Here we want to verify that
I := |Covθ[(Γ¯N,Kx,x+∆)2, (Γ¯N,Ky,y+∆)2]| ≤
C
√
t
K∆q−1
.
We recall from [1, Lemma 30, Step 6] that for any r, s in [x−∆, x+∆], any u, v in [y−∆, y+∆],
any j, l, δ, ε in {1, ...N},∣∣∣Covθ[(M j,Nr −M j,Nx−∆)(M l,Ns −M l,Nx−∆), (M δ,Nu −M δ,Ny−∆)(M ε,Nv −M ε,Ny−∆)∣∣∣ ≤ C1{j=l}√t∆1−q.
We start from
Γ¯N,Kx,x+∆ =
∑
n≥0
∫ x+∆
x−∆
βn(x, x+∆, r)
1
K
K∑
i=1
N∑
j=1
AN (i, j)(M
j,N
r −M j,Nx−∆)dr.
So
I =
∑
m,n,a,b≥0
∫ x+∆
x−∆
∫ x+∆
x−∆
∫ y+∆
y−∆
∫ y+∆
y−∆
βm(x, x+∆, r)βn(x, x+∆, s)
βa(y, y +∆, u)βb(y, y +∆, v)
1
K4
K∑
i,k,α,γ=1
N∑
j,l,δ,ε=1
AmN (i, j)A
n
N (k, l)A
a
N (α, δ)A
b
N (γ, ε)
Covθ
[
(M j,Nr −M j,Nx−∆)(M l,Ns −M l,Nx−∆), (M δ,Nu −M δ,Ny−∆)(M ε,Nv −M ε,Ny−∆)
]
dvdudsdr
≤C√t∆1−q
∑
m,n,a,b≥0
Λm+n+a+b
1
K4
K∑
i,k,α,γ=1
N∑
j,δ,ε=1
AmN (i, j)A
n
N (k, j)A
a
N (α, δ)A
b
N (γ, ε).
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We used again the result [1, Lemma 15]:
∫ x+∆
x−∆ |βm(x, x + ∆, r)|dr ≤ 2Λm. And we observe one
more time that A0N (i, j) = 1{i=j} and, when m ≥ 1,
∑K
i=1A
m
N (i, j) ≤ |||IKAN |||1|||AN |||m−11 . We
now treat separately the cases where m,n, a, b vanish and find, on ΩN,K ,
I ≤ C
√
t
K4∆q−1
∑
m,n,a,b≥1
N∑
j,δ,ε=1
Λm+n+a+b|||IKAN |||41|||AN |||m+n+a+b−41
+
4C
√
t
K4∆q−1
∑
n,a,b≥1
N∑
j,δ,ε=1
K∑
i=1
1{i=j}Λn+a+b|||IKAN |||31|||AN |||n+a+b−31
+
2C
√
t
K4∆q−1
∑
a,b≥1
N∑
j,δ,ε=1
{ K∑
i,k=1
1{i=k=j} +
K∑
α,γ=1
1{α=δ,ε=γ} +
K∑
i,α=1
1{i=j,α=δ}
}
× Λa+b|||IKAN |||21|||AN |||a+b−21
+
2C
√
t
K4∆q−1
∑
a≥1
N∑
j,δ,ε=1
{
2
K∑
i,k,α=1
1{i=k=j,α=δ} + 2
K∑
i,α,γ=1
1{i=j,α=δ,ε=γ}
}
Λa|||IKAN |||1|||AN |||a−11
+
2C
√
t
K4∆q−1
K∑
i,k,α,γ=1
N∑
j,δ,ε=1
1{i=k=j,α=δ,ε=γ}
≤ 2C
√
t
K4∆q−1
(K4
N4
N3 +
K3
N3
N2K +
K2
N2
(KN2 +K2N +K2N) +
K
N
(K2N +K3) +K3
)
≤C
√
t∆1−q
K
.
Step 7: We conclude from Steps 5 and 6 that on the set ΩN,K ,∣∣∣Covθ[(U¯N,Kx+∆ − U¯N,Kx )2, (U¯N,Ky+∆ − U¯N,Ky )2]∣∣∣ ≤ C[ √tK∆q−1 + t2K2∆4q +
√
t
K2∆q−3/2
]
,
which proves (13). 
We can now study DN,K,3∆,t .
Lemma 8.7. Assume H(q) for some q ≥ 1. On the set ΩN,K, for all 1 ≤ ∆ ≤ t2 ,
Eθ[(D
N,K,3
∆,t )
2] ≤ C
(N2
K2
∆
t
+
N2
K2
t
∆4q+1
+
N2
K
√
t
∆q+1
+
N2
K2
t2
∆4q+2
+
N2
K2
√
t
∆q+
1
2
)
.
Proof. Recall that by definition
DN,K,3∆,t =
N
t
∣∣∣ 2t/∆∑
a=t/∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)2
− Eθ
[ 2t/∆∑
a=t/∆+1
(
Z¯N,Ka∆ − Z¯N,K(a−1)∆ − Eθ[Z¯N,Ka∆ − Z¯N,K(a−1)∆]
)2]∣∣∣.
Since now U¯N,Kr = Z¯
N,K
r − Eθ[Z¯N,Kr ],
Eθ[(D
N,K,3
∆,t )
2] =
N2
t2
Varθ
( 2t/∆∑
a=t/∆+1
(U¯N,Ka∆ − U¯N,K(a−1)∆)2
)
=
N2
t2
2t/∆∑
a,b=t/∆+1
Ka,b,
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where Ka,b = Covθ[(U¯
N,K
a∆ − U¯N,K(a−1)∆)2, (U¯N,Kb∆ − U¯N,K(b−1)∆)2]. By Lemma 8.6, for |a− b| ≤ 2,
|Ka,b| ≤
{
Varθ[(U¯
N,K
a∆ − U¯N,K(a−1)∆)2]Var[(U¯N,Kb∆ − U¯N,K(b−1)∆)2]
} 1
2 ≤ C
(∆2
K2
+
t2
K2∆4q
)
.
If now |a− b| ≥ 3, we set x = (a− 1)∆, y = (b− 1)∆ in (13) and get
|Ka,b| ≤ C
( √t
K∆q−1
+
t2
K2∆4q
+
√
t
K2∆q−
3
2
)
.
Finally we conclude that
Eθ[(D
N,K,3
∆,t )
2] ≤CN
2
t2
t
∆
(∆2
K2
+
t2
K2∆4q
)
+ C
N2
t2
t2
∆2
( √t
K∆q−1
+
t2
K2∆4q
+
√
t
K2∆q−
3
2
)
≤C
(N2
K2
∆
t
+
N2
K2
t
∆4q+1
+
N2
K
√
t
∆q+1
+
N2
K2
t2
∆4q+2
+
N2
K2
√
t
∆q+
1
2
)
.
which completes the proof. 
Lemma 8.8. Under the assumption H(q) for some q ≥ 3 and the the set ΩN,K, we have:
Eθ
[∣∣∣WN,K∆,t −WN,K∞,∞∣∣∣] ≤ C(NK
√
∆
t
+
N2
K∆
1
2 (q+1)
+
Nt
K∆
q
2+1
)
.
Proof. We summarize all the above Lemmas and conclude that, on ΩN,K ,
Eθ
[∣∣∣WN,K∆,t −WN,K∞,∞∣∣∣]
≤Eθ
[
DN,K,1∆,t + 2D
N,K,1
2∆,t +D
N,K,2
∆,t + 2D
N,K,2
2∆,t +D
N,K,3
∆,t + 2D
N,K,3
2∆,t +D
N,K,4
∆,t
]
≤C
(N
K
∆
t
+
N∆
t2q
+
N
tq−1
+
Nt
K∆1+q
)
+ C
√
N2
K2
∆
t
+
N2
K2
t
∆4q+1
+
N2
K
√
t
∆q+1
+
N2
K2
t2
∆4q+2
+
N2
K2
√
t
∆q+
1
2
.
Since 1 ≤ ∆ ≤ t and q ≥ 3, we conclude, after some tedious but direct computations, that
Eθ
[∣∣∣WN,K∆,t −WN,K∞,∞∣∣∣] ≤ C(NK
√
∆
t
+
N2
K∆
1
2 (q+1)
+
Nt
K∆
q
2+1
)
.
The most difficult terms are√
N2t1/2
K∆q+1
=
√
N2
K∆(q+1)/2
√
t1/2
∆(q+1)/2
≤ N
2
K∆(q+1)/2
+
t1/2
∆(q+1)/2
≤ N
2
K∆(q+1)/2
+
Nt
K∆q/2+1
and √
N2
K2
√
t
∆q+
1
2
≤ N
K
(√∆
t
+
t
∆q+1
)
≤ N
K
(√∆
t
+
t
∆q/2+1
)
.
The proof is complete. 
Next we prove the main result of this section.
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Proof of Theorem 8.1. We start from
E
[
1ΩN,K
∣∣∣XN,K∆,t − µ(1− Λp)3 ∣∣∣]
≤E
[
1ΩN,K
∣∣∣WN,K∆,t −WN,K∞,∞∣∣∣]+ NKE[1ΩN,K ∣∣∣εN,Kt − µℓ¯KN ∣∣∣]+ E[1ΩN,K ∣∣∣XN,K∞,∞ − µ(1− Λp)3 ∣∣∣]
≤C
(N
K
√
∆
t
+
N2
K∆
1
2 (q+1)
+
Nt
K∆
q
2+1
+
1√
K
)
+ C
N
Ktq
+ C
N
K
√
Kt
+
C
K
by Lemmas 8.8, 6.3 and 4.19. Since t ≥ ∆ ≥ 1, we have NKtq ≤ NtK∆ q2 +1 and we conclude that
E
[
1ΩN,K
∣∣∣XN,K∆,t − µ(1− Λp)3 ∣∣∣] ≤ C(NK
√
∆
t
+
N2
K∆
1
2 (q+1)
+
Nt
K∆
q
2+1
+
1
K
+
N
K
√
Kt
)
,
which was our goal. 
Next, we write down the probability estimate.
Corollary 8.9. Assume H(q) for some q ≥ 1. We have
P
(∣∣∣XN,K∆,t − µ(1− Λp)3 ∣∣∣ ≥ ε)
≤ C
ε
(N
K
√
∆
t
+
N2
K∆
1
2 (q+1)
+
Nt
K∆
q
2+1
+
1
K
+
N
K
√
Kt
)
+ CNe−C
′K .
Under H(q) for some q > 3 and with the choice ∆t ∼ t
4
(q+1) , this gives
P
(∣∣∣XN,K∆t,t − µ(1− Λp)3 ∣∣∣ ≥ ε) ≤ Cε ( 1K + NK√t1− 41+q + N
2
Kt2
)
+ CNe−C
′K .
Proof. The first assertion immediately follows from Theorem 8.1 and Lemma 4.7. The second
assertion is not difficult. 
9. The final result in the subcritical case.
We summarize the rates we obtained for the three estimators: by Theorem 6.1 and Corollaries
7.7 and 8.9, we have, under H(q) for some q > 3, for all ǫ ∈ (0, 1), all t ≥ 1, all N ≥ K ≥ 1,
P
(∣∣∣εN,Kt − µ1− Λp ∣∣∣ ≥ ε) ≤ CNe−C′K + Cε ( 1√NK + 1√Kt + 1tq
)
,
P
(∣∣∣VN,Kt − µ2Λ2p(1− p)(1 − Λp)2 ∣∣∣ ≥ ε) ≤ CNe−C′K + Cε ( 1√K + Nt√K
)
,
P
(∣∣∣XN,K∆t,t − µ(1− Λp)3 ∣∣∣ ≥ ε) ≤ Cε ( 1K + NK√t1− 41+q + N
2
Kt2
)
+ CNe−C
′K .
Proof of Theorem 2.1. One easily verifies that Ψ is C∞ in the domain D, that
(u, v, w) =
( µ
1− Λp ,
µ2Λ2p(1− p)
(1− Λp)2 ,
µ
(1− Λp)3
)
∈ D
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and that Ψ(u, v, w) = (µ,Λ, p). Hence there is a constant c such that for any N ≥ 1, t ≥ 1, any
ε ∈ (0, 1/c),
P
(∣∣∣Ψ(εN,Kt ,VN,Kt ,XN,K∆t,t )− (µ,Λ, p)∣∣∣ ≥ ε)
≤P
(∣∣∣εN,Kt − u∣∣∣+ ∣∣∣VN,Kt − v∣∣∣+ ∣∣∣XN,K∆t,t − w∣∣∣ ≥ cε)
≤C
ε
( 1√
K
+
N
K
√
t1−
4
1+q
+
N
t
√
K
)
+ CNe−C
′K ,
which completes the proof. 
10. Analysis of a random matrix for the supercritical case
We define the matrixAN byAN (i, j) := N
−1θij , i, j ∈ {1, ..., N}. We assume here that p ∈ (0, 1]
and we introduce the events:
Ω2N :=
{ 1
N
N∑
i=1
N∑
j=1
AN (i, j) >
p
2
and |NA2N (i, j)− p2| <
p2
2N3/8
for all i, j = 1, ..., N
}
,
ΩK,2N :=
{ 1
K
K∑
i=1
N∑
j=1
AN (i, j) >
p
2
}
∩ Ω2N .
Lemma 10.1. One has
P (ΩK,2N ) ≥ 1− Ce−cN
1
4 .
Proof. By [1, lemma 33], we already have P (Ω2N ) ≥ 1−Ce−cN
1
4 . We recall the Hoeffding inequality
for the Binomial(n, q) random variables. For all x ≥ 0 and X is a Binomial(n, q) distributed, we
have:
P
(
|X − nq| ≥ x
)
≤ 2 exp(−2x2/n).
Since N
∑K
i=1
∑N
j=1 AN (i, j) =
∑K
i=1
∑N
j=1 θij is Binomial(NK, p) distributed,
P
(
K−1
K∑
i=1
N∑
j=1
AN (i, j) ≤ p
2
)
≤ P
(∣∣∣N K∑
i=1
N∑
j=1
AN (i, j)−NKp
∣∣∣ ≥ NKp
2
)
≤ 2 exp
(
− NKp
2
2
)
.
So we have
P (ΩK,2N ) ≥ 1− 2 exp
(
− NKp
2
2
)
− Ce−cN
1
4 ≥ 1− Ce−cN
1
4 .

Next we apply the Perron-Frobenius theorem and recall some lemma in [1].
Lemma 10.2. On the event ΩK,2N , the spectral radius ρN of AN is a simple eigenvalue of AN and
ρN ∈ [p(1− 1
2N
3
8
), p(1 + 1
2N
3
8
)]. There is a row eigenvector VN ∈ RN+ of AN for the eigenvalue ρN
such that ||VN ||2 =
√
N. We also have VN (i) > 0 for all i = 1, ...N .
Proof. See [1, lemma 34]. 
We set VKN := IKVN and let (e1, . . . , eN ) the canonical basis of R
N . Recall that 1N =
∑N
i=1 ei.
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Lemma 10.3. There exists N0 ≥ 1 (depending only on p) such that for all N ≥ N0, on the set
ΩK,2N , these properties hold true for all i, j, k, l = 1, ..., N :
(i) for all n ≥ 2, AnN (i, j) ≤ (32 )AnN (k, l),
(ii) VN (i) ∈ [ 12 , 2],
(iii) for all n ≥ 0, ||AnN1N ||2 ∈ [
√
N
ρnN
2 , 2
√
NρnN ],
(iv) for all n ≥ 2, AnN (i, j) ∈ [ρnN/(3N), 3ρnN/N ],
(v) for all n ≥ 0, all r ∈ [1,∞], ∥∥AnNej/||AnNej ||r −VN/||VN ||r∥∥r ≤ 12(2N−38 )⌊n2 ⌋,
(vi) for all n ≥ 1, ||AnNej||2 ≤ 3ρnN/(p
√
N) and for all n ≥ 0, ||AnN1N ||∞ ≤ 3ρnN/p.
(vii) for all n ≥ 0, all r ∈ [1,∞], ∥∥IKAnN1N/‖IKAnN1N‖r −VKN /‖VKN ‖r∥∥r ≤ 3(2N−38 )⌊n2 ⌋+1,
(viii) for all n ≥ 0, all r ∈ [1,∞], ∥∥IKAnNej/||IKAnNej ||r −VKN /||VKN ||r∥∥r ≤ 12(2N−38 )⌊n2 ⌋,
(ix) for all n ≥ 0 ‖IKAnN1N‖2 ∈
[√
KρnN/8, 8
√
KρnN
]
.
Proof. The proof of (i)-(vi) see [1, Lemma 35]. For the point (vii), we set for x,y ∈ (0,∞)N
dK(x,y) = log
[maxi=1,...,K(xiyi )
mini=1,...,K(
xi
yi
)
]
.
Clearly one has dK(IKA
n
N1N , IKVN ) ≤ dN (AnN1N ,VN ). Moreover from [1, Step 3 of the proof
of Lemma 35] one has dN (A
n
N1N ,VN ) ≤ (2N−3/8)⌊n/2⌋+1. Therefore we can apply [1, Lemma 39]
and we obtain that
||IKAnN1N/||IKAnN1N ||r −VKN /||VKN ||r||r ≤ 3dK(IKAnN1N , IKVN ) ≤ 3(2N−
3
8 )⌊
n
2 ⌋+1.
Let us prove (viii). The case n ∈ {0, 1} is straightforward. In [1, Lemma 35 step 4], we already
have for all n ≥ 2, dN (AnNej , VN ) ≤ 4(2N−3/8)⌊n/2⌋. Therefore
||IKAnNej/||IKAnNeJ ||r −VKN /||VKN ||r||r ≤ 3dK(IKAnNej , IKVN ) ≤ 4(2N−
3
8 )⌊
n
2 ⌋.
which finishes the proof of (viii).
We now verify (ix). We write AnN1N = ||AnN1N ||2(‖V N‖−12 V N + ZN,n), where ZN,n =
||AnN1N ||−12 AnN1N − ‖V N‖−12 V N . By (vii), we already have ||ZN,n||2 ≤ 3(2N−3/8)⌊n/2⌋+1. Mul-
tiplying each side by IK , we obtain that IKA
n
N1N = ||AnN1N ||2(‖V N‖−12 V KN + IKZN,n)
Thus ∣∣∣ ||IKAnN1N ||2||AnN1N ||2 − ‖V
K
N‖2
‖V N‖2
∣∣∣ ≤ ‖IKZN,n‖2 ≤ ‖ZN,n‖2 ≤ 3(2N− 38 )⌊n2 ⌋+1.
So for all n ≥ 0, we have
||IKAnN1N ||2 ∈
[(‖V KN‖2
‖V N‖2 − CN
− 38
)
||AnN1N ||2,
(‖V KN‖2
‖V N‖2 + CN
− 38
)
||AnN1N ||2
]
.
Finally, recalling (ii) and (iii), we deduce (ix).

Lemma 10.4. We have
E
[
‖LKN − (L¯KN )5LKN‖22
]
≤ C
N
where LN := A
6
N1N , L
K
N = IKLN and LN (i) =
∑N
j=1A
6
N (i, j), L¯
K
N =
1
K
∑K
i=1 LN (i).
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Proof. We write
‖LKN − (L¯KN )5LKN‖2 = ‖IKA6N1N − (L¯KN )5IKAN1N‖2
≤
5∑
k=1
‖(L¯KN )5−kIKAk+1N 1N − (L¯KN )6−kIKAkN1N‖2(17)
≤
5∑
k=1
‖IKAk+1N 1N − (L¯KN )IKAkN1N‖2(18)
First we study the term corresponding to k = 1. We have
E
[
‖IKA2N1N − L¯KNIKAN1N‖22
]
≤ 2E
[
‖IKANLN − L¯NIKAN1N‖22 + ‖(L¯N − L¯KN )IKAN1N‖22
]
By Lemma 4.10 we have E[‖IKAN (LN − L¯N1N )‖22] ≤ CKN2 . Besides we have
E
[
‖(L¯N − L¯KN )IKAN1N‖22
]
≤ 2E
[
‖(L¯N − p)IKAN1N‖22
]
+ 2E
[
‖(p− L¯KN )IKAN1N‖22
]
≤ 2E[(L¯N − p)4] 12E
[
‖IKAN1N‖42
] 1
2
+ 2E[(p− L¯KN )4]
1
2E
[
‖IKAN1N‖42
] 1
2
using the Cauchy-Schwarz inequality
≤ C( 1
N2
K +
1
NK
K) ≤ C
N
since ‖IKAN1N‖2 ≤
√
K, E[(L¯N − p)4] 12 ≤ CN2 and E[(L¯KN − p)4]
1
2 ≤ CNK (NLN (1), . . . , NLN(K)
are i.i.d. and Binomial(N, p)). So
E
[
‖IKA2N1N − L¯KNIKAN1N‖22
]
≤ C
N
.
Next, we consider the other terms, for any k ≥ 2. We have
E
[
‖IKAk+1N 1N − (L¯KN )IKAkN1N‖22
]
≤ E
[
|||IKAN |||22 |||AN |||2k−42 ‖A2N1N − (L¯KN )AN1N‖22
]
≤
(K
N
)2
E
[
‖A2N1N − (L¯KN )AN1N‖22
]
since |||IKAN |||2 ≤ K/N
≤ 2
(K
N
)2{
E
[
‖A2N1N − L¯NAN1N‖22
]
+ E
[
|L¯N − L¯KN |2‖AN1N‖22
]}
≤ 2
(K
N
)2{
E
[
‖ANXN‖22
]
+ 2E
[
|L¯N − p|2‖AN1N‖22
]
+ 2E
[
|p− L¯KN |2‖AN1N‖22
]}
≤ C
(K
N
)2[ 1
N
+
1
N2
N +
1
NK
N
]
≤ C
N
.
Recalling (17), we conclude that
E[‖LKN − (L¯KN )5LKN‖22] ≤
C
N
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which completes the proof. 
Lemma 10.5. We have
E
[
1ΩK,2
N
∣∣∣HKN − (1p − 1)∣∣∣] ≤ C√K , where HKN := NK
K∑
i=1
(LN (i)− L¯KN
L¯KN
)2
.
Proof. Since L¯KN ≥ p/2 on ΩK,2N , we have∣∣∣HKN − (1p − 1)∣∣∣ ≤ ∣∣∣NK ‖LKN − L¯KN1K‖22(L¯KN )2 − p(1− p)(L¯KN )2
∣∣∣+ p(1− p)∣∣∣ 1
(L¯KN )
2
− 1
p2
∣∣∣
≤ C
∣∣∣N
K
‖XKN‖22 − p(1− p)
∣∣∣+ C|L¯KN − p|.
Using (7) and the fact that E[(L¯KN − p)2] ≤ CNK , we obtain
E
[
1ΩK,2
N
∣∣∣HKN − (1p − 1)∣∣∣] ≤ CE[∣∣∣NK ‖XKN‖22 − p(1− p)∣∣∣+ |L¯KN − p|] ≤ C√K .

Proposition 10.6. We set V¯ KN =
1
K
∑K
i=1 VN (i) and
(19) UN,K∞ :=
N
K
(V¯ KN )
−2
K∑
i=1
(VN (i)− V¯ KN )2 on ΩK,2N .
There exists N0 ≥ 1 and C > 0 (depending only on p) such that for all N ≥ N0,
N
K
E
[
1ΩK,2
N
||VKN − V¯ KN 1K ||22
]
≤ C, E
[
1ΩK,2
N
∣∣∣UN,K∞ − (1p − 1)∣∣∣] ≤ C√K .
Proof. We start from∣∣∣UN,K∞ − (1p − 1)∣∣∣ ≤ ∣∣∣UN,K∞ −HKN ∣∣∣+ ∣∣∣HKN −HKN ∣∣∣+ ∣∣∣HKN − (1p − 1)∣∣∣
where HKN = NK
∑K
i=1
(LN (i)−L¯KN
L¯K
N
)2
and L¯KN = 1K
∑K
i=1 LN (i).
Step 1: First we check that E
[
1ΩK,2
N
∣∣∣HKN −HKN ∣∣∣] ≤ C/√K. We notice that
HKN =
N
K
||(L¯KN )5LKN − (L¯KN )61K ||22/(L¯KN )12.
Thus
|HKN −HKN | ≤
N
K
∣∣∣‖(L¯KN )5(LKN − L¯KN1K)‖22(1/(L¯KN )12 − 1/(L¯KN )2)
+(1/L¯KN )2
(
‖(L¯KN )5(LKN − L¯KN1K)‖22 − ‖LKN − L¯KN1K‖22
)∣∣∣.
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On the set ΩK,2N , by Lemma 10.3 (iv), we have that (L¯
K
N )
6 ≥ p664 and L¯KN ≥ (ρN )
6
3 ≥ p
6
192 , and the
function 1x2 is globally Lipschitz and bounded on the interval [
p6
192 ,∞). So
1ΩK,2
N
|HKN −HKN | ≤
N
K
∣∣∣‖(L¯KN )5(LKN − L¯KN1K)‖22(1/(L¯KN )12 − 1/(L¯KN )2)
+ (1/L¯KN )2
(
‖(L¯KN )5(LKN − L¯KN1K)‖22 − ‖LKN − L¯KN1K‖22
)∣∣∣
≤ CN
K
(
‖(L¯KN )5(LKN − L¯KN1K)‖22
∣∣∣(L¯KN )6 − L¯KN ∣∣∣
+
∣∣∣‖(L¯KN )5(LKN − L¯KN1K)‖22 − ‖LKN − L¯KN1K‖22∣∣∣).
Next, we use the inequality |a2 − b2| ≤ (a− b)2 + 2a|a− b| for a, b ≥ 0. So
1ΩK,2
N
|HKN −HKN | ≤ C
N
K
(
‖(L¯KN )5(LKN − L¯KN1K)‖22
∣∣∣(L¯KN )6 − L¯KN ∣∣∣
+
∣∣∣‖(L¯KN )5(LKN − L¯KN1K)‖22 − ‖LKN − L¯KN1K‖22∣∣∣)
≤ CN
K
{
‖(L¯KN )5)(LKN − L¯KN1K)‖22
1√
K
JKN + (I
K
N )
2
+ ‖(L¯KN )5(LKN − L¯KN1K)‖22IKN
}
,
where
JKN = ‖[L¯KN − (L¯KN )6]1K‖2 =
√
K
∣∣∣L¯KN − (L¯KN )6∣∣∣, IKN = ‖(LKN − L¯KN1K)− (L¯KN )5(LKN − L¯KN1K)‖2.
Because (
(LKN − L¯KN1K)− (L¯KN )5(LKN − L¯KN1K),1K
)
= 0.
it implies
(JKN )
2 + (IKN )
2 = ‖LKN − (L¯KN )5LKN‖22.
And by Lemma 10.4, we conclude
N
K
E
[{
(IKN )
2 + (JKN )
2
}]
=
N
K
E
[
‖LKN − (L¯KN )5LKN‖22
]
≤ C
K
.
By (7), we conclude that E
[(
N
K
)2
‖XKN ‖42
]
≤ C. Finally,
E
[
1ΩK,2
N
∣∣∣HKN −HKN ∣∣∣]
≤ CN
K
E
[{
‖XKN‖22
1√
K
JKN + (I
K
N )
2 + ‖XKN‖22IKN
}]
≤ CN
K
E
[{
‖XKN‖22JKN + (IKN )2 + ‖XKN‖22IKN
}]
≤ CN
K
E
[{
(IKN )
2 + (JKN )
2
}]
+ CE
[(N
K
)2
‖XKN‖42
] 1
2
E
[{
(IKN )
2 + (JKN )
2
}] 1
2
≤ C√
K
.
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Step 2: By (ii) and (iv) in Lemma 10.3, we have the following inequality under the set ΩK,2N :∣∣∣UN,K∞ −HN,K∣∣∣ = NK ∣∣∣
K∑
i=1
[
(VN (i)/V¯
K
N )
2 − (LN (i)/L¯KN )2
]∣∣∣
≤ CN
K
K∑
i=1
∣∣∣VN (i)/V¯ KN − LN (i)/L¯KN ∣∣∣
Then we use the lemma 10.3 (v): on the set ΩK,2N we have
N
K
K∑
i=1
∣∣∣VN (i)/V¯ KN − LN (i)/L¯KN ∣∣∣ = N∥∥∥‖IKA6N1N‖−11 IKA6N1N − ‖VKN ‖−11 VKN∥∥∥
1
≤ CN(N− 38 )3+1 ≤ C√
N
So we have the following inequality:
E
[
1ΩK,2
N
∣∣∣UN,K∞ −HN,K∣∣∣] ≤ C√
N
.
Step 3: From the two previous steps and lemma 10.5, it follows that
E
[
1ΩK,2
N
∣∣∣UN,K∞ − (1p − 1)∣∣∣] ≤ C√K .
Moreover, by lemma 10.3 (ii), V¯ KN is bounded by 2 on the set Ω
K,2
N , thus
N
K
E
[
1ΩK,2
N
‖V KN − V¯ KN 1K‖22
]
= E
[
1ΩK,2
N
(V¯ KN )
2|UN,K∞ |
]
≤ C.

11. The estimator in the supercritical case
Recall the definition in (4), the aim of this section is to prove PN,Kt ≃ p. Recall (9) and (10).
We start from
Eθ[Z
N,K
t ] = µ
∑
n≥0
[ ∫ t
0
sφ∗n(t− s)ds
]
IKA
n
N1N = v
N,K
t V
K
N + I
N,K
t ,(20)
U
N,K
t = Z
N,K
t − Eθ[ZN,Kt ] =
∑
n≥0
[ ∫ t
0
φ∗n(t− s)
]
IKA
n
NM
N
s ds =M
N,K
t + J
N,K
t(21)
where
vN,Kt = µ
∑
n≥0
‖IKAnN1N‖2
‖VKN ‖2
∫ t
0
sφ∗n(t− s)ds,(22)
I
N,K
t = µ
∑
n≥0
[ ∫ t
0
sφ∗n(t− s)ds
][
IKA
n
N1N −
‖IKAnN1N‖2
‖V KN‖2
V KN
]
(23)
and
J
N,K
t =
∑
n≥1
[ ∫ t
0
φ∗n(t− s)
]
IKA
n
NM
N
s ds.(24)
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Lemma 11.1. Assume (A). For all η > 0, there exists Nη ≥ 1 and Cη < ∞ such that for all
N ≥ Nη, t ≥ 0, on the set ΩK,2N , we have
‖IN,Kt ‖2 ≤ Cηt
√
KN−
3
8 .
Proof. In view of (23), Lemma 10.3 (vii) yields
‖IN,Kt ‖2 ≤ µ
∑
n≥0
[ ∫ t
0
sφ∗n(t− s)ds
]∥∥∥IKAnN1N − ‖IKAnN1N‖2‖V KN‖2 V KN
∥∥∥
2
≤ Cηt
√
K
∑
n≥0
[ ∫ t
0
φ∗n(t− s)ds
]
(N−
3
8 )⌊
n
2 ⌋+1
≤ Cηt
√
KN−
3
8
∑
n≥0
Λn(N−
3
8 )⌊
n
2 ⌋
≤ Cηt
√
KN−
3
8 .

Lemma 11.2. Assume (A). For all η > 0, there exists Nη ≥ 1 and Cη < ∞ such that for all
N ≥ Nη, t ≥ 0, on the set ΩK,2N , we have
Eθ
[
‖JN,Kt − J¯N,Kt 1K‖22
] 1
2 ≤ Cη
√
K
N
[
e
1
2 (α0+η)t +
‖V KN − V¯ KN 1K‖2
‖V KN‖2
e(α0+η)t
]
where J¯N,Kt =
1
K (J
N,K
t ,1K).
Proof. In view of (24), by Minkowski inequality we have
Eθ
[
‖JN,Kt − J¯N,Kt 1K‖22
] 1
2
≤
∑
n≥1
∫ t
0
φ∗n(t− s)Eθ
[
‖IKAnNMNs − IKAnNMNs 1K‖22
] 1
2
.
where IKAnNM
N
s :=
1
K
∑N
j=1
∑K
i=1A
n
N (i, j)M
j,N
s .
In [1, Lemma 44 (i)], it is shown that maxi=1,...,N Eθ[(Z
i,N
t )
2] ≤ Cηe2(α0+η)t on Ω2N . Using (11),
we conclude that on Ω2N :
Eθ
[
‖IKAnNMNs − IKAnNMNs 1K‖22
]
=
K∑
i=1
N∑
j=1
(
AnN (i, j)−
1
K
K∑
k=1
AnN (k, j)
)2
Eθ[Z
j,N
s ]
≤ Cηe(α0+η)s
N∑
j=1
‖IKAnNej − IKAnNej1K‖22.
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Using (viii) in Lemma 10.3 and and the inequality
∣∣||x− x¯1N ||2− ||y− y¯1N ||2∣∣ ≤ ||x−y||2 for all
x, y ∈ RN , we deduce that on ΩK,2N :
‖IKAnNej − IKAnNej1K‖2
≤
∥∥∥IKAnNej − 1‖V KN‖2 ‖IKAnNej‖2V KN
∥∥∥
2
+
‖IKAnNej‖2
‖V KN‖2
‖V KN − V¯ KN 1K‖2
= ‖IKAnNej‖2
(∥∥∥ IKAnNej‖IKAnNej‖2 − V
K
N
‖V KN‖2
∥∥∥
2
+
‖V KN − V¯ KN 1K‖2
‖V KN‖2
)
≤ C‖IKAnNej‖2
(
N−
3
8 ⌊n2 ⌋ +
‖V KN − V¯ KN 1K‖2
‖V KN‖2
)
.
From Lemma 10.3 (iv) it follows that on the event ΩK,2N for all n ≥ 2, ‖IKAnNej‖2 ≤ 3
√
K
N ρ
n
N . So
on the event ΩK,2N ,
Eθ[‖JN,Kt − J¯N,Kt 1K‖22]
1
2
≤ Cη
√
K
N
∑
n≥1
ρnN
[
(2N−
3
8 )⌊
n
2 ⌋ +
‖V KN − V¯ KN 1K‖2
‖V KN‖2
] ∫ t
0
φ∗n(t− s)e (α0+η)s2 ds.
Using [1, lemma 43 (iii) and (iv)], we deduce that on the event ΩK,2N
Eθ[‖JN,Kt − J¯N,Kt 1K‖22]
1
2 ≤ Cη
√
K
N
[
e
1
2 (α0+η)t +
‖V KN − V¯ KN 1K‖2
‖V KN‖2
e(α0+η)t
]
.

Lemma 11.3. There exists N0 ≥ 1 such that for all N ≥ N0, for all t ≥ 0, on the event
ΩK,2N ∩ {Z¯N,Kt ≥ 14vN,Kt > 0}, we have the following inequality:
DN,Kt ≤ 16DN,K,1t + 128
N
K
‖VKN − V¯ KN 1K‖22DN,K,2t +
∣∣∣UN,K∞ − (1p − 1)∣∣∣
where
DN,Kt =
∣∣∣UN,Kt − (1p − 1)∣∣∣,(25)
DN,K,1t =
1
(vN,Kt )
2
∣∣∣N
K
‖ZN,Kt − Z¯N,Kt 1K‖22 −NZ¯N,Kt −
N
K
(vN,Kt )
2‖V KN − V¯ KN 1K‖22
∣∣∣,(26)
DN,K,2t =
∣∣∣ Z¯N,Kt
vN,Kt
− V¯ KN
∣∣∣,(27)
Proof. Recall definitions (4) and (19). On the event ΩK,2N ∩ {Z¯N,Kt ≥ 14vN,Kt > 0}, we have
|UN,Kt − UN,K∞ | ≤
1
(Z¯N,Kt )
2
∣∣∣N
K
‖ZN,Kt − Z¯N,Kt 1K‖22 −NZ¯N,Kt − (vN,Kt )2
N
K
‖V KN − V¯ KN 1K‖22
∣∣∣
+
N
K
‖V KN − V¯ KN 1K‖22
∣∣∣( vN,Kt
Z¯N,Kt
)2
− 1
(V¯ KN )
2
∣∣∣.
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By [1, lemma 35 (ii)], we have V¯ KN ≥ 12 on ΩK,2N . Since | 1x2 − 1y2 | = | (x−y)(x+y)x2y2 | ≤ 128|x− y|, for
x, y ≥ 14 , on the event ΩK,2N ∩ {Z¯N,Kt ≥ 14vN,Kt > 0}, we have∣∣∣( vN,Kt
Z¯N,Kt
)2
− 1
(V¯ KN )
2
∣∣∣ ≤ 128DN,K,2t .
Finally on the event ΩK,2N ∩ {Z¯N,Kt ≥ 14vN,Kt > 0}, we obtain
DN,Kt ≤
∣∣∣UN,Kt − UN,K∞ ∣∣∣+ ∣∣∣UN,K∞ − (1p − 1)∣∣∣
≤ 16DN,K,1t + 128
N
K
‖V KN − V¯ KN 1K‖22DN,K,2t +
∣∣∣UN,K∞ − (1p − 1)∣∣∣.

Before the analysis of the term DN,K,2t , we still need the following fact:
Lemma 11.4. Assume (A). For any η > 0, we can find Nη ≥ 1, tη > 0 and 0 < cη < Cη < ∞,
such that for all N ≥ Nη, t ≥ tη on the set ΩK,2N
cηe
(α0−η)t ≤ vN,Kt ≤ Cηe(α0+η)
where vN,Kt is defined in (22).
Proof. We work on the set ΩK,2N . Recall Lemma 10.3 (ii) and (ix). We can conclude that
1
2
√
K ≤
‖VKN ‖2 ≤ 2
√
K and ‖IKAnN1N‖2 ∈ [
√
KρnN/8, 8
√
KρnN ]. So there exists 0 < c < C <∞ such that
c
‖AnN1N‖2
‖VN‖2 ≤
‖IKAnN1N‖2
‖VKN ‖2
≤ C ‖A
n
N1N‖2
‖VN‖2 .
Therefore we have cvN,Nt ≤ vN,Kt ≤ CvN,Nt . Moreover, in view of [1, (i) and (ii) Lemma 43], we
already have cηe
(α0−η)t ≤ vN,Nt ≤ Cηe(α0+η). The proof is finished. 
Lemma 11.5. Assume (A). For all η > 0, there exists Nη ≥ 1, tη ≥ 0 and Cη <∞ such that for
all N ≥ Nη, all t ≥ tη, on the event ΩK,2N ,
(i) Eθ[DN,K,2t ] ≤ Cηe2ηt
( 1√
K
+ e−α0t
)
.
(ii) Pθ
(
Z¯N,Kt ≤
1
4
vN,Kt
)
≤ Cηe2ηt
( 1√
K
+ e−α0t
)
.
Proof. Recalling (20) and (21), we can write
DN,K,2t =
∣∣∣ Z¯N,Kt
vN,Kt
− V¯ KN
∣∣∣ ≤ (vN,Kt )−1(|I¯N,Kt |+ |U¯N,Kt |).
We fix η > 0 and work with N large enough and on ΩK,2N . By the lemma 11.1, we have: |I¯N,Kt | ≤
1√
K
‖IN,Kt ‖2 ≤ CηtN− 38 .
From [1, proof of Lemma 44, step 3], we have Eθ[(J
i,N
t )
2] ≤ CηN−1e2(α0+η)t. Thus
Eθ[(J¯
N,K
t )
2] ≤ K−1
K∑
i=1
Eθ[(J
i,N
t )
2] ≤ Cη 1
N
e2(α0+η)t.
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In view of [1, Lemma 44 (i)], we already have maxi=1,...,N Eθ[(Z
i,N
t )
2] ≤ Cηe2(α0+η)t. Then by (11)
we deduce that
E[(M¯N,Kt )
2] =
1
K2
K∑
i=1
Eθ[Z
i,N
t ] ≤ Cη
1
K
e(α0+η)t.
Over all, we deduce that E[|U¯N,Kt |] ≤ C√K e(α0+η)t. According to Lemma 11.4, there exists tη ≥ 0
such that for all t ≥ tη, vN,Kt ≥ cηe(α0−η)t and we finally obtain (i):
Eθ[DN,K,2t ] = Eθ
[
(vN,Kt )
−1
(
|I¯N,Kt |+ |U¯N,Kt |
)]
≤ Cηe2ηt
( 1√
K
+ e−α0t
)
.
Now we prove (ii). Because of V¯ KN ≥ 12 we have
{
Z¯N,Kt ≤ v
N
t
4
} ⊂ {DN,K,2t = ∣∣∣ Z¯N,KtvNt −V¯ KN ∣∣∣ ≥ 14}.
Hence
Pθ
(
Z¯N,Kt ≤
1
4
vN,Kt
)
≤ 4Eθ[DN,K,2t ] ≤ Cηe2ηt
( 1√
K
+ e−α0t
)
.

Lemma 11.6. Assume (A). For all η > 0, there exists Nη ≥ 1 and Cη < ∞ such that for all
N ≥ Nη, all t ≥ 0, on ΩK,2N :
(i) Eθ[(M
N,K
t − M¯N,Kt 1K ,VKN − V¯ KN 1K)2] ≤ Cη‖VKN − V¯ KN 1K‖22 e(α0+η)t.
(ii) Eθ[|XN,Kt |] ≤ Cη N√K e(α0+η)t, where X
N,K
t :=
N
K (‖MN,Kt − M¯N,Kt 1K‖22 −KZ¯N,Kt ).
(iii) Eθ[‖MN,Kt − M¯N,Kt 1K‖22] ≤ CNe(α0+η)t.
Proof. We fix η > 0 and work with N large enough and on ΩK,2N . We already from [1, Lemma 44
(i)] that maxi=1,...,N Eθ[(Z
i,N
t )
2] ≤ Cηe2(α0+η)t. Thus
Eθ
[(
M
N,K
t − M¯N,Kt 1K ,VKN − V¯ KN 1K
)2]
=
K∑
i=1
(VN (i)− V¯ KN )2Eθ[Zi,Nt ]
≤ Cη‖VKN − V¯ KN ‖22e(α0+η)t
which completes the proof of (i).
By Itoˆ’s formula, we have
‖MN,Kt ‖22 =
K∑
i=1
(M i,Nt )
2 = 2
K∑
i=1
∫ t
0
M i,Ns− dM
i,N
s +
K∑
i=1
Zi,Nt ,
hence
XN,Kt =
N
K
(
‖MN,Kt ‖22 −K(M¯N,Kt )2 −KZ¯N,Kt
)
=
N
K
(
2
K∑
i=1
∫ t
0
M i,Ns− dM
i,N
s −K(M¯N,Kt )2
)
.
It follows that
Eθ[|XN,Kt |] ≤
N
K
(
2Eθ
[∣∣∣ K∑
i=1
∫ t
0
M i,Ns− dM
i,N
s
∣∣∣]+ Eθ[Z¯N,Kt ]).
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Besides, using Cauchy-Schwartz inequality
Eθ
[( K∑
i=1
∫ t
0
M i,Ns− dM
i,N
s
)2]
=
K∑
i=1
Eθ
[ ∫ t
0
(M i,Ns− )
2dZi,Ns
]
≤
K∑
i=1
Eθ
[
sup
[0,t]
(M i,Ns )
4
] 1
2
Eθ
[
(Zi,Nt )
2
] 1
2
≤ C
K∑
i=1
Eθ
[
(Zi,Nt )
2
]
since Eθ[sup[0,t](M
i,N
s )
4] ≤ CEθ [(Zi,Nt )2] by Doob’s inequality. So
Eθ[|XN,Kt |] ≤
N
K
(
2Eθ
[∣∣∣ K∑
i=1
∫ t
0
M i,Ns− dM
i,N
s
∣∣∣]+ Eθ[Z¯N,Kt ]) ≤ Cη N√
K
e(α0+η)t
This completes the proof of (ii). Finally, we have
N
K
Eθ
[
‖MN,Kt − M¯N,Kt 1K‖22
]
≤ Eθ[|XN,Kt |] +NEθ[Z¯N,Kt ] ≤ CηNe(α0+η)t.
This completes the proof of (iii). 
Next we consider the term DN,K,1t .
Lemma 11.7. Assume (A). For all η > 0, there are Nη ≥ 1, tη ≥ 0 and Cη <∞ such that for all
N ≥ Nη, all t ≥ tη, we have:
E[1ΩK,2
N
DN,K,1t ] ≤ Cηe4ηt
( 1√
K
+
(√N
eα0t
) 3
2
+
N√
K
e−α0t
)
.
Proof. Recalling (20) and (21), we start from ZN,Kt =M
N,K
t +J
N,K
t + v
N,K
t V
K
N + I
N,K
t . In view
of (26), we have:
DN,K,1t =
1
(vN,Kt )
2
∣∣∣N
K
‖IN,Kt − I¯N,Kt 1K + JN,Kt − J¯N,Kt 1K‖22 +
N
K
‖MN,Kt − M¯N,Kt 1K‖22
−NZN,Kt + 2
N
K
(
INt − I¯N,Kt 1K + JN,Kt − J¯N,Kt 1K , vN,Kt (V KN − V¯ KN 1K)
+MN,Kt − M¯N,Kt 1K
)
+ 2
N
K
vN,Kt
(
V KN − V¯ KN 1K ,MN,Kt − M¯N,Kt 1K
)∣∣∣
≤ 1
(vN,Kt )
2
[
2
N
K
‖IN,Kt − I¯N,Kt 1K‖22 + 2
N
K
‖JN,Kt − J¯N,Kt 1K‖22 + |XN,Kt |
+ 2
N
K
(
‖IN,Kt − I¯N,Kt 1K‖2 + ‖JN,Kt − J¯N,Kt 1K‖2
)(
vN,Kt ‖V KN − V¯ KN 1K‖2
+ ‖MN,Kt − M¯N,Kt 1K‖2
)
+ 2
N
K
∣∣∣vN,Kt (V KN − V¯ KN 1K ,MN,Kt − M¯N,Kt 1K)∣∣∣].
We fix η > 0 and work with N and t large enough and on ΩK,2N . Using Lemmas 11.1, 11.2, 11.4,
11.6 together with the fact that c
√
K ≤ ‖V KN‖2 ≤ C
√
K on ΩK,2N (by Lemma 10.3 (ii)), we deduce
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the following bound on the set ΩK,2N :
Eθ
[DN,K,1t ] ≤ Cηe−2(α0−η)t[N 14 e2ηt + e(α0+η)t + e2(α0+η)t 1‖V KN‖22 ‖V KN − V¯ KN 1K‖22
+
N√
K
e(α0+η)t +
2N
K
[
t
√
KN−
3
8 +
√
K
N
e
α0+η
2 t +
√
K
N
e(α0+η)
1
‖V KN‖2
‖V KN − V¯ KN ‖2
][√
Ke
α0+η
2 t
+ e(α0+η)t‖V KN − V¯ KN 1K‖2
]
+ e
1
2 (α0+η)t
N
K
‖V KN − V¯ KN 1K‖2
]
By proposition 10.6, we finally obtain:
E[1ΩK,2
N
DN,K,1t ] ≤ Cηe−2(α0−η)t
∣∣∣N 58 teα0+η2 + N√
K
e(α0+η)t +N
1
8 e(α0+η)t
+ e
3(α0+η)
2 t + e
3
2 (α0+η)t + e2(α0+η)t
1√
N
+N
1
4 e2ηt
∣∣∣
≤ Cηe4ηt
∣∣∣N 58 e− 32α0t + N√
K
e−α0t + e−
1
2α0t +
1√
N
∣∣∣.
Since N√
K
e−α0t + 1√
N
≥ e−α02 t, N 58 e− 32α0t ≤ (√Ne−α0t) 32 , one gets
E[1ΩK,2
N
DN,K,1t ] ≤ Cηe4ηt
( 1√
N
+
(√N
eα0t
) 3
2
+
N√
K
e−α0t
)
.

12. Proof of the main theorem in the supercritical case.
In this section we prove Theorem 2.3 and Remark 2.4.
12.1. Proof of Theorem 2.3. By Lemma 11.3, on the event ΩK,2N ∩ {Z¯N,Kt ≥ 14vN,Kt > 0},
we already have the following inequality:
DN,Kt ≤ 16DN,K,1t + 128
N
K
‖V KN − V¯ KN 1N‖22DN,K,2t +
∣∣∣UN,K∞ − (1p − 1)∣∣∣.
Thus
1ΩK,2
N
Eθ
[
1{Z¯N,Kt ≥vN,Kt /4>0}
∣∣∣UN,Kt − (1p − 1)∣∣∣] ≤ 1ΩK,2N ∣∣∣UN,K∞ − (1p − 1)∣∣∣+ Cη16Eθ[DN,K,1t ]
+ 128
N
K
‖V KN − V¯ KN 1N‖22 Eθ[DN,K,2t ].
From Proposition 10.6 and Lemmas 11.5, 11.7 it follows that
E
[
1ΩK,2
N
1{Z¯N,Kt ≥vN,Kt /4>0}
∣∣∣UN,Kt − (1p − 1)∣∣∣] ≤ Cηe4ηt( 1√K +
(√N
eα0t
) 3
2
+
N√
K
e−α0t
)
.
Moreover, by Lemmas 10.1 and 11.5 we have:
P (ΩK,2N ) ≥ 1− Ce−cN
1
4 , Pθ
(
Z¯N,Kt ≤
1
4
vN,Kt
)
≤ Cηe2ηt
( 1√
K
+ e−α0t
)
.
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Hence, by the Chebyshev’s inequality, we obtain:
P (|PN,Kt − p| ≥ ε) ≤ (Cη/ε)e4ηt
( 1√
K
+
(√N
eα0t
) 3
2
+
N√
K
e−α0t
)
+ Ce−cN
1
4 + Cηe
2ηt
( 1√
K
+ e−α0t
)
≤ (C,η/ε)e4ηt
( 1√
K
+
(√N
eα0t
) 3
2
+
N√
K
e−α0t
)
.
Finally, using that (
√
N
eα0t )
3
2 ≤ N√
K
e−α0t, we get:
P (|PN,Kt − p| ≥ ε) ≤
Cηe
4ηt
ε
( N√
Keα0t
+
1√
K
)
.
The proof is complete.
12.2. Proof of Remark 2.4. By the Lemma 11.5, for N ≥ Nη, we have that:
1ΩK,2
N
Eθ
[∣∣∣ Z¯N,Kt
vN,Kt
− V¯ KN
∣∣∣] = 1ΩK,2
N
Eθ[DN,K,2t ] ≤ Cηe2ηt
( 1√
K
+ e−α0t
)
.
From lemma 10.3 (ii), we have for all VN (i) ∈ [ 12 , 2]. So V¯ KN = ( 1K
∑K
i=1 VN (i)) ∈ [ 12 , 2] on the set
ΩK,2N . From lemma 10.1, we have P(Ω
K,2
N ) ≥ 1 − Ce−cN
1
4 . From Lemma 11.4, for t ≥ tη we get
vN,Kt ∈ [aηe(α0+η), bηe(α0−η)t] for some aη < bη. So we deduce that for N ≥ Nη, t ≥ tη,
P
(
Z¯N,Kt ∈ [
aη
2
e(α0−η)t, 2bηe(α0+η)t]
)
≥ 1− Ce−cN
1
4 − Cηe2ηt
( 1√
K
+ e−α0t
)
.
This implies that for any η > 0,
lim
t→∞ lim(N,K)→(∞,∞)
P(Z¯N,Kt ∈ [e(α0−η)t, e(α0+η)t]) = 1.
13. Optimal rates in some toy models
The goal of this section is to verify, using some toy models, that the rates of convergence of our
estimators, see Theorems 2.1 and 2.3, are not far from being optimal.
13.1. The first example. Consider α0 ≥ 0 and two unknown parameters Γ > 0 and p ∈ (0, 1].
Consider an i.i.d. family (θij)i,j=1...N of Bernoulli(p)-distributed random variables, where N ≥ 1.
We set λi,Nt = N
−1Γeα0t
∑N
j=1 θij and we introduce the processes (Z
1,N
t )t≥0, ...., (Z
N,N
t )t≥0 which
are, conditionally on (θij), independent inhomogeneous Poisson process with intensities (λ
1,N
t )t≥0,
..., (λN,Nt )t≥0. We only observe (Zi,Ns )s∈[0,t], i=1,...K , where K ≤ N and we want to estimate the
parameter p in the asymptotic (K,N, t) → (∞,∞,∞). This model is a simplified version of the
one studied in our paper. And roughly speaking, the mean number of jumps per individuals until
time t resembles mt =
∫ t
0
eα0sds. When α0 = 0, this mimics the subcritical case, while when
α0 > 0, this mimics the supercritical case. Remark that (Z
i,N
t )i=1,...K is a sufficient statistic, since
α0 is known.
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We use the central limit theorem in order to perform a Gaussian approximation of Zi,Nt . It is
easy to show that:
λi,Nt = Γe
α0t
[ 1√
N
√
p(1− p) 1√
Np(1− p)
N∑
j=1
(θij − p) + p
]
and 1√
Np(1−p)
∑N
j=1(θij − p) converges in law to a Gaussian random variable Gi ∼ N (0, 1), where
Gi is an i.i.d Gaussian family, as N →∞, for each i. Thus
λi,Nt ≃ Γeα0t[
√
N−1p(1− p)Gi + p].
Moreover, conditionally on (θij)i,j=1,...,N , Z
i,N
t is a Poisson random variable with mean
∫ t
0 λ
i,N
s ds.
Thus, as t is large, we have Zi,Nt ≃
∫ t
0 λ
i,N
s ds +
√∫ t
0 λ
i,N
s dsHi where (Hi)i=1,...,N is a family of
N (0, 1)-distributed random variables, independent of (Gi)i=1,...,N . Since (mt)−1N−1/2 ≪ (mt)−1,
we obtain (mt)
−1Zi,Nt ≃ Γp + Γ
√
N−1p(1− p)Gi +
√
(mt)−1ΓpHi, of which the law is nothing
but N (Γp,N−1Γ2p(1− p) + (mt)−1Γp).
By the above discussion, we construct the following toy model: one observes (X i,Nt )i=1,...K ,
where (X i,Nt )i=1,...N are i.i.d and N (Γp,N−1Γ2p(1 − p) + (mt)−1Γp)-distributed. Moreover we
assume that Γp is known. So we can use the well-known statistic result: the empirical variance
SN,Kt = K
−1∑K
i=1(X
i,N
t − Γp)2 is the best estimator of N−1Γ2p(1 − p) + (mt)−1Γp (in any
reasonnable sense). So TN,Kt = N(Γp)
−2(SN,Kt − (Γp)/mt) is the best estimator of ( 1p − 1). As
Var(SN,Kt ) =
1
K
Var[(X1,Nt − Γp)2] =
2
K
(Γ2p(1− p)
N
+
Γp
mt
)2
,
we have
Var(TN,Kt ) =
2
(Γp)4
(Γ2p(1− p)√
K
+
NΓp
mt
√
K
)2
.
In other words, we cannot estimate
(
1
p − 1
)
with a precision better than
(
1√
K
+ N
mt
√
K
)
, which
implies that we cannot estimate p with a precision better than
(
1√
K
+ N
mt
√
K
)
.
13.2. The second example. In the second part of this section, we will see a toy model which
considered from the time average. Actually it looks like the third estimator in the subcritical case.
We consider discrete times t = 1, ..., T and two unknown parameters µ > 0 and p ∈ (0, 1].
Consider an i.i.d. family (θij)i,j=1...N of Bernoulli(p)-distributed random variables, where N ≥
1. We set Zi,N0 = 0 for all i = 1, . . . , N and assume that, conditionally on (θij)i,j=1,...N and
(Zj,Ns )s=0,...,t,j=1...,N , the random variables (Z
i,N
t+1 − Zi,Nt ) (for i = 1, . . . , N) are independant and
P(λi,Nt )-distributed, where λi,Nt = µ+ 1N
∑N
j=1 θij(Z
j,N
t −Zj,Nt−1). This process (Zi,Nt )i=1,...,N,t=0,...T
resembles the system of Hawkes processes studied in the present paper.
We now proceed to a Gaussian approximation. First, we roughly replace (Zj,Nt −Zj,Nt−1)j=1,...,N
in the expression of (λi,Nt )i=1,...,N by (1 + Y
j,N
t )j=1,...,N , for an i.i.d. array (Y
j,N
t )j=1,...,N,t=1,...,T
of N (0, 1)-distributed random variables. Also, we replace the P(λi,Nt ) law by its Gaussian approx-
imation.
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We thus introduce the following model, with unknown parameters µ > 0 and p ∈ (0, 1). We
start with three indpendent families of i.i.d. random variables, namely (θij)i,j=1,...,N with law
Bernoulli(p), and (Y j,Nt )j=1,...,N,t=1,...,T and (A
j,N
t )j=1,...,N,t=1,...,T with law N (0, 1). We then set,
for each t = 1, . . . , T and each i = 1, . . . , N ,
ai,Nt = µ+
1
N
N∑
j=1
θij(1 + Y
j,N
t ) and X
i,N
t = a
i,N
t +
√
ai,Nt A
i,N
t .
We compute the covariances. First, for all i = 1, . . . , N and all t = 1, . . . , T ,
Var(X i,Nt ) = E[(a
i,N
t +
√
ai,Nt A
i,N
t − µ− p)2]
= E
[( 1
N
N∑
k=1
(θik − p) + 1
N
N∑
k=1
θikY
k,N
t +
√
ai,Nt A
i,N
t
)2]
=
p(1− p)
N
+
p
N
+ µ+ p.
Next, for i 6= j and all t = 1, . . . , T ,
Cov(X i,Nt , X
j,N
t ) = E
[(
ai,Nt +
√
ai,Nt A
i,N
t − µ− p
)(
aj,Nt +
√
aj,Nt A
j,N
t − µ− p
)]
= E
[ 1
N2
N∑
k=1
θjkθik(Y
k,N
t )
2
]
=
p2
N
.
For s 6= t and i = 1, . . . , N ,
Cov(X i,Nt , X
i,N
s ) =E
[(
ai,Nt +
√
ai,Nt A
i,N
t − µ− p
)(
ai,Ns +
√
ai,Ns A
i,N
s − µ− p
)]
=Var
( 1
N
N∑
j=1
θij
)
=
p(1− p)
N
.
Finally, for s 6= t and i 6= j,
Cov(X i,Nt , X
j,N
s ) = E
[(
ai,Nt +
√
ai,Nt A
i,N
t − µ− p
)(
aj,Ns +
√
aj,Ns A
j,N
t − µ− p
)]
= 0.
Over all we have Cov(X i,Nt , X
j,N
s ) = C(i, j, s, t), where
Cµ,p,N ((i, t), (j, s)) =

p(1−p)
N +
p
N + µ+ p if i = j, t = s,
p2
N if i 6= j, t = s,
p(1−p)
N if i = j, t 6= s,
0 if i 6= j, t 6= s.
We thus consider the following toy model: for two unknown parameters µ > 0 and p ∈ (0, 1),
we observe (U i,Ns )i=1,...,K,s=0,...,T , for some Gaussian array (U
i,N
s )i=1,...,N,s=0,...,T with covariance
matrix Cµ,p,N defined above and we want to estimate p. If assuming that µ + p is known, it is
well-known that the temporal empirical variance SN,KT =
1
T
∑T
t=1(U¯
N,K
t − µ− p)2, where U¯N,Kt =
1
K
∑K
i=1 U
i,N
t , is the best estimator of ρ =
2p−p2
N + µ + p, α = p
2 (in all the usual senses).
Consequently, CN,KT =
N
K−1 [KS
N,K
T − ρ] is the best estimator of p2. And
Var(CN,KT ) =
1
T
N2
(K − 1)2K
2 1
K2
[
ρ+
(K − 1)α
N
]2
≃ N
2
TK2
.
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Hence for this Gaussian toy model, it is not possible to estimate p2 (and thus p) with a precision
better than NK
1√
T
.
13.3. Conclusion. Using the first example, it seems that it should not be possible to estimate p
faster than N/(
√
Keα0t)+ 1/
√
K. in the supercritical case. Using the two examples, it seems that
it should not be possible to estimate p faster than N/(t
√
K)+1/
√
K+N/(K
√
t) in the subcritical
case.
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