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ABSTRACT
On Computing Multiple Solutions of Nonlinear PDEs without Variational
Structure. (May 2012 )
Changchun Wang, B.S.; M.S., Shanghai University
Chair of Advisory Committee: Dr. Jianxin Zhou
Variational structure plays an important role in critical point theory and methods.
However many differential problems are non-variational i.e. they are not the Euler-
Lagrange equations of any variational functionals, which makes traditional critical
point approach not applicable. In this thesis, two types of non-variational problems,
a nonlinear eigen solution problem and a non-variational semi-linear elliptic system,
are studied.
By considering nonlinear eigen problems on their variational energy profiles and
using the implicit function theorem, an implicit minimax method is developed for
numerically finding eigen solutions of focusing nonlinear Schro¨dinger equations sub-
ject to zero Dirichlet/Neumann boundary condition in the order of their eigenvalues.
Its mathematical justification and some related properties, such as solution inten-
sity preserving, bifurcation identification, etc., are established, which show some
significant advantages of the new method over the usual ones in the literature. A
new orthogonal subspace minimization method is also developed for finding mul-
tiple (eigen) solutions to defocusing nonlinear Schro¨dinger equations with certain
symmetries. Numerical results are presented to illustrate these methods.
A new joint local min orthogonal method is developed for finding multiple so-
lutions of a non-variational semi-linear elliptic system. Mathematical justification
and convergence of the method are discussed. A modified non-variational Gross-
Pitaevskii system is used in numerical experiment to test the method.
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vNOMENCLATURE
ESP eigen solution problem
JLMOM joint local min-orthogonal method
LMM local min-max method
LMOM local min-orthogonal method
MI Morse index
MSIS maximum symmetry invariant subspace
NLS nonlinear Schro¨dinger equation
NVS non-variational system
PDE partial differential equation
RRM Rayleigh-Ritz method
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11. INTRODUCTION
1.1 Non-variational Problems and Their Difficulties
Calculus of variations provides a strong connection between partial differential
equations(PDE) and critical point theory[21]. A PDE is variational if it is the Euler-
Lagrange equation J ′(u) = 0 of a Frechet differentiable functional J(u). A point u∗
is called a critical point of J if J ′(u∗) = 0. So solutions to PDE correspond to the
critical points of their variational functionals.
For example, the nonlinear boundary value problem
(1.1)

−∇ · ∇u(x) + f(u(x), x) = 0 x ∈ Ω,
∂u(x)
∂n
+ cu(x) + g(x) = 0 x ∈ ∂Ω,
can be solved by finding the critical points of its variational functional
(1.2) J(u(x)) =
∫
Ω
[
1
2
|∇u(x)|2 + F (u(x), x)]dx+
∫
∂Ω
[
1
2
cu2(x) + g(x)u(x)]ds
where Fu(u(x), x) = f(u(x), x). Actually, for any function v
J ′(u)(v) =
dJ(u+ tv)
dt
|t=0
=
d
dt
[
∫
Ω
[
1
2
|∇(u(x) + tv(x))|2 + F (u(x) + tv(x), x)]dx
+
∫
∂Ω
[
1
2
c(u(x) + tv(x))2 + g(x)(u(x) + tv(x))]dσ]|t=0
=
∫
Ω
[∇v(x) · ∇u(x) + f(u(x), x)v(x)]dx+
∫
∂Ω
[cu(x) + g(x)]v(x)dσ
=
∫
Ω
[−∆u(x) + f(u(x), x)]v(x)dx+
∫
∂Ω
[
∂u(x)
∂n
+ cu(x) + g(x)]v(x)dσ.
This implies the equivalence J ′(u) = 0⇔ (1.1)
This dissertation follows the style of Mathematics of Computation.
2Another example is the Sturm-Liouville problem (a linear eigen solution problem)
(1.3)

−∇ · (p(x)∇u(x))− q(x)u(x) = λr(x)u(x)x ∈ Ω,
p(x)
∂u
∂n
+ cu(x) = 0x ∈ ∂Ω.
where c is some constant and p(x), q(x), r(x) are some positive weight functions. The
variational functional (Rayleigh quotient) is
(1.4) λ =
Q(u)
R(u)
where
(1.5)

Q(u) =
∫
Ω
[p(x)|∇u(x)|2 − q(x)u2(x)]dx+
∫
∂Ω
cu2(x)ds,
R(u) =
∫
Ω
r(x)u2(x)dx.
Thus,
[
Q(u)
R(u)
]′(v) =
Q′(u)R(u) +Q(u)R′(u)
R2(u)
(v)
=
1
R(u)
[Q′(u) + λR′(u)](v)
=
2
R(u)
(
∫
Ω
[(−∇ · (p(x)∇u(x))− q(x)u(x) + λr(x)u(x))v(x)]dx
+
∫
∂Ω
[(p(x)
∂u(x)
∂n
+ cu(x))v(x)]ds).(1.6)
Since R(u) is positive, [Q(u)
R(u)
]′ = 0 is equivalent to (1.3).
The variational structure plays an important role in solving PDE with multiple
solutions. While classical calculus of variational focuses on finding local maximum
or minimum, many PDE especially of nonlinear type have multiple solutions cor-
responding to saddle types i.e. critical points with both increasing and decreasing
directions thus not maximum or minimum. To compute these multiple solutions,
3an order of the solutions becomes very important. E.g., we can order the solutions
in their Morse indices(MI) [17,16] which is the number of negative eigenvalues of
the second derivative of the functional at the solutions. With the order one may
discuss what new solutions are expected and whether there are solutions missing.
For variational problems, we can use local min-max method developed in [11,12] to
numerically compute the multiple solutions in the order of their MI.
However many PDE in application are not the Euler-Lagrange equation of any
variational functional thus called non-variational. In this dissertation two non-
variational problems are studied. New methods will be developed to compute their
multiple solutions in an order.
1.2 A Semi-linear Elliptic Eigen-solution Problem
First, we discuss a nonlinear eigen solution problem. The basic model for our
analysis and computation is the nonlinear Schro¨dinger equation (NLS). It is the
equation of motion to replace Newton’s 2nd law as in classical mechanics.
i
∂w(x, t)
∂t
= −∆w(x, t) + v(x)w(x, t)− κf(x, |w(x, t)|)w(x, t),(1.7)
d
dt
∫
|w(x, t)|2dx = 0,(1.8)
where (1.8) represents the time-invariance condition of a wave intensity, under which
NLS is derived [2] and solutions are physically meaningful, v(x) ≥ 0 is a potential
function, which in some cases traps the solutions in a local area, and κ is a physical
parameter. κ > 0 corresponds to a focusing or attractive nonlinearity. κ < 0
corresponds to a defocusing or repulsive nonlinearity. e.g., the well known Gross-
Pitaevskii equation in Bose-Einstein condensate is of a defocusing type NLS. Despite
this minor difference in the form, those two cases are very different physically and
mathematically, so we have to develop two very different methods to solve them.
4To study solution pattern formation, (in)stability and other properties, standing
(solitary) wave solutions of the form w(x, t) = u(x)e−iλt are interested where λ is
a wave frequency and u(x) is a wave amplitude function. It leads to solve an eigen
solution problem (ESP): find (u, λ) ∈ H1(Ω)× R s.t.
(1.9) λu(x) = −∆u(x) + v(x)u(x)− κf(x, |u(x)|)u(x).
Numerically (1.9) can be solved on an open bounded domain Ω ⊂ Rn with a zero
Dirichlet or Neumann (for other applications) boundary condition (B.C.).
Many research papers, e.g. [1], in the literature on studying NLS assume a nor-
malization condition
∫
Ω
|w(x, t)|2dx = 1, since the original linear Schro¨dinger equa-
tion is derived under this normalization condition which is, in the term of quantum
physics, interpreted as the probability of w taking place. So only solutions satisfying
this normalization condition are physically meaningful. However, in [2] the author
derived NLS under the conservation condition (1.8) which is clearly more general
than the normalization condition, and states that the normalization condition is not
necessary. In particular, a standing (solitary) wave solution always satisfies the con-
servation condition, so there is no need to enforce the normalization condition. On
the other hand, ESP (1.9) may also arise from other applications where such a nor-
malization is not necessary. Thus in this dissertation we try to provide other options
rather than such a normalization assumption.
The variational “energy” functional of (1.9) at each (u, λ) is
(1.10) J(u, λ) =
∫
Ω
[
1
2
(|∇u(x)|2 + v(x)u2(x)− λu2(x))− F (x, u(x))]dx
where Fu(x, u) = f(x, |u|)u satisfies certain regularity and growth condition. Then
(u, λ) is an eigen solution to (1.9) if and only if it solves the PDE
(1.11) J ′u(u, λ) = 0.
5Note that under certain condition on v(x), (1.9) has at least one solution u 6= 0
for each λ > 0, the problem has a one-degree freedom. So to formulate a discrete
spectrum problem, one needs a scalar equation as a constraint. To find a better
formulation to do so, let us observe (1.9), we can see that the nonlinearity of the
problem is at the variable u not at λ. So we adopt a frequently used formulation in
the literature, i.e., we denote
(1.12) H(u) =
∫
Ω
[
1
2
(|∇u(x)|2 + v(x)u2(x)− F (x, u(x))]dx
which is sometimes called the Hamiltonian of the wave u or the energy of u and
(1.13) I(u) =
∫
Ω
u2(x)dx = ‖u‖2L2(Ω)
which represents the intensity of the wave u in L2-norm. Then (1.11) becomes a
typical ESP
(1.14) H ′(u) = λI ′(u).
But the problem is not variational and has a one-degree freedom. In order to remove
this one-degree freedom to form a discrete spectrum problem, an easy choice as
suggested in [24,36] and frequently used in the literature is to assume a level-set
constraint I(u) = C. Then its Lagrange functional is
L(u, λ) = H(u)− λ(I(u)− C).
The problem becomes variational and is to solve for (u, λ) s.t.
L′(u, λ) = (L′u(u, λ),L′λ(u, λ)) = (H ′(u)− λI ′(u), C − I(u)) = (0, 0).
6However our numerical experience in [34, 35] indicates that to put u and λ together as
a variable (u, λ) of a Lagrange functional may not be a good idea. It causes troubles
in selecting initial guesses (u0, λ0) for computing multiple eigen solutions and also in
functional structure (mountain pass or linking) and solution instability analysis. For
our model problem, the level set constraint I(u) = C implies that the intensity of
the eigenfunction u in L2-norm is a constant, which may not be necessary [2]. In this
paper we develop a new formulation to solve the problem rather than using the level
set constraint. Also for an ESP, it is important to find solutions in an order. So one
can discuss what is found or missing in a computation process. Since the eigenvalues
form the best order in analysis and application of ESP, people always want to find
eigen solutions in the order of their eigenvalues. But the Lagrange functional method
or Newton iterate based methods [29] failed to do so.
An ESP H ′(u) = λI ′(u) is said to be homogenous if H(tu) = tk+1H(u), I(tu) =
tl+1I(u) for some k, l > 0. An ESP is said to be iso-homogenous if it is homogenous
with k = l. When an ESP is iso-homogenous, different scalings yield the same eigen
solution set. A Rayleigh quotient R(u) = λ(u) = H(u)/I(u) can be used in LMM
([34]) to numerically find critical points u of R = λ. It is obvious that a linear ESP
J ′u(u, λ) = Au − λBu is of iso-homogeneous and a non iso-homogenous ESP yields
different solution sets in different scalings. So one can see that many nice properties
that a linear ESP enjoys get lost, see Table 1.1.
Our approach is to put the constraint on its variational energy profile, and then
use the implicit function theorem to implicitly define the eigenvalue λ as a functional
of the eigen-function u. We show that the solutions of the ESP are the critical points
of the functional λ, and by applying the local min-max method, an ordered solution
set can be computed.
7Table 1.1
The difference between linear ESP and nonlinear ESP
Property Linear ESP Nonlinear ESP
different normalizations/scalings yes no
yields the same solution set (iso-hom.) (non-iso-hom.)
a linear combination of eigenfunctions
of an eigenvalue is also an eigenfunction yes no
eigenfunctions of different eigenvalues
are orthogonal yes no
eigenfunctions form a basis yes no
1.3 A Semi-linear Elliptic System without a Common Variational Form
Next, we discuss a semi-linear non-variational elliptic system, another type non-
variational problem. Consider the following elliptic system
(1.15)
−∆u(x) + f(x, u(x), v(x)) = 0,−∆v(x) + g(x, u(x), v(x)) = 0,
for x ∈ Ω and satisfy zero Dirichlet B.C. For each equation of the system we can
denote its variational functional with respect to one variable in the following form
F (u(x), v(x)) = F¯ (u(x)) +W 1(u(x), v(x)),(1.16)
G(u(x), v(x)) = G¯(v(x)) +W 2(u(x), v(x)),
with
Fu(u(x), v(x)) = −∆u(x) + f(x, u(x), v(x)),
Gv(u(x), v(x)) = −∆v(x) + g(x, u(x), v(x)),
8where W 1(u(x), v(x)) and W 2(u(x), v(x)) contain only interaction terms of u(x) and
v(x) and play an important role on whether the problem is variational or not. When
W 1(u(x), v(x)) = k · W 2(u(x), v(x)), k ∈ R+, the system is variational coopera-
tive[42], i.e., ∃J(u(x), v(x)) = k · F¯ (u(x)) + k ·W 1(u(x), v(x)) + G¯(v(x)) s.t.
(1.17)
 Ju(u(x), v(x)) = k · Fu(u(x), v(x)) = −∆u(x) + f(x, u(x), v(x)) = 0,Jv(u(x), v(x)) = Gv(u(x), v(x)) = −∆v(x) + g(x, u(x), v(x)) = 0.
When W 1(u(x), v(x)) = −k ·W 2(u(x), v(x)), k ∈ R+, the system is variational
non-cooperative [40], i.e., ∃J(u(x), v(x)) = k · F¯ (u(x)) + k ·W 1(u(x), v(x))− G¯(v(x))
s.t.
(1.18)
 Ju(u(x), v(x)) = k · Fu(u(x), v(x)) = −∆u(x) + f(x, u(x), v(x)) = 0,Jv(u(x), v(x)) = −Gv(u(x), v(x)) = ∆v(x)− g(x, u(x), v(x)) = 0.
But when W 1(u(x), v(x)) and W 2(u(x), v(x)) are not proportional, there is no
common J(u(x), v(x)) s.t. its Euler-Lagrange equation (Ju(u(x), v(x)), Jv(u(x), v(x))) =
(0, 0) is the original system, and thus the system is non-variational.
1.4 A Survey of Existing Numerical Methods Dealing with Nonlinear Elliptic
PDEs.
In this section, we briefly introduce some existing numerical methods which are
applicable to nonlinear elliptic PDEs. Their advantage and disadvantage will be
briefly addressed.
9Monotone iteration method[3,8]
For semi-linear elliptic equation
∆u(x) = F (x, u(x)) x ∈ Ω(1.19)
B(u(x)) = g(x) x ∈ ∂Ω.
Choose a sufficient large λ, the monotone iteration scheme is
(1.20) ∆un+1 − λun+1 = −λun + F (x, un).
A numerical method for solving linear elliptic equation such as finite element method,
boundary element method or spectrum method etc. need to be implemented in each
iteration to solve un+1. The method is very simple and easy to implement. However,
it mainly focuses on finding stable state solutions, and is hard to capture unstable
solutions. A local convergence of the algorithm is established.
The imaginary-time evolution method(ITEM)[32]
For equation
−∆u(x) + µu(x)− F (u2(x), x)u(x) = 0 x ∈ Ω(1.21)
u(x) = 0 x ∈ ∂Ω
where L00 = ∆u+ F (u
2, x), P = ‖u0‖L2 . The ITEM iteration is
(1.22) uˆn+1 = un + [L00u]u=un∆t
(1.23) un+1 = (
P
〈uˆn+1, uˆn+1〉)
1
2 uˆn+1.
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The generalized Petviashili method[14]
Consider a more general semi-linear elliptic equation
L0u(x) = 0 x ∈ Ω(1.24)
u(x) = 0 x ∈ ∂Ω.
Let L1 be the linear approximation of L0, s.t. L0 = L1 + O(u
2) near u. N is a
self-adjoint linear operator satisfying L1u ≈ αNu and γ = 1 + 1α∆t .
The Generalized Petvoashvili iteration scheme is
(1.25) un+1 − un = (N−1(L0u)n − γ 〈un, (L0u)n〉〈un, Nun〉 un)∆t.
The accelerated imaginary-time evolution method(AITEM)[32]
The AITEM is actually a preconditioned ITEM method. Let M be a positive-
definite and self-adjoint operator. For (1.21), the AITEM iteration is
un+1 = (
P
〈uˆn+1, uˆn+1〉)
1
2 uˆn+1(1.26)
uˆn+1 = un +M
−1[L00u− µ]u=un,µ=µn∆t(1.27)
µn =
〈L00u,M−1u〉
〈u,M−1u〉 |u=un .(1.28)
Squared-operator iteration method(SOM)[14,15]
For (1.24), let L0 = L1 + O(u
2) near u. N is the self-adjoint linear operator
satisfying L1u ≈ αNu. M be a positive-definite and self-adjoint operator.
The SOM iteration is
(1.29) un+1 = un − [M−1NM−1L0u]u=un∆t.
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The ITEM type methods(Petviashili method,AITEM,SOM) require a close initial
to make the methods convergent. The original ITEM can only compute ground state
solutions, but some later variants of this type can capture sign-change solutions.
Newton type methods[18,19,31,4]
Newton’s method is perhaps the most popular numerical scheme to solve nonlin-
ear PDEs. Even now, various modified Newton’s methods appear in newly published
papers. The original Newton’s method is very simple. For a non-linear boundary
value problem
F (x, u(x)) = 0 x ∈ Ω(1.30)
B(u(x)) = g(x) x ∈ ∂Ω.
The newton iteration is then
(1.31) un+1 = un − α(n)F ′−1(un)F (un),
where α(n) is a step size determined by various strategies.
Newton’s method, if successful, converges very fast compared to other methods,
so it can be used to speed up local convergence in other methods. However Newton’s
method can not handel degeneracy, i.e., when F’(u) is singular, Newton’s method
encounters difficulty. And it also highly relies on initial guesses, which limits it to
those models whose solutions are predictable.
Modified mountain pass method[5]
The modified mountain pass method is an variational method which computes the
critical point with Morse index 1 of a functional J.
Step 1: Give initial guess wˆ. Let k = 0 and compute wk = argmaxt>0 J(tw);
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Step 2: Compute dk = −∇J(wk), if ‖dk‖ < ε, stop and output wk;
Step 3: Compute wk := argminτ>0 maxt>0 J(t(wk + τwˆk)), k = k + 1, goto step2.
The most notable feature of this method is that it is a two-level methods, in the inner
level a maximization is taken over an affine line and in the outer level a minimization
is taken over all the maxima gotten from the inner level. This gives a mountain pass
solution [5] or MI = 1.
High link method[9,23]
The high link method is also a two-level method. In the inner level a maximization
is taken over a triangular region nd in the outer level a minimization is taken over
all the maxima gotten from the inner level. This gives a solution [9] of MI = 2.
Local min-max method(LMM)[11,12]
The local min max method is a two-level optimization method develop in a series
of papers to compute the multiple solutions of PDEs in the order of their MI. A
support subspace is used in the method to determine the Morse index of a solution
and separate new solutions from old ones. When the support subspace is set to be 0,
LMM reduces to the modified mountain pass method and when the support subspace
is set to be spanned by a solution of MI = 1 LMM reduces to the high link method.
It can compute solutions with high MI, see section 2.2.1 for more details.
Local min-orthogonal method(LMOM) [40, 41, 42]
Local min-orthogonal method is developed for solving a variational elliptic system.
It can compute multiple solutions of the system in an order based on the variational
energies of each individual equation in the system.
Based on the above survey, it is clear that those metioneded methods are either
not suitable or can not be applied directly to the problems we want to solve for
multiple solutions in this dissertation and hence new approach must be developed.
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2. NONLINEAR EIGEN SOLUTION PROBLEM
In this chapter we discuss the nonlinear ESP problem (1.9) of both focusing
and defocusing types. A new setting of the problem on variational energy profile is
adopted. The local min-max method is then applied to solve the focusing type ESP.
For defocusing type problems, a new orthogonal subspace minimization method is
developed to solve certain problems with symmetries. The content of this chapter is
also in my two submitted papers [27,28].
2.1 A New Setting of ESP on Variational Energy Profile
Let’s start our discussion from a homogenous ESP (1.12),(1.13),and (1.14). We
have
〈H ′(u), u〉 = d
ds
|s=0H((1 + s)u) = (k + 1)H(u),
〈I ′(u), u〉 = d
ds
|s=0I((1 + s)u) = (l + 1)I(u).
Then at an eigen solution pair (u, λ),
〈H ′(u), u〉 = 〈λI ′(u), u〉 ⇒ H(u) = l + 1
k + 1
λI(u).
Thus the level set constraint I(u) = C is equivalent to the constraint
(2.1) H(u) =
l + 1
k + 1
Cλ or J(u, λ) = H(u)− λI(u) = ( l + 1
k + 1
− 1)Cλ,
i.e., the variational energy values of J at (u, λ) are proportional to λ. The level set
constraint H(u) = C is equivalent to the constraint
(2.2) H(u) =
k + 1
l + 1
C
λ
or J(u, λ) = H(u)− λI(u) = (1− k + 1
l + 1
)C,
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i.e., the variational energy values of J at (u, λ) are fixed at a constant level. If
ESP is iso-homogenous, k = l, the above reduces to J(u, λ) = 0 and becomes the
Rayleigh quotient method λ(u) = H(u)
I(u)
. However the above equivalences broken for
non-iso-homogenous ESP and those constraints will lead to different eigen solution
sets. Non-homogenous EPS with level set constraint is studied in [35].
Assume I(u) > 0, u 6= 0 as in many applications. Let C be a C2 function s.t.
C ′(λ) ≥ 0 (i.e. J is increasing in λ) and for each u 6= 0, there is unique λ s.t.
J(u, λ) = H(u)−λI(u) = C(λ). By the implicit function theorem, a functional λ(u)
can be implicitly defined from
J(u, λ(u)) = H(u)− λ(u)I(u) = C(λ(u))
with
λ′(u) = [I(u) + C ′(λ(u))]−1[H ′(u)− λ(u)I ′(u)].
Since I(u) + C ′(λ(u)) > 0, we have
(2.3) λ′(u) = 0⇔ H ′(u) = λI ′(u).
We need some notions from critical point theory. Let λ : H → R be a C2 functional.
A point u∗ ∈ H is said to be a critical point of λ if λ′(u∗) = 0. Let H = H+⊕H0⊕H−
be the spectrum decomposition of the linear operator λ′′(u∗), i.e. H+, H0, H− are
respectively the maximum positive, the null and the maximum negative subspaces
of λ′′(u∗). u∗ is said to be nondegenerate if H0 = {0}. Otherwise u∗ is said to be
degenerate and dim(H0) is called the nullity of u∗. dim(H−) is the Morse index as
we mentioned in introduction and denoted by MI(u∗) at the critical point u∗, which
measures the instability of u∗, an important information in system design/control
and bifurcation analysis.
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2.2 Application to Focusing Schro¨dinger ESP
Let v = 0 and F (x, u(x)) = |u(x)|
p+1
p+1
in (1.10) subject to either zero Dirichlet or
Neumann B.C. where 1 < p < p∗ and p∗ is the critical Sobolev exponent [22], i.e.,
we solve ESP
(2.4) −∆u(x)− |u(x)|p−1u(x) = λu(x)
and set
(2.5) J(u, λ) = H(u)−λI(u) =
∫
Ω
[
1
2
|u(x)|2− 1
2
λu2(x)− 1
p+ 1
|u(x)|p+1]dx = C(λ)
where
H(u) =
∫
Ω
[
1
2
|∇u(x)|2 − 1
p+ 1
|u(x)|p+1]dx and I(u) =
∫
Ω
1
2
u2(x)dx.
Multiplying (2.4) by u and integrating on Ω give
(2.6)
∫
Ω
[|∇u(x)|2 − λu2(x)− |u(x)|p+1]dx = 0.
Taking (2.5) into account, for any eigenfunction u, we obtain
(2.7) C(λ) = [
1
2
− 1
p+ 1
]
∫
Ω
|u(x)|p+1dx > 0.
So we must have C(λ) > 0 and C ′(λ) ≥ 0.
(1) When C(λ) = C, we must have C > 0 and
(2.8) ‖u‖p+1Lp+1 =
2(p+ 1)
p− 1 C.
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for any eigenfunction u. By the Holder inequality, there exists Cp > 0 s.t.
(2.9) ‖u‖L2 < Cp.
Theorem 2.2.1 Let uk, k = 1, 2, ... be all the eigenfunctions. Then ‖uk‖p+1Lp+1 = C1
for some constant C1 > 0 if and only if J(uk) = H(uk)− λ(uk)I(uk) = C2 for some
constant C2 > 0.
Proof By (2.8), we only have to show the “only if” part. When ‖uk‖p+1Lp+1 = C1 > 0,
we have
J(uk) = H(uk)− λ(uk)I(uk) = 1
2
‖∇uk‖2L2 −
1
p+ 1
C1 − 1
2
λ(uk)I(uk).
(2.6) gives
‖∇uk‖2L2 − λ(uk)I(uk) = ‖uk‖p+1Lp+1 = C1.
Thus
J(uk) =
1
2
C1 − 1
p+ 1
C1 = (
1
2
− 1
p+ 1
)C1,
i.e., C2 = (
1
2
− 1
p+1
)C1 > 0.
Remark 2.2.1 Note that ‖uk‖L2 and ‖uk‖Lp+1 measure the intensity of uk in two
different norms. When ‖uk‖L2 = C > 0 is usually used as a constraint in the
literature, there is no control over the intensity ‖uk‖Lp+1; when we use ‖uk‖Lp+1 =
C as a constraint, the intensity ‖uk‖L2 is also well-under control. This shows a
significant advantage of our approach over the usual ones in the literature.
(2) When C(λ) = Cλ we must have C > 0, λ > 0, (2.7) becomes
(2.10) ‖u‖p+1Lp+1 =
2(p+ 1)
p− 1 Cλ.
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Plugging (2.10) into (2.5), we obtain
1
2
‖∇u‖2L2 −
λ
2
‖u‖2L2 −
2Cλ
p− 1 = Cλ or
1
2
‖∇u‖2L2 = λ(
1
2
‖u‖2L2 +
p+ 1
p− 1C).
Since λ(u) is derived from our new formulation and different from the usual ones
in the literature, we need to know some of its basic properties. For example, for LMM
to work on, one needs that for each u 6= 0, λ(tu) attains its local maximum at certain
tu > 0 and limt→+∞ λ(tu) = −∞. Such a structure is usually called a mountain-pass
structure, which is motivated by the wellknown mountain pass lemma [22]. Typically
in the mountain pass lemma, a variational functional needs to be C1.
(1) When C(λ) = C > 0, we have
λ′(u) = [I(u)]−1[H ′(u)− λ(u)I ′(u)]
where I(u) + C ′(λ(u)) = I(u) > 0 for all u 6= 0 and
λ(u) = [I(u)]−1[H(u)− C] = [
∫
Ω
1
2
u2(x)dx]−1
∫
Ω
[
1
2
|∇u(x)|2 − |u(x)|
p+1
p+ 1
]dx− C.
Thus
lim
t→0+
λ(tu) = −∞, lim
t→+∞
λ(tu) = −∞.
It is clear that λ(u) has a singularity at u = 0. But u = 0 is not an eigenfunction,
thus we still call such a structure a mountain-pass type structure with a singularity
at u = 0.
(2) When C(λ) = Cλ with C > 0, we have
λ′(u) = [I(u) + C]−1(H ′(u)− λ(u)I ′(u)),
λ(u) = [I(u) + C]−1H(u) = [
∫
Ω
1
2
u2(x)dx+ C]−1
(∫
Ω
[
1
2
|∇u(x)|2 − |u(x)|
p+1
p+ 1
]dx
)
.
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Thus
lim
t→0+
λ(tu) = 0+, lim
t→+∞
λ(tu) = −∞.
It also shows a typical mountain pass structure. In either case, see Fig. 2.1, for each
u 6= 0, there exists tu > 0 s.t.
(2.11) tu = arg max
t>0
λ(tu) or
d
dt
λ(tu)|t=tu = 〈λ′(tuu), u〉 = 0.
So we can expect to use LMM to numerically find critical points of λ.
t
(tu)λ
t
(tu)λ
Fig. 2.1. The graph of λ(tu) for a fixed u 6= 0 when C(λ) = C (left),
C(λ) = Cλ (right).
2.2.1 A revisit of local minimax method(LMM)
By (2.3), LMM can be applied to find critical points u of λ in the order of λ-
values or their Morse indexes. Also Morse theory can be applied to discuss possible
bifurcation phenomenon, which exhibits a great advantage of our approach over
others.
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We now briefly introduce LMM, some of its mathematical background and related
results from [11,12,37,33,25,26,39]. Also some improvement needed to make the
method applicable to ESP. LMM is a constrained 2-level optimization method for
finding multiple critical points u of a mountain-pass type functional J in the order
of J-values and their Morse indexes.
A solution characterization and Morse index
Let H be a Hilbert space and J ∈ C1(H,R). For a given closed subspace L ⊂ H,
denote H = L ⊕ L⊥ and SL⊥ = {v ∈ L⊥ : ‖v‖ = 1}. For each v ∈ SL⊥ , denote
[L, v] = span{L, v}.
Definition 2.2.1 The peak mapping P : SL⊥ → 2H is defined by
P (v) = the set of all local maxima of J on [L, v],∀v ∈ SL⊥ .
A peak selection is a single-valued mapping p : SL⊥ → H s.t. p(v) ∈ P (v),∀v ∈ SL⊥ .
If p is locally defined, then p is called a local peak selection.
J is said to satisfy the Palais-Smale (PS) condition in H, if any sequence {un} ⊂
H s.t. {J(un)} is bounded and J ′(un)→ 0 has a convergent subsequence.
The following theorems provide a mathematical justification for LMM and also gives
an estimate for the Morse index of a solution found by LMM.
Theorem 2.2.2 [12] If p is a local peak selection of J near v0 ∈ SL⊥ s.t. p is locally
Lipschitz continuous at v0 with p(v0) 6∈ L and v0 = arg local- minv∈S
L⊥ J(p(v)) then
u0 = p(v0) is a saddle point of J . If p is also differentiable at v0 and we denote
H0 = ker(J ′′(u0)), then
dim(L) + 1 = MI(u0) + dim(H
0 ∩ [L, v0]).
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Theorem 2.2.3 [12] Let J be C1 and satisfy PS condition. If p is a peak selection
of J w.r.t. L, s.t. (a) p is locally Lipschitz continuous, (b) inf
x∈S
L⊥
d(p(v), L) > 0 and
(c) inf
v∈S
L⊥
J(p(v)) > −∞, then there is v0 ∈ SL⊥ s.t. J ′(p(v0)) = 0 and p(v0) =
arg min
v∈S
L⊥
J(p(v)).
Let M = {p(v) : v ∈ SL⊥}. Theorem 2.2.2 states that the process local-min
u∈M
J(u)
yields a critical point u∗, which is unstable in H but stable on M and can be
numerically approximated by, e.g., a steepest descent method. Then it leads to
LMM. For L = {0}, M is called the Nehari manifold in the literature, i.e.,
(2.12) N = {u ∈ H : u 6= 0, 〈J ′(u), u〉 = 0} =M = {p(v) : v ∈ H, ‖v‖ = 1}.
Verification of weaker PSN condition
PS condition is a crucial condition in proving the existence of (infinitely) multi-
ple eigenfunctions and also the convergence of LMM. We note that λ(u) may have a
singular point. On the other hand, various PS conditions are proposed to prove the
existence, but failed to handle such singularity and also not for computational pur-
pose. According to LMM, all computations are carried only on the Nehari manifold
N , see (2.12), where it enjoys a nice property that 〈λ′(u), u〉 = 0 for all u ∈ N and
dis(N , 0) > t0 > 0 for some t0 > 0. So we can restrict our analysis only on N and
utilize this property to simplify analysis. Such observation motivates us to introduce
a new definition.
Definition 2.2.2 A C1-functional J is said to satisfy PSN condition, if any sequence
{uk} ⊂ N = {u ∈ H : u 6= 0, 〈J ′(u), u〉 = 0} s.t. {J(uk)} is bounded and J ′(uk)→ 0
has a convergent subsequence.
It is clear that PS condition implies PSN condition.
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Theorem 2.2.4 λ(u) defined in (1) or (2) satisfies PSN condition.
Proof Let {uk} ⊂ N s.t. {λ(uk)} is bounded and λ′(uk) → 0. Since C(λ) = C or
Cλ, {C(λ(uk))} and {C ′(λ(uk))} are bounded. Note
H(u) =
1
2
‖∇u‖2L2 −
1
p+ 1
‖u‖p+1Lp+1 , I(u) =
1
2
‖u‖2L2 .
We have
〈I ′(uk), uk〉 = 2I(uk), 〈H ′(uk), uk〉 − 2H(uk) = ( 2
p+ 1
− 1)‖uk‖p+1Lp+1 .
Then uk ∈ N implies
0 = 〈λ′(uk), uk〉 = [I(uk) + C ′(λ(uk))]−1[〈H ′(uk), uk〉 − λ(uk)〈I ′(uk), uk〉]
or
0 = 〈H ′(uk), uk〉 − λ(uk)〈I ′(uk), uk〉
= 〈H ′(uk), uk〉 − 2H(uk) + 2H(uk)− 2λ(uk)I(uk)
= 〈H ′(uk), uk〉 − 2H(uk) + 2C(λ(uk)).
When {C(λ(uk))} is bounded, so is {〈H ′(uk), uk〉 − 2H(uk)} and then {‖uk‖p+1Lp+1}.
By the Holder inequality {I(uk)} is bounded. Consequently {I(uk) + C ′(λ(uk))} is
bounded, which implies that
λ′(uk)→ 0⇒ H ′(uk)− λ(uk)I ′(uk)→ 0.
From H(uk)− λ(uk)I(uk) = C(λ(uk)), we see that {‖∇u‖2L2} is bounded or {uk} is
bounded in H = H10 . Next we follow the approach in the proof of Lemma 1.20 in
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[30]. There is a subsequence, denote by {uk} again, and u ∈ H s.t. uk ⇀ u (means
weakly) in H. By the Rellich theorem, uk → u in L2 and Lp+1. Then
‖uk − u‖2H =
∫
Ω
|∇uk(x)−∇u(x)|2dx
= 〈H ′(uk)− λ(uk)I ′(uk)−H ′(u) + λ(u)I ′(u), uk − u〉
+〈λ(uk)I ′(uk)− λ(u)I ′(u), uk − u〉+ 〈upk − up, uk − u〉 → 0,
where
〈H ′(uk)− λ(uk)I ′(uk)−H ′(u) + λ(u)I ′(u), uk − u〉 → 0,
because H ′(uk) − λ(uk)I ′(uk) − H ′(u) + λ(u)I ′(u) ∈ H, H ′(uk) − λ(uk)I ′(uk) → 0
and uk ⇀ u;
|〈λ(uk)I ′(uk)− λ(u)I ′(u), uk − u〉| =
∫
Ω
[λ(uk)uk(x)− λ(u)u(x)][uk(x)− u(x)]dx
≤ ‖λ(uk)uk − λ(u)u‖L2‖uk − u‖L2 → 0,
by the Cauchy-Schwarz inequality, the boundedness of λ(uk) and uk → u in L2; and
finally
|〈upk − up, uk − u〉| ≤ ‖uk − u‖p+1Lp+1 → 0 by uk → u ∈ Lp+1.
So Theorems 2.2.3 still hold when PS condition is replaced by PSN condition.
The numerical algorithm and its Convergence
Let w1, ..., wn−1 be n-1 previously found critical points, L = [w1, ..., wn−1]. Given
ε > 0, ` > 0 and v0 ∈ SL⊥ be an ascent-descent direction at wn−1.
Step 1: Let t00 = 1, v
0
L = 0 and set k = 0;
Step 2: Using the initial guess w = tk0v
k + vkL, solve for
wk ≡ p(vk) = arg max
u∈[L,vk]
J(u) and denote tk0v
k + vkL = w
k ≡ p(vk);
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Step 3: Compute the steepest descent vector dk := −J ′(wk);
Step 4: If ‖dk‖ ≤ ε then output wn = wk, stop; else goto Step 5;
Step 5: Set vk(s) :=
vk + sdk
‖vk + sdk‖ ∈ SL⊥ and find
sk := max
m∈N
{
`
2m
: 2m > ‖dk‖, J(p(vk( `
2m
)))− J(wk) ≤ − t
k
0`
2m+1
‖dk‖2
}
.
Initial guess u = tk0v
k( `
2m
)+vkL is used to find (track a peak selection) p(v
k( `
2m
))
where tk0 and v
k
L are found in Step 2;
Step 6: Set vk+1 = vk(sk), wk+1 = p(vk+1), k = k + 1, then goto Step 3.
Remark 2.2.2 ` > 0 controls the maximum stepsize of each search. The condition
v0 ∈ SL⊥ does not have to be exact and actually can be relaxed. LMM first starts with
n = 0, L = {0} to find a solution w1. Then LMM starts with n = 1, L = span{w1}
to find another solution w2. LMM continues in this way with L gradually expanded
by previously found solutions.
Convergence of the algorithm is established by the following theorem. The main
frame of the theorem remains the same as in ([39]), despite original PS condition is
replaced by PSN condition here.
Theorem 2.2.5 If J is C1 and satisfies PSN condition, (a) p is locally Lipschitz
continuous, (b) d(L, p(vk))>α> 0 and (c) inf
v∈S
L⊥
J(p(v))>−∞, then vk → v∗ ∈ SL⊥
with ∇J(p(v∗)) = 0.
2.2.2 The focusing Schro¨dinger ESP with zero Dirichlet B.C.
For our LMM to success, it is important to show that all approximation solutions
in LMM will be kept a positive distance away from u = 0.
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Theorem 2.2.6 Let λ be given in (1) or (2). There is t0 > 0 s.t. for all u ∈
H = H10 (Ω) with ‖u‖H = 1, there is a unique tu > t0 satisfying dλ(tu)dt |t=tu = 0.
Furthermore in either case the peak selection p is unique and differentiable when
L = {0} and satisfies ‖p(u)‖ > t0.
Proof Note ‖u‖H = ‖∇u‖L2 = 1. By the Sobolev inequality, let Cs > 0 be the
constant s.t. ‖u‖sLs < Cs ∀u ∈ H, ‖u‖H = 1. (1) For C(λ) = C > 0, we have
λ(tu) =
H(tu)− C
I(tu)
=
1
‖u‖2L2
[
1− 2
p+ 1
tp−1‖u‖p+1Lp+1 − 2Ct−2
]
and
d
dt
λ(tu) =
1
‖u‖2L2
[
− 2(p− 1)
p+ 1
tp−2‖u‖p+1Lp+1 + 4Ct−3
]
>
1
‖u‖2L2
[
(−2(p− 1)
p+ 1
Cp+1t
p+1 + 4C)t−3
]
.
Thus there is t0 > 0 s.t. when 0 < t < t0, we have
d
dt
λ(tu) > 0 or tu > t0 ∀u ∈ H, ‖u‖H = 1.
(2) For C(λ) = Cλ, we have
λ(tu) =
[t2
2
‖u‖2L2 + C
]−1(t2
2
− t
p+1
p+ 1
‖u‖p+1Lp+1
)
d
dt
λ(tu) =
[t2
2
‖u‖2L2 + C
]−2[
tp+2(
1
p+ 1
− 1
2
)‖u‖p+1Lp+1‖u‖2L2 + C(t− tp‖u‖p+1Lp+1)
]
> [
t2
2
‖u‖2L2 + C]−2
[
tp+2(
1
p+ 1
− 1
2
)Cp+1C2 − tpCCp+1 + Ct
]
.
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Thus there is t0 > 0 s.t. when 0 < t < t0, it holds
d
dt
λ(tu) > 0 or tu > t0 ∀u ∈ H, ‖u‖H = 1.
On the other hand, for either case (1) or case (2), we have
d
dt
λ(tu) = 〈λ′(tu), u〉 = [〈H ′(tu), u〉 − λ(tu)〈I ′(tu), u〉][I(tu) + C ′(λ(tu))]−1.
At t = tu > 0, we have
dλ(tu)
dt
|t=tu = 〈λ′(tuu), u〉 = 0 or 〈H ′(tuu), u〉 = λ(tuu)〈I ′(tuu), u〉
and
d2
dt2
λ(tu)|t=tu = 〈λ′′(tuu)u, u〉
= [〈H ′′(tuu), u〉 − λ(tuu)〈I ′′(tuu), u〉][I(tuu) + C ′(λ(tuu))]−1.
Note that
tu〈H ′′(tuu)u, u〉 = tu
∫
Ω
[|∇u(x)|2 − ptp−1u |u(x)|p+1]dx ∀p > 1
<
∫
Ω
[tu|∇u(x)|2 − tpu|u(x)|p+1]dx = 〈H ′(tuu), u〉
= λ(tu)〈I ′(tuu), u〉
= λ(tuu)
∫
Ω
tuu
2(x)dx = tuλ(tuu)〈I ′′(tuu)u, u〉.
Since I(tuu) + C
′(λ(tuu)) > 0, we conclude that
(2.13)
d2
dt2
λ(tu)|t=tu < 0,
which implies that tu > 0 is unique and also in either case (1) or case (2), by
the implicit function theorem, the peak selection p when L = {0} is unique and
differentiable, or the Nehari manifold N is differentiable. Since when L = {0},
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p(u) = tuu, we have ‖p(u)‖H = tu > t0 > 0 ∀u ∈ H with ‖u‖H = 1 or dist(0,N ) > t0.
The steepest descent direction d = ∇λ at u in Step 3 of LMM is solved in H10 (Ω)
from
−∆d(x) = [I(u)]−1[H ′(u)− λ(u)I ′(u)]
= [
1
2
∫
Ω
u2(x)dx]−1[−∆u(x)− |u(x)|p−1u(x)− λ(u)u(x)].
This is where a numerical linear elliptic solver can be applied, e.g., a finite difference
method (FDM), a finite element method (FEM) or a finite boundary element method
(FBEM). We use a Matlab subroutine “assempde”, a finite element method in our
numerical computation.
Numerical Results
Let Ω = (−0.5, 0.5)2, p = 3, ε = 10−5, H(u) = ∫
Ω
[1
2
∇u(x)|2 − 1
4
u4(x)4]dx, I(u) =∫
Ω
1
2
u2(x)dx and J(u) = H(u)−λI(u) = C(λ). We carry out numerical computation
for Case (1): C(λ) = C = 10, 20 and Case (2): C(λ) = Cλ with C = 1, 2. An
initial guess u0 is solved from −∆u + u = f(x) on Ω and u(x) = 0 on ∂Ω, where
f(x) = −1, 1 or 0 if one wants u0 to be concave up, concave down or flat at x ∈ Ω.
The support is selected as L(u1) = {0} and L(ui) = [u1, ..., ui−1]. All numerical
computations went through smoothly. For easy comparison, we put all λ and ‖u‖-
values in Table 2.1. Due to the symmetry of the problem, for each eigenfunction we
present only a representative of its equivalent class in the figures, Fig. 2.2;2.3;2.4;2.5.
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Fig. 2.2. Case 1. C = 10. Profiles and contours of eigenfunctions u1, ..., u9.
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Fig. 2.3. Case 1. C = 20. Profiles and contours of eigenfunctions u1, ..., u9.
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Fig. 2.4. Case 2. C = 1. Profiles and contours of eigenfunctions u1, ..., u9.
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Fig. 2.5. Case 2. C = 2. Profiles and contours of eigenfunctions u1, ..., u9.
31
Table 2.1
Numerical result of focusing Schro¨dinger ESP with zero Dirichlet B.C.
Case (1): C(λ) = C Case (2): C(λ) = Cλ
C = 10 C = 20 C = 1 C = 2
k λk ‖uk‖ λk ‖uk‖ λk ‖uk‖ λk ‖uk‖
1 9.9594 9.1264 5.6939 10.7764 9.9731 9.1205 7.5888 10.0862
2 38.9635 13.8164 34.5421 16.3379 30.8403 18.1271 25.3741 20.4135
3 39.7149 14.3249 35.5935 16.9138 31.8415 18.8809 26.4798 21.2664
4 69.4852 18.2481 65.4870 21.6431 56.1634 27.8533 48.7244 31.8310
5 88.4921 19.5903 84.1640 23.2262 70.9239 31.5970 61.7317 36.0982
6 88.5404 19.6912 84.2720 23.4078 71.3244 32.1891 62.4561 37.0861
7 89.1777 20.1890 85.0800 23.8356 72.0392 32.0738 62.7393 36.3035
8 118.2005 22.3240 113.8775 26.4678 95.9733 38.6666 84.7947 44.1722
9 118.9864 23.2559 115.0084 27.6010 98.2867 40.7662 87.8495 46.9151
2.2.3 The focusing Schro¨dinger ESP with zero Neumann B.C.
Since ESP (1.9) is also related to systems in chemotaxis or other chemical or
biological diffusion process [6, 10, 13, 20] where a Neumann B.C. is prescribed, in
this section, we solve
(2.14) −∆u(x)− β|u(x)|p−1u(x) = λu(x), x ∈ Ω, u ∈ H = H1(Ω),
satisfying a zero Neumann B.C. where β > 0 is a parameter. It is clear that if (u, λ)
is an eigen solution, then so is (−u, λ). Due to the application background, we are
interested mainly in the positive eigenfunctions, although mathematically there are
sign-changing eigenfunctions, which may interfere our efforts to compute positive
ones. The variational functional becomes
(2.15) J(u) = H(u)− λ(u)I(u) = C
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where H(u) = 1
2
‖∇u‖2L2 − βp+1‖u‖p+1Lp+1 , and I(u) = 12‖u‖2L2 . Integrating (2.14) for a
one-sign eigenfunction u and applying the zero Neumann B.C. lead to
−β
∫
Ω
|u(x)|p−1u(x)dx = λ
∫
Ω
u(x)dx,
which indicates λ < 0 for all one-sign eigenfunctions. But a sign-changing eigenfunc-
tion u may still have a positive eigenvalue. Since we need C(λ) > 0 and C ′(λ) ≥ 0
in our setting, we consider only the case C(λ) = C > 0. Multiplying u to (2.14) and
integrating it, then comparing to (2.15), we obtain
(2.16) [
1
2
− 1
p
]β‖u‖p+1Lp+1 = C
for all eigenfunctions u, i.e., ‖u‖Lp+1 = Cp > 0 for some constant Cp > 0. Then
‖u‖L2 < Ch for some constant Ch > 0 by the Holder inequality. Consequently from
(2.14), we have
‖∇u‖2L2 − λ‖u‖2L2 =
2p
p− 2C
which implies, for all eigenfunctions u with λ < 0, ‖∇u‖L2 is bounded. We have
proved
Proposition 2.2.1 For ESP (2.14), in addition to the results in Theorem 2.2.1, it
holds that {‖uk‖H} is bounded for all positive eigenfunctions uk and sign-changing
eigenfunctions uk with λ < 0.
Note that the proof of the first part of Theorem 2.2.6 utilizes the Sobolev in-
equality which is valid for functions in H with a zero Dirichlet B.C. but not valid for
functions in H with a zero Neumann B.C. So we have to use other properties instead.
Under the equality in (2.16), without loss of generality, we may assume that for each
fixed C > 0, let MC > 0 be a very large number and consider only the closed set
U = {u ∈ H = H1(Ω) : ‖u‖p+1Lp+1 ≤MC}.
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Theorem 2.2.7 Let
λ(tu) =
H(tu)− C
I(tu)
=
‖∇u‖2L2 − 2t
p−1
p+1
‖u‖p+1Lp+1 − 2Ct−2
‖u‖2L2
for each u ∈ U with ‖u‖H = 1 and t > 0. There is t0 > 0 s.t. for all u ∈ U
with ‖u‖H = 1, there exists a unique tu > t0 satisfying dλ(tu)dt |t=tu = 0. Furthermore
in either case the peak selection p is unique and differentiable when L = {0} and
satisfies ‖p(u)‖ > t0.
Proof We have
d
dt
λ(tu) =
1
‖u‖2L2
[
− 2(p− 1)
p+ 1
tp−2‖u‖p+1Lp+1 + 4Ct−3
]
≥ 1‖u‖2L2
[
(−2(p− 1)
p+ 1
tp+1Mc + 4C)t
−3
]
,
since u ∈ U or ‖u‖p+1Lp+1 ≤MC . Thus there is t0 > 0 s.t. when 0 < t < t0, we have
d
dt
λ(tu) > 0 or tu > t0 ∀u ∈ U, ‖u‖H = 1.
Note that the proof of the inequality (2.13) in Theorem 2.2.6 does not involve the
Sobolev inequality, so it is still valid in the current situation and the rest of the
theorem follows.
It is known that solutions to Neumann boundary value problems exhibit drasti-
cally different behavior to their Dirichlet counterparts. The numerical computation
in this subsection becomes even more complicated due to the existence of a positive
constant eigenfunction uC . Many of our numerical experiments suggest that when
the value of C varies, MI(uC) changes and results in possible bifurcation from uC to
many positive eigenfunctions or multiple branches of eigenfunctions. Such a situa-
tion causes tremendous difficulty for us to set up the support L in LMM. In order to
have successful numerical results, we must do more analysis about this situation and
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have a better understanding. The following analysis displays a significant advantage
of our approach over others in the literature. Let 0 = µ1 < µ2 ≤ µ3 ≤ · · · be the
eigenvalues of the linear ESP
(2.17) −4u(x) = µu(x) x ∈ Ω and ∂u(x)
∂n
= 0 x ∈ ∂Ω.
Theorem 2.2.8 Let C be C2 with C ′(λ) > 0 and λ(u) be the function implicitly
defined by the equation
H(u)− λ(u)I(u) = C(λ(u))
where H(u) and I(u) are given in (2.15) and uC be a positive constant solution to
λ′(u) ≡ H
′(u)− λ(u)I ′(u)
I(u) + C ′(λ(u))
= 0.
For k = 1, 2, 3, ...,
(a) if µk < (p− 1)βup−1C < µk+1, then uC is nondegenerate with MI (uC) = k;
(b) if µk < (p − 1)βup−1C = µk+1 = · · · = µk+1+rk < µk+2+rk , then uC is degener-
ate with MI (u1ε) = k and nullity(uC) = rk ≥ 1 and bifurcates to new positive
solution(s).
Furthermore if C(λ) = C > 0, then
(2.18) uC =
[ 2C(p+ 1)
|Ω|β(p− 1)
] 1
p+1
, λ(uC) = −β
[ 2C(p+ 1)
|Ω|β(p− 1)
] p−1
p+1
and uC is monotonically increasing in C. So C is a bifurcation parameter and there is
a (respectively no) bifurcation taking place for uC under the condition (b) (respectively
(a)).
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Proof We have an expression for the linear operator
λ′′(u) =
1
(I(u) + C ′(λ(u))2
[(H ′′(u)− λ′(u)I ′(u)− λ(u)I ′′(u))(I(u) + C ′(λ(u))
−(I ′(u) + C ′′(λ(u))λ′(u))(H ′(u)− λ(u)I ′(u))].
At each u s.t. λ′(u) = 0 or H ′(u)− λ(u)I ′(u) = 0, we have
λ′′(u) =
H ′′(u)− λ(u)I ′′(u)
I(u) + C ′(λ(u))
.
Taking H(u) =
∫
Ω
(1
2
|∇u(x)|2− β
p+1
|u(x)|p+1)dx, I(u) = ∫
Ω
1
2
u2(x)dx into account, we
have
H ′(u) = ∆u− β|u|p−1u, I ′(u) = u, H ′′(u)w = −∆w − pβ|u|p−1w, I ′′(u)w = w
and then
(2.19)
λ′(uC) = 0⇔ H ′(uc)−λ(uC)I ′(uC) = 0⇔ −βupC−λ(uC)uC = 0⇔ λ(uC) = −βup−1C .
Note uC > 0 can be solved from
(2.20)
H(uC)− λ(uC)I(uC) = C(λ(uC)) or − β
p+ 1
up+1C |Ω|+ up−1C
β
2
u2C |Ω| = C(−βup−1C ).
Let η be an eigenvalue of the linear operator λ′′(uC) and w be an associated eigen-
function, i.e.,
λ′′(uC)w =
−∆w − pβup−1C w + βup−1C w
1
2
u2C |Ω|+ C ′(−up−1C )
= ηw.
It leads to
−∆w = [(p− 1)βup−1C + η(
1
2
u2C |Ω|+ C ′(−up−1C ))]w = µw,
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where µ is an eigenvalue of −∆ and w is its associated eigenfunction. So λ′′(uC) and
−∆ share exactly the same eigenfunctions. We must have
η =
µ− (p− 1)βup−1C
1
2
u2C |Ω|+ C ′(−up−1C )
,
which indicates that η and µ have the same multiplicity. Let η1 < η2 ≤ η3 · · · be all
the eigenvalues of λ′′(uC). We obtain that for k = 1, 2, · · · , (a) if
(2.21) µk < (p− 1)βup−1C < µk+1,
then ηi < 0, i = 1, 2, ..., k and ηj > 0, j = k + 1, k + 2, ..., thus uC is nondegenerate
with MI(uc) = k and (b) if
(2.22) µk < (p− 1)βup−1C = µk+1 = · · · = µk+rk < µk+1+rk ,
then ηi < 0, i = 1, 2, ..., k, ηi = 0, i = k+1, ..., k+rk, ηi > 0, i = k+1+rk, k+2+rk, ...,
thus uc is degenerate with MI(uC) = k, nullity(uC) = rk ≥ 1 and uC bifurcates to
new solution(s) [7]. Note that by the maximum principle, an one-sign solution either
whose value and derivative are equal to zero at an interior point of Ω or whose value
and normal derivative are equal to zero at a boundary point of Ω must be identically
equal to zero. Since a sign-changing solution has nodal line(s) (where values are
equal to zero) inside Ω, when a sequence of sign-changing solutions approach to an
one-sign solution u∗, there are two possibilities: (1) some nodal lines stay inside Ω
thus u∗ attains its zero value and zero derivative at an interior point of Ω or (2)
some nodal lines approach to the boundary ∂Ω thus u∗ attains its zero value and
zero normal derivative (as a solution) at a boundary point of Ω. In either case, u∗
has to be identically equal to zero. When
µ1 = 0 < (p− 1)βup−1C < µ2
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uC is nondegenerate, so no bifurcation takes place. On the other hand, since uC >
0 = µ1 and at each bifurcation point (p − 1)βup−1C = µk+1 ≥ µ2 > 0, uC > 0 must
satisfy
uC ≥
[ µ2
(p− 1)β
] 1
p−1
> 0
and can bifurcate only to positive non trivial solutions. See Fig 2.6.
When C(λ) = C, the equation in (2.20) becomes
− β
p+ 1
up+1C |Ω|+ up−1C
β
2
u2C |Ω| = C,
which leads to
(2.23) uC =
[ 2C(p+ 1)
|Ω|β(p− 1)
] 1
p+1
and λ(uC) = −β
[ 2C(p+ 1)
|Ω|β(p− 1)
] p−1
p+1
from the last equation in (2.19). It is clear that uC is monotonically increasing in C.
When C increases so that the term (p − 1)up−1C increases and crosses each µk, the
positive constant solution uC bifurcates to new positive solution(s).
Remark 2.2.3 Using (2.18), the term in (a) and (b) of Theorem 2.2.8 becomes
(p− 1)βup−1C = β
2
p+1 (p− 1)
[2C(p+ 1)
|Ω|(p− 1)
] p−1
p+1
.
Thus β can also be viewed as a bifurcation parameter, i.e., when β increases, uC
bifurcates to positive eigenfunctions. However in this paper, we fix β as a constant
and only let C vary.
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Numerical results
In (2.14), we choose Ω = (−0.5, 0.5)2, β = 5, p = 3, ε = 10−5. So the eigenvalues
in (2.17) are given by the formula µ(n,m) = (npi)
2 + (mpi)2 for n,m = 0, 1, 2, 3, ...,
or, in a sequential order, µ1 = µ(0,0) = 0, µ2 = µ(0,1) = µ(1,0) = 9.8696, µ3 = µ(1,1) =
19.7392, µ4 = µ(0,2) = µ(2,0) = 39.4784, µ5 = µ(1,2)=µ(2,1) = 49.3480, ..., µ8 = µ(1,3) =
µ(1,3) = 90.8696,µ9 = µ(2,3) = µ(3,2) = 128.3049. In our numerical computation we
deliberately choose C-values and check the inequality
µk < (p− 1)βup−1C = 10u2C < µk+1
for some k = 1, 2, ..., so that each example represents a typical case and we can
apply the bifurcation result, Theorem 2.2.8 to predict the existence of certain positive
eigenfunctions and to decide the support L in LMM to find them. Since all other
positive eigenfunctions are bifurcated from uC , we have λ(u) < λ(uC) for all positive
eigenfunctions u. So when λ(uC) − λ(u) is very small, it indicates that there is no
other positive eigenfunction in between.
The steepest descent direction d = ∇λ at a given u in Step 3 of LMM is solved
from
−∆d(x) + d(x) = [I(u)]−1[H ′(u)− λ(u)I ′(u)]
= [
1
2
∫
Ω
u2(x)dx]−1[−∆u(x)− |u(x)|p−1u(x)− λ(u)u(x)]
in H1(Ω) satisfying a zero Neumann B.C.. In our numerical computation this linear
elliptic equation is solved by calling a Matlab subroutine “assempde”, a finite element
method.
For the problem (2.4) with zero Dirichlet B.C., the peak(s) of an eigenfunction is
(are) always located inside Ω. However for the problem (2.14), one can see that most
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eigenfunctions have their peak(s) located on the boundary of Ω, but occasionally
some eigenfunctions may have their peak(s) located inside Ω.
Note that the problem (2.14) possesses the symmetries on rotations by pi
2
, pi, 2pi
2
, 2pi
and reflections about the axes x = 0, y = 0, y = x, y = −x. In the following fig-
ures, we show only one eigenfunction representing its equivalent class, e.g., when
we set L = {u1} we may actually use an eigenfunction in the equivalent class of
u1. To compute sign-changing eigenfunctions of (2.14), we use their corresponding
eigenfunctions of −∆ as initial guesses. Since there is no eigenfunction of −∆ corre-
sponding to a nontrivial positive eigenfunction of (2.14), we first guess an initial u0
with certain peak location by setting suitable f(x) = −1, 1 or 0 if one wants u0 to be
concave up, concave down or flat at x ∈ Ω and then solve u0 from −∆u+ u = f(x)
on Ω with a zero Neumann B.C. We indicate this process by IPL.
In Fig.2.7, we set C = 0.25, L(u1) = {0}, L(u2) = {u1}, L(u3) = {u1}, L(u4) =
{u1, u2}, L(u5) = {u1, u2, u4}, L(u6) = {u1, u2, u4, u5}, L(u7) = {u1, u2, u4, u5, u6}
and u10 =
√
5, u20 =
pi
2
(sin(x1pi)+sin(x2pi)),u
3
0 = pisin(x1pi),u
4
0 = pi
2sin(x1pi)sin(x2pi),
u50 = 2picos(2x1pi), u
6
0 = 2pi(cos(2x1pi) + cos(2x2pi)),u
7
0 = −4picos(4x1pi). Since uC =
0.6687 and 0 = µ1 < 10u
2
C = 4.4715 < µ2 = 9.8696, no bifurcation takes place.
Thus uC is the only positive eigenfunction and sign-changing eigenfunctions can be
smoothly computed
In Fig.2.8, we set C = 1.25, L(u1) = {0}, L(u2) = {u1}, L(u3) = {0}, L(u4) =
{u3} and ui0 = IPL, pi2 (sin(x1pi) + sin(x2pi)), pisin(x1pi), pi2sin(x1pi)sin(x2pi). Since
uC = 1 and 9.8696 = µ2 < 10u
2
C = 10 < µ3 = 19.7392, uC bifurcates to u1 and
its rotations by pi
2
, pi, 3pi
2
. Also λ(uC) − λ(u1) is very small, so no other positive
eigenfunction is in between.
In Fig.2.9, we set C = 7, L(u1) = L(u2) = {0}, L(u3) = {u1} and ui0 = IPL.
Since uC = 1.5382 and 19.7392 = µ3 < 10u
2
C = 23.6605 < µ4 = 39.4784, we find
three nontrivial positive eigenfunctions.
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In Fig.2.10, we set C = 20, L(u1) = L(u3) = {0}, L(u2) = {u1), L(u4) = {u3}
and ui0 = IPL,
pi
2
(sin(x1pi) + sin(x2pi)), 2, pisin(x1pi). Since uC = 2 and 39.4784 =
µ4 < 10u
2
C = 40 < µ5 = 49.3480, positive and sign-changing eigenfunctions appear
mixed in the sequential order. The order becomes much more complicated.
Next we further increase the C-value. Since there are too many sign-changing
eigenfunctions in between positive ones, it is too difficult to follow the whole order
to find eigenfunctions. However we are still able to know the order of positive eigen-
functions by our bifurcation theorem and their symmetries. So we focus on finding
positive eigenfunctions. In order to reduce the dimension of L, we use the symmetry
of the problem and apply a Haar projection (HP) in LMM, see [25] for more details.
Meanwhile when C is larger, the peak(s) of an eigenfunction becomes more sharp
and narrow. An uniform finite element mesh may loss its accuracy. Thus local mesh
refinements are used in our numerical computation when necessary. In order to see
the profiles and their contours clearer, figures presented below are regenerated on a
uniform coarse mesh and shifted downward.
In Fig.2.11, we set C = 25, L(ui) = {0}, i = 1, 2, 5, 6, L(u3) = {u1}, L(u6) = {u2}
and all ui0 = IPL. We have used HP to compute u6. Since uC = 2.1147 and
39.4784 = µ4 < 10u
2
C = 44.7212 < µ5 = 49.3480, more positive eigenfunctions
appeared due to bifurcations from uC .
In Fig.2.12, we set C = 125, L(ui) = {0}, i = 1, 2, 4, 7, 8, 9, 10, L(u3) = L(u5) =
L(u6) = {u1} and ui0 = IPL. Since uC = 3.1623 and 90.8696 = µ8 < 10u2C =
100 < µ9 = 128.3049, more eigenvalues µk are passed. Thus even more positive
eigenfunctions appeared. We have used HP in LMM with L = {0} to compute
u2, u6, u7, u8, u10. However since u1 and u6 have exactly the same symmetry, when
we use LMM with HP, we still have to set L = {u1}. The convergence of this
numerical solution is slow compared to other solutions. We obtained the numerical
eigenfunction u6 shown in the figure with ε < 10
−2. It is interesting to note that u5 is
totally asymmetric even the problem is symmetric and its equivalent class consists of
42
eight eigenfunctions, and also when we compare the λ-values and their pattern order
of of u2, u3 in Fig.2.11 with u3, u4 in Fig.2.12 and u3, u4, u5 in Fig.2.11 with u7, u8, u9
in Fig.2.12, we see that their λ-values are very close but pattern orders are changed.
This is due to the fact that they are actually in different critical point branches of λ
so we cannot differentiate them in the order of λ-values. From Figs. 2.11 and 2.12,
we also see that {‖uk‖} is bounded for all positive eigenfunctions uk, which confirms
the analysis in Proposition 2.2.1.
By considering the eigen problem on its variational energy profile and using the
implicit function theorem, we have developed an implicit minimax method for nu-
merically finding eigenfunctions in the order of their eigenvalues. Its mathematical
justification and some interesting properties are established. Note that our prob-
lem setting is actually quite general and the theorems proved in this paper can be
verified with more general H(u) in other eigen solution problems. However since
our main objective of this paper is on computational method and theory on solving
nonlinear eigen solution problems not on existence issue, we choose to stay with the
original relatively simple H(u) for simpler and clearer presentation of our new idea.
Although a Newton method can be used to speed up a local convergence in the above
numerical computations, in order to avoid missing variational knowledge (e.g, MI,
order, etc.) on the numerical solutions, it should be done after ε < 10−2. Since we
want to see the limit of our numerical method, we did not use a Newton method at
all in computing the above numerical results.
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Fig. 2.7. C = 0.25, uC = 0.6687, λ(uC) = −2.2361. Profiles and
contours of eigenfunctions u1, ..., u7 with λ(ui) = −2.2361, 6.4473,
7.1233, 16.3673, 36.1560, 36.7853, 155.9402 and ‖ui‖H = 0.9457,
1.8468, 2.0748, 2.5229, 3.5020, 3.8904, 7.6583.
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Fig. 2.8. C = 1.25, uC = 1, λ(uC) = −5. Pro-
files and contours of eigenfunctions u1, ..., u4 with
λ(ui) = −5.0308, 1.9666, 3.6925, 12.0753 and ‖ui‖H =
1.6135, 2.7125, 3.0923, 3.7324.
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Fig. 2.9. C = 7, uC = 1.5382, λ(uC) = −11.8322. Profiles
and contours of positive eigenfunctions u1, u2, u3 with λ(ui) =
−23.8764,−14.0810,−12.8484 and ‖ui‖H = 3.8876, 3.1096, 3.6571.
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Fig. 2.10. C = 20, uC = 2, λ(uC) = −20. Profiles and contours of
eigenfunctions u1, u2, uC , u4 with λ(ui) = −67.8699, −33.9949, −20,
−15.6955 and ‖ui‖H = 6.3951, 6.5205, 6.2655,2.8284.
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Fig. 2.11. C = 25, uC = 2.1147, λ(uC) = −22.3606. Profiles and
contours of positive eigenfunctions u1, ..., u6 with λ(ui) = −84.6860,
−42.7914, −42.5634, −23.4976, −23.4976, −23.4976 and ‖ui‖H =
7.1234, 7.1477, 7.2089, 6.2892, 6.2893, 6.2893.
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Fig. 2.12. C = 125, uC = 3.1623, λ(uC) = −50. Pro-
files and contours of positive eigenfunctions u1, ..., u10 with
λ(ui) = −423.0702,−212.4282, −212.4279, −209.0124, −143.5454,
−142.9573, −106.5328, −105.6491, −105.6487, −56.1127 and
‖ui‖H = 15.7391, 15.8416, 15.8416, 15.7213, 15.7097, 15.7737,
15.9291, 15.8651, 15.8651, 14.6269.
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2.3 Application to Defocusing Schro¨dinger ESP
It is clear that in LMM, the outer is a minimization process that inherits the
merit of a minimization method as previously mentioned. The inner level is designed
to use the knowledge of some previously found solutions to build a finite-dimensional
support L for the outer level to find a new solution.
However when κ < 0 in (1.9), the defocusing case, the super-quadratic term F
brings a very different variational structure to J . Indeed both J and −J have no
mountain pass structure. Let us check−J first. Although−J(tu)→ −∞ as t→ +∞
for each u 6= 0, but each solution is of infinite Morse index, e.g, −J ′′(0) = ∆ + λI
has infinitely many negative eigenvalues, i.e., MI(0) = +∞. So the problem becomes
infinitely unstable. Consequently an infinite-dimensional support L has to be used in
LMM, which causes serious implementation difficulty. So we stay with J and observe
that if λk < λ < λk+1, then J(tu)→ +∞ as t→ +∞ for each u ∈ [u1, ..., uk]⊥, u 6= 0
(W-shaped). So it is clear that LMM cannot be applied. However LMM provides us
a hint of using a support L to find multiple solutions.
In this dissertation, we try to use the variational structure of the defocusing NLS
to develop certain numerical algorithm for finding multiple solutions in an order.
We note that J is bounded from below, always attains its global minimum and
any critical point of J is of finite Morse index, e.g., MI(0) = k if λk < λ < λk+1 since
J ′′(0) = −∆ − λI. Since the super-quadratic term is positive, for each u ∈ H, in
order for J(tu) to have a critical point along t at certain tu > 0, we must have
(2.24)
∫
Ω
[|∇u(x)|2 − λu2(x)]dx < 0 and J(tuu) < 0.
So any critical point has a J-value less than 0. The above observation leads to a
local max-min principle to characterize solutions:
(2.25) max
Sk⊂H
min
u∈Sk
J(u)
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where Sk is a subspace of H with co-dimension k = 0, 1, 2, .... Since a local minimum
in any subspace exists and their values will be bounded from above by 0, the max-min
problem (2.25) is always theoretically and locally solvable. The problem is about its
numerical implementation. In this paper we show that when our nonlinear problem
possesses certain symmetry, the above two-level max-min method can be simplified
to a simple one-level orthogonal subspace minimization method (OSMM) for finding
multiple solutions. The basic idea is to use the property that when the problem has
certain symmetry, e.g., even or odd symmetric about the origin, the coordinate axes,
the lines (plans) y = x, y = −x, etc., we use the fact that many different symmetry
functional subspaces are orthogonal each other in L2 and H10 inner products, e.g, the
subspace of all even functions and the subspace of all odd functions on Ω. On the
other hand, the Rayleigh-Ritz method (RRM) [36], a simple orthogonal subspace
minimization problem
(2.26) uk = arg min
u∈[u1,...,uk−1]⊥
F (u)
G(u)
, k = 1, 2, ....
is well-accepted in solving an eigen-solution problem of the form F ′(u) = λG′(u)
where F ′, G′ are either linear or iso-homogeneous [34]. Note that [u1, ..., uk−1]⊥ is
an orthogonal subspace to [u1, ..., uk−1] with co-dimension k − 1. So RRM simplifies
the max-min characterization (2.25). But it will, in general, not work for nonlinear
problems.
Here we devise OSMM by modifying RRM for finding multiple solutions to the
defocusing problem (1.9) with κ < 0. We first provide some mathematical back-
ground and description of our new method and then we describe how we resolve an
important numerical implementation issue, i.e., how we remove the part of a numer-
ical error sensitive to our algorithm search by a projection to an infinite dimensional
subspace. This is vitally important since we are searching for unstable solutions. We
will carry out some numerical examples and display our numerical results by their
profile and contour plots for visualization.
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2.3.1 An orthogonal subspace minimization method
Let L ⊂ be a closed subspace in H and u∗ be a local minimum point of J restricted
to L⊥. So ∇J(u∗)⊥L⊥ or ∇J(u∗) ∈ L. But there is no guarantee that ∇J(u∗) = 0.
So it will not work for a critical point. In order for RRM or our OSMM to work,
we need to use the symmetry of the problem, a very common property for many
application problems in physics. To show the mathematical background of our new
approach, let us introduce two simple theorems.
Theorem 2.3.1 Let H be a Hilbert space, J ∈ C1(H,R) and S ⊂ H be a closed
subspace such that ∇J : S → S. If u∗ is a critical point of J restricted to S, then u∗
is a critical point of J in H.
Proof If u∗ ∈ S is a critical point J restricted to S, then ∇J(u∗)⊥S. Since
∇J(u∗) ∈ S, we conclude ∇J(u∗) = 0.
How to choose a subspace S ⊂ H s.t. ∇J : S → S? From [25,26], let G be
a compact group of actions (linear isometrically) on H and SG be the symmetry
invariant subspace defined by G, i.e., u ∈ SG if and only if gu = u ∀g ∈ G. Then J is
G-invariant, i.e., J(gu) = J(u) for all u ∈ H, g ∈ G, implies that ∇J(u) ∈ SG,∀u ∈
SG. By Theorem 2.3.1, we have the well-known (Principle of Symmetric Criticality,
Palais, 1979) [25]:
Theorem 2.3.2 Let H be a Hilbert space and G be a compact group of actions on
H and J ∈ C1(H,R) be G-invariant. If u∗ is a critical point of J restricted to SG,
then u∗ is a critical point of J in H.
So theoretically a critical point can be found by a gradient method as a local
minimum point of J restricted to SG in four steps:
Step 1: Given ε > 0, initial guess u0 ∈ SG. Set k = 0;
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Step 2: Compute dk = ∇J(uk). If ‖dk‖ < ε, then output uk and stop; else go to Step
3;
Step 3: Set uk+1 = uk − skdk ∈ SG where sk > 0 satisfies the Armijo’s stepsize rule:
(2.27) J(uk+1)− J(uk) < −1
2
‖dk‖2;
Step 4: Set k = k + 1 and goto Step 2.
Theoretically the above algorithm is symmetry invariant and its convergence, with
the Armijo’s stepsize rule, can be easily established if we do not consider any nu-
merical error. So we obtain a critical point u∗ ∈ SG. Motivated by LMM and RRM,
we can also introduce a support L to find multiple critical points in an order as
described in the following flow chart:
Step 0: Given ε > 0. Set w0 = 0, n = 1;
Step 1: Set L = [w1, ..., wn−1] where w1, ..., wn−1 be previously found solutions. Choose
a maximum symmetry invariant subspace SG ⊂ L⊥ = [w1, ..., wn−1]⊥ and select
an initial guess u0 ∈ SG. Set k = 0;
Step 2: Compute dk = ∇J(uk). If ‖dk‖ < ε, then output wn = uk, n = n + 1 goto
Step 1 else go to Step 3;
Step 3: Set uk+1 = uk − skdk ∈ SG where sk > 0 satisfies the Armijo’s stepsize rule
(2.27);
Step 4: Set k = k + 1 and goto Step 2.
So every time if the algorithm is successful, a new solution wn ∈ L⊥ is found and it
is clear that we have J(wk) ≤ J(wn), k < n. The algorithm seems very simple, but
actually contains a serious problem in its implementation due to numerical error in
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finding an unstable saddle point or a local minimum point in a subspace not in H,
since the algorithm did not enforce the symmetry.
To address this issue, let ek denote the numerical error in approximating∇J(uk) ∈
SG where uk ∈ SG and dk = ∇J(uk) + ek. In general, ek /∈ SG even ek is small in
norm. Without enforcing the symmetry, it leads to the search direction dk /∈ SG
and then uk+1 /∈ SG. Once the symmetry is broken, the symmetry invariance of
the algorithm collapses and the algorithm is no longer self-contained in the subspace
SG. If we look for a local minimum point in H, then there is no problem with such
error since ek ∈ H anyway. Even the symmetry is broken, the minimizer search still
leads to a local minimum point in H. But if we look for a saddle point which is a
local minimum of J in a subspace SG not in H, once the symmetry invariance of
the algorithm is broken, the minimizer search may sense a descent direction outside
SG and follow it to a point outside SG with a smaller J-value. So this part of
error will be significantly increased and eventually lead to a local minimum point
outside SG, an unwanted solution. The Haar projection of dk onto SG can be used to
enforce the symmetry on dk [25]. But when a symmetry is very complex or unknown,
the Haar projection becomes much more complex or impossible. In particular, if a
finite element mesh used in a computation does not match the symmetry, then it
is impossible to do the Haar projection. So far the literature does not provide any
alternative. Next we propose a new method to handle such numerical error.
2.3.2 Removal of sensitive error in numerical implementation
The basic idea of the new method consists of two parts:
(1) when a minimizer search is concerned, the space H can be divided into two
portions: its ”lower portion” which contains critical points with smaller J- values,
denoted by L and also called a support and its complement L⊥ called ”upper portion”
which contains critical points with larger J-values. When descent directions into the
”lower portion” are blocked, the minimizer search leads to a local minimum point
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w∗ in the ”upper portion” L⊥. But in general this local minimum point w∗ in the
”upper portion” need not be a critical point since PL(∇J(w∗)) = 0 but not necessarily
PL⊥(∇J(w∗)) = 0 where PL and PL⊥ are respectively the linear projections onto L
and L⊥;
(2) Select a maximum symmetry invariant subspace (MSIS) SG ⊂ L⊥ and choose
an initial guess u0 ∈ SG. In the above minimizer search, we partition the numerical
error ek into ek = e
L
k + e
⊥
k where e
L
k ∈ L, e⊥k ∈ L⊥. Since a minimizer search is
attracted only to the part eLk in the “lower portion” and may lead to much smaller
J-values, not attracted to the part e⊥k in the “upper portion”. So to get rid of
eLk , we modify d¯k = ∇J(uk) by an orthogonal projection dk of d¯k onto the infinite-
dimensional subspace L⊥ and do
dk = d¯k − PL(d¯k)
where PL(d¯k) is the projection of d¯k onto the finite-dimensional space L. Since
the part of numerical error e⊥k ∈ L⊥ is not attractive to a minimizer search and is
dominated by ∇J(uk) ∈ SG ⊂ L⊥, e⊥k will not be enlarged and the approximation
sequence {uk} stays close to SG. Consequently, the minimizer search finds an ap-
proximation of a local minimum point w∗ ∈ SG ⊂ L⊥ of J restricted to L⊥. So
PL⊥(∇J(w∗)) = 0. On the other hand since w∗ ∈ SG implies ∇J(w∗) ∈ SG ⊂ L⊥,
we conclude ∇J(w∗) = PL⊥(∇J(w∗)) = 0, i.e., w∗ ∈ SG ⊂ L⊥ is a critical point of
J .
It leads to the following flow chart of an orthogonal subspace minimization
method (OSMM)
Step 0: Given ε > 0. Set w0 = 0, n = 1;
Step 1: Set a support L = [w1, ..., wn−1] in the “lower portion” where w1, ..., wn−1 are
of previously found solutions. Identify a MSIS SG ⊂ L⊥ = [w1, ..., wn−1]⊥ and
select an initial guess u0 ∈ SG. Set k = 0;
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Step 2: Compute dk = ∇J(uk). If n > 1, do dk = dk − PL(dk). If ‖dk‖ < ε, then
output wn = uk, n = n+ 1 goto Step 1 else go to Step 3;
Step 3: Set uk+1 = uk − skdk ∈ SG where sk > 0 satisfies the Armijo’s stepsize rule
(2.27);
Step 4: Set k = k + 1 and goto Step 2.
Remark 2.3.1 (1) To identify a MSIS SG, since it may not be unique. one should
choose an initial guess in SG accordingly. Consequently it may lead to multiple
solutions branches;
(2) So one branch may bifurcate to two or more branches, and on the other hand,
two or more branches may merge to one branch. This is the complexity that one has
to face with multiple solution problems. When multiple branches of solutions exist,
one should choose those previously found solutions accordingly to form L;
(3) Since we do not enforce a symmetry, a MSIS is invisible and selected only by the
symmetry of an initial guess. Even a selected initial guess is actually in a smaller
symmetry invariant subspace SG′ ⊂ SG, the algorithm will still lead to a critical
point in a MSIS SG. To see this we write e
⊥
k = e
G
k + e
′
k where e
′
k ∈ L⊥ \ SG is
dominated by ∇J(uk) and eGk ∈ SG is kept in the algorithm, which attracts the
minimizer search and helps it to find a local minimum point w∗ in SG \ SG′ . Note
that in this case, there will also be a local minimum point in SG′ which is at an upper
energy level of w∗. It means that the subspace L is not a maximum ”lower portion”
of the minimizer search in SG′ , so it is not enough to support the minimizer search
to find a local minimum point in SG′ ;
(4) There is only one problem left, that is, what should we do if e⊥k is not dominated
by ∇J(uk)? There are two alternatives:
(a) The numerical error e⊥k is small and ∇J(uk) is smaller. That means uk is
already a good approximation of a critical point. We may simply stop the iteration
and output uk, or switch to a Newton method to accelerate the local convergence;
54
(b) The numerical error e⊥k is not small but ∇J(uk) is small. Then we either re-
duce the numerical error by using a symmetric mesh that matches with the symmetry
of the problem or switch to a Newton method that speeds up local convergence, since
a Newton method is insensitive to such numerical error [26].
A more detailed example will be presented in the last section to show how to
identify a MSIS SG ⊂ L⊥ in a numerical computation.
(5) For MI(wn), since in OSMM, the minimizer search is in a MSIS SG in the subspace
L⊥ = [w1, ..., wn−1]⊥ but we do not enforce symmetry and allow eLk ∈ L⊥ to exist,
we cannot obtain a precise Morse index estimate as in Theorem 2.2.2. However, if
codim(SG) = k ≥ n − 1 and {w1, ..., wn−1} are in the same critical branch, then we
should have n−1 ≤ MI(wn) ≤ k and MI(wi) ≤MI(wn), J(wi) < J(wn), i = 1, ..., n−1.
So solutions are solved in this order. But this order is not complete if w1, ..., wn are
not in the same critical branch. For example, with L = [w1], by using two different
MSIS SG and two different initial guesses in SG, we may find two different solutions
w12, w
2
2 with J(w1) < J(w
i
2) and MI(w
i
2) = 2, i = 1, 2. But we cannot compare J(w
1
2)
with J(w22).
One may ask why can’t we use a Newton method at the very beginning? In
addition to the reasons mentioned in the introduction, there is another one, i.e., the
invariance of a Newton method to symmetries and this invariance is also insensitive
to numerical error [26]. So a Newton method may be easily trapped in a symmetry
invariant subspace defined by an initial guess but different from that of a target
solution. Note that u = 0 is a critical point in any symmetry invariant subspace.
This means that even the symmetry of an initial guess is selected correctly, it still
needs to be scaled for a Newton method to stay away from the local basin of u = 0.
Without using a variational structure, it is hard to determine this scale.
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Numerical results
In this section we apply OSMM developed in the previous sections to find multiple
solutions first to (1.9) with some fixed λ value which is a defocusing PDE problem and
then to (1.9) as an ESP for several typical cases. We use a symmetric finite element
mesh as Fig. 2.13 (1) or its locally refined mesh such as Fig. 2.14 (1) so that the
equation and the energy functional J satisfy all symmetry invariant property. Since
NLS (1.8) is defined in the entire space while equation (1.9) is defined in a bounded
open domain, for (1.9) to be valid, its solutions must have a localized property. So we
will closely check this property through solution contour plots with several different
external trapping potential v(x). In order to clearly plot a profile and its contours
in one figure we have shifted the profile vertically in the figure.
Example 2.3.1 (An autonomous defocusing case) In (1.9), we choose f(x, |u|)u(x)
= u3(x), κ = 1, λ = 200, Ω = (−0.5, 0.5)2 and ε = 10−4. For each fixed λ, there are
only finite number of solutions. Then the algorithm can be described in detail as
below:
1. The algorithm starts from L = {0}, SG = H, u0 ∈ H be any nonzero function.
Denote the solution by w1 that is a positive and even symmetric function about
the lines x = 0, y = 0, y = x, y = −x;
2. Then we set L = [w1], denote MSIS SG the set of all odd functions about one
of the lines x = 0, y = 0, y = x, y = −x. It is clear that SG ⊂ L⊥. So choose
u0 ∈ SG. Denote the solution by w2 which is odd symmetric about one of the
four lines. Note that there are multiple solutions here due to different initial
guess that is odd symmetric about a different line of the four. But their Morse
index should be the same;
3. Next we set L = [w1, w2], denote MSIS SG a smaller subspace of odd functions
about two lines, e.g. x = 0 and y = 0 or y = x and y = −x. It is clear that
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SG ⊂ L⊥. Choose u0 ∈ SG. Denote the solution by w3 that is odd symmetric
about the two lines of symmetry. Note that there may be multiple solutions due
to different initial guess, which may lead to multiple branches. But their Morse
index should be the same;
4. Continue in this way. Note that in order to find a solution with higher Morse
index, we may need put more previously found solutions in the support L;
5. The above algorithm finds a local minimum of J in the subspace L⊥. The MSIS
SG is only an invisiable bridge not enforced. When an initial guess u0 is cho-
sen in a smaller symmetry invariant subspace (means more symmetric), due to
computational error ek, the above algorithm will leads to a solution in a MSIS
in L⊥.
At each point uk, dk = ∇J(uk) is evaluated through solving a linear elliptic PDE of
the form
−∆dk(x) + λdk(x) = −∆uk(x) + λuk(x)− κF (x, uk(x))
satisfying zero Dirichlet boundary condition. There are many numerical methods
available in the literature to solve such a problem. This is where a numerical error
is generated. We use a finite element method by calling Matlab subroutine AS-
SEMPDE. A symmetric finite element mesh is generated by Matlab mesh generator
INITMESH and REFINEMESH, and shown in Fig. 2.13 (1).
The first 7 numerical solutions u1, ..., u7 are shown in Fig. 2.13 (2)∼(8). Their
energy values J(ui) =−5, 290.6; −3, 262.3; −3, 262.3; −2, 886.3; −2, 886.3; −1, 853.9;
−1, 153.0; their norms ‖ui‖ = 63.7635, 73.6002, 73.6002, 71.4513, 71.4513, 74.1284,
69.2141 and their supports L = [0], [u1], [u1], [u1], [u1], [u1, u2, u3], [u1, u4, u5]. We
have also solved the same problem with larger domains and different λ values. Since
the external trapping potential v = 0, all their solution profiles do not show a
localized property.
57
In our numerical computation, we have tried to use: (1) a more symmetric initial
guess in L⊥, it leads to a less symmetric solution in L⊥; (2) asymmetric initial guesses
in L⊥, it is amazing that as long as the support L is sufficient they still lead to those
solutions. But we are not able to establish any mathematical justification for such
cases so far.
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Fig. 2.13. A typical symmetric finite element mesh (1). The first
7 numerical solutions u1, ..., u7 in (2)∼(8), to Example 2.3.1. The
contours show that the solutions are not localized.
Example 2.3.2 (A non-autonomous defocusing case) In (1.9), we choose f(x, |u|)u
= |x|ru3(x) with r = 3, κ = −1, λ = 100, Ω = (−1, 1)2 and ε = 10−4.
The first 6 numerical solutions u1, ..., u6 are shown in Fig. 2.14 (2)∼(7). Their
energy values J(ui) = −130, 550; −32, 737; −32, 737; −32, 286; −32, 286; −13, 206;
the norms of their solution ‖ui‖2 = 389.4356, 224.2219,224.2219, 225.5204, 225.5201,
173.1593 and their supports L = [0], [u1], [u1], [u1], [u1], [u1, u2, u3], [u1, u4, u5]. We
note that solution peaks are sharp, narrow and very close. To compute a sign-
changing solution, evenly meshed finite elements lost their accuracy, so local mesh
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refinements in a small region near the center (0, 0) have to be used to maintain our
computational accuracy. A locally refined finite element mesh generated by Matlab
mesh generator INITMESH and REFINEMESH is shown in Fig 2.14 (1). Though
the peaks are sharp and narrow, the solutions look like localized, but are actually
not since their contours still spread out all over the domain. We also note that there
is no symmetry breaking taken place, which is in contrast to its focusing counterpart
such as the Henon equation.
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Fig. 2.14. A typical locally refined finite element mesh (1). The
first 6 numerical solutions u1, ..., u6 in (2)∼(7) to Example 2.3.2.
Example 2.3.3 (A defocusing case with a symmetric external trapping potential) In
(1.9) we choose a nonzero symmetric external trap potential v(x) = r|x|2, r = 200,
κ = −1, λ = 100, f(x, |u(x)|)u(x) = u3(x), Ω = (−1, 1)2 and ε = 10−4. The
variational energy of u is
J(u) =
∫
Ω
{1
2
[v(x)− λ]u2(x) + 1
2
|∇u(x)|2 + 1
4
u4(x)}dx.
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So for u ∈ H to be a solution, we must have
(2.28)
∫
Ω
[v(x)− λ]u2(x)dx < 0,
which will force the peaks of u to concentrate on an area where v(x) is small. We
note that when r is larger or λ is smaller, inequality (2.28) will force the peaks of
u to concentrate on a smaller area where v(x) is smaller. So the solution peaks are
localized in the area. For each λ, there are only finite number of solutions. The
first 7 numerical solutions u1, ..., u7 are shown in Fig. 2.15. Their energy values
J(ui) = −1, 046.0; −412.0963; −412.0963; −410.896; −410.896; −57.8304; −56.439;
their solution norms ‖ui‖ = 20.695,28.2988,28.2988,28.363, 28.363,23.2704,23.3154
and their supports L = [0], [u1], [u1], [u1], [u1], [u1, u2, u3], [u1, u4, u5]. The solution
contours show a clear localized property.
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Fig. 2.15. The first 7 numerical solutions u1, ..., u7 to Example 2.3.3.
The solutions are localized.
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Example 2.3.4 (A defocusing case with a less symmetric external trapping poten-
tial) To show that our method works for problems with less symmetry, in (1.9),
we choose all the same parameters as in Example 2.3.3 except a less symmet-
ric external trapping potential v(x) = r(2
3
x2 +
4
3
x22), r = 200. So for u ∈ H to
be a solution, the inequality (2.28) will force the peaks of u to concentrate on
an elliptical area where v(x) is smaller. So the localized property should also be
observed. This analysis is confirmed by our numerical computation. The first
4 numerical solutions u1, ..., u4 are shown in Fig. 2.16. Their energies J(ui) =
−1.1283e + 3,−645.3762,−268.2216,−59.8842, their solution norms ‖ui‖ = 23.2462,
29.4751, 29.2566, 24.0469 and their supports L = [0], [u1], [u1], [u1, u2, u3].
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Fig. 2.16. The profiles of the first 4 numerical solutions u1, ..., u4 for
Example 2.3.4.
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Example 2.3.5 As a last example to PDE (1.9), we choose v(x) = r(sin2(2pix1) +
sin2(2pix2)) with r = 100 and other terms remain the same as in Example 2.3.3.
The first 7 numerical solutions u1, ..., u7 are shown in Fig. 2.17 with their energy
values J(ui) = −764.4081, −460.3365, −460.3365, −454.8088, −454.8088, −250.1220,
−229.2876, their norms
‖ui‖ = 44.0352, 37.7503, 37.7503, 37.7907, 37.7907, 32.2368, 32.5469 and their sup-
ports L = [0], [u1], [u1], [u1], [u1], [u1, u2, u3], [u1, u4, u5]. The solution profiles show an
interesting phenomenon i.e., higher order (MI) solutions have less peaks, a significant
contrast to all previous examples.
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Fig. 2.17. The profiles of the first 7 numerical solutions u1, ..., u7 to
Example 2.3.5.
62
Example 2.3.6 (A defocusing ESP without external trapping potential) Next we
solve the defocusing ESP (1.9) for multiple solutions (λ, u). We choose v(x) = 0, κ =
−1, f(x, u(x))u(x) = u3(x), Ω = (−0.5, 0.5)2 and ε = 10−4, C = 900 and C = 10,
and want to see the shape difference between the eigen functions at different energy
levels.
The first 8 numerical eigen functions u1, ..., u8 at the energy level −C = −900
are shown in Fig. 2.18 with eigenvalues λi = 98.8414, 131.6574, 131.6574, 137.3578,
137.3578, 164.7840, 190.5393, 292.7556, their norms ‖ui‖ = 35.0447, 49.9499, 49.9499,
49.3652, 49.3652, 60.1673, 65.3372, 88.2909 and their supports L = [0], [u1], [u1], [u1],
[u1], [u1, u2, u3], [u1, u4, u5], [u1, u4, u5, u6, u7].
The first 8 numerical eigen functions u1, ..., u8 at the energy level −C = −10 are
shown in Fig. 2.19 with eigenvalues λi = 28.9900, 58.7792, 58.7792, 59.5321, 59.5321,
88.6519, 109.1362, 208.8727, their norms ‖ui‖ = 9.3864, 14.6748, 14.6748, 14.1167,
14.1167, 18.4019, 19.8152, 27.4468 and their supports L = [0], [u1], [u1], [u1], [u1],
[u1, u2, u3], [u1, u4, u5], [u1, u4, u5, u6, u7].
Compare those two cases, we see that the tops of solution peaks are more flat
when C is larger. From their contour plots we see that such eigen functions do not
show a localized property, because the external trapping potential v(x) = 0.
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Fig. 2.18. The profiles of the first 8 numerical eigen functions
u1, ..., u8 for Example 2.3.6 with v(x) = 0 at the energy level
−C = −900. The contours show that the eigen functions are not
localized.
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Fig. 2.19. The first 8 numerical eigen functions u1, ..., u8 for Exam-
ple 2.3.6 with v(x) = 0 at the energy level −C = −10. The contours
show that the eigen functions are not localized.
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Example 2.3.7 (A defocusing eigen problem with external trapping potential) We
choose v(x) = r(x21 + x
2
2) with r = 200 at the energy level −C = −900. All other
parameters remain the same as in Example 2.3.6. So the potential function is sym-
metric. We have
λ(u) =
F (u) + C
G(u)
=
∫
Ω
[|∇u(x)|2 + v(x)u2(x) + 1
2
u4(x)]dx+ 2C
‖u‖2L2
.
It has the same symmetric property as that of λ in Example 2.3.6 with v(x) =
0. So our method can be applied to find its multiple eigen solutions. The first
8 numerical eigen functions are shown in Fig. 2.20 with eigenvalues λi = 96.6997,
118.4102, 118.4102, 118.4792, 118.4792, 142.9253, 143.2324, 195.1539, their norms
‖ui‖ = 19.9896, 34.9773, 34.9773, 35.1204, 35.1204, 47.3457, 47.9260, 68.4491 and
their supports L = [0], [u1], [u1], [u1], [u1], [u1, u2, u3], [u1, u4, u5], [u1, u4, u5, u6, u7].
Their contour plots show a clear localized property.
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Fig. 2.20. The first 8 numerical eigen functions u1, ..., u8 for Exam-
ple 2.3.7 with v(x) = 200(x21 + x
2
2) at the energy level −C = −900.
The contours show a clear localized property.
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3. SEMI-LINEAR ELLIPTIC SYSTEM WITHOUT A COMMON
VARIATIONAL FORM
In this chapter we discuss the semi-linear elliptic system (1.15) whereW 1(u(x), v(x))
and W 2(u(x), v(x)) in (1.16) are not proportional. A new joint local min orthogonal
method is developed to numerically solve the problem for multiple solutions.
3.1 A Joint Local Min Orthogonal Method for Systems
In [40,42] a local min max orthogonal method(LMMOM) has been developed to
solve cooperative/noncooperative nonlinear elliptic system. The method possesses
some good properties that it can find multiple solution in the order of variational
energy, it can generally find new solutions and does not highly rely on initial guesses
by using the support spanned by previously found solutions, and last but not least
it can deal with degenerate cases.
Although the method can not be used for solving our problem since the variational
form of the system is not available, we want to develop a new method motivated by
the idea of LMMOM and hope that the new method still gains those good properties.
First we need create a new solution characterization, the local joint orthogonal
characterization. Throughout this chapter, we use the following notations. For
i = 1, 2, let Hi be a Hilbert Space with inner product 〈·, ·〉 and norm ‖ · ‖. Let Li be
a closed subspace of Hi and Li ⊕ L⊥i be an orthogonal decomposition of Hi. Denote
H = H1 ×H2, L = L1 × L2 and L⊥ = L⊥1 × L⊥2 . Denote S˜B = {v ∈ B | ‖v‖ = 1}
for any subspace B of Hi and SL⊥ = S˜L⊥1 ⊕ S˜L⊥2 ⊂ L⊥. Assume that F,G are in
C1(H,R), and (Fu(u, v), Fv(u, v)), (Gu(u, v), Gv(u, v)) are their gradients.
Definition 3.1.1 The set-valued mapping P : S⊥L → 2H is the joint orthogonal
mapping of (F (u, v), G(u, v)) if for each w = (w1, w2) ∈ SL⊥
(3.1) P (w) = {(u, v) ∈ [L1, w1]× [L2, w2] : Fu(u, v)⊥[L1, w1], Gv(u, v)⊥[L2, w2]}.
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Definition 3.1.2 A single valued mapping p: SL⊥ → H is called a joint orthogonal
selection of (F (u, v), G(u, v)) if p(w) ∈ P (w). For a given w0 ∈ SL⊥ if p(w) is locally
defined in N (w0) ∩ SL⊥ where N (w0) is a neighborhood of w0, then p(w) is called a
local joint orthogonal selection of (Fu, Gv) at w
0.
Lemma 3.1.1 [33] For any unit vector x1 in a Hilbert space (X, ‖ · ‖), we have that
(3.2)
‖x‖
‖x1 ± x‖ ≤ ‖
x1 ± x
‖x1 ± x‖ − x1‖ ≤
2‖x‖
‖x1 ± x‖ ,∀x ∈ X with x⊥x1.
The following theorem is very important for establishing a local characterization
of solutions to (1.16) and a step-size rule of JLMOM.
Theorem 3.1.1 Suppose that F,G are in C1(H,R), L is a closed subspace of H,
w = (w1, w2) ∈ SL⊥, p(w) is a joint orthogonal selection of (F (u, v), G(u, v)) at w.
Denote p(w) = (p1(w), p2(w)) = (t1w1 + l1, t2w2 + l2) with t1t2 6= 0, (l1, l2) ∈ L, d1 =
Fu(p(w)), d2 = Gv(p(w)) and w1(s1) =
w1−sign(t1)s1d1
‖w1−sign(t1)s1d1‖ , w2(s2) =
w2−sign(t2)s2d2
‖w2−sign(t2)s2d2‖ . If
p is continuous at w then ∃s0, s.t.
F (p1(w1(s1), w2(s2)), p2(w1, w2))− F (p(w1, w2)))
< −1
4
s1 · |t1|‖d1‖2, if ‖d1‖ > 0,(3.3)
G(p1(w1, w2)), p2(w1(s1), w2(s2)))−G(p(w1, w2)))
< −1
4
s2 · |t2|‖d2‖2, if ‖d2‖ > 0(3.4)
for 0 < s1, s2 < s0.
Proof By continuity, (w1(s1), w2(s2))→ (w1, w2) as s1 → 0, s2 → 0,
p(w1(s1), w2(s2)) = (t1(s1, s2)w1(s1) + lˆ1, t2(s1, s2)w2(s2) + lˆ2) → p(w1, w2) as s1 →
0, s2 → 0 and hence sign(ti(s1, s2)) = sign(ti),|ti(s1, s2)| > |ti|2 , for small si > 0,
i = 1, 2. By the definition of p, di⊥[wi, Li] so di⊥wi(s1, s2) and di⊥pi(w(s1, s2)).
68
Now we have
F (p1(w1(s1), w2(s2)), p2(w1, w2))− F (p(w1, w2)))
= 〈Fu(p(w1, w2)), p1(w1(s1), w2(s2))− p1(w1, w2)〉
+o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
= 〈Fu(p(w1, w2)), p1(w1(s1), w2(s2))〉 − 〈Fu(p(w1, w2)), p1(w1, w2)〉
+o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
= 〈Fu(p(w1, w2)), p1(w1(s1), w2(s2))〉+ o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
= 〈Fu(p(w1, w2)), w1(s1) · t1(s1, s2) + lˆ1〉+ o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
= 〈Fu(p(w1, w2)), w1 − sign(t1)s1d1‖w1 − sign(t1)s1d1‖ · t1(s1, s2)〉
+o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
= 〈Fu(p(w1, w2)), w1 − sign(t1)s1d1‖w1 − sign(t1)s1d1‖ · t1(s1, s2)〉
+o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
= − s1 · |t1(s1, s2)|‖d1‖
2
‖w1 − sign(t1)s1d1‖ + o(‖p1(w1(s1), w2(s2))− p1(w1, w2)‖)
< − s1|t1| · ‖d1‖
2
2‖w1 − sign(t1)s1d1‖ for s1 small
< −1
4
s2 · |t1|‖d2‖2 by Lemma 3.1.1.
By a similar argument we can get that
G(p1(w1, w2)), p2(w1(s1), w2(s2)))−G(p(w1, w2)))
< −1
4
s2 · |t2|‖d2‖2 for s2 small.
So we conclude ∃s0 > 0 s.t. the statement is true.
Now we are ready to establish a local game-type characterization of multiple
solutions to (1.15).
69
Theorem 3.1.2 Suppose that F,G are in C1(H,R), L is a closed subspace of H
, w = (w1, w2) ∈ SL⊥, p(w) = (p1(w), p2(w)) is a joint orthogonal selection of
(F (u, v), G(u, v)) at w. If
(a) p is continuous at w;
(b) dist(p1(w), L1) > 0, dist(p2(w), L2) > 0;
(c)
(3.5) (w1, w2) = arg

min
wˆ1∈SL⊥1
F (p(wˆ1, wˆ2)),
min
wˆ2∈SL⊥2
G(p(wˆ1, wˆ2)),
then Fu(p(w)) = Gv(p(w)) = 0.
Proof Suppose either ‖Fu(p(w))‖ > 0 or ‖Gv(p(w))‖ > 0. The we can apply
Theorem 3.1.1 to get either (3.3) or (3.4), which violates the condition (c). So
Fu(p(w)) = Gv(p(w)) = 0.
By Theorem 3.1.2, we can propose the following joint local min orthogonal
method (JLMOM).
(3.6) (w1, w2) = arg

min
wˆ1∈SL⊥1
F (p(wˆ1, wˆ2)),
min
wˆ2∈SL⊥2
G(p(wˆ1, wˆ2)).
This is a two-level method. The inner level computes a joint orthogonal selection
s.t. Fu(p(w1, w2)) = 0 in L1 and Gv(p(w1, w2)) = 0 in L2. The outer level minimizes
F (p(w1, w2)) with w1 in L
⊥
1 and G(p(w1, w2)) with w2 in L
⊥
2 . So the result of the
method satisfies Fu(p(wˆ1, wˆ2)) = 0 and Gv(p(wˆ1, wˆ2)) = 0 in H.
The original Palais-Smale(PS) is not applicable here because we do not have
a variational form. However a certain compactness is needed for the convergence
analysis of our algorithm. So we propose a modified (PS) condition.
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Definition 3.1.3 (F (u, v), G(u, v)) ∈ C1(H1 × H2,R2) is said to satisfy the joint
Palais-Smale(JPS)condition if any sequence {(uk, vk)} ⊂ (H1 ×H2) s.t.
(a) F (uk, vk) and G(uk, vk) are bounded,
(b) (Fu(u
k, vk), Gv(u
k, vk))→ (0, 0),
has a convergent subsequence.
3.2 A Joint Local Min Orthogonal Algorithm
Now we propose our joint local min orthogonal algorithm based on the discussion
in the previous section.
Step 0: Set a support L = L1 × L2, select an initial guess (w01, w02) ∈ SL⊥ and
set k = 0;
Step 1: Evaluate and denote (uk, vk) ≡ p((wk1 , wk2)) ≡ (tk1wk1 + ukL1 , tk2wk2 + vkL2)
from
Fu(u
k, vk)⊥[L1, wk1 ], Gv(uk, vk)⊥[L2, wk2 ].
, where wk1 , w
k
2 are chosen s.t. t
k
1 > 0 and t
k
2 > 0(Initial guess for evaluating p here
is important, and we will discuss this later);
Step 2: Evaluate and denote dk = (dk1, d
k
2) = (Fu(u
k, vk), Gv(u
k, vk));
Step 3: If ‖dk‖ < ε0, stop and output (uk, vk) otherwise do Step 4;
Step 4: Denote wk1(s1) =
wk1−s1dk1
‖wk1−s1dk1‖
wk2(s2) =
wk2−s2dk2
‖wk2−s2dk2‖
.
Find maximum sk1 and s
k
2 of the form
1
2mk
, mk ∈ Z+ from the step-size rule
F (p1(w
k
1(s
k
1), w
k
2(s
k
2)), v
k)− F (uk, vk) < −s
k
1t
k
1
4
‖dk1‖2 if dk1 6= 0,(3.7)
G(uk, p2(w
k
1(s
k
1), w
k
2(s
k
2)))−G(uk, vk) < −
sk2t
k
2
4
‖dk2‖2 if dk2 6= 0,(3.8)
F (uk, p2(w
k
1(s
k
1), w
k
2(s
k
2)))− F (uk, vk) +G(p1(wk1(sk1), wk2(sk2)), vk)−G(uk, vk)(3.9)
<
C
k1+σ
for some C, σ > 0,
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(3.10)
1
κ
<
‖dk1(sk)‖
‖dl2(sk)‖
< κ, for some κ > 0;
where p(wk1(s
k
1), w
k
2(s
k
2)) = (p1(w
k
1(s
k
1), w
k
2(s
k
2)), p2(w
k
1(s
k
1), w
k
2(s
k
2))) and
dk(sk) = (dk1(s
k), dk2(s
k)) = (Fu(p(w
k(sk))), Gv(p(w
k(sk)))).
Step 5: Set wk+11 = w
k
1(s
k), wk+12 = w
k
2(s
k), (uk+1, vk+1) ≡ p((wk1(sk), wk2(sk))
and k = k + 1 , Goto Step 2.
The algorithm can be stated in the following flow chart, Fig 3.1
 
d୩ ൌ ሺdଵ୩, dଶ୩ሻ ൌ ሺF୳ሺu୩, v୩ሻ, G୴ሺu୩, v୩ሻሻ 
initial	direction	ሺwଵ,wଶሻ 
and	k ൌ 0 
						Set	support	Lଵ	and	Lଶ		, 
ฮd୩ฮ ൏ ε଴  Output  ሺu୩, v୩ሻ 
Update	w୧୩ ൌ ୵౟
ౡିୱ౟ୢ౟ౡ
ฮ୵౟ౡିୱ౟ୢ౟ౡฮ
,  ሺi ൌ 1,2ሻ, s୧	satisfy the stepsize rule. 
ሺu୩, v୩ሻ ൌ pሺwଵ୩,wଶ୩ሻ 
Yes 
No 
k=k+1 
Fig. 3.1. The flow chart of the joint local min orthogonal algorithm.
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3.2.1 A derivation of the step size rule
Based on Theorem 3.1.1 we get the following step size rule,
F (p1(w
k+1), vk)− F (uk, vk) < − sk1α
2
‖dk1‖2 if dk1 6= 0,(3.11)
G(uk, p2(w
k+1))−G(uk, vk) < − sk2α
4
‖dk2‖2 if dk2 6= 0.(3.12)
It is based on the condition that both dk1 6= 0, dk2 6= 0, and this can always be done by
coordinating the convergent speed of the two parts, e.g. in our algorithm , besides a
proper initial guess we also add another ratio condition for the step-size that
(3.13)
1
κ
<
‖dk1(sk)‖
‖dl2(sk)‖
< κ
for some κ > 0 where
dk(sk) = (dk1(s
k), dk2(s
k)) = (Fu(p(w
k(sk))), Gv(p(w
k(sk)))).
That is when the norm of the gradient of one part is too small relative to the other
part, the algorithm then slows down the progress of that part. And the constraint will
not hurt the convergence of the algorithm, because it only balances the progressive
speed of both part, but the range of the search has not been changed.
Unlike the cooperative variational case, besides the normal step-size-rule, we
introduce new criteria that require, for some fixed σ > 0
F (p1(w
k
1 , w
k
2), p2(w
k
1(s
k
1), w
k
2(s
k
2)))− F (p(wk1 , wk2)) < Ck1+σ ,(3.14)
G(p1(w
k
1 , w
k
2), p2(w
k
1(s
k
1), w
k
2(s
k
2)))−G(p(wk1 , wk2)) < Ck1+σ(3.15)
to control Fv(p(w
k)) and Gu(p(w
k)), which are needed for our convergence analysis.
In computation, if we set C to be the number of maximal iteration allowed, the
conditions will always be hold.
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3.2.2 A revision of the energy function
Because for any functionals fˆ(v) of v and gˆ(u) of u
(3.16)
 F¯u(u) +W
1
u (u, v) + fˆu(v) = F¯u(u) +W
1
u (u, v) = 0,
G¯v(v) +W
2
v (u, v) + gˆv(u) = G¯v(v) +W
2
v (u, v) = 0,
we can slightly revise our energy functionals as follows
(3.17)
F (u, v) = F¯ (u) +W
1(u, v) + fˆ(v),
G(u, v) = G¯(v) +W2(u, v) + gˆ(u)
for some auxiliary functionals fˆ(v), gˆ(u), without changing the solutions of our sys-
tem. As stated in the step-size rule, we try to control the terms
(3.18)
F (p1(w1, w2)), p2(w1(s1), w2(s2)))− F (p(w1, w2))),G(p1(w1(s1), w2(s2)), p2(w1, w2))−G(p(w1, w2))),
which implies that the following two conditions are desired.
(3.19)
 〈Fv(p(w1, w2)), Gu(p(w1, w2))〉 > 0,〈Fu(p(w1, w2)), Gv(p(w1, w2))〉 > 0.
For variational cases, the best choice of the auxiliary functionals is simply to create
a variational form J(u, v) = F (u, v)± kG(u, v). For non-variational cases, in general
it is impossible to satisfying the two inequalities (3.19), we want to get as close as
possible. when F (u, v) has the mountain pass structure in u as v fixed and G(u, v) has
the mountain-pass structure in v as u fixed, we choose fˆ(v) = G¯(v) and gˆ(u) = F¯ (u).
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3.2.3 Choosing initial guess for the joint orthogonal selection
In implementation, we write the joint orthogonal selection as , where t1, t2, c1i are
unknown coefficients. To compute these coefficients, we need solve a large non-linear
algebraic system of equations.
(3.20)

〈Fu(p(w1, w2)), w1〉 = 0,
〈Fu(p(w1, w2)), l11〉 = 0,
...
〈Fu(p(w1, w2)), l1n〉 = 0,
〈Gv(p(w1, w2)), w2〉 = 0,
〈Gv(p(w1, w2)), l21〉 = 0,
...
〈Gv(p(w1, w2)), l2m〉 = 0,
where L1 = span{l11 , .., l1n} and L2 = span{l21 , .., l2m} .
Numerically, we use Newton’s method to solve the algebraic system, which re-
quires a good initial guess. For single equation or cooperative cases, in which p(w)
is actually a local maximum in a subspace, the search direction of Newton’s method
is given. In the non-variational system case, p(w1, w2) is no longer an extreme in
a subspace, so a more sophisticated initial guess of Newton’s method has to be se-
lected. For example, when F (u, v) has mountain pass structure in u as v fixed and
G(u, v) has mountain-pass structure in v as u fixed, we first compute
(3.21)

u∗ = arg max
u∈[w1,L1]
F¯ (u),
v∗ = arg max
v∈[w2,L2]
G¯(v),
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and then use (u∗, v∗) as an initial guess for Newton’s method to solve the algebraic
system. Our numerical experience shows that this is very important for the first
several iterations when the approximation is still far away from its accurate solution,
while using the approximation of the previous iteration as an initial guess performs
poorly.
3.2.4 Convergence of the algorithm
Now we can give the convergence of the algorithm in functional analysis. The
convergence based on error analysis is not yet available, however in our algorithm
the error is not accumulative in the iterations, i.e., the result of each iteration can be
regarded as a new initial guess for the next iteration. To maintain the accuracy of
our algorithm the tolerance that we choose for Newton’s method and finite element
method is much smaller than that of our algorithm.
Theorem 3.2.1 Assume F and G satisfy JPS condition. Let {(wk1 , wk2)} be the
sequence generated by our algorithm satisfying
(a) p(·, ·), the joint orthogonal selection, is continuous at (wk1 , wk2),
(b) dist(p1(w
k
1 , w
k
2), L1) > α > 0, dist(p2(w
k
1 , w
k
2), L2) > α > 0,
(c) F (p(wk1 , w
k
2)) and G(p(w
k
1 , w
k
2)) are bounded from below.
Then p(wk1 , w
k
2)→ p(w∗1, w∗2) with Fu(p(w∗1, w∗2)) = 0, and Gv(p(w∗1, w∗2)) = 0.
Proof First, from the algorithm we see that
F (p(wk+1))− F (p(wk))
= 〈Fu(p(wk)), p1(wk+1)− p1(wk)〉+ 〈Fv(p(wk)), p2(wk+1)− p2(wk)〉
+o(‖p1(wk+1)− p1(wk)‖) + o(‖p2(wk+1)− p2(wk)‖),(3.22)
76
F (p1(w
k+1), p2(w
k))− F (p(wk))
= 〈Fu(p(wk)), p1(wk+1)− p1(wk)〉+ o(‖p1(wk+1)− p1(wk)‖),(3.23)
F (p1(w
k), p2(w
k+1))− F (p(wk))
= 〈Fv(p(wk)), p2(wk+1)− p2(wk)〉+ o(‖p2(wk+1)− p2(wk)‖).(3.24)
Comparing (3.22) with (3.23) and (3.24), we get
F (p(wk+1))− F (p(wk))
= F (p1(w
k+1), p2(w
k))− F (p(wk)) + F (p1(wk), p2(wk+1))− F (p(wk))
+o(‖p1(wk+1)− p1(wk)‖) + o(‖p2(wk+1)− p2(wk)‖).(3.25)
Similarly we can get an estimate in G(u, v)
G(p(wk+1))−G(p(wk))
= G(p1(w
k+1), p(wk))−G(p(wk)) +G(p1(wk), p2(wk+1))−G(p(wk))
+o(‖p1(wk+1)− p1(wk)‖) + o(‖p2(wk+1)− p2(wk)‖).(3.26)
From (3.25),(3.26) and the stepsize rule, we get
F (p(wk+1))− F (p(wk)) +G(p(wk+1))−G(p(wk))(3.27)
= F (p1(w
k+1), p2(w
k))− F (p(wk)) +G(p1(wk), p2(wk+1))−G(p(wk))
+F (p1(w
k), p2(w
k+1))− F (p(wk)) +G(p1(wk+1), p(wk))−G(p(wk))
+o(‖p1(wk+1)− p1(wk)‖) + o(‖p2(wk+1)− p2(wk)‖)
< −s
k
1α
2
‖dk1‖2 −
sk2α
2
‖dk2‖2 +
C
k1+σ
.
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Take the summation of the two sides of (3.27) for k = 1, 2, ..., we get
−∞ < lim
k→∞
[F (p(wk))− F (p(w1))] + lim
k→∞
[G(p(wk))−G(p(w1))]
=
∞∑
k=1
[
F (p(wk+1))− F (p(wk)) +G(p(wk+1))−G(p(wk))]
< −α
2
∞∑
k=1
(sk1‖dk1‖2 + sk2‖dk2‖2) + C
∞∑
k=1
1
k1+σ
< −α
4
∞∑
k=1
‖wk+11 − wk1‖‖dk1‖ −
α
4
∞∑
k=1
‖wk+12 − wk2‖‖dk2‖+ C
∞∑
k=1
1
k1+σ
.
This implies that
α
4
∞∑
k=1
‖wk+11 − wk1‖‖dk1‖+
α
4
∞∑
k=1
‖wk+12 − wk2‖‖dk2‖
<
α
2
∞∑
k=1
(sk1‖dk1‖2 + sk2‖dk2‖2) <∞.(3.28)
Now suppose {dk} does not have any subsequence that goes to (0, 0). Without
loss of generality, we may assume that ‖dk‖ > δ > 0 for all k = 1, 2, ....
By 1
κ
<
‖dk1‖
‖dk2‖
< κ, for some κ > 0, we get ‖dk1‖ > δ√1+κ2 , ‖dk2‖ > δ√1+κ2 .
Then we have
δ√
1 + κ2
∞∑
k=1
‖wk+11 − wk1‖ <
∞∑
k=1
‖wk+11 − wk1‖‖dk1‖ <∞,
δ√
1 + κ2
∞∑
k=1
‖wk+12 − wk2‖ <
∞∑
k=1
‖wk+12 − wk2‖‖dk2‖ <∞,
δ√
1 + κ2
∞∑
k=1
sk1 <
∞∑
k=1
sk1‖dk1‖2 <∞,
δ√
1 + κ2
∞∑
k=1
sk2 <
∞∑
k=1
sk2‖dk2‖2 <∞,
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which imply that {wk} is a Cauchy sequence in H and sk → 0. So wk → w∗ ∈ H
with ‖(Fu(p(w∗), Gv(p(w∗))‖ ≥ δ.
Then by Theorem 3.1.1, in a small neighborhood of w∗, N (w∗) = N (w∗1)⊕N (w∗2),
there exists s(w∗) = (s1(w∗), s2(w∗)) with s1(w∗) > η > 0, s2(w∗) > η > 0 that
satisfies the step-size condition for all wk ⊂ N (w∗). But this contradicts with that
sk → 0 So {Fu(p(wk)), Gv(p(wk))} = {dk} has a subsequence {dki} converging to
(0, 0). By JPS condition, {p(wki} has a subsequence, denoted by {p(wki} again,
converging to p∗ = (p∗1, p
∗
2) ∈ H with p∗1 /∈ L1 and p∗2 /∈ L2. Next we prove that there
is w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ⊕ SL⊥2 s.t. wki → w∗ and p(w∗) = p∗. Denote p∗j = w′j + w′Lj
for some 0 6= w′j ∈ L⊥j and w′Lj ∈ Lj, j = 1, 2. Then
p(wki) = (tki1 w
ki
1 + w
ki
L1
, tki2 w
ki
2 + w
ki
L2
)→ p∗
implies for j = 1, 2, we have tkij w
ki
j → w′j 6= 0 or tkij → ‖w′j‖ 6= 0 since ‖wkij ‖ = 1.
Thus wkij → w∗j =
w′j
‖w′j‖ . Denote w
∗ = (w∗1, w
∗
2) ∈ SL⊥1 ⊕ SL⊥2 . Thus wki → w∗. Then
by the continuity of p, we proved
p(wki)→ p(w∗) = p∗.
To prove the full sequence convergence, we apply the inequality (3.2) with wki =
(wki1 , w
ki
2 ), w
ki+1
j =
w
ki
j −s
ki
j d
ki
j
‖wkij −s
ki
j d
ki
j ‖
,j = 1, 2. Thus
‖wki+1j − wkij ‖ ≤
2|skij |‖dkij ‖
‖wkij + skij dkij ‖
→ 0,
since ‖wkij ‖ = 1, |skij | is bounded by the algorithm and the term
2|skij |
‖wkij +s
ki
j d
ki
j ‖
is also
bounded. Hence
wki+1 → w∗.
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Then we can merge the two sequences {wki} and {wki+1} together to form a larger
convergent subsequence. Carrying on this process repeatedly. Each time we obtain
a larger subsequence converging to w∗. So we have a monotone increasing sequence
of subsequences converging to w∗. This sequence has an upper bound, i.e., the whole
sequence. By Zorn’s lemma, there must be a maximum subsequence converging to
w∗. It must be the whole sequence, since otherwise, a larger subsequence converging
to w∗ can always be obtained by the above process, which will violate the maximum
statement by Zorn’s lemma. Thus we obtain that
wk → w∗ and p(wk)→ w∗ = p(w∗).
3.3 Numerical Example
The model we computed as an example is,
(3.29)
−∆u+ λ1u+ µ1u
3 + β1uv
2 + θ1|u|uv2 = 0,
−∆v + λ2v + µ2v3 + β2u2v + θ2u2|v|v = 0
with β1
β2
6= θ1
θ2
. This is a non-variational system of the form (1.16), with
(3.30)

F (u, v) =
1
2
∇|u|2 + 1
2
λ1u
2 +
1
4
µ1u
4 +
1
2
β1u
2v2 +
1
3
θ1|u|u2v2,
G(u, v) =
1
2
∇|v|2 + 1
2
λ2v
2 +
1
4
µ2v
4 +
1
2
β2u
2v2 +
1
3
θ2u
2|v|v2.
The system is a modification of the well-known Gross-Pitaevskii system in Bose
Einstein condensate, so mathematically we can expect some similar solutions to
justify our algorithm and computation. For the example in Fig. 3.2, we take λ1 =
80
−0.9; λ2 = −1.1; µ1 = 3; µ2 = 3; β1 = 1; β2 = 1.1; θ1 = 0.3; θ2 = 0.2. The tolerance
is 10−3 and the domain is (−0.5, 0.5)2.
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Fig. 3.2. Numerical solutions of the system (3.29).
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4. CONCLUSION
In this thesis, we have discussed two types of non-variational nonlinear PDE prob-
lems, a semi-linear elliptic eigen solution problem and a semi-linear elliptic system
without a common variational form. Numerical methods have been developed for
both problems to compute their multiple solutions in an order and their mathemat-
ical justifications have been established.
For the semi-linear elliptic eigen solution problem, we introduced a new constraint
on the variational energy level. With this new approach, by the inverse functional
theorem, we can define the eigenvalue λ implicitly as a functional of eigenfunction u,
and the original eigen solution problem is then equivalent to find the critical points
of the functional λ(u). The advantage of this approach is that we are now possible
to find the multiple eigen-solutions in the order of their eigenvalues and furthermore
in Neumann boundary condition cases, it enables us to identify bifurcations and find
different solution branches. We applied the local min-max method to numerically
compute the solutions of focusing type eigen solution problem. The numerical re-
sults strongly support our analysis. For defocusing type eigen solution problem, we
developed an orthogonal subspace minimization method to compute the solutions
with certain symmetry. Many numerical examples have been carried out to test the
algorithm.
For the non-variational semi-linear elliptic system, a joint local min orthogonal
method has been designed. Under certain condition, the convergence of the algorithm
has been proved and a non-variational system has been numerically tested for the
algorithm.
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