Abstract-It is known that, as opposed to point-to-point channel, separate source and channel coding is not optimal in general for sending correlated sources over multiuser channels. In some works joint source-channel coding has been investigated for some certain multiuser channels, e.g., multiple access channel (MAC) and broadcast channel (BC). In this paper, we obtain a sufficient condition for transmitting arbitrarily correlated sources over a discrete memoryless BC with cooperating receivers, where the receivers are allowed to exchange messages via a pair of noisy cooperative links. It is seen that our result is a general form of previous ones and includes them as its special cases.
I. INTRODUCTION
Cover, El Gamal and Salehi first showed that separate source and channel coding is not optimal in general for transmitting correlated sources over multiuser channels because of not utilizing the correlation between sources in generating channel input codewords [1] . Hence, they used a correlation preserving codebook generation technique and obtained a sufficient condition for a discrete memoryless multiple access channel (DM-MAC) with arbitrarily correlated sources which includes its previously known separate source and channel coding results for the DM-MAC as special cases. Later, Han and Costa [2] obtained a sufficient condition (amended by Kramer and Nair [3] ) for the problem of sending arbitrarily correlated sources over a DM broadcast channel (DM-BC). The joint source-channel coding proposed by Han and Costa includes Marton's coding for the DM-BC with independent messages [4] as a special case. More recently, the joint-source channel coding problem has been studied for transmitting arbitrarily correlated sources over some other multiuser channels and necessary and sufficient conditions have been provided for them ( [5] - [8] ). It is worth noting that, in general, for multiuser channels with distributed transmitters such as the MAC, joint source-channel coding causes a cooperation between the transmitters through generating correlation-preserving codebook and thereby, helps communication. For multiuser channels with one transmitter (or centeralized transmitters) such as the BC, joint source-channel coding makes use of the compatibility between the sources and channel and thereby, helps communication.
It is known that cooperation between nodes, as an efficient approach to increase the rate without any extra spectrum allocation cost, can help communication. One of the related works that has considered cooperation between nodes is [9] , in which the authors studied the BC with independent messages and cooperating receivers that cooperate over two noiseless conferencing links (the case of noiseless relay). They found the capacity region for the case of the physically degraded BC as well as presented some achievable regions for the case of the general BC by using the results presented in [10] and [11] . Another relevant work is [12] , where the authors derived capacity bounds for the discrete memoryless partially cooperative relay broadcast channel (PCRBC) with independent messages and established the capacity regions for some special classes of it such as the semi-deterministic PCRBC, the orthogonal PCRBC, and the parallel relay channel with unmatched degraded subchannels.
In this paper, two important topics in network information theory are investigated: (i) correlation between sources and (ii) cooperation between receivers. Correlation between sources may result from the correlation between observations of different users. On the other hand, cooperation between receivers is due to the inherent broadcasting nature of wireless networks with interactive nodes. Both of these phenomena are seen in wireless sensor and ad-hoc networks. We here consider a communication channel including these two issues. Specifically, we study the problem of sending arbitrarily correlated sources over a general DM-BC with two cooperating receivers that cooperate over a pair of discrete memoryless noisy channels (Fig. I) . For such channel, we propose a joint source-channel coding and thereby, we obtain a sufficient condition for transmitting arbitrarily correlated sources over the channel.
The rest of the paper is organized as follows. In Section II we present preliminaries and definitions. Section III is devoted to the main results. The proof of Theorem 1 is given in Section IV. In Section V we conclude the paper.
II. PRELIMINARIES AND DEFINITIONS
In this section we present some basic concepts which will be used in the following sections of this paper. First, we describe the notation as follows.
Notation: Throughout the paper, random variables and their realizations are denoted by uppercase and lowercase letters, respectively. T (n) δ (X) represents the strongly typical set of nsequences x n . Random variables S ∈ S and T ∈ T are used to denote two arbitrarily correlated sources with joint distribution p (s, t). Alphabets S and T are assumed to be finite sets. In addition, the sources S and T are assumed to be memoryless, i.e.,
p (sm, tm) .
As shown in Fig. I We now introduce some needed definitions.
Definition 1: A 2-receiver discrete memoryless broadcast channel with two noisy cooperative links between receivers (shown in Fig. I ) consists of a channel input alphabet X , two cooperative-link input alphabets X 1 , X 2 , two cooperativelink output alphabets Y 12 , Y 22 , two channel output alphabets Y 11 , Y 21 , and conditional probability mass functions p (y 11 , y 21 |x), p (y 22 |x 1 ), p (y 12 |x 2 ). The channel and cooperative links are memoryless, i.e.,
All alphabets X , Y 11 , Y 21 , X 1 , X 2 , Y 12 and Y 22 are finite sets. Here, the transmitter wants to send the source sequence S n to receiver 1 and the source sequence T n to receiver 2. In the DM-BC with cooperating receivers shown in Fig. I , each receiver acts as a relay to help the other one recover its message correctly. Here, we assume a one-round cooperation scheme like a single-step conference that has less delay in comparison to a two-step conference [9] . In the single-step conference, as opposed to the two-step case, both receivers send their cooperative messages simultaneously and do not use their decoded information in order to encode conference messages.
Definition 2: An (n, λ) joint source-channel code for the channel consists of an encoding function
which maps each source output pair (s n , t n ) to a channel input x n as x n = e (s n , t n ), two sets of relay functions {f 1m } n m=1
and {f 2m } n m=1 such that for 1 ≤ m ≤ n
and two decoding functions as
where, P
is the average probability of error andŝ
) are recovered information at the receivers 1 and 2, respectively. Definition 3: A pair of sources (S, T ) is called admissible for the DM-BC with cooperating receivers (shown in Fig. I ), if for any given 0 < λ < 1 and for any sufficiently large n, there exists an (n, λ) joint source-channel code. The set of all admissible sources (S, T ) is called admissible source region for this channel.
As stated in [2] , finding necessary and sufficient condition for a pair of sources (S, T ) to belong to admissible source region of a DM-BC is difficult, therefore in this paper, we only try to find a sufficient condition for the correlated sources (S, T ) to belong to admissible source region of the DM-BC with cooperating receivers.
III. MAIN RESULTS
In this section, we derive a sufficient condition for the arbitrarily correlated sources (S, T ) to be admissible for the DM-BC with cooperating receivers defined above. Let K = α (S) = β (T ) denote the common part of the source variables S and T in the sense of Gács and Körner [13] . Here, we consider auxiliary random variables W , U and V with finite alphabets W, U and V, respectively, such that the following Markov chain holds.
Note that the auxiliary variable W carries the common information of S and T , and auxiliary variables U and V carry the private information of S and T , respectively. Theorem 1. A source pair (S, T ) is admissible for the 2-receiver DM-BC with cooperating receivers (shown in Fig. I and defined above) if there exists auxiliary random variables W , U and V that satisfy the Markov chain (1) and the inequalities
H(S, T ) < min I(KW ;Ŷ2Y11Y12), I(KW ;Ŷ1Y21Y22)
subject to
I(X2; Y12) ≥ I(Ŷ2; Y21|X2) − I(Ŷ2; Y11Y12|X2).
Note that the joint distribution of the channel and auxiliary random variables is as
In the above relations,Ŷ 1 (an estimate of Y 11 ) andŶ 2 (an estimate of Y 21 ) are random variables to help receivers in final step of detection and their role will become more clear in the proof of Theorem.
Proof: Refer to Section IV. Now, we mention some special cases of the obtained admissible region to demonstrate the breadth of our main result.
1) Non-cooperative BC with arbitrarily correlated sources: By removing cooperative links, letting
, and considering the distribution (9) instead of the distribution (8), the sufficient condition presented in Theorem 1 boils down to that for the non-cooperative BC with arbitrarily correlated sources (inequalities (2)- (5) in [3] ).
2) Cooperative BC with noiseless conferencing links and independent sources: Let S and T be two independent sources and set H (S) = R 1 and H (T ) = R 2 . Note that in this case, H (S, T ) = H (S) + H (T ) = R 1 + R 2 and K = W = φ. Make cooperative links noiseless with the capacities C 12 and C 21 . Moreover, let
and consider the distribution (10) instead of the distribution (8) . Under such conditions, the sufficient condition in Theorem 1 reduces to the achievable rate region for the cooperative BC with independent sources, where the receivers cooperate over two noiseless conferencing links (the result presented in Theorem 2 in [9] ).
IV. PROOF OF THEOREM 1
A. Encoding scheme
We here present a joint source-channel coding scheme which is based on estimate-and-forward (EAF) strategy and uses block Markov encoding and random partitioning. First, let us take a brief look at joint source-channel coding at the transmitter, then we explain the coding at the receivers.
Random partitioning: For each source output s n ∈ S n and t n ∈ T n we assign a random index θ = σ (s n ) and ϕ = τ (t n ), respectively. These indices are with equal probability 2 −nr1 and 2 −nr2 , where 2 nr1 and 2 nr2 denote the number of indices θ and ϕ, respectively.
Generation of random codes: Suppose that a joint distribution factorized as (8) and satisfying conditions (1)- (7) in Theorem 1 is given. For each θ, ϕ and k n = α (s n ) = β (t n ), where K is common variable between S and T with alphabet K, we generate 2 nρ0 independent n-sequences w n θ,ϕ (k n ) ∈ W n according to n m=1 p w θ,ϕ m |k m . Next for each pair (s n , w n ) we generate 2 nρ1 independent n-sequences u n (s n , w n ) ∈ U n according to n m=1 p (um|sm, wm) and finally, for each pair (t n , w n ) we produce 2 nρ2 independent nsequences v n (t n , w n ) ∈ V n according to n m=1 p (vm|tm, wm).
Encoding at the transmitter: For each pair
Finally, we produce a n-sequence x n (s n , t n ) ∈ X n according to n m=1 p (x m |w m , u m , v m ) for sending over the channel as the channel codeword of (s n , t n ). It is important to mention that if there is no such triplet w
, then an encoding error happens. However, according to lemma 2 in [2] , if the following constraints are satisfied, then the existence of such a triplet for any δ > 0 and a given pair (s n , t n ) ∈ T (n) δ (S, T ) is guaranteed when n is sufficiently large.
Encoding at the receivers: As we stated before, we here use a one-round cooperation scheme. We consider s i ∈ [1 : 2
nRs i ] as side information generated by receiver i, i ∈ {1, 2}, to help the other receiver in the detection. We first consider the second receiver as a relay for the first receiver and describe the encoding. Each index s 2 is related to a codeword x and label these n-sequencesŷ n 2 (z 2 |s 2 ), z 2 ∈ [1 : 2 nR2 ] and s 2 ∈ 1 : 2 nRs 2 . Note that
We partition the message set {1, · · · , 2 nR2 } randomly and uniformly into 2 nRs 2 cells S 2(s2) , s 2 ∈ 1 : 2 nRs 2 . Assume that we want to transmit source information at block i. We use sequence y n 21 received by the receiver 2 at block (i−1) and find a triplet ŷ
X2, Y21,Ŷ2 , then we search for the cell S 2(s2(i)) for which z 2 (i − 1) ∈ S 2(s2(i)) . Therefore, within the ith block of transmission (i.e., transmission of (s n (i) , t n (i))), the receiver 2 transmits the codeword related to index s 2 (i), i.e., x n 2 (s 2 (i)), to the receiver 1. Note that s 2 (i − 1) is known from z 2 at block (i − 2). Similar encoding procedure is used by the receiver 1 with this difference that variables S 2(s2) , y 2 (z 2 |s 2 ), s 2 ∈ 1 : 2 nRs 2 and z 2 ∈ [1 : 2 nR2 ] should be replaced by variables S 1(s1) ,ŷ 1 (z 1 |s 1 ), s 1 ∈ 1 : 2 nRs 1 and
B. Decoding scheme
Recall that source information is to be sent at block i, and y n 1 and y n 2 (shown in Fig. I ) are equal to (y 11 , y 12 ) and (y 21 , y 22 ), respectively.
Decoding at the receivers: Let us consider decoding procedure at receiver 1. Note that in this decoding procedure, information related to block (i −
δ . According to the packing lemma, stated in [13] , if we have the following inequality, then decoding of s 2 (i) will be done with small probability of error for n large enough.
Similarly, decoding of s 1 (i) at the receiver 2 is done with small probability of error for n large enough if
2) Decoding of z 2 (i − 1): First, we find a set L 1 (i − 1) of z 2 related to block (i − 1) as below:
next, we search for aẑ 2 (i − 1) such that
hence, decoded value of z 2 (i − 1) isẑ 2 (i − 1). Similar procedure is done for decoding of z 1 (i − 1) at receiver 2 by finding a set L 2 (i − 1) of z 1 , and y 3) Detection of source information transmitted to receiver 1 i.e. s n (i − 1): To this end, receiver 1 determinesŝ n (i − 1) was sent, if it is the only element for which we have:
Similar procedure is done for detection of t n (i − 1) at receiver 2. Note that, to have estimated information at receiver 1 i.e.ŝ n (i − 1) equal to real source information transmitted to this receiver i.e. s n (i − 1), we must have z 2 (i − 1) decoded correctly at receiver 1.
Decoding at the receivers act as relays: First, let the receiver 2 be relay for the receiver 1. Within block i, receiver 2 (the relay) determines its cooperative messageẑ 2 (i) such that:
then, indexŝ 2 (i + 1) for whichẑ 2 (i) ∈ S 2(ŝ2(i+1)) is determined and its codeword x n 2 (ŝ 2 (i + 1)) is prepared to be sent to receiver 2 within block (i + 1).
Similar procedure is done for determination ofŝ 1 (i + 1) at receiver 1 when it acts as a relay.
C. Error events
As stated earlier, within each block we decode source information related to previous block, so without loss of generality assume pair (s n 0 (i − 1) , t n 0 (i − 1)) was sent within block (i − 1) and we are in block i. We devide error events into two categories, events related to encoding and ones related to decoding.
Encoding error events:
We have the following encoding error events:
n , i.e. output of sources, is not an element of T (n) δ (S, T ) then, encoding could not be done at the encoder. However, according to properties of strong typicality, probability of this event tends to zero when n → ∞.
then, the encoder could not encode the information. According to relations (11)-(14) for ρ 0 , ρ 1 and ρ 2 , probability of this error event is also arbitrarily small for large n.
Decoding error events: Assume no encoding error happens. We are at block i, actually we are going to analyze decoding of s n (i − 1) and t n (i − 1). We have following decoding error events: 1) Suppose that receiver m, m ∈ {1, 2}, acts as relay.
An error happens if cooperative message z m could not be found at this receiver, i.e. we have following event:
however, according to covering lemma, stated in details in [13] , probability of this event will be arbitrarily small if we have:
2) Assume above error event does not happen. Consider receiver m, m ∈ {1, 2}, receives cooperative message from receiver l, l ∈ {2, 1}, which plays the role of relay. If receiver m could not estimate s l (i) correctly, then an error occurs, however as stated earlier when inequalities (15) and (16) hold, this estimation is done with small probability of error when n is sufficiently large. Also, if receiver m could not decode cooperative message correctly, i.e. we have following events, an error occurs:
Probability of event E m1 , according to Markov chain Y m1 , Y m2 → Y l1 →Ŷ l , X l and Markov lemma, tends to zero when n is sufficiently large. Also, according to packing lemma, probability of event E m2 can be arbitrarily small if we have:
when n is sufficiently large. 3) Assuming above events do not happen, we write error events may happen when we are decoding the information of sources at receivers. Consider source information decoding at receiver 1 which decodes sequences s n . Receiver 1 declaresŝ n 0 (i − 1) as source information transmitted if there is only one element such that: To write error events may happen here, first consider the following event:
E θ,ϕ,r,p (s n ) = s n (i − 1) , k n , w We have the following error events considering Here, we consider the following event:
E θ,ϕ,r,q (t n ) = t n (i − 1) , k n , w = {E θ 0 ,ϕ 0 ,0,q (t n ) for some q and t n with τ (t n ) = ϕ0, β (t n ) = k n 0 , (q, t n ) = (0, t n 0 ) |E θ 0 ,ϕ 0 ,0,0 (t n 0 )} E (2) 3 = P r{E θ,ϕ,r,q (t n ) for some θ, ϕ, r, q and t n with ϕ = τ (t n ) , (θ, ϕ, r, β (t n )) = (θ0, ϕ0, 0, k n 0 ) |E θ 0 ,ϕ 0 ,0,0 (t n 0 )}.
