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Abstract
Ashtekar's canonical theory of classical complex Euclidean GR (no
Lorentzian reality conditions) is found to be invariant under the full
algebra of innitesimal 4-dieomorphisms, but non-invariant under






erate. The breakdown of 4-dieo invariance appears to be due to the
inability of the Ashtekar Hamiltonian to generate births and deaths of
~
E ux loops (leaving open the possibility that a new `causality condi-
tion' forbidding the birth of ux loops might justify the non-invariance
of the theory).
A fully 4-dieo invariant canonical theory in Ashtekar's variables,
derived from Plebanski's action, is found to have constraints that are
stronger than Ashtekar's for rank
~
E < 2. The corresponding Hamil-
tonian generates births and deaths of
~
E ux loops.
It is argued that this implies a nite amplitude for births and
deaths of loops in the physical states of quantum GR in the loop rep-
resentation, thus modifying this (partly dened) theory substantially.
Some of the new constraints are second class, leading to diculties
in quantization in the connection representation. This problem might
be overcome in a very nice way by transforming to the classical loop
variables, or the `Faraday line' variables of Newman and Rovelli, and
then solving the oending constraints.
1
Note that, though motivated by quantum considerations, the present
paper is classical in substance.
1 Introduction
In 1986 Ashtekar presented a new set of canonical variables for general rela-









. The constraints on the
physical phase space of the ADM formulation [ADM62] were translated, by
canonical transformation, into the new variables, and were found to be simple
polynomials.






dropped this requirement and dened his canonical theory on the larger phase
















degenerate. As the constraints on the degenerate part of the phase space he
simply used the same polynomial expressions that he had found in the non-
degenerate, ADM, sector. Certain degenerate eld congurations (which are
not gauge equivalent to non-degenerate ones) solve Ashtekar's constraints,
so the physical phase space of his theory is also somewhat bigger than that
of the ADM theory.
The question now arises: is this extension of the ADM theory still 4-
dieomorphism invariant? The answer turns out to be that it is invariant
under innitesimal 4-dieos, but for some degenerate solutions there are nite
4-dieos (connected with the identity) that do not map them to solutions.
A nice way to construct a 4-dieo invariant canonical theory is to derive
it from a manifestly invariant action. In the present paper we use the Ple-
banski action for GR [Ple77] as our starting point, and derive the full set
of corresponding constraints on the Ashtekar variables from it, paying spe-




The Plebanski action leads to
classical eld equations which are equivalent to the Einstein equations when
the latter are dened, but which are themselves dened on a larger class of
spacetime geometries. In particular, the action is dened on geometries the
1
Of course there are dierentiability conditions, and, in the asymptotically at case,
fall o conditions.
2
The constraints have been derived from the Plebanski action before (see [CDJM91])
but the case of degenerate
~
E was not treated.
2
spatial cross sections of which have degenerate
~
E. Via a 3 + 1 decomposi-
tion of spacetime, and a Legendre transformation, the Plebanski action leads
naturally to a canonical theory in terms of Ashtekar's variables, with no a




The Lorentzian reality conditions are not imposed. The elds are dened
so that when they are all real the Euclidean theory is obtained. The paper
therefore treats complex GR, in a Euclidean notation.
4

























is the magnetic eld of that connection. Latin indices from the beginning of
the alphabet, a; b; ::: are external vector indices, while those from the middle,
i; j; ::: are internal SO(3) indices. ~ on top of a eld variable indicates that






The Plebanski action does not provide the only 4-dieo invariant extension of GR to
































densitized vierbein, and F
+IJ
is the curvature
of the self-dual connection A
+IJ
. This action, which is a hybrid of the Samuel-Jacobson-
Smolin action [Sam87][JS87][JS88] and Deser's action [Des70], was suggested to the author
by Ingemar Bengtsson and is implicit in [Ben89]. The corresponding canonical theory
appears to share with that derived from the Plebanski action, the crucial feature that the
Hamiltonian generates births and deaths of
~
E ux loops. However, the action I
0
will not
be discussed further in this paper.
4
Real Lorentzian GR is a specialization of complex Euclidean GR obtained by imposing
the Lorentzian reality conditions. To recover real Euclidean GR one simply requires that A
and
~
E are both real. These algebraic conditions are preserved by the evolution. To obtain





is real, at least up to internal SO(3) gauge








, is real, but instead of requiering A
to be real one must impose a dierential constraint that ensures that the reality of
~
E (up
to SO(3) gauge) is preserved in time. See [Ash91]. This dierential constraint, which is
not dealt with in the present paper, changes the theory profoundly. Thus results of this
paper can only be applied straightforwardly to Euclidean GR.
3




























but the converse is not true when rank
~
E < 2. For this subset of the de-
generate eld congurations the constraints (2) and (3) are stronger than
Ashtekar's constraints (2), (4), and (5). Consequently, the new Hamilto-
nian, which is a linear combination of (2) and (3), generates a larger class of
possible (gauge) evolutions than does the Ashtekar Hamiltonian.
One might think that the dierence between Ashtekar's constraints and
the new constraints is not signicant, since (4) and (5) imply (3) on generic
(A;
~
E) eld congurations. I will now argue, somewhat heuristically, that
(3) leads to a profoundly dierent quantum theory from that of (4) and (5).
At least if that theory is formulated via `loop quantization' [GT86] [RS90].
I should emphasize, however, that the following arguments, which touch on
quantum theory, are strictly for motivation. The results of the paper are
entirely classical and do not depend on the following arguments.
The argument is most easily described in the context of a variant of
loop quantization, which might be called `graph quantization'[Bae94], [RS94],
[Rei94]). In graph quantization the states are superpositions of `graph basis
states', j i, associated with graphs,  , in 3-space whose edges and vertices






; 2; :::g) of
SU(2). (See Fig. 1).
A particularly simple class of graphs are loops , without intersections,
carrying spin j. In the classical limit the corresponding basis states j; ji
















has magnitude jh and is covariantly constant along . (See Ap-
pendix A for a proof and caveats).
Notice that on  rank
~
E = 1, and o 
~
E = 0, so we expect the
evolution of these eld congurations in the new canonical theory to dier
from that in Ashtekar's theory. Indeed in Ashtekar's theory (6) can only
evolve by 3-dieomorphisms, i.e. they can move around in space, while in
the new theory loops of
~














Figure 1: Panel a) illustrates a graph basis state. Graph basis bras, h j, are
linear combinations of loop basis bras that span the space of solutions to the
Mandelstam constraints. That is, the graph amplitudes 	[ ] are independent
and completely parametrize SU(2) gauge invariant states.
Panel b) shows a graph, 
(j)






j is just the loop basis bra of the same loop. If the \induced
Haar measure" d[A] (see [AL94]) on the gauge equivalence classes of SU(2)
connections is used to dene the loop transform



















. In other words, h
(j)
j for j >
1
2















', so we can think of 	[ ] as the coecients in an expansion of the
state j	i on graph ket states j i.
Panel c) shows an
~
E ux loop. In the classical limit h ! 0, j  O(1=h)
j
(j)
i represents such a ux loop.
5
~E = 0. Appearances and dissapearances of
~
E ux loops will be referred to,
respectively, as `births' and `deaths'.
The lack of births and deaths in the classical Ashtekar theory seems to
be mirrored in it's graph quantization. It was, in fact, the puzzling lack of
births and deaths in a class of (formal) solutions to Ashtekar's constraints
found by Rovelli and Smolin in [RS88] that initially motivated me to rederive
the constraints. In these solutions (called the RS solutions from here on) the
graph representation of the state, 	[ ], is the characteristic function of the
graph class (= equivalence class of graphs under 3-dieos connected to the








is the graph class in question, the














In such a state the number of loops is xed, so there is zero amplitude for






solves the quantized constraints goes through unchanged if
the loops are allowed to carry arbitrary spin, j.
Now suppose that a quantum theory of gravity posesses the spin j RS
solutions. Taking the h ! 0; j  O(1=h) limit shows that
~
E ux loops
can only evolve by 3-dieos. No births or deaths are allowed in the classical
theory.
5
The theory is thus certainly not the Plebanski theory. In fact it will
be argued in section 2 that the theory is not even fully 4-dieo invariant.
It seems, therefore, that the new constraint (3) leads to births and deaths
in the graph representation.
I should emphasize again, however, that, though motivated by quantum
considerations, this paper deals exclusively with classical theory.
The remainder of this paper is organized as follows:
In section 2 the invariance of Ashtekar's theory under all innitesimal 4-
dieos, and its non-invariance under some nite 4-dieos is established. Fur-
thermore, it is argued that Ashtekar's theory is not a gauge xed version of
5
Strictly speaking it is possible for the classical action to have stationary points that
have zero weight in the Feynman path integral. In this way a process that is quantum
mechanically forbidden can be formally allowed in the classical theory
6
any 4-dieo invariant local theory, because it does not posses a `2-sphere so-
lution', which describes an
~
E ux loop being born from the vacuum,
~
E = 0,
and eventually dissapearing again.
In section 3 Plebanski's action is derived from the familiar Hilbert-Palatini
action and the eld equations in Plebanski's variables are found.
In section 4 two, closely related, canonical formulations of GR are derived
from Plebanski's action. In the rst A and
~
E are the canonical coordinates,
while in the second the eld 
ij
in (3) (which is, in fact, the left-handed
Weyl spinor) and a conjugate momentum, ~
ij
, are also treated as canonical
variables. The content of the two formulations is identical. (2) and (3) are
the constraints of the rst formulation.
Section 5 develops a `2-sphere solution' to Plebanski's spacetime eld equa-
tions. In this solution both the self-dual curvature, F
i

, and the orthonormal
basis of self-dual 2-forms, 
i 
, have support on a (thickened) 2-sphere in
spacetime.
In section 6 it is shown that this 2-sphere solution solves the canonical theory
of section 4. How the new Hamiltonian of section 4 generates the birth in
this solution is explained in detail.
2 4-dieomorphisms in Ashtekar's canonical
theory
Let's begin by very briey summarizing Ashtekar's canonical theory in our
notation.
6
No proofs will be given since they can be found in e.g. [Ash91],
and most statements will in fact be special cases of results of Section 4.








, which live on 3-space






























This notation diers from that of [Ash91] mainly in that SO(3) tensors are used in
place of the corresponding SU (2) spinors, and that the elds, which can in general be













































































































































This particular decomposition of the Hamiltonian into integrated con-





have simple interpretations: G
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That completes the summary of Ashtekar's theory. Now to dieomor-
phisms.
Because the constraints (9), (10) and (11) are rst class and complete,
all gauge transformations of the classical state (A;
~









. Can a subset of these gauge transformations be interpreted as
the group of 4-dieos, Di
0
(M) connected to the identity?






N) generated by the Hamiltonian can be
thought of as a eld conguration on the spacetime M = f(P; t)jP 2 ; t 2
Rg, in which the elds are described in terms of quantities that refer (like
vector components refer to a basis) to the `slicing' f
t
g, consisting of the
equal t 3-surfaces, and the `threading' 
P
, consisting of the constant P 2 
worldlines.
8













with a 4-dieo. The quantities X can, of course, be written




), but they still refer to the old
slicing and threading. The question is thus: can one dene a transformation


















), referring to the new slicing, in






) is a gauge transform of X(P; t). This
would be a representation of the dieomorphism as a gauge transformation.
To qualify as a dieomorphism of the elds representation has to be local in
the sense that X
0
at a spacetime point p depends only on X and the 4-dieo
within an innitesimal neighborhood of p. If we think of the 4-dieos as
active instead of passive then X
0
should depend only on X and the dieo
near the pre-image of p.












































S is Ashtekar's Hamiltonian density). One can
see at once that J

generates the correct transformation in two simple cases.
When 
0




generates a time reparametriza-









The Lagrange multipliers are also transformed in a gauge transforma-
tion. A gauge transformed history is, after all, a history generated from the
same initial data, but with altered Lagrange multipliers put into the Hamil-
tonian. The transformation law of the Lagrange multipliers can be derived
from the requierment that the gauge transformed Hamiltonian generates the
















means that the canonical coordinates are held xed.






































































are the three and four dimensional
Lie derivatives respectively, and K
a
is dened as in the constraint algebra.




















































































transform as spacetime tensors when A and
~






















Again the calculation is conceptually straightforward but quite tedious.
Since the history of (A;
~









span the algebra of gauge generators, the innitesi-
mal gauge transformations of Ashtekar's theory can be completely character-







Ashtekar's theory is, therefore, invariant under innitesimal 4-dieos, in
the sense that each innitesimal 4-dieo is represented by a gauge transfor-
mation 

and this representation is `local'.
What about nite 4-dieos? On certain solutions the representation 

of
the 4-dieo generators cannot be integrated to give the whole proper 4-dieo
group Di
0
(M). (Apparently because N
a
blows up when some generators
are iterated).





is a single unknotted























Figure 2: Two 4-dieo equivalent evolutions of a ux loop. The cross sections




is constant and  is dieomorphic to a circle. In the gauge 
i
= 0































simply evolves by 3-dieos.























C is the worldsheet of . Since  evolves only by 3-dieos C is topolog-
ically a 2-cylinder. Clearly there are 4-dieos of 
i 
, and thus of C (or,
equivalently, of the slicing and threading) such that in the image the inter-
section C \
t
is not a single loop for all t, but sometimes consists of several
loops. (See Fig. 2). In other words, there are 4-dieos of the history of
(A;
~
E) in which births and deaths of ux loops occur. This is, of course, not
allowed by the evolution equations (28) and (29), so these 4-dieo equiva-
lent histories are not solutions. Ashtekar's theory is thus not fully 4-dieo
invariant.
11
Could Ashtekar's theory be seen as a partly gauge xed formulation of a
4-dieo invariant theory? Let's suppose that it is, then the solutions of the
invariant theory would consist of all 4-dieos of the solutions to Ashtekar's
theory. If the invariant theory is local, in the sense that it imposes only
local eld equations on the elds, then if a eld conguration solves these
equations in a basis of open sets it is a solution.
This is sucient to show that the invaraint theory has a `2-sphere' solution
in which 
i

























constant. Within a suciently small open set one can always pick a
slicing and threading so
~
E is a ux line evolving by 3-dieos only (and A = 0,
 = 0). The canonical evolution equations (28) and (29), and constraints
(9),(10), and (11) thus hold within this open set, implying that the spacetime
eld equations also do.
The 2-sphere solution has births and deaths in any slicing, so it is not the
dieomorphic image of any solution of Ashtekar's theory. Ashtekar's theory
is thus not a gauge xed version of a local 4-dieo invariant theory, because
the gauge (slicing) in which there are no births and deaths does not exist for
some solutions of any local theory having among its solutions all 4-dieos of
the solutions to Ashtekar's theory.
7
Of course, the truncation of the 4-dieomorphism symmetry we have
seen in Ashtekar's theory also occurs in standard Lorentzian canonical GR,
because of the requierment that the 
t
be spacelike. This condition also




of 4-dieos was an ansatz. Could all of Di
0
(M ) be embedded in the
gauge group if we started with a dierent generator? As already pointed out, the semi-
direct product of the SO(3) gauge group and Di
0
(M ) contains all gauge symmetries, so
any new embedding of Di
0
(M ) must be contained in this product. A `new' 4-dieo 
0
is a combination of an SO(3) transformation and an `old' 4-dieo . In the context of
the solution (30), (31), the `locality' requierment, that the image of the elds X, 

X(p),
depends only on X and  in the neighborhood of 
 1
p, then forces 
0
C = C. Some
mappings from solutions to non-solutions that were present in the old representation of
Di
0
(M ) are present in the new representation as well. In other words, the non-invariance




the canonical theory. This is sometimes even seen as an advantage of the
canonical theory over the fully 4-dieo invariant version because it ensures
causality.
Here we have not imposed the Lorentzian reality conditions. If all the
elds are taken to be real a Euclidean theory is obtained. Nevertheless an
extension of the notion of causality to degenerate Euclidean geometries , such
as the requierment that there be no births or deaths of ux loops, might
justify the non-invariance of Ashtekar's theory. Such a causality requerment
is not entirely unreasonable since births and deaths are in fact `uncaused'
(gauge) - they cannot be predicted form the canonical initial data. Whether
such causality conditions should be applied, especially in the quantum theory,
is another question. The issue of causality in degenerate geometries needs to
be explored further.
3 The Plebanski action
The Plebanski action will be used to dene GR in this paper. In particular,
the canonical theory of Section 4 is derived from it. It is classically equivalent
to the Einstein-Hilbert (EH) action except in that, because it is well dened
on a larger class of `geometries' than the EH action, the space of classical
solutions it denes is larger than that of the EH action. Not all extrema of
the Plebanski action correspond to invertible metrics g

.
In this section the denition of the Plebanski action, and its relation to
the EH action are reviewed (chiey following [CDJ91] and [Ash91]), and the
eld equations dened by the Plebanski action are given.
Let's begin by reviewing the concept of self-duality, taking the oppor-
tunity to x notation along the way. In this paper we are concerned with
(complex) Euclidean GR. The internal symmetry group is thus SO(4), that
is, gauge transformations of the vierbein e
I

preserve the internal metric 
IJ
.
(SO(4) indices, which range over f0; 1; 2; 3g, are represented by uppercase
latin letters from the middle of the alphabet: I, J , K, ... . Spacetime indices
are represented by lowercase greek letters.)










. As a result SO(4) tensors
in the adjoint representation, and thus SO(4) connections and curvatures,








Let's see how this comes
about.





























invariant. Thus the adjoint representation, which acts on antisymmetric
tensors a
[IJ ]
, reduces to a sum of representations acting in the two eigensub-










. Note that any antisymmetric tensor a
IJ
can be split into









(Anti-)self-dual tensors have only three independent components. Ac-







(i; j; k 2 f1; 2; 3g) so we may






The so(4) generators are themselves adjoint rep. tensors. Decomposing



















































In a spinorial description of GR self-dual tensors are left-handed spinors and anti-self-
dual tensors are right-handed spinors, hence the subscripts L and R on the self-dual and
anti-self-dual SO(3) factors in SO(4).
9




























where, in the adjoint rep. SO(3)
L
acts on self-dual tensors,
and SO(3)
R














here on SO(3) indices, which run over f1; 2; 3g, will always be represented
by lower case latin letters, i,j,k,..., from the middle of the alphabet. Note




It is a remarkable fact that an action can be written for GR involving
only self-dual, or left-handed, quantities, so that the internal symmetry group










































is an SO(3) vector 2-form, and 
ij





= 0) acts as a Lagrange multiplier.
The eld equations implied by the stationary of I under variations of ,




















is the spacetime antisymmetric symbol, which can be thought of
as the coordinate volume form. On tensors with only SO(3) indices D is the
























is evaluated using a torsionless extension of D to spacetime tensors. Which
torsionless extension is used is immaterial because of the antisymmetrization
of the spacetime indices.
10
The action of the generators on adjoint rep. tensors can be represented as the com-
mutator of the tensors with the corresponding fundamental rep. generators. Since the
generators of SO(3)
L
commute with anti-self-dual tensors, which are linear combinations
of the generators of SO(3)
R
in the fundamental rep of SO(4), SO(3)
L






































acts similarly on anti-self-dual tensors.
15







6= 0 then (42) implies
that there exists a non-singular tetrad e
I

, unique up to over all sign and
SO(3)
R




















In other words, 
i







with respect to the internal
4-metric 
IJ
. Note that e
I





















form of this metric.
In the following it will be shown that if v 6= 0 in an open region, U , then











Einstein's vacuum eld equation, R
























g is the spacetime connection of g).














solution to Einstein's eld equation on U yields a solution to (42), (43) and
(44) (with suitably chosen )
11
in which v 6= 0 in U . The set of solutions to
(42), (43) and (44) with v 6= 0 is thus just the set of solutions to Einstein's
vacuum equation.
There are also solutions to (42), (43) and (44) with v = 0. These do not
correspond to solutions of Einstein's equations in good coordinates, since











































have been expanded into self-dual and








so eld equation (44) shows that, rstly, F
i
IJ







. On vacuum solutions F is the self-dual part of the Riemann curvature,
which, in turn, equals the Weyl curvature. The  
ij
are therefore the internal components
(components in the basis 
i
) of the self-dual Weyl curvature. 
ij
is equivalent to the Weyl








, where the 
i
are the Pauli spin
martrices.
12
\Good coordinates" are dieomorphic to normal coordinates. This requiers the Ja-






, to be every-
where nite.
16
not correspond to any coordinatization of a solution to Einstein's equations.
Such solutions will be the focus of this paper.
Now let's prove the equivalence of the v 6= 0 sector of Plebanski's theory
with standard GR. We begin by restricting the Plebanski action to solutions
of (42). The 
i
are then parametrized by e
I

according to (45). Specicaly,

i







with respect to the internal metric 
IJ
.







































, is the curvature of the
self-dual connection A
IJ





































































where e = det[e
I

]. (49) is the self-dual action for GR found by Samuel
[Sam87] and Jacobson and Smolin [JS87], [JS88].

































as the dierence between the self-
dual connection A
IJ
and the self-dual part !
+IJ













































































































































= 0. I is thus a sum of the Einstein-Hilbert action, a
surface term, and a potential term quadratic in the eld C
+
which does not























into judiciously chosen components the C
+
potential

















































, with no constraints correlating them. In terms of







































= 0) requires C
+
= 0, in other words, A = !
+
.
Furthermore, on the extremum with respect to C
+
, I is equivalent to I
EH
.
That is to say, the only remaining eld equation, (44),
I
























= 0 , R

= 0,
which is just the Einstein vacuum eld equation. This proves that solutions







6= 0 correspond to solutions of
Einstein's equation. The converse is clear.
4 Canonical formulation
To derive the canonical theory corresponding to the Plebanski action we
begin by choosing a slicing of spacetimeM into 3-surfaces 
t
, parametrized





will not be assumed to be `spacelike', i.e. to have a positive denite,
and thus non-degenerate, spatial metric, since in many of the degenerate
solutions we are interested in this condition is not met by any slicing. Since
13
It is assumed that the functional derivative is taken in the interior of the spacetime








Figure 3: Schematic illustration of spacetimeM and space , in whichM =
S
3
 R and  = S
3
are represented by S
1





jt 2 Rg, and threading, f
P
jP 2 g, of M are indicated, as well







this paper is not concerned with the eects of a non-trivial topology of  or





R respectively. The canonical variables will be elds living on
.
In addition to the slicing we also need to choose a `threading', a con-
gruence of curves, f
P
jP 2 g, transverse to the 
t
and lling spacetime,
which mark the world lines of `the same point' in 3-space . The solutions
to the canonical theory will correspond to the evolution, in t, of the elds
on the slices 
t
in a solution to the spacetime eld equations, with the time
derivative at a point P 2  in the canonical theory corresponding to d=dt
along 
P
in spacetime. M ,  and the slicing and threading are illustrated
schematically in Fig. 3.








is called the \time ow
vector". In the standard treatment of canonical GR the metric is used to









where n is the unit future pointing normal to 
t
. N is called the lapse, and
N

is called the shift. This decomposition is not always well dened in the
degenerate solutions we are considering, so it will not be made here.
Once a slicing and a threading has been chosen v and dt can be used to
make a 3+1 decomposition of the tensor elds appearing in the action. That
19
is, each such tensor is decomposed into spatial (
t
) tensor components. In
local coordinates, x











= 0, this boils down to writing the Lagrangian density as a sum
of terms in which each spacetime index is replaced by 0 or a spatial index.




























Here  is the antisymmetric symbol with 
0123
= 1.








































is dierentiated as though



























































is assumed closed, so there are no boundary terms.
Plebanski's action can thus be seen as a phase space action for GR. One





(x) is the momentum conjugate to A
i
a
































enter (58) as Lagrange multipliers. The classical state,
(A;
~











































































































multiplier and may thus be freely chosen. However, for a given state it
constrains 
i 0a
, which restricts the possible evolutions of the state.
(2) and (3) are the primary constraints. In fact, they are the complete
constraints, since they are preserved by the Hamiltonian evolution, without
further conditions on the state. (However, the conditions (62), (107), and
(108) on the Lagrange multiplier 
i 0a
, are necessary).
Before proving the completeness of the constraints (2) and (3), let's pause
to understand what we have found so far.
(3) is not of the usual form \constraint function = 0". Rather, it demands
merely that, for any admissible (A;
~



















































The constraints arise from the requierment that 
ij




















































































(66) and (68) (and (2)) are just Ashtekar's constraints. As shown in [CDJM91],
when rank
~
E = 3, the Plebanski action leads exactly to Ashtekar's canonical
21
theory. It is less obvious, but nevertheless true, that (3) is equivalent to
Ashtekar's constraints (66) and (68) also when rank
~


































= 0. A symmetric,
traceless  can always be found which satises this last condition. Thus,
when rank
~






















E (3) equivalent to










































Note that both (69) and (70) imply (66) and (68), so (2) and (3) always
imply Ashtekar's constraints. However, when rank
~
E  1, the converse is
not true. The solution set of (2) and (3) is the Ashtekar constraint surface
with parts of the surface rank
~
E  1 cut out.
The solution set can be thought of as an innite dimensional gener-
alization of that shown in Fig. 4, which corresponds to the constraint
9 2 R 3 q + p = 0 on the classical state (q; p) of a one degree of freedom
system.
Clearly (3) even though it contains the Lagrange multiplier , is more
elegant than (71). Moreover, as shown in Section 3  is the left-handed Weyl
spinor (in SO(3) tensor notation), which in the null initial value formulation
of Lorentzian GR of [PR84] contains the two local degrees of freedom of the
gravitational eld. It therefore seems best to keep  in the canonical theory.
At the end of this section a slightly dierent canonical formulation will be












0 φ = -1
Figure 4: The solutions, (q; p), to the constraint 9 2 R 3 q + p = 0
are shaded in grey. Note that the only excluded points are p = 0; q 2
( 1; 0) [ (0;1). (q; p) = (0; 0) is not excluded by the constraint.
the constrained phase space takes on a more conventional, manifold like,
form.
Now we understand the constriant (3) a little better. What about (62)?















represent I will evaluate them
in terms of tetrads on a slice, 
t







, (which is equivalent to (62)). It was shown







degenerate, orthonormal co-tetrad e
I

























Now the generators of SO(3)
R
are the anti-self-dual parts of the generators of
SO(4), so SO(3)
R
transformations consist of an SO(4) boost by an arbitrary
velocity 
i






can be brought to any unit vector, provided the rest of the tetrad is rotated











= 0. Denoting the spatial co-triad e
i
a

































is the inverse of E
i
a

















is the densitized spatial triad.
In this same gauge 
i 0a






N , and shift, N
a



































































































































are arbitrary densities. If rank
~
E = 3 then (77) follows










































Solutions to (62) are still of the form (77) where rank
~
E = 2 (see Appendix
C). However, where rank
~
E  1 (77) is not the complete solution. Rather,
























pletely unconstrained by (62).
In [CDJM91] Capovilla, Dell, Jacobson and Mason derive Ashtekar's the-
ory from the Plebanski action by solving (62) (assuming rank
~
E = 3) for

i 0a
, obtaining the lapse-shift form (77), then substituting this form into the





yielded Ashtekar's constraints (66) and (68) respectively. As the reader may
24
easily verify, the constraints (71) can be derived in the same way if the form
of 
i 0a
appropriate to the rank of
~
E is inserted into the action (58).

























is the lapse-shift form of 
i 0a


































































































by (3) and (62).
We now turn to proving the completeness of the constraints (2) and (3).
To establish completeness we must show that the constraints (2) and (3)
are preserved in the evolution, generated by the Hamiltonian, of any initial
(A;
~
E) satisfying (2) and (3).













= 0, (3) is preserved by the evolution of
the state (A;
~
















































The Hamiltonian is a sum of two parts proportional to the `constraint









































The Gauss law constraint (2), and thus H
1
, generates SO(3) gauge trans-






















































































is an innitesimal SO(3) gauge transformation.
The gauss law constraint (2) transforms homogenously under SO(3) gauge
transformations of A and
~
E, so it is preserved by the evolution generated by
H
1
. That it is also preserved by H
2

























































































































x, and  0 means that the quantity
vanishes on states solving the constraints. The rst term in (91) vanishes

























































































































































































(Note that the extremization of the action (58) with respect to 
i 0a
requires













































































































































, so the equation can be solved.
When rank
~
E  2 (62) requires 
i 0a
to be of the lapse-shift form. Hence
(103) doesn't imply any new restrictions on the Lagrange multipliers at a
given time. In general the solvability of (103) requires that
9
ij























= 0, D ^
i
= 0 and the Bianchi identity it follows that











































































= 0, which holds identically when (3) holds.
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solves (103)). (106) is of the same form as (3).




























E = 0: (108)
(The contraction on k and i of the right side of (107) vanishes by (3) and





E, and  the restrictions (107) and (108) are solved by 
i 0a
of the lapse shift form, as well as many others. Thus the preservation in time
of (3) does not require further, secondary constraints on (A;
~
E), nor, in fact,
on .
An illuminating alternative canonical formulation of the Plebanski theory
elevates 
ij
to the status of a conguration variable. This is actually a very
natural thing to do. As pointed out in Section 3, 
ij
is really just the left-
handed Weyl spinor (in SO(3) tensor language). In the null initial value
formulation of Lorentzian GR of [PR84] a certain (complex) component of

ij
constitutes the two local real degrees of freedom of the gravitational eld
on the null initial surface.

ij
will thus be given a momentum ~
ij
which will be constrained to be
zero. To keep the gauge invariance of the theory manifest, the momentum ~
will be `created' by adding a gauge invariant term to the Plebanski action.































is symmetric and traceless in ij, and the 1-form K
ij
is a
Lagrange multiplier which enforces 
ij
= 0. Note that the content of the
theory is completely unchanged, only the formalism describing it is being
modied.
















































































= 0. We may substitute
this equation into the action and simply drop the last term. Then, by a
trivial Legendre transformation, we obtain a phase space action which shows














































































































x not only generates an SO(3) gauge transformation of A
and
~
E, as shown in (84) and (87), but also generates the corresponding gauge


























































x now follows immediately from (113), (96) and the fact that G
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is (without loss of generality) taken to be
tracefree. (123) and (124) show that some of these constraints are second
class.
Nevertheless, when the restrictions on 
i 0a
found in our previous (A;
~
E)
formulation of the canonical theory hold, the constraints are preserved by
























































































(131) is of course just the familiar restriction (62). Noting that the evolution
























These were the only conditions on 
i 0a
necessary to ensure preservation of
the constraints in the (A;
~
E) formulation of the canonical theory, and they
are the only ones necessary to preserve the constraints here.
Let's consider the constraint surface of our second canonical formulation.
An analogous system with two degrees of freedom q and , with conjugate
momenta p and  respectively, is
q + p = 0 (134)
 = 0: (135)
The phase space is four dimensional but (135) shows that the constraint




Figure 5: A part of the constraint surface q + p = 0,  = 0. The  axis
is not shown. The constraint manifold is a two dimensional ruled surface,
composed of the lines q+p = 0 at every xed . These lines rotate by 180

from  =  1 to  = +1.
It is seen to be an innite two dimensional plane which has been twisted,
like a ribbon, by a 180

rotation of the  = +1 end relative to the  =  1
end. (See Figure 5). Note that it is a manifold with no singularities.
Not surprisingly it is much harder to see what singularities the solution
set of the constraints (114), (115) and (116) has. However this much can be
said. Since this solution set is the intersection of the zeros of polynomials
in the canonical variables it should not have any cuts (i.e. excluded lower
dimensional submanifolds) because it should, in some sense, be a closed set.
The second class nature of the constraints poses a formidable obstacle to
canonical quantization. A short attempt did not yield any simple expression
for the Dirac bracket. The most promising approach, in the authors opinion,
is to take advantage of the simplicity of (115) to eliminate A in favour of the
other canonical variables. This seems dicult at rst, because A cannot be




E and  via (115)).
However, by integration, (3) can be turned into an expression for the
SO(3) holonomies in terms of
~
E and  given in a suitable gauge. Thus (3)
might be solvable if the gravitational eld is described in terms of holonomies
(and some additional variables to completely coordinatize phase space).
One might try to work either with the non-canonical classical loop vari-
ables of Rovelli and Smolin [RS90], or with the canonical `Faraday line'variables
31
of Newman and Rovelli [NR92], which describe the (SO(3) gauge equivalence
classes of) classical states as congurations of
~
E ux lines, and elds canon-
ically conjugate to those describing the ux lines.
The author hopes that ultimately solving (3) will lead to a description
of the gravitational eld in terms of loops and a dynamical  eld carrying
the local degrees of freedom of the eld. Be that as it may, the problem of
eliminating (3) will not be discussed further in this paper.
5 Spacetime 2-sphere solution
A `2-sphere solution' is a solution to the spacetime eld equations in which
the basis, 
i
, of self-dual 2-forms, and the SO(3) curvature, F
i
, both have
support on an (unknotted) 2-sphere in spacetime, or, as is the case in the
present paper, on a thickened 2-sphere.
In Section 2 it was argued that Ashtekar's canonical theory is not fully 4-
dieomorphism invariant because it does not have a 2-sphere solution, even
though there is a 2-sphere spacetime eld conguration which solves the
canonical theory on a suitable slicing of a neighborhood of any point, and
thus would be a solution if Ashtekar's theory were fully 4-dieo invariant.
Here it will be shown that there is such a 2-sphere solution to the spacetime
eld equations of Plebanski's theory (3). In Section 6 I will demonstrate that
this spacetime eld conguration, viewed as a eld history, also solves the
canonical formulation of Plebanski's theory that was worked out in Section
4. 2-sphere solutions are especially interesting from the point of view of




B ux. How, precisely, this comes about will be shown in Section 6.






















and then derive a corresponding A
i
such that the eld equations (42), (43)
and (44) are solved. e
i
is an SO(3) vector eld which will ultimately deter-





in the canonical treatment. Without
loss of generality e is taken to be non-zero. fS

g is a family of 2-spheres
parametrized by 
A




do not intersect each other,
nor do they `bunch up' - the parameters 
A
are required to be continuous
32
















is the spacetime dual
15



















is a generalization to 2-surfaces of the current
of a worldline. It can be thought of as a second degree delta function with
support on S, times the local tangent bivector of S. More on characteristic
distributions can be found in Appendix D.
In (136) 
i
is supported on a 2-sphere thickened in two dimensions, i.e.




. This has the advantage that the elds are
regular enough that the theory of Sections 3 and 4 can be applied without
modication.
16
Now let's nd the consequences of each of the eld equations in turn
















 ^ : (139)






















= 0. Since 
A
are continuous on S a unique S







are spacetime vector elds
15

































































It seems that one can actually get away with thickening the 2-sphere in only one
dimension. However, to accomodate 
i
with support strictly on a 2-surface requires an
extension of Plebanski's theory, because in this case, according to (42), F
i
would also
have support strictly on the 2-surface. Such an F
i
cannot be dened without framing the
surface because the holonomy of a loop around the 2-surface depends on its base point even
when the loop shrinks to a point. (A framing would dene a base point for all innitesimal
loops around the surface). Similarly, parallel transport on the 2-surface, which we will see
is essential for dening solutions, requires a framing to dene which paths `wind around
the surface' and which do not. Perhaps this is the source of the problems encountered by










= 0 on S, which is the support of . ^ = 0 follows
































































= ; which means that the second term in
















(the tangent bivector of the S

passing through the point),



































= 0. The connection is thus at on
each S

. Since the S

, being 2-spheres, have no non-contractible curves, the
condition that e be covariantly constant on S

can be solved because parallel




Hence, to nd a solution to all the eld equations with 
i
of the form
(136) one only needs to nd a connection, A
i











= 0 and e
i














= 0. b must, like e, be covariantly
constant on S





had higher genus S could thread through handles in S

. The curvature b
i





































where the internal 1 axis has been taken to lie along e. The degrees of
freedom  and ' can be set arbitrarily at every point without aecting any
other elds in the solution. They can, and will, be set to zero. Then  too
is covariantly constant on the S

.
Beyond the Bianchi identity the existence of an A
i







is easily found in the gauge in which e has constant






(), and b has constant components on all
of S. Since the S










may be chosen so that they do not cut any S

transversely.















































d ^ : (147)
From (252) of Appendix D


























have been chosen so that the tangents, t

A











= 0, i.e. the connection components
along S










. We have found the solution corresponding to ansatz (136)!













We are assuming that the S

are not non-contractible 2-spheres. If we assume that the
spacetime has topology S
3
















The eld  satises the condition
 ^  = 0: (154)
The exterior derivative of (154) is
 ^  = 0 (155)
















) integrate to form surfaces. These













= 0, so e
i
is constant on the integral surfaces of the t
A
.
Given (149) - (153) it is easy to show that the eld equations hold.
6 Canonical form of the 2-sphere solution
In Section 5 a `2-sphere' solution to Plebanski's spacetime eld equations was
found. Here we verify that the corresponding histories of canonical elds solve
the canonical formulation of Plebanski's theory given in Section 4. Then the
evolution of canonical elds, especially the birth process, in a simple slicing

t
is studied in detail. For clarity only solutions with e
i
constant are treated.
The analysis extends easily to e depending on .
As a rst step the 2-sphere solution of Section 5 will be restated as a
history of canonical eld congurations on , and the constraints, restric-
tions on the Lagrange multipliers, and evolution equations veried. Then
the evolution prior to birth, during life, and especially during birth will be
examined in detail.
The denition (149) - (153) of the 2-sphere solution, and the specialization
e
i
= constant will be taken as the starting point for the translation into





















































with  traceless, symmetric and constant. (Such a  exists for all choices of
constant e and b).



















































































The constraints, restrictions on lagrange multipliers, and evolution equa-










































































= 0. Thus constraint (3) holds.






















































































This is solved by 
ij
constant in time, as it is taken to be in the constant e
2-sphere solution.
The Lagrange multipliers obey all the restrictions they should. There


























































































































































The evolution equations hold.
We have shown, in a somewhat abstract way, that the 2-sphere solution













in the 2-sphere solution is shown
schematically, as are the 2-spheres S

and the slicing 
t
used in the discussion
of the phases of evolution of the 2-sphere solution.
let's choose a particular slicing and try to understand more intuitively what
happens before the ux lines are born, during birth, and how, once born, the
ux lines evolve.
We will use a simple slicing, 
t
, in which S
t
= S \ 
t
is ; for t <
t
b 
, then becomes a simply connected ball until t
b+
when it turns into a
torus, which expands, recontracts and turns back into a ball at t
d 
, and
dissapears altogether at t
d+
, so that S
t
= ; for t > t
d+
. Figure 6 illustrates






















The slicing will also be required to be such that the 2-spheres S

that ber
S do not \go back and forth in time". In other words, t has only a minimum
(during birth) and a maximum(during death), and no other stationary points
on S

. (However, the maximum and minimum will, in general, be allowed
to occupy open subsets of S









are not both spatial, so the last condition implies that for
t
min







6= 0 for A = 1 or 2.
The pre-birth phase is quite featureless. Since S
t









B eld. The evolution, which consists purely of
SO(3) gauge transformations of the pure gauge A
i
a





















B also evolve quite straightforwardly. ~w
a
is a
divergenceless vector density eld living in the torus S
t
, dening `eld lines'




, may be taken
































. The `eld lines'



























(x   z) dz
a
is the characteristic distribution of the curve


















































(which can be done since the time, z
0
, has no stationary
points on S
























































































































, is a special case of the Ashtekar Hamiltonian.
20
19








is the unit normal to

t
. In the degenerate solution we are considering n is not well dened, but we see that,
in a sense, t
1




Recall that when 
i0a








E) one may calculate evo-





























B evolve only by spatial dieomorphisms, as can be seen by evolv-
ing with H
l









































































The most interesting aspect of the 2-sphere solution is the birth. During
the birth there are points in S
t










Generically such points form a line in 
t





can be made spatial in the slices, B
t
= B \ 
t
, of an open set B
in spacetime. For conceptual simplicity let us assume for the moment that




= 0, while 
0a









. In fact 
0a
is just the dual of the average over 
A
of
the characteristic distributions of the S

, which are tangent to the 
t
in B.

































Here  = g() is chosen so that  and t
min
, the minimum of t on a surface,


















())(   g()) is essentially a Jacobian. Note that in B z
0
depends only
on , since the S

are tangent to the 
t














E) into the evolution equation after the Poisson brackets











































Figure 7: Panel a) shows the special slicing in which the initial equal time
slices of the 2-spheres S

are nite patches S
;t
of 2-surface, and consequently
ux loops are born with nite size.
Panel b) shows the 3-volume B
t
= B \ 
t


















, which is not of the lapse-shift form (77), and












which is not present in H
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, and thus the Hamiltonian density, is of the same form


















































As will be seen H
b









sets the internal SO(3) direction of the
~
E eld that is generated. It does not indicate
a dependence of  on the existing
~
































thus generates the birth of
~






at the boundary of
B
t
, or, more specically along the edges of the S
;t





. The second term in (202) vanishes because e
i
is covariantly
constant on the 2-surfaces S

, and thus on S
;t
.
Equivalently, the second term in (201) can be shown to vanish in a more









= 0 because ~w
a
= 0. Similarly the characteristics of











, can be derived from (167).
Since
_






























previous analysis, that H
b
generates the birth of
~






also generates an entirely analogous evolution of the
~
B eld that
ensures that along with the
~
E eld lines are born corresponding
~
B eld lines




then generates a 3-dieomorphism

















i.e. eld lines, are generated by H
b
. As they are created these eld lines
move out, forming a torus in space once the birth is completed. This torus
expands and recontracts, and then the events of the birth are repeated in
















coincides with t, and then only at one point. In other words, the `disks'
S
;t





of tangency to a xed 
t
then forms a line ` in 
t
.
I have used Ashtekar's Hamiltonian density (which is correct when 
i 0a
is of the lapse-shift form) outside B
t
to emphasize that the evolution there
is the same as in Ashtekar's theory. This approach becomes confusing when
the S
;t





























as independent of A and
~
E in the Poisson brackets, and only
43
afterward substituting the particular form of 
i 0a
into the resulting evolution
equation. The occurence of births and deaths is then indicated by 
i 0a
6= 0




We can conclude that the crucial feature of the new Hamiltonian of
Section 4 which lets it, unlike Ashtekar's Hamiltonian, generate births and















may be non-zero when
~
E = 0. The Ashtekar Hamiltonian contains














can only generate changes in
~
E in the support of
~
E or its boundary.
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everywhere except on `. Moreover, when the S

are smooth in the coordinates adapted to
the slicing and threading 
i 0a
is smooth, so 
i0a
on ` is the limit of 
i 0a
o `.
This suggests that births could be incorporated in the Ashtekar theory if only certain
singular
~
N were allowed. In fact this cannot be done in a straightforward way, since the
evolution of
~





















A Faraday lines as the classical limit of graph
basis states
In this Appendix it is shown that, in the classical limit, the graph basis
state j; ji associated with a graph consisting of an intersection free loop ,
carrying spin j, essentially represents an isolated line of
~
E ux along . (The
result trivially generalizes to the graph basis states corresponding to disjoint
collections of such loops.)









































































, where the unit SO(3) vector n
i
is
covariantly constant on . Unless, that is, the holonomy of A around  is 1.
Notice that when the holonomy is not 1 all covariantly constant vectors on




is uniquely dened, up to sign, by ,
j, and A.








! 0 unless j  O(1=h), in which case e
i
is nite and (207) is an isolated Faraday line carrying ux e
i
. Thus, according
to our claim j; ji in fact represents two Faraday lines, of opposite ux, along
.
Let's prove the claim (205), (206).
In the connection representation the graph basis state j; ji is represented
by [Rei94]
















) is the spin j holonomy around , and the J
(j)
i
are the spin j
representations of the antihermitian su(2) generators. In other words hAj; ji
is the spin j Wilson loop.
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Now the result (205), (206) can be derived by straightforward mathemat-

















































It is easy to show that 
i
(p) is covariantly constant on , and that its









is the SO(3) unit vector 
i
=jj. Thus



































































































might not seem like a proper eigenvalue eld, even in the
classical limit, because e
i
depends on A, the argument of hAj; ji. However,

































on gauge, they do not depend on the gauge equivalence class of the A eld,
which is the true argument of the gauge invariant functions hAj; ji

. Hence,
in a suitable gauge xing j; ji















. So j; ji

represent, in the classical limit, Faraday lines,










B Tetrads from bases of self-dual 2-forms








































is unique up to overall sign and the action of the SO(3)
R
subgroup of SO(4) on the internal index I.
Proof:
















6= 0 since e
I
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The antisymmetric symbol 

can be thought of as a metric on 2-forms




















6= 0, so  has signature 1; 1; 1; 1; 1; 1.















is the positive norm part of an orthonormal basis of 2-forms. A
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are determined by the 
i







determine, uniquely up to an over all sign, a
tetrad satisfying (222) and (223).
The proof proceeds by an explicit construction, the tedious steps of which






















































are rank 2 in their spacetime












can be dened, up to (I dependent) rescalings, by the lines













































That these intersections are ideed lines folows from (226) and (227), and





g. Through many applications of (226),













































































































































































































as the component of SO(3) connected to the identity. It thus












. This leads to case II
instead of case I, or vice versa, and back to the same e
I





is thus truly SO(3)
R
and sign.
C The case rank
~
E = 2
In this appendix it is shown that when
~
E is degenerate but of rank 2
Ashtekar's constraints are still equivalent to the new constraints (2) and
(3), and 
i 0a
is of the lapse-shift form (77).
When rank
~











three internal vectors labeled by a), and its external span, are two dimen-
sional. Therefore there exists an internal vector v
i






































Let's rst show that Ashtekar's constraints (2), (4), and (5) imply the full
constraints, (2) and (3). The Gauss law constraint (2) is the same in both
49
sets, so it remains only to show that the vector and scalar constraints, (4)
and (5), imply (3).





























be trace free and symmetric. On










, so it is rank 1. Together these requierments
imply that  
ij





































i.e. the component of  acting in the internal span of
~
E is symmetric. From
(241) it can be seen that the remaining components of  may be chosen freely.


















































































E = 2 (246) can be simplied as follows.
Contracting (246) with v
j




























The component of 
i 0a
in the external span of
~
E has only one degree of
freedom. The component transverse to the external span of
~
E is, of course,
totally unconstrained by (244), and so has three degrees of freedom. This
makes for a total of four degrees of freedom, which is exactly what the lapse,
shift form (245) of 
i 0a
has, a good sign.










































in which only the component of N along w contributes. 
i 0a






















captures the three degrees of freedom of the component of 
i 0a
transverse
to the external span of
~
E. Note, however, that the components of N trans-
verse to w contribute to (249), and that their contribution spans expressions








= 0. Thus c
3
may be set parallel to v, making the

















. (249) is then of the
form (245).
D Characteristic distributions
Characteristic distributions can be dened for any n dimensional submani-














































































































































the arbitrariness of f implying (252).
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