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ZUSAMMENFASSUNG
Die Benutzung von Relais in einem drahtlosen Kommunikati-
onssystem kann unterschiedlichen Zielen dienen: der Erweite-
rung der Abdeckung oder der Erhöhung der Kapazität einer
Zelle, aber auch zur Verbesserung der Energieeffizienz. Zu die-
sem Zweck müssen unterschiedliche Probleme, z.B. der Wege-
wahl und Weiterleitung, gelöst werden. Hier wird aufgezeigt,
wie sich das Ziel in der Gestaltung eines geeigneten Medienzu-
griffsprotokolles für drahtlose multi-hop Kommunikationssy-
steme niederschlägt. Dabei werden die einschlägigen Ergeb-
nisse dreier Projekte – Coverage, ClusterNet und IBMS2 – zu-
sammengefaßt.
1 EINLEITUNG
Die Integration des „multi-hop“ Gedankens in drahtlose Kom-
munikationssysteme eröffnet viele Gestaltungsmöglichkeiten:
Teilnehmer kommunizieren mit Hilfe anderer Teilnehmer mit ei-
ner Basisstation, die ins Festnetz vermittelt; ad-hoc aufgebaute
Systeme können eine größere Anzahl Teilnehmer in einem grö-
ßeren Gebiet bedienen als dies mit lediglich direkten Kommuni-
kationsverbindungen der Fall wäre; Teilnehmer können in
schwierigen, zeitlich variablen Übertragungsbedingungen, z.B.
innerhalb von Gebäuden, indirekt kommunizieren wenn dies in
direkter Weise nicht möglich wäre. Dabei ist die Benutzung von
Zwischenknoten zur Kommunikation in keinem Fall ein Selbst-
zweck: Bei der Integration in ein zellulares Netz soll die Kapazi-
tät einer Zelle erhöht werden (im Hinblick auf Durchsatz oder
maximale Anzahl Teilnehmer) oder der Abdekkungsbereich ei-
ner Basisstation vergrößert werden. In den reinen ad-hoc Sze-
narien ist multi-hopping ebenfalls zur Erweiterung der Reich-
weite oder auch zur Erhöhung der Kapazität bei lokalen Ver-
kehrsmustern das Mittel der Wahl.
Die wesentlichen Probleme bei der Umsetzung dieses Gedan-
kens stellen sich dabei in der Form der Wegewahl – über wel-
chen Teilnehmer soll eine Nachricht an ihr Ziel weitergeleitet
werden? – und der geeigneten Sicherungsschicht eines sol-
chen Systems, insbesondere die Frage des Medienzugriffes.
Beide Probleme werden durch die für drahtlose Systeme typi-
sche Mobilität der Teilnehmer sowie, ggf., durch nur lokal vor-
handene Information deutlich erschwert.
Ein Großteil der bisherigen Forschungsanstrengungen in multi-
hop Netzen war dabei auf Wegewahl-Protokolle konzentriert,
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die für häufige Wegeänderung geeignet sind. Das Problem ei-
ner für multi-hop Netze geeigneten Sicherungsschicht bzw. ei-
nes Medienzugriffsverfahrens fand im Vergleich weniger Auf-
merksamkeit.
Überwiegend beruhten diese Arbeiten auf der IEEE 802.11-Sy-
stemfamilie [1]. Übereinstimmend wurde dabei deren eher
schlechte Eignung für multi-hop Systeme festgestellt. Dies ist
wesentlich auf die ineffiziente, unkoordinierte Art des Medien-
zugriffs zurückzuführen, bei der sich ein Paket bei jedem Wei-
terleitungsschritt erneut um den Medienzugriff bewirbt, was zu
einer deutlichen Reduktion der Kapazität des Systems führt. Es
stellt sich damit die Frage, inwieweit multi-hop Systeme in ihrer
Leistungsfähigkeit verbessert werden können, wenn die Siche-
rungsschicht der einzelnen Teilnehmer zumindest partiell koor-
diniert ist.
Dies ist eine der Fragen, die in den Projekten ClusterNet, Co-
verage1 und IBMS22 des Förderschwerpunktes HyperNet des
Bundesministeriums für Bildung und Forschung untersucht
wurden. Als Grundlage wurde dabei einheitlich HiperLAN/2
(kurz H/2) verwendet, das durch seine zentral koordinierte
Struktur als sinnvolle Ausgangsbasis erschien. Anders als
IEEE 802.11 ist HiperLAN/2 allerdings nicht ohne weiteres in
der Lage, multi-hop Kommunikation zu unterstützen; entspre-
chende Erweiterungen für HiperLAN/2 mußten hierfür von uns
entwickelt werden.
Dabei verfolgt jedes dieser Projekte ein anderes Ziel durch
multi-hop Kommunikation: Coverage strebt die Erweiterung des
Abdeckungsbereiches einer Basisstation an, ClusterNet die
Entwicklung eines selbstorganisierenden multi-hop Netzes mit
erweiterter Abdeckung und erhöhter Kapazität innerhalb von
Gebäuden, und IBMS2 widmet sich dem Ziel der Erhöhung der
Kapazität und Energieeffizienz innerhalb einer Zelle, ohne da-
bei die Abdeckung zu vergrößern. Aus diesen unterschiedli-
chen Zielen erwachsen unterschiedlichen Anforderungen an
ein multi-hop geeignetes Medienzugriffsprotokoll, und entspre-
chend wurden unterschiedliche Protokolle entwickelt. Dieser
Artikel soll darlegen, wie diese unterschiedlichen Ziele zum
Entwurf unterschiedliche Protokolle geführt haben und welche
Überlegungen dabei wesentlich waren.
Im nächsten Abschnitt 2 werden zunächst die wesentlichen
Ziele – Abdeckungserweiterung und Kapazitätserhöhung – illu-
striert. Abschnitt 3 stellt die prinzipiellen Entwurfsentscheidun-
gen vor, auf die die im Kapitel 4 dargestellten Sicherungs-
schicht-Erweiterungen für HiperLAN/2 aufbauen. Abschnitt 5
faßt diese Arbeiten zusammen.
2 ZIELE
2.1 Abdeckung
Breitbandige Funksysteme erfordern in der Regel ein breites
Frequenzband und werden typischerweise für Funkfrequenzen
im Bereich mehrerer GHz angedacht, für die noch ausreichend
Spektrum zur Verfügung steht (H/2 z.B. arbeitet im 5-GHz-
Band). Bei diesen Frequenzen verhalten sich die Funkwellen
jedoch zunehmend wie Licht, d.h. es gibt kaum noch Beu-
gungs- oder Streueffekte. Als Konsequenz liegt die erzielbare
Reichweite durch Abschattungseffekte für Systeme wie H/2
und Outdoor-Anwendungen lediglich im Bereich von 100-
200 m. Für eine Line-of-Sight-Verbindung (LOS), d.h. bei ei-
nem Ausbreitungskoeffizienten von γ=2, wären theoretisch bis
zu 2 km möglich. Der Ausbreitungskoeffizient γ ist dabei der Ex-
ponent, mit dem die Empfangsleistung P über der Entfernung d
abnimmt: P(d) = const* (1/d)γ.
Bei Mobilfunksystemen der zweiten bzw. dritten Generation wie
z.B. GSM (Global System Mobile) ist es möglich, die Zellen-
größe an die erwartete Nutzerdichte durch Regelung der Sen-
deleistung zwischen mehreren 10 km bis zu wenigen 100 m an
die erwartete Nutzerdichte und das Verkehrsaufkommen anzu-
passen. Bei Systemen wie H/2 verhindern die Abschattungen
(z.B. durch Gebäude), dass der Zellradius nennenswert mit zu-
nehmender Sendeleistung steigt.
Wie die Ray Tracing Simulation in Abb. 1 beispielhaft zeigt, ist
im innerstädtischen Bereich die Verwendung von multi-hop
Netzen mit sog. Extension Points (EP) sehr wirkungsvoll, wenn
diese z.B. an Straßenkreuzungen bislang nicht direkt erreich-
bare Seitenstrassen ausleuchten. Der Vorteil von drahtlosen
EPs ist, dass die hohen Infrastrukturkosten zur Anbindung von
APs über neu zu verlegende Kabelverbindungen entfallen und
dennoch die andernfalls sehr hohe Kapazität eines APs (bei H/
2 z.B. 54Mbit/s) auf eine höhere Anzahl von Terminals verteilt
werden kann.
2.2 Kapazität
Intuitiv kann durch die Benutzung von Relaying die Kapazität –
die Menge der bei der Basisstation ankommenden Daten pro
Zeiteinheit – durch die geringeren zu überbrückenden Distan-
zen erhöht werden. Zum einen sind dabei über geringere Di-
stanzen nur geringere Sendeleistungen notwendig, um bei ge-
gebener Datenrate eine vorgegebene Fehlerrate zu erreichen.
Durch die geringere Leistung sinkt die Interferenz zwischen
Zellen (bei TDMA-basierten Systemen) oder auch die intra-
Zellinterferenz bei CDMA. Diesem Vorteil steht gegenüber,
dass ein Datenpaket zwei- oder mehrfach übertragen werden
muss, was wiederum Zeit bzw. Kapazität kostet. Dennoch kann
die Interferenzreduktion zur Steigerung der Kapazität beitra-
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In einem TDMA-System kann zusätzlich die Übertragung von/
zu einem nahen Zwischenknoten mit einer höheren Rate erfol-
gen und erfordert daher weniger Zeit. Für die bei HiperLAN/2
verwendeten Raten zeigt sich, dass für viele Kombinationen
von Entfernungen zwischen Basisstation, möglichem Weiterlei-
tungs-Terminal und einem weit entfernten Terminal die Daten-
raten so gewählt werden können, dass die Relaiskommunika-
tion eine größere Datenrate als die direkte Kommunikation hat
– obwohl der Zeitschlitz der direkten Kommunikation in zwei
Hälften geteilt werden muss, um die beiden Kommunikations-
vorgänge der Relaiskommuikation abzuwickeln [8]. Abb. 2 zeigt
ein Beispiel, in dem die Datenrate von 6 Mbit/s auf (wegen Feh-
lerakkumulation nur knapp) 12 Mbit/s erhöht wird, wenn der
Zeitslot 2:1 auf die 18 bzw. 36 Mbit/s Verbindung aufgeteilt wird.
Die präzise Gestaltung der Relais-Kommunikation hängt dabei
vom angestrebten Fairness-Modell ab: Relais sind besonders
sinnvoll, wenn auch weit entfernten Terminals eine vergleichbar
hohe Datenrate zugewiesen werden soll. Obwohl dies die Ge-
samtkapazität nicht maximiert, entspricht ein solches Fairness-
Modell den intuitiven Erwartungen der Teilnehmer am besten.
Zusätzlich besteht die Möglichkeit, während des Relaisvor-
gangs weitere Frequenzen zu benutzen, quasi diese von ande-
ren Zellen zu leihen und dabei „im Inneren“ der leihenden Zelle
zu verstecken. Dadurch kann die Kapazität selbst mit her-
kömmlicher Hardware drastisch erhöht werden; die Auswirkun-
gen auf die inter-Zellinterferenz werden derzeit untersucht.
2.3 Andere Ziele
Multi-hop Kommunikation kann auch zur Verbesserung folgen-
der Systemmetriken dienen:
Eine Erhöhung der Energieeffizienz erscheint trivial, da durch
den Ausbreitungskoeffizienten γ > 1 die benötigte Sendelei-
stung mehr als linear mit der Distanz fällt. Bezieht man aber
konstante, nicht entfernungsabhängige Anteile beim Energie-
verbrauch mit ein, so sind Vorteile deutlich schwerer zu erzie-
len. Multi-hop Kommunikation kann dennoch die Gesamtfunkti-
onszeit erhöhen, wenn Batteriereserven der Zwischenstationen
mit einbezogen werden [9].
Durch reduzierte abgestrahlte Leistung kann auch die einge-
strahlte Leistung gesenkt werden. Dies trägt gesundheitlichen
Bedenken Rechnung [9].
3 ENTWURFSENTSCHEIDUNGEN
Beim Aufbau eines multi-hop basierten Kommunikationssy-
stems, das als Erweiterung und Ergänzung einer zellularen In-
frastruktur dienen soll, müssen einige grundsätzliche Entwurfs-
entscheidungen gefällt werden:
Systemarchitektur Eine grundsätzliche Entscheidung liegt in
der Wahl der Zwischen-knoten: Bieten die Teilnehmer des
Kommunika-tionssystems selbst die Möglichkeit des Weiterrei-
chens an, oder sind es dedizierte Knoten, die in der Regel fest
installiert sind; die Teilnehmer selbst werden mobil sein. Dar-
aus ergeben sich unterschiedliche Anforderungen hinsichtlich
Komplexität der Wegewahl und Scheduling-Algorithmen.
Kontrollplatzierung Je nachdem, ob stationäre Zwischenkno-
ten benutzt und der Abdeckungsbereich erweitert werden sol-
len, ergeben sich unterschiedliche Plazierungen der Kontrolle
des Medienzugriffs und der Wegewahl. Ohne Abdeckungser-
weiterung kann die Kontrolle im Zugangspunkt verbleiben, sta-
tionäre Zwischenknoten können einen Teilbereich der Zelle
bzw. einen Erweiterungsbereich kontrollieren, oder die Kon-
trolle wird komplett über alle Teilnehmer verteilt werden (ent-
sprechend IEEE 802.11).
Weiterleitung Die Weiterleitung von Paketen kann in der Zeit
getrennt sein, eine andere Frequenz oder in einem CDMA-Sy-
stem andere Codes können benutzt werden, oder durch gerich-
tete Antennen kann eine räumliche Trennung auszugenutzt
werden. Die hier beschriebenen Projekte haben sich dabei auf
die Optionen Zeit und Frequenz konzentriert.
Unterschiedliche Kombinationen dieser Ansätze wurden in die-
sen Projekten anhand von HiperLAN/2 und teilweise IEEE
802.11 untersucht. Insbesondere die TDMA-Rahmenstruktur
ist dabei hilfreich: Am Anfang eines Rahmens wird beschrie-
ben, welche Teilnehmer wann Senden und Empfangen dürfen;
zusätzlich wird die Sendeleistung und die zu benutzende Mo-
dulation vorgegeben. Die Kommunikation kann dabei zwischen
Teilnehmer und Zugangspunkt oder auch zwischen Teilneh-
mern vorgegeben werden.
4 WEITERLEITUNGS-KONZEPTE FÜR HIPERLAN/2
4.1 Intra-cell forwarding
IBMS2 widmet sich der Erhöhung von Kapazität und Energieef-
fizienz innerhalb einer Zelle. Aus dieser Zielsetzung ergibt sich
unmittelbar die Plazierung der Kontrolle im Zugangspunkt einer
Zelle selbst. Zusätzlich sollen mobile Teilnehmer einer Zelle zur
Weiterleitung fremder Daten verwendet werden, gleichzeitig
aber auch ihre Daten effizient kommunizieren können [8].
Zur Lösung dieses Problems bietet sich eine direkte Ausnut-
zung der HiperLAN/2 Rahmenstruktur an: Dieser Rahmen wird
in vier Phasen unterteilt: eine kurze, initiale Kontrollphase, die
den weiteren Inhalt des Rahmens beschreibt und diese Infor-
mation per Broadcast an alle Zellteilnehmer verteilt; eine zweite
Phase, in der Daten vom Zuganspunkt an die Teilnehmer ge-
sendet werden; eine dritte Phase, in der Teilnehmer direkt mit-
einander kommunizieren können; und schließlich in der vierten
Phase das Senden der Teilnehmer zum Zugangspunkt.
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Die dritte, Teilnehmer-Teilnehmer Phase war ursprünglich zur
Unterstützung multimedialer Anwendungen gedacht. Diese
Phase kann aber auch zur Unterstützung von Relaiskommuni-
kation ausgenutzt werden. Abb. 3 zeigt das Verfahren im Über-
blick. In dieser Abbildung ist der „downlink“ als direkte Kommu-
nikation aufgezeigt, der „uplink“ als Relaiskommunikation: ein
entfernter Teilnehmer schickt seine Daten in der dritten Phase
an einen Relaisteilnehmer, der dann in der letzten Phase eines
Rahmens die Daten an den Zugangspunkt weiterleitet.
Analog dazu kann auch der „downlink“ als Relaisverbindung
aufgespalten werden, indem der Zugangspunkt zunächst an
den Zwischenknoten schickt und dieser dann in der direkten
Phase weiterleitet. Dabei ist in der Zuweisung von Zeitscheiben
innerhalb eines Rahmens darauf zu achten, dass dem Zwi-
schenknoten genügend Zeit zum Umschalten zwischen Emp-
fangs- und Sendebetrieb bleibt. Dies ist allerdings mit moder-
nen Implementierungen durchaus möglich; bei problematischer
Hardware kann das Weiterleiten auch zeitversetzt in einem
späteren Rahmen erfolgen, was aber zusätzlichen Speicherbe-
darf in einem Zwischenknoten erfordert.
Um dem weiterleitenden Teilnehmer die Unterscheidung zwi-
schen eigenen und fremden Daten zu ermöglichen und das Ziel
der Weiterleitung bestimmen zu können, ist es notwendig, die
Kontrollphase des Rahmens zu erweitern und neue „Informa-
tion Elements“ einzuführen. Der zusätzliche Signalisierungs-
verkehr ist dabei sehr gering (9 Bytes pro Relaisvorgang und
Rahmen) und die Relaisbeziehung kann flexibel und schnell
von Rahmen zu Rahmen geändert werden.
Der Vorteil dieses Verfahrens ist die sehr flexible und leichtge-
wichtige Implementierung, die mit minimalen Änderungen am
bestehenden Standard auskommt. Der geringe Signalisierungs-
aufwand ist der Kapazitätserhöhung förderlich. Allerdings ist es
mit diesem Konzept nicht möglich, war aber auch nicht das Ziel,
den Abdeckungsbereich eines Zugangspunktes zu erhöhen.
4.2 Cluster-basiertes Inter-cell Forwarding
Um das Problem versteckter Stationen in multi-hop Netzen zu um-
gehen, können gleichzeitige Übertragungen, wie zuvor erläutert,
im Zeit, Frequenz oder Code-Bereich voneinander isoliert werden.
Eine mögliche Umsetzung dieses Konzeptes besteht darin, die
Stationen des Netzes in Terminal-Cluster zu gruppieren, wobei je-
des Cluster auf einer anderen Frequenz operiert [15].
Innerhalb eines Clusters teilen sich die Stationen die Kapazität
des Frequenzkanals im Zeitvielfachverfahren. Ähnlich einer Ba-
sisstation ist ein sog. „Central Controller“ (CC) für die Zuwei-
sung der Kapazität an die einzelnen Mitglieder des Clusters
verantwortlich. Im Gegensatz zu einem rein infrastrukturbasier-
ten Netz kann in einem Ad-hoc-Netz die Funktion des „Central
Controller“ von einem Endgerät übernommen werden. Dieses
Endgerät kann die CC-Funktion während des Betriebs an ein
anderes Endgerät übergeben. Die beiden Hauptvorteile der
cluster-basierten Struktur sind die gute Dienstgüteunterstüt-
zung durch den zentral gesteuerten Medienzugriff sowie die
Möglichkeit, Protokolle infrastruktur-basierter Systeme wieder-
zuverwenden. Letzeres erleichtert außerdem die Kompatibilität
zwischen infrastruktur-basierten und Ad-hoc-Netzen.
Um innerhalb von Gebäuden und in größeren Gebieten eine
vollständige Abdeckung zu erreichen, müssen mehrere Cluster
gebildet werden. Wenn vollständig auf eine Infrastruktur ver-
zichtet werden soll, müssen die Cluster funktechnisch mitein-
ander verbunden werden. Zu diesem Zweck fungieren einzelne
Endgeräte, die sich in der Reichweite von zwei unterschiedli-
chen CCs befinden, als sog. Forwarding Terminals (FTs) zwi-
schen den betreffenden Clustern. Ein FT ist somit Mitglied in
beiden benachbarten Clustern. In Abb. 4 werden die beiden lin-
ken Cluster über das graue Terminal miteinander verbunden.
Im ClusterNet Projekt wurden Lösungen für die drei wichtigsten
Probleme in cluster-basierten Netzen entwickelt [3]
1. Clusterbildung der Stationen („Clustering“) [4],
2. Verbindung der Cluster, bzw. Weiterleitung der Daten („For-
warding“),
3. Wegewahl der Pakete („Routing“).
Im vorliegenden Artikel konzentrieren wir uns auf die Weiterlei-
tungsmechanismen. Wie zuvor erwähnt, operieren zwei be-
nachbarte Cluster auf unterschiedlichen Frequenzkanälen. Das
Forwarding muss somit im Frequenzbereich erfolgen. Setzt
man voraus, dass ein Endgerät mit nur einem Sende- und Emp-
fangsteil (Transceiver) ausgestattet ist, muss ein FT zwischen
den Frequenzkanälen hin- und herschalten.
Die Frequenzwechselzeit kann je nach Güte des Transceivers
bis zu 1ms betragen. Das Hin- und Herschalten kann somit
eine Abwesenheitszeit des FT vom Betrieb eines Clusters von
bis zu 2ms implizieren. Während der Abwesenheitszeit ist das
FT im betroffenen Cluster nicht zu erreichen. Aus diesem
Grund muss der CC während dieser Zeit entweder jegliche
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Übertragung an das FT unterbinden oder an das FT gerichtete
Pakete zwischenspeichern.
Da die (bei H/2 2ms langen) MAC-Rahmen in den unterschied-
lichen Clustern nicht synchronisiert sind, treten bei einem Fre-
quenzwechsel des FT nicht nur Frequenzwechselzeiten TS
sondern auch Wartezeiten TW auf den Beginn des jeweils
nächsten MAC-Rahmen im Nachbarcluster auf. Dies ist in
Abb. 5 dargestellt.
In Abb. 5 wird davon ausgegangen, dass das FT jeweils einen
Rahmen in jedem der benachbarten Cluster verweilt. Der Abbil-
dung kann entnommen werden, dass in diesem Fall die Kapa-
zität, die dem FT zur Weiterleitung zur Verfügung steht, nur ein
Viertel der maximal auf einer Frequenz verfügbaren Kapazität
beträgt. Durch ein längeres Verweilen des FT in jedem der bei-
den benachbarten Cluster oder durch Reduzierung der Fre-
quenzwechselzeit kann die Weiterleitungskapazität auf die
halbe Clusterkapazität gesteigert werden. Wenn zwei Transcei-
ver verwendet würden, könnte die Weiterleitungskapazität auf
nahezu die gesamte Kapazität eines Frequenzkanals gebracht
werden. Die Verwendung zweier Transceiver sowie weitere Ver-
besserungen des Weiterleitungsmechanismus sind z.B. in [5]
beschrieben. Die Kapazität des Systems wurde in [6] analy-
tisch abgeleitet. Es wurde insbesondere gezeigt, dass die Sy-
stemkapazität durch Erhöhung der Clusterzahl und damit der
Hopzahl gesteigert werden kann.
4.3 Forwarding über Zellgrenzen
Ist eine Reichweitenerhöhung das Ziel, ist fast immer ein For-
warding über die Zellgrenze hinaus erforderlich. Andernfalls
könnte der AP das MT ja direkt erreichen und ein EP wäre
überflüssig. Mit EP ist hier ein fest installierter Weiterleitungs-
knoten gemeint.
Soll eine multi-hop-Verbindung über mehrere Zellen hinweg
aufgebaut und verwaltet werden, bietet sich ein Data Link Con-
trol (DLC)-Protokoll entsprechend Abb. 6 an. Um eine mög-
lichst große Leistungsfähigkeit zu gewährleisten, d.h. um die
Verluste auf der Funkschnittstelle zu minimieren, werden die
EPs auf das DLC-Protokoll des APs synchronisiert. Zur Syn-
chronisation dienen die regelmäßigen Beacon-Signale des
APs, die im Falle von H/2 mit BCH bezeichnet werden. Damit
sich weitere EPs bzw. die dem EP zugeordneten Endgeräte auf
diesen EP synchronisieren können, sendet jeder EP ebenfalls
einen eigenen BCH aus. Die BCHs des AP und der EPs müs-
sen allerdings zeitversetzt gesendet werden um Interferenzen
zwischen den Signalen auf der Luftschnittstelle zu vermeiden.
Nach den BCHs werden seriell die sogenannten FCHs des APs
und der EPs gesendet, die den Aufbau für den aktuellen 2-ms-
Rahmen bestimmen, d.h. wer wann welche Information senden
darf. Das Beacon-Konzept bildet dabei einen sogenannten Su-
perrahmen bestehend aus einem AP- und einem EP-Rahmen.
Im AP-Rahmen werden die Daten zwischen AP und den EPs
ausgetauscht, während im EP-Rahmen die EPs die Daten seri-
ell nacheinander jeweils an die gewünschten Endgeräte weiter-
leiten bzw. in Uplink Richtung von den MTs abfragen. Innerhalb
des vorher festgelegten Teilrahmens eines EPs kann dieser frei
wie ein AP planen. Generell gilt, dass sich der EP gegenüber
einem Terminal wie ein AP verhält, so dass immer standard-
konforme MTs genutzt werden können. Das Terminal hört le-
diglich auf den FCH des EPs und leitet daraus ab, wann es sen-
den bzw. empfangen muss. Der EP-FCH kündigt im AP-Rah-
men einen Leerrahmen für alle Terminals an und verhindert da-
durch, dass die Übertragung zwischen AP und EPs gestört
wird.
Gegenüber den weiter oben beschriebenen Verfahren kann
hier ein AP nicht alle Terminals direkt erreichen, sondern nur in-
direkt über die EPs. Das gilt speziell auch für die Kontrolle des
Zugriffs auf das Funkmedium für jede multi-hop-Verbindung
und führt zu einem entsprechend aufwändigeren Management
der Luftschnittstelle. Generell können die EPs mit der vollen AP
Funktionalität ausgestattet werden. In diesem Fall können die
EPs auch autonom unabhängig vom AP arbeiten und z.B. auch
Radio Link Kontrollfunktionen wie die Anmeldung eines Termi-
nals übernehmen. Der AP steuert dann nur indirekt, indem er
Daten an einen EP weiterleitet. Wollen Terminals innerhalb ei-
ner EP-Zelle miteinander kommunizieren, kann der EP dafür
eine direkte Verbindung aufmachen. Alternativ könnte der EP
auch sehr einfach aufgebaut sein und lediglich die Daten vom/
zum AP weiterleiten. In diesem Falle muss der AP den Super-
rahmen für alle EPs vollständig planen. Diese Lösung ist weni-
ger flexibel, reduziert dafür aber den Aufwand für einen EP er-
heblich. In [3] finden sich Simulationsergebnisse z.B. für die
Delay-Verteilung des Protokolls unter anderem auch für hohe
Teilnehmerzahlen. Ein OFDM-Demonstrator mit EP-DLC-Funk-
tionalität ist inzwischen lauffähig.
5 SCHLUSSFOLGERUNGEN
Aus den drei verschiedenen Lösungsansätzen der Projekte
ClusterNet, Coverage und IBMS2 folgt, dass die Wahl des Wei-
terleitungsvefahrens maßgeblich durch das Ziel bzw. die An-
wendung des Netzes bestimmt sein sollte.
Ziel der Weiterleitung innerhalb einer Zelle ist die Reduzierung
des Leistungsverbrauchs bzw. die Erhöhung der mittleren Bat-
teriedauer sowie die Kapazitätserhöhung.
Durch die dynamische Bildung von Clustern und die cluster-
übergreifende Weiterleitung wird ein selbstorganisierendes






Abb. 6 Typisches synchronisiertes Forwarding-Konzept
BCH0
BCH1











Bereitgestellt von | Technische Universität Berlin
Angemeldet
Heruntergeladen am | 02.10.18 17:00
PIK 26 (2003) 4 189
Ziel-orientierter Entwurf von Multi-hop Medienzugriffsprotokollen Zirwas, Habetha, Karl
Netz aufgebaut, das sich beispielsweise als privates Heimnetz
eignet.
Schließlich dient die Weiterleitung außerhalb einer Zelle der
Anbindung entlegener Stationen und dem Ziel der Kostenre-
duktion und dürfte vornehmlich in infrastruktur-basierten Net-
zen Anwendung finden.
Diese stark unterschiedlichen Ziele haben zu jeweils drei unter-
schiedlichen Arten der Organisation der Weiterleitung geführt.
In der Fortführung dieser Arbeiten ist eine relevante Frage die
Übertragung der hier entwickelten Konzepte auf andere Tech-
nologien, wie z.B. IEEE 802.11.
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