Introduction
One of the main problems in the theory of ordinary differential equations is the study of their limit cycles, their existence, their number, and their stability. A limit cycle of a differential equation is a periodic orbit in the set of all isolated periodic orbits of the differential equation. Limit cycles usually arise at a Hopf bifurcation in nonlinear systems with varying parameters. The term Hopf bifurcation refers to the birth or death of a periodic solution from an equilibrium as a parameter crosses a critical value. In a differential equation a Hopf bifurcation occurs when a complex conjugate pair of eigenvalues of the linearized flow at a fixed point becomes purely imaginary. This implies that a Hopf bifurcation can only occur in systems of dimension two or higher. In general Hopf bifurcation is well studied for singular points that have an eigenvalue of the form α(ε) ± β(ε)i with α(0) = 0 and α ′ (0) ̸ = 0. The Hopf bifurcation of limit cycles has been considered by several authors, e.g., [4] [5] [6] 8, 9, [11] [12] [13] [14] 16, [18] [19] [20] [21] . We mention that in [12] the authors studied Hopf bifurcation in higher dimensions than 3 by using the first-order averaging method. They proved that l limit cycles can bifurcate from one singularity with eigenvalues ±bi and n − 2 zeros with l ∈ {0, 1, ..., 2 n−3 }. They proved for the first time that the number of bifurcated limit cycles in a Hopf bifurcation can grow exponentially with the dimension of the system. They applied their results to certain fourth-order differential equations. In [11] the authors studied the Hopf bifurcation for a class of degenerate singular point of multiplicity 2n − 1 in dimension 3 via averaging theory. In [8] , the authors studied the zero-Hopf bifurcation in the generalized Michelson system. They provided sufficient conditions for the existence of two periodic solutions bifurcating from a zero-Hopf equilibrium for such system. Other studies on Hopf bifurcation using averaging theory were done by Chow and Mallet-Paret; see [14] . A related generalized Hopf bifurcation can be found in [1] .
In this work we study the Hopf bifurcation occurring in vector fields in R 3 via the averaging theory of third order. We investigate the quadratic polynomial differential systems in R 3 with a singular point at the origin (0, 0, 0) whose linear part has eigenvalues (εa 1 + ε 2 a 2 + ε 3 a 3 ) ± bi and εc 1 + ε 2 c 2 + ε 3 c 3 , where ε is a small parameter. Thus, the quadratic polynomial differential systems that we analyze are ̸ = 0, then the general theory of Hopf bifurcation tell us that an infinitesimal limit cycle bifurcates from the origin of system (1) when ε = 0; see, for instance, [14] .
In 2007 Buzzi et al. [7] studied the Hopf bifurcation occurring in vector fields in R 3 via the averaging theory of first order. They obtained at most 1 limit cycle and made applications of their result to the Lorenz and Rössler systems.
In 2009 Llibre et al. [9] studied the Hopf bifurcation occurring in vector fields in R 3 via the averaging theory of second order. They obtained at most 3 limit cycles and they provided an example for which exactly 3 limit cycles bifurcate from the origin. The aim of this paper is to improve the result of [9] using the averaging theory of third order for studying the number of limit cycles that can bifurcate from the origin of the system (1) and their stability.
Our main result is as follows:
Theorem 1 The following statements hold.
(a) At most 10 limit cycles bifurcate from the origin of system (1) when ε = 0 by applying the averaging theory of third order.
(b)
We give an example of a quadratic polynomial differential system of the form (1) for which exactly 10 limit cycles bifurcate from the origin when ε = 0 .
Statement (a) of Theorem 1 is the main result of this paper and it is proved in Section 3, while statement (b) is proved in section 4. In Section 2 we recall the averaging theory of first, second, and third order as was stated in [2] . This will be the main tool for proving Theorem 1.
The averaging theory of first, second, and third order
The aim of this section is to present the averaging method of first, second, and third order as was developed in [2, 6, 10] .
Theorem 2 Consider the differential system
where 
are locally Lipschitz with respect to x, and R is twice differentiable with respect to ε. We define F k0 : D −→ R for k = 1, 2, 3 as
where
(
ii) For V ⊂ D an open and bounded set and for each
Then, for |ε| > 0 sufficiently small, there exists a T -periodic solution φ(·, ε) of the system (2) such that [2] . Hence, for each z ∈ D we denote by x(., z, ε) the solution of (2) with the initial value
Consider the function ξ :
For every z ∈ D the following relation holds:
Moreover, the function ξ can be written in the form
where F 10 , F 20 , and F 30 are defined in the statement of Theorem 2, and the symbol O(ε 4 ) denotes a bounded function on every compact subset of D × (−ε f , ε f ) multiplied by ε 4 . It follows that the stability of the limit cycles associated to the simple zero a ε is controlled by the eigenvalues of the Jacobian of ξ(z, ε) evaluated at a ε and from Theorem 3.5.1 of [15] we know that the limit cycle associated to the zero a ε of F 30 (z) when F 10 (z) = 0 and F 20 (z) = 0 is the following:
For more information about the averaging theory, see [15, 17] .
Proof of statement (a) of Theorem 1
Changing to cylindrical coordinates x = Rcos(θ), y = Rsin(θ) , and z = z , system (1) becomes
Therefore, the solutions of system (4) in the regionθ ̸ = 0 can be studied analyzing the solutions of the system
By performing the rescaling (R, z) = (ρε, ξε), system (1) comes into the normal form for applying the averaging theory. That is, in the variables (ρ, ξ) , system
(1) is written as follows:
where F 11 , F 21 , F 31 , F 12 , F 22 , and F 32 are given in the Appendix.
, and T = 2π , system (6) is equivalent to system (2). For i = 1, 2 , we have
The unique limit cycle that bifurcates from the origin of system (1) is provided from the unique zero of the system
The averaged function of the order (f 11 (ρ, ξ), f 12 Considering this condition to apply the averaging theory of second order, we compute the following expression:
) . Now integrating between 0 and 2π and dividing by 2π we obtain the system
where: To look for the limit cycles we solve the system
The first equation (avoiding the solutions with ρ = 0 ) has the following two solutions:
Since ρ must be positive, we keep ρ 1 . Then the second equation becomes
The coefficients of this cubic equation can take arbitrary values when we play with the coefficients of system (1), so they can be chosen in such a way that the cubic equation has three positive real zeros. Letξ be one of these zeros. Let (ρ,ξ) be a solution of system (8) . In order to have a limit cycle according to the theory in Section 2, we must have
In short, the solutions (ρ,ξ) of system (8) , which verify condition (9), satisfy the assumptions (i) and (ii) of Section 2. Applying the averaging theory of second order, we conclude that system (6) has at most 3 limit cycles. Therefore, due to the rescaling, system (1) has at most 3 limit cycles bifurcating from the origin.
Example 1 Consider the quadratic polynomial differential system
The eigenvalues of the singular point (0, 0, 0) of system (10) 4 . The corresponding system (6) associated to system (10) satisfies
To look for the limit cycles we must solve the following system:
This system possesses the roots (0, 0), (0,
Since ρ must be positive and ξ real, the unique admissible roots are
Now we verify that the determinant is different from zero at these roots, where
We get
Hence, this system has exactly 3 limit cycles bifurcating from the origin.
Now we study the stability of these 3 limit cycles. The eigenvalues of the matrix M at the points
, and ( 
)
, respectively. Therefore, the corresponding limit cycles are semistable, semistable, and stable, respectively.
The limit cycles Γ i for i = 1, 2, 3 of system (5) associated to system (10) and corresponding to the zeros (ρ, ξ)
given by (11) can be written as
, where from (3) we have
Therefore, the limit cycle Γ 1 can be written as
The limit cycle Γ 2 can be written as
The limit cycle Γ 3 can be written as
) .
Now to prove the main result of this paper we shall need the third order averaging theory. According to the theorem of Section 2, we must verify that the averaged function of the second order (f 21 (ρ, ξ), f 22 (ρ, ξ)) is identically zero. Now applying the averaging theory of third order, we must compute the two expressions.
The first is
, and the second is
Now we compute the integral of these expressions between 0 and 2π , and dividing by 2π , we get the two equations
where: 
To look for the limit cycles, we must solve the system
Solving the first equation with respect to ρ and avoiding the solutions with ρ = 0 , we obtain the two
] ,
where: Λ = 2b
It is easy to verify that the coefficients of this equation can take arbitrary values when we play with the coefficients of system (1), so they can be chosen in such a way that this equation has ten real zeros different from zero. Letξ be one these zeros. Let (ρ,ξ) be a solution of system (12) . In order to have a limit cycle according to the theory in section 2, we must have
In short, the solutions (ρ,ξ) of system (12), which verify condition (13), satisfy the assumptions (i) and
(ii) of Section 2. We conclude that applying the averaging theory of third order, system (5) has at most 10 limit cycles. Therefore, due to the rescaling, system (1) has at most 10 limit cycles bifurcating from the origin. This completes the proof of statement (a) of Theorem 1.
Proof of statement (b) of Theorem 1
We consider the quadratic polynomial differential system
The eigenvalues of the singular point (0, 0, 0) of system (14) are − The corresponding system (5) associated to system (14) satisfies To look for the limit cycles we must solve the system
Solving the first equation with respect to ρ and avoiding the solutions with ρ = 0 , we obtain the two solutions
Solving this equation we get the roots According to statement (a) of Theorem 1, system (14) has at most 10 limit cycles. Now we must verify that the determinant is different from zero at these roots where
2ξ − 2ξ 2 −ξ + In short, this proves that system (14) has exactly 10 limit cycles bifurcating from the origin. Hence, statement (b) of Theorem 1 is proved. Now we shall study the stability of these 10 limit cycles. The 10 limit cycles Γ i for i = 1, ..., 10 of system (5) associated to system (14) and corresponding to the zeros (ρ,ξ) given by (15) can be written as
Therefore, the limit cycle Γ 1 can be written as . 
