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Ž .A quasi-Newton method QNM in infinite-dimensional spaces for estimating
parameters involved in distributed parameter systems is presented in this paper.
Next, the global convergence of a sequence generated by the algorithm QNM is
also proved. We apply the algorithm QNM to an identification problem of a
distributed parameter system governed by a nonlinear hyperbolic partial differen-
tial equation. Q 1999 Academic Press
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1. INTRODUCTION
It is well known that quasi-Newton methods play an important role in
numerically solving optimization problems on the Euclidean spaces. The
problems of identifying parameters involved in partial differential equa-
tions can be solved by use of the optimization methods in function spaces.
But, few papers have discussed these kinds of identification methods in
infinite-dimensional systems.
Considering a parameter estimate problem as an optimization problem,
w xHwang and Kalley 10 use a sequential quadratic programming method to
solve a one-dimensional elliptic problem.
Formulating parameter estimation problems as constrained, regularized
w xoptimization problems, Kunisch et al. 15 investigated the reduced SQP
Ž .Sequential quadratic programming methods with BFGS update for iden-
tification of an elliptic system.
*The work has been partially supported by the National Natural Science Foundation of
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w xIto and Kunisch 12 estimate the coefficient in a one-dimensional
elliptic equation by means of the regularization least squares method.
We estimate a parameter vector in a pseudoparabolic partial differential
w xequation using an unconstrained quasi-Newton method in 23 .
Moreover, there are also few papers dealing with optimal control prob-
w xlems by quasi-Newton methods, cf. 14 .
In this paper we formulate an identification problem as a constrained
Ž .optimization one. We suggest a quasi-Newton method QNM in infinite-
dimensional spaces to solve the constrained optimization problem in
w xSection 2. Following S. P. Han 9 , we prove that the approximate sequence
generated by the QNM procedure converges to the optimal element of the
optimization problem if the latter exists, which seems not to appear in
Žinfinite-dimensional spaces. In Section 3 we estimate a nonlinear term the
.so-called parameter in a quasi-linear hyperbolic partial differential equa-
Žtion. We, first, calculate the Frechet derivative of the solution the so-calledÂ
. Ž .state to the hyperbolic equation with respect to w.r.t. the parameter, and
then do the same thing for the cost functional, which is the L2 norm of the
difference between the measurement and the final state. Hence, we can
apply the above-mentioned algorithm to estimating the nonlinear term in
the quasi-linear hyperbolic equation.
There are a lot of papers dealing with parameter identification problem
for distributed parameter systems. According to the methods of solving the
problems some of those papers are listed into the following:
w x1. the gradient or conjugate gradient methods, cf. Chavent et al. 4 ,
w x w xSeinfeld et al. 18 , and Yu 19 , which need computing the derivative maps
of the operators described by partial differential equations;
Ž .2. the generalized pulse spectrum technique GPST , cf. Chen et al.
w x5, 26 ;
3. the finite-dimensional approximate modal methods, cf. Banks et al.
w x1, 2 ;
w x4. the regularization methods, cf. Yu et al. 20, 21, 22 ;
Ž .5. the sequential quadratic programming SQP methods, cf. Kunisch
w x w xand Sachs 15 and Huang et al. 10 ;
w x6. the Lagrangian method, cf. Ito and Kunisch 11, 12 ;
7. quasi-Newton methods for solving unconstrained optimal control
w xproblems, cf. Kelley and Sachs 15 .
By the way, the algorithm QNM presented in the paper can also be
applied to identification problems of distributed parameter systems gov-
erned by other PDEs.
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2. A QUASI-NEWTON METHOD IN HILBERT SPACES
Ž .We consider the following constrained optimization problem OP :
minimize f x , 2.1Ž . Ž .
subject to U ’ x g H ; e x s 0, g x F 0, x g U , 2.2 4Ž . Ž . Ž .ad
where f : H “ R, e : H “ Y, g : H “ R m, H and Y are Hilbert spaces,
and U ; H a closed convex set. By X* we denote the topological dual
² : Ž .space of X, by ? , ? the dual product between X and X*, and by ?, ?
ŽŽ .. m Ž .and ?, ? the inner products in R or X and Y, respectively. Moreover,
all derivatives are taken in the Frechet sense.Â
Ž .A point x* satisfying the constraint 2.2 is called optimal for problem
Ž .OP if f restricted in the set U attains a local minimum at x*.ad
Next, we assume that x* is optimal.
w xFirst, we quote from 25 the following lemmas:
Ž .LEMMA 2.1 generalized Kuhn]Tucker theorem . Assume that the fol-
lowing hypotheses hold:
H1. f , e and g are continuously Frechet differentiable on an openÂ
Ž .neighborhood, V x* , of x*;
Ž . Ž .  Ž .4H2. e9 x* is surjecti¤e, i.e., the range of e9 x* satisfies R e9 x* s Y;
H3. the set U is con¤ex in H with U 0 / B, where U 0 is the interior of U.
Then there exist l g R , l g R m, and y* g Y *, which are not all0 q q
simultaneously equal to zero, such that
l f 9 x* x y x* q l, g 9 x* x y x*Ž . Ž . Ž . Ž .Ž .0
² :q y*, e9 x* x y x* G 0, ; x g U, 2.3Ž . Ž . Ž .
m  Ž . m 4where R ’ m s m , . . . , m g R ; m G 0 , andq 1 m i
l G 0, l, g x* s 0, e x* s 0, x* g U. 2.4Ž . Ž . Ž .Ž .
Ž .Without loss of generality we assume that the coordinates of g x*
and the associated Lagrange multiplier l are arranged such that g s
Ž q 0 y. Ž q 0 y. q m1 0 m2 yg , g , g and l , l , l with g : X “ R , g : X “ R , g : X “
R m3, m q m q m s m, and1 2 3
gq x* s 0, lq) 0,Ž .
g 0 x* s 0, l0 s 0,Ž .
gy x* s 0, lys 0.Ž .
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Furthermore, we define
e9 x*Ž . m1E s : X “ Y = R ,q qž /g x* 9Ž .
Eq m m1 2E s : X “ Y = R = R .Ž .0ž /g x* 9Ž .
The following hypothesis will be used:
H4. The operator E is surjective.
LEMMA 2.2. If the assumptions of Lemma 2.1 hold, we ha¤e l ) 00
when one of the following two conditions is fulfilled:
Ž .H5. f 9 x* s 0;
Ž .H6. f 9 x* / 0 and there is an h g H such that the Slater condition
g 9 x* h - 0, x* q h g U*, e9 x* h s 0, 2.5Ž . Ž . Ž .
is satisfied.
Ž .Remark 1. If the inequality constraint is eliminated from 2.2 or the
Ž .equation constraint is eliminated from 2.2 , then in H4 and H6 the
corresponding conditions on g or e, respectively, drop out.
Ž . Ž .Remark 2. If the constraint set U disappears in 2.2 , then 2.3
becomes an equality. Moreover, when l ) 0, we may take l s 1. If we0 0
define the Lagrangian function:
² :L x ; l, y* ’ f x q l, g x q y*, e x , 2.6Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž .then the conditions 2.3 and 2.4 are equivalent to
L x*, l, y* x y x* G 0, ; x g U,Ž . Ž .x
L x*, l, y* m y l F 0, ;m g R m,Ž . Ž .l q
L x*, l, y* s 0. 2.7Ž . Ž .y*
Ž . Ž .We call 2.7 the Kuhn]Tucker condition, a point, x*, satisfying 2.7 the
Ž . Ž .Kuhn]Tucker point for problem OP , and x*, l, y* the Kuhn]Tucker
Ž .triple for problem OP .
Now, we propose using a quasi-Newton method to produce an approxi-
 4 Ž .mate sequence x to the optimal element x* of problem OP . Thek
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algorithm reads as follows:
Ž .Step 1. Choose x g U and B g L H self-adjoint and positive0 ad 0
definite, and we set k s 0.
Ž .Step 2. Solve the quadratic programming problem QP :k
1minimize f 9 x p q B p , p , 2.8Ž . Ž . Ž .k k2
¡e9 x p q e x s 0,Ž . Ž .k k~g 9 x p q g x F 0,subject to 2.9Ž . Ž . Ž .k k¢p g U y x .k
Ž .Suppose that the solution of problem QP is p .k k
Step 3. Set
s s a p , x s x q s , 2.10Ž .k k k kq1 k k
where a is determined by the Armijo algorithm.k
5 5Step 4. If s F e , then we take x as an approximate solution tok k
Ž .problem OP ; otherwise, continue.
Step 5. Set
X U X U ² :y s L x , l , y y L x , l , y , g s B s , s , z s y , s ,Ž . Ž . Ž .k x kq1 k k k k k k k k k k k k k
1, if z G 0.2g ,k k
u sk ½ 0.8 B s , s r g y z , if z - 0.2g ,Ž . Ž .k k k k k k k
h s u y q 1 y u B s ,Ž .k k k k k k
U Ž .where l and y are the Lagrangian multipliers of problem QP .k k k
Ž .Step 6. If h , s F 0, then B s B . Go to Step 7; otherwise,k k kq1 k
B s B y B s B s , ? rg q h h , ? r h , s ,Ž . Ž . Ž .kq1 k k k k k k k k k k
Ž . Ž .where for any x g X the functional x , ? g X* is defined by x , ? x ’0 0 0
Ž .x , x , ; x g X.0
Step 7. k q 1 « k; go to Step 2.
In Step 3 we use the following merit function as an objective functional:
m
² :f x s f x q s e x , e x q max 0, yg x , 2.11Ž . Ž . Ž . Ž . Ž . Ž .Ä Ýk k i½ 5
is1
Ž . Ž .where g x is the component of g x , i s 1, . . . , m, s is a large positivei
number, and
5 5e x r e x , if e x / 0,Ž . Ž . Ž .k k ke x s 2.12Ž . Ž .Ä k ½ 0, otherwise.
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We need a lemma that is obvious:
Ž .LEMMA 2.3. Let h : H “ R i s 1, . . . , k be Frechet-differentiable andÂi
F x s max h x . 4Ž . Ž .i
i
Then for any p g H the one-sided Gataux differentialÃ
D F x s lim F x q tp y F x rtŽ . Ž . Ž .p
t“q0
exists and
D F x s max hX x p , 4Ž . Ž .p i
Ž .igI x
Ž .  Ž . Ž .4where I x s i; h x s F x .i
LEMMA 2.4. Suppose that the assumptions H1]H6 hold, that the
Ž . Ž .constraint set U is eliminated from 2.2 , and that problem QP has ak
Ž U .Kuhn]Tucker triple p , l , y satisfyingk k k
5 5 5 U 5l , y - s .k k
Then
D f x - 0.Ž .p k kk
Proof. For any x g H we set
Iys i; g x - 0, 1 F i F m , 4Ž .i
I 0 s i; g x s 0, 1 F i F m , 4Ž .i
Iqs i; g x ) 0, 1 F i F m . 4Ž .i
It follows by Lemma 2.3 that
² : XD f x s f 9 x p q s e x , e9 x p y g x pŽ . Ž . Ž . Ž . Ž .Ä Ýp k k k k i k½k
yigI
q max 0, ygX x p .Ž .Ž .Ý i k 5
0igI
Considering
² U :f 9 x p q B p , p q l , g 9 x p q y , e9 x p s 0,Ž . Ž . Ž . Ž .Žk k k k k k k k k k k
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we get
U² :D f x s y B p , p q l , g 9 x p q y , e9 x pŽ . Ž . Ž . Ž .Ž .p k k k k k k k k k k kk
q s e x , e9 x p y gX x pŽ . Ž . Ž .Ä Ý¦ ;k k k i k k½
yigI
y max 0, ygX x p .Ž .Ž .Ý i k k 5
0igI
Ž . Ž . Ž . Ž .By e9 x p q e x s 0, g 9 x p q g x F 0, and the definition ofk k k k k k
Ž .e x we getÄ k
² U :D f x s y B p , p q y y q s e x , ye xŽ . Ž . Ž . Ž .Äp k k k k k k k kk
q s y li gX x pŽ .Ž .Ý k i k k
yigI
X Xkq l g x p q s max 0, yg x pŽ . Ž .Ž .Ý i i k k i k k
0igI
q li gX x pŽ .Ý k i k k
qigI
F y B p , p - 0,Ž .k k k
1 mŽ . Ž . Ž Ž . Ž ..where l ’ l , . . . , l and g x ’ g x , . . . , g x .k k k k 1 k m k
Remark 3. By Lemma 2.4 we can choose a such thatk
f x - f x q e ,Ž . Ž .k kq1 ky1 k k
where e is a positive number.k
We say that a collection, F, of functionals on a metric space X with
metric r is locally equicontinuous if to every e ) 0 and every bounded set
< Ž . Ž . <S ; X corresponds a d ) 0 such that f x y f y - e for every f g F
Ž .and for all points x, y g S with r x, y - d .
Moreover, we say that F is locally bounded if to every bounded subset
Ž . < Ž . < Ž .S ; X corresponds an M S g R such that f x F M S for everyq
f g F and for any x g S.
LEMMA 2.5. Suppose that F is a locally bounded and locally equicontinu-
ous collection of functionals on a metric space and that X is separable.
 4Then e¤ery sequence f ; F has a subsequence that con¤erges uniformlyn
on e¤ery compact subset of X.
 4‘  Ž .4Proof. Let x ’ E ; X be a dense set in X. Because f x isk ks1 n 1
 Ž .4  Ž .4Ž1. Ž1.bounded, there is a convergent subsequence f x . Next, f x isn 1 n 2k k
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 Ž .4Ž2.bounded; therefore, there is a convergent subsequence f x . Simi-n 2k
 4Žm .larly, we can obtain a subsequence f that is convergent at x , . . . , x .n 1 mk
 4Žk .Thus, we produce a ``diagonal'' subsequence f that converges on thenk
set E.
Next, let S ; X be compact. Take e ) 0. By local equicontinuity of F,
Ž . < Ž . Ž . <there is a d ) 0 such that r x, y - d implies f x y f y - e , ;n,n n
; x, y g S. Cover S with open balls B of radius dr2, i s 1, . . . , M. Since Ei
is dense in X, there are points p g B l E, i s 1, . . . , M. Since p g E,i i i
Ž .Žk .lim f p exists. Hence there is an integer N such thatk x ik
< <Žk . Ž l .f p y f p - e , i s 1, . . . , M , k ) N , l ) N.Ž . Ž .n i n ik l
w xFinally, for any x g S we have x g B for certain i g 1, M andi
Ž .r x, p - d . So,i
< < < < < <Žk . Ž l . Žk . Žk . Žk . Ž l .f x y f x F f x y f p q f p y f pŽ . Ž . Ž . Ž . Ž . Ž .n n n n i n i n ik l k k k l
< <Ž l . Ž l .q f p y f x - e q e q e s 3e ,Ž . Ž .n i nl l
 4Žk .if k ) N, l ) N. Thus, f is a Cauchy sequence on S.nk
w xFollowing Han 9 , we prove the following theorem:
Ž .THEOREM 2.6. Suppose that the assumptions H1]H4 and H5 or H6
hold and that the following additional assumptions hold:
H7. There exist a , b ) 0 such that for any k and x g H
5 5 2 5 5 2a x F B x , x F b x .Ž .k
H8. For any k there is a Kuhn]Tucker point and the Kuhn]Tucker triple
Ž U U . Ž .x , l , y for problem QP satisfyingk k k k
5 5 5 U 5l , y F s .k k
Then we ha¤e the following results:
Ž .  41 If there is a k g N such that p s 0, then the sequence xk k
Ž .produced by QNM con¤erges to a Kuhn]Tucker point for problem OP .
Ž .2 If there is no k g N such that p s 0 and the constraint set U isk
Ž .  4eliminated from 2.2 , then e¤ery limit point x of x , which satisfiesk
s x ’ p; g x q g 9 x p - 0, e x q e9 x p s 0, x q p g U / B, 4Ž . Ž . Ž . Ž . Ž .
2.13Ž .
Ž .is a Kuhn]Tucker point for problem OP .
A QUASI-NEWTON APPROACH FOR IDENTIFICATION 405
Ž U .Proof. By Assumption H8 the Kuhn]Tucker triple p , l , y satisfiesk k k
f 9 x p q B p , p q l , g 9 x pŽ . Ž . Ž .Ž .k k k k k
U² :q y , e9 x p G 0, ;p g U y x ,Ž .k k k
2.14Ž .
l G 0, l , g 9 x p q g x s 0,Ž . Ž .Ž .k k k k k
e9 x p q e x s 0, p g U y x .Ž . Ž .k k k k k
Ž .If p s 0, then 2.14 becomesk
² U :f 9 x p q l , g 9 x p q y , e9 x p G 0, ;p g U y x ,Ž . Ž . Ž .Ž .k k k k k k
l G 0, l , g x s 0,Ž .Ž .k k k
e x s 0, 0 g U y x . 2.15Ž . Ž .k k
Ž .It follows from 1.15 that x g U and p s x y x , x g U. That is, thek k
Ž .point x is just a Kuhn]Tucker point for problem OP .k
Ž .Next, suppose p / 0, ;k and U is eliminated from 2.2 . Considerationk
of Lemma 2.4 and the algorithm QNM leads to
f x - f x q e .Ž . Ž .k kq1 ky1 k k
Ž .  4Suppose that x satisfying 2.13 is a limit point of x . Consideringn
Lemma 2.5, we can assume
s
x “ x and B p , p “ Bp, p , ;p g H , 2.16Ž . Ž .Ž .k k
s wŽ .where ``x “ or “ x, in X '' in this paper means that x convergesk k
Ž .strongly or weakly to x. Moreover, B is positive definite by Assumption
H7.
Ž .Let k “ ‘ in QP and then we obtain the following quadratic pro-k
Ž .gramming problem QP :
1minimize f 9 x p q Bp, p ,Ž . Ž .2
subject to g 9 x p q g x F 0,Ž . Ž .
e9 x p q e x s 0.Ž . Ž .
Ž . Ž .By s x / B and B ) 0 we know that problem QP has a unique
Kuhn]Tucker point p. If p s 0, then our conclusion is right by the above
argument.
w xIf p / 0, then satisfaction of Assumptions H1]H7 leads to 13
s
p “ p. 2.17Ž .k
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5 5 5 U 5Because l , y F s - q‘, ;k, there are subsequences that are stillk k
 4  U4denoted as l and y , respectively, such thatk k
wUl “ l and y “ y* in Y *. 2.18Ž .k k
5 5 5 5Obviously, l , y* F s .
Because
U² :f 9 x p q B p , p q l , g 9 x p q y , e9 x p s 0,Ž . Ž . Ž . Ž .Ž .k k k k k k k k k k k
Ž . Ž . Ž .consideration of 2.16 , 2.17 , and 2.18 leads to
² :f 9 x p q Bp , p q l, g 9 x p q y*, e9 x p s 0.Ž . Ž . Ž .Ž .Ž .
Ž . Ž .Hence, p, l, y* is the Kuhn]Tucker triple for problem QP .
Set
m
² :f x s f x q s e x , e x q max 0, yg x ,Ž . Ž . Ž . Ž . Ž .Ž .Ä Ý i½ 5
is1
Ž . Ž . Ž .where e is defined by 2.12 . Obviously, f x s lim f x . Let a gÄ k “‘ k
w x0, d satisfy
f x q ap s min f x q ap .Ž .Ž .
0FaFd
By Lemma 2.4 we have
f x q ap - f x .Ž .Ž .
Set
b s f x y f x q ap ,Ž . Ž .
 4 ‘and we take e ; R satisfying Ý e - ‘.k q ks1 k
Because x q ap “s x q ap, for k large enough we havek k
f x q ap q br2 - f x .Ž .Ž .k k k
Choose k so large that
‘
e - br2;Ý i
isk
thus
‘ ‘
f x F f x q e F min f x q a p q e q eŽ . Ž . Ž .Ý Ýk kq1 i k k k k i
0FaFdiskq1 iskq1
- f x .Ž .
This is in contradiction. Therefore, p s 0.
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3. IDENTIFICATION OF A NONLINEAR
HYPERBOLIC SYSTEM
The problem we address is to identify the parameter q of the following
hyperbolic equation:
2< <› u y Du y D a =u , q D u s f ,Ž .Ýt t i t i t
i
x , t g G ’ V = 0, T ,Ž . Ž . 3.1Ž .
< w xu s, t s 0, t g 0, T ,Ž . sg › V
u x , 0 s 0, u x , 0 s 0, x g V ,Ž . Ž .t
based on the final measurement of the state u:
<u s z x , x g V , 3.2Ž . Ž .tsT
< < 2 Ž .2where D ’ ›r› x and =¤ s Ý D ¤ .i i i i
The assumptions we use in this section are as follows:
Assumption A1. V ; R m is bounded and its boundary › V g C 2qb,
Ž .where b g 0, 1 .
2Ž .Assumption A2. Let 0 - T - q‘ and f g L G .
Ž .For the function a in 3.1 we have the following assumptions:
Ž .For any q g Q ; Q, the function a ?, q is an element of the follow-ad
ing set S:
S ’ a g C R : ;t G s G 0, a s 2 F M ,Ž . Ž . q
a t 2 t y a s 2 s G k t y s , 3.3Ž . Ž . Ž . Ž .4
Ž . Ž .and the mapping q “ a ?, q from Q ; Q to C R is continuous in thead q
s sŽ . Ž . Ž .sense that whenever q “ q in Q, a ?, q “ a ?, q in C R , where Mn 0 n 0 q
Ž .and k in 3.3 are positive constant dependent of a and independent of
q g Q , and Q is a Hilbert space.ad
Ž .Obviously, S ; C R is convex and closed.q
w x Ž .It follows by 24 that for any q g Q the problem 3.1 has a uniquead
generalized solution u g V , which satisfies the following variational
equation:
² < < 2 : ² :u , ¤ q a =u , q =u , =¤ q =u t , =¤ s f t , ¤ ,Ž . Ž . Ž .Ž .Ž .t t t t
; ¤ g V , t g 0, T , 3.4Ž . Ž .
u 0 s u 0 s 0,Ž . Ž .t
Ž . Ž . 2 Ž . 2where u s du t rdt s D u and u t s d u t rdt are to be understoodt t t t
as the first and second generalized derivatives of u.
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Ž . ² :In this section ?, ? and ? , ? are the inner products in the Hilbert
n n 1Ž .space H, the Euclidean space R , and H , respectively, where V s H V ,0
2Ž . n Ž .TH s L V , and H s H = ??? = H . Moreover, =u s D u, . . . , D u ,1 n^ ‘ _
n
n
2 2< < < <a =u , q =u , =¤ s a =u , q D u D ¤ dx ,² :Ž . Ž .ÝH i i
V is1
w xV ’ ¤ g C 0, T ; V ; ¤ g W , 4Ž . t
1 w xW s W 0, T ; V , H 3.5Ž .Ž .2
w x’ ¤ ; ¤ t g V , ¤ t g H , a.e. t g 0, TŽ . Ž .t½
T2 2 25 5 5 5 5 5and ¤ ’ ¤ t q ¤ t dt - q‘ .Ž . Ž .Ž .W H V Ht 5
0
In order to show the dependence of u on q, we denote the solution of
Ž . Ž . Ž .3.1 as u s u q s u x, t; q .
w xFirst, from 24 we quote the following lemma:
LEMMA 3.1. Let the function a : R “ R be continuous and setq q
s21b s s a t dt , ;s g R,Ž . Ž .H2
0
< < nf x s b x , ; x g R .Ž . Ž .
Ž .Then f x is Frechet-differentiable andÂ
Ž . Ž . Ž < < 2 .Ž . na f9 x h s a x x, h , ; x, h g R .
Ž .b If b9 is strictly monotone, i.e., there exists a k ) 0 such that
b9 t y b9 s G k t y s , ; t G s,Ž . Ž . Ž .
then f9 is strongly monotone, i.e.,
5 5 2 nf9 x y f9 y , x y y G k x y y .Ž . Ž .Ž . R
LEMMA 3.2. The function
w x 1 w xq ‹ u q , u q : Q “ C 0, T ; V = W 0, T ; V , H 4Ž . Ž . Ž . Ž .t ad 2
is bounded.
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Ž . Ž . Ž .Proof. Setting ¤ s u t in 3.4 , integrating it over 0, t , and consider-t
Ž . Ž .ing u 0 s u 0 s 0, we havet
t2 21 < < < <u x , t dx q a =u , q =u , =u dx dsŽ . Ž .Ž .H HHt t t t2
V 0 V
t21 < <q =u x , t dx s f x , s u x , s dx ds.Ž . Ž . Ž .H HH t2
V 0 V
It follows by Lemma 3.1 that
t2 2 21 1< < < < < <u x , t dx q k =u dx ds q =u x , t dxŽ . Ž .H HH Ht t2 2
V 0 V V
t
F f x , s u x , s dx ds, 3.6Ž . Ž . Ž .HH t
0 V
where the constant k is independent of q by the assumptions.
<Considering u s 0, one gets by the Poincare inequalityÂ› Vt
< < 2 < < 2u x , t dx F c =u x , t dx ,Ž . Ž .H Ht t
V V
where c is a constant independent of u. So,
1 k kt t2 2 2< < < < < <u x , t dx q =u dx ds q u x , t dx dsŽ . Ž .H HH HHt t t2 2 2cV 0 V 0 V
1 2< <q =u x , t dxŽ .H2 V
k ct t2 2< < < <F u x , t dx ds q f x , s dx ds.Ž . Ž .HH HHt2c 2k0 V 0 V
Therefore,
t2 2 2< < < < < <u x , t dx q k =u dx ds q =u x , t dxŽ . Ž .H HH Ht t
V 0 V V
c T 2 w xF f x , s dx ds, a.e. t g 0, T . 3.7Ž . Ž .H Hk 0 V
2Žw x .It is obvious from the above that u g L 0, T ; V is bounded. Next,t
Ž .consideration of u 0 s 0 leads tot
t
u t s u t dtŽ . Ž .H t
0
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Žw x . Ž .and then u g C 0, T ; V is bounded. Take ¤ s u in 3.4 and integratet t
w xit over 0, t :
t t t2 25 5 < < ² :u dt q a =u , q =u , =u dt q =u , =u¦ ;Ž .H H H Ht t t t t t t t
0 0 0
t
s f t , u dt.Ž .Ž .H t t
0
Considering Lemma 3.1 and using the Cauchy inequality, we get
› 2t t t < <=u2 1 t5 5u dt s f t , u dt y a t , q dt dx dtŽ . Ž .Ž .H H H HH Ht t t t 2 › t0 0 0 V 0
dt t² : ² :y =u , =u dt q =u , =u dtH Ht t tdt0 0
t t 2< <=u2 21 1 1 t5 5 5 5F u dt q f t dt y a t , q dt dxŽ . Ž .H H H H HHt t2 2 2
0 0 V 0
5 5 2 1 n² :y =u t , =u t q =u .Ž . Ž . L Žw0, t x ; H .t t
Therefore,
t t2 2 2
1 n5 5 5 5 5 5 ² :u t dt F f t dt q =u y =u t , =u t .Ž . Ž . Ž . Ž .H H H H L Žw0, t x ; H .t t t t
0 0
w xIntegrating the above over 0, T and using the Cauchy inequality again,
we get
T t T t T2 2 2
1 n5 5 5 5 5 5u t dt dt F f t dt dt q =uŽ . Ž .H H H H H H H L Žw0, t x ; H .t t t
0 0 0 0 0
T² :y =u t , =u t dtŽ . Ž .H t
0
5 5 2 1 5 5 2 1 nF T f q T =uL Žw0, T x ; H . L Žw0, T x ; H .t
5 5 2 1 n 5 5 2 1 nq =u q =u .L Žw0, T x ; H . L Žw0, T x ; H .t
It follows by the above argument that
T t 25 5u t dt dt F C ,Ž .H H Ht t
0 0
where the constant C is independent of q g Q .ad
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t 5 5 2Considering the function t ‹ H u dt is continuous, we getH0 t t
5 5 2 1u F C.L Žw0, T x ; H .t t
LEMMA 3.3. The function
w x 2 w xq ‹ u q , u q : Q “ C 0, T ; V = L 0, T ; V 4Ž . Ž . Ž . Ž .t ad
is continuous.
Proof. Suppose q, q g Q andad
s
q “ q in Q. 3.8Ž .
Ž . Ž . Ž . Ž .From 3.4 one gets u s u q and u s u q , namely, u satisfies 3.4 and
u satisfies the following system of equations:
2< < ² :u , ¤ q a =u , q =u , =¤ q =u t , =¤ s f t , ¤ ,Ž . Ž .Ž . Ž .¦ ;ž /t t t t
; ¤ g V , t g 0, T , 3.9Ž . Ž .
u 0 s u 0 s 0.Ž . Ž .t
Ž . Ž .Subtracting 3.4 from 3.9 and setting w s u y u, we have
2< <0 s w , ¤ q a =u , q =u , =¤Ž . ¦ ;ž /t t t t
< < 2 ² :y a =u , q =u , =¤ q =w , =¤¦ ;Ž .t t
2< <s w , ¤ q a =u , q =u , =¤Ž . ¦ ;Ž .t t t t
< < 2 ² :y a =u , q =u , =¤ q =w , =¤¦ ;Ž .t t
2 2< < < <q a =u , q y a =u , q =u , =¤ . 3.10Ž .Ž .¦ ;ž /t t t
Ž . Ž . w x w xTaking ¤ s w t in 3.10 and integrating it over 0, t ; 0, T , one getst
1 t2 2 25 5 < < < <w t q a =u , q =u s y a =u , q =u s ,Ž . Ž . Ž .¦ Ž . Ž .H Ht t t t t2 0
=u s y =u s dsŽ . Ž .;t t
1 t² :q =w t , =w t dtŽ . Ž .H2 0
t 2 2< < < <s a =u , q y a =u , q =u , =w s ds.Ž .Ž .¦ ;H ž /t t t t
0
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It follows by Lemma 3.1 and the Cauchy inequality that
1 1t2 2 2< < < < < <w x , t dx q k =w x , s dx ds q =w x , t dxŽ . Ž . Ž .H HH Ht t2 2V 0 V V
t 2 2< < < < ² :F a =u , q y a =u , q =u , =w dx dsŽ .HH ž /t t t t
0 V
k t 2< <F =w dx dsHH t2 0 V
1 2t 2 2 2< < < < < <q a =u , q y a =u , q =u dx ds. 3.11Ž .Ž .HH ž /t t t2k 0 V
So,
t2 2 2
n n5 5 5 5 5 5w t q k =w s ds q =w tŽ . Ž . Ž .H H H Ht t
0
1 2 2
15 5 5 5F a ?, q y a ?, q u .Ž . Ž . CŽR . L Žw0, t x ; V .tqk
Ž .Consideration of 3.8 and the assumptions for a leads to
s 2 w xw “ 0 in L 0, T ; V .Ž .t
Moreover, from
t
w t s w s dsŽ . Ž .H t
0
we obtain immediately
s w xw “ 0 in C 0, T ; V .Ž .
Ž . 2THEOREM 3.4. Let a in 3.1 satisfy that a : R “ R is continuouslyq
Ž . o Žw x .differentiable. Then the function q‹u q : Q “C 0, T ; V is Frechet dif-Âad
ferentiable, where Qo is the interior of Q , and for any h g Q its FrechetÂas ad
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Ž .differential, u9 q h, is equal to u, which is implicitly determined by the fol-Ç
lowing problem:
2 2X< < < <› u y Du y D a =u , q D u q 2a =u , q D u D u D uÇ Ç Ç ÇŽ . Ž .Ý Ýt t i t i t r t i t j t j t
i j
2X < <s D a =u , q hD u , x , t g G,Ž .Ž .Ý i q t i t
i
Ž .3.12
< w xu s, t s 0, t g 0, T ,Ž .Ç sg › V
u x , 0 s 0, u x , 0 s 0, x g V ,Ž . Ž .Ç Çt
Ž .i.e., u s u9 q h is the generalized solution of the following ¤ariational equa-Ç
tion:
< < 2 X < < 2u , ¤ q a =u , q =u q 2a =u , q =u , =u =u , =¤Ž . Ž .¦ ;Ç Ç ÇŽ . Ž .t t t t r t t t t
² :q =u t , =¤Ž .Ç
3.13Ž .2X < <s y a =u , q =u , =¤ , ; ¤ g V , a.e. t g 0, T ,Ž .¦ ;Ž .q t t
u 0 s u 0 s 0.Ž . Ž .Ç Çt
2Ž 1. oFurthermore, if a g C R = R l Q and h, k g Q, then the functionq ad
Ž .q ‹ u q is twice Frechet-differentiable and its second Frechet differential,Â Â
Ž .u0 q hk, is equal to u, which is implicitly determined by the followingÈ
problem:
2 2X< < < <u y Du y D a =u , q D u q 2a =u , q D u D u D uÈ È È ÈŽ . Ž .Ý Ýt t i t i t r t i t j t j t
i j
2Y < <s 4 D a =u , q D u D ¤ D u D u D uÇ Ç ÇŽ .Ý Ý Ýi r r t j t j t i t l t l t
i j l
Y < < 2q 2 D a =u , q kD u D u D uÇŽ .Ý Ýi r q t i t m t m t½
mi
Y < < 2qa =u , q h D u D ¤ D uÇŽ . Ýr q t j t j t i t 5
j
2Y < <q D a =u , q hkD uŽ .Ý i qq t i t
i
2X < <q D 2a =u , q D u D u D ¤Ç ÇŽ .Ý Ýi t t i t j t j t
i j
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< < 2qa 9 =u , q D u D u D uÇŽ . Ýr t j t j t i t
j
X Xqa D ¤ D u D u q D a hD ¤ , x , t g G,Ž .Ç Ç ÇÝ Ýr j t j t i t i q i t
j i
< w xu s, t s 0, t g 0, T ,Ž .È sg › V
u x , 0 s 0, u x , 0 s 0, x g V , 3.14Ž . Ž . Ž .È Èt
Ž . Ž . Ž . Ž .where u s u q , u s u9 q h, and ¤ s u9 q k are determined by 3.4 andÇ Ç
Ž . X Ž . X Ž .3.13 , respecti¤ely, and a ’ ›a r, q r› r, a ’ ›a r, q r› q, . . . , etc.r q
o Ž .Proof. Take q g Q and h g Q and choose u g 0, 1 so small thatad
Ž . Ž .q s q q u h g Q . To q and q there correspond u s u q and u s u qad
sŽ . Ž . Žw x .by 3.4 and 3.9 , respectively. Obviously, u “ u in C 0, T ; V and
s 2Žw x .u “ u in L 0, T ; V as u “ 0 by Lemma 3.3. Then w s u y u satisfiest t
the following variational equation:
2< <0 s w , ¤ q a =u , q =u , =¤Ž . ¦ ;ž /t t t t
< < 2 ² :y a =u , q =u , =¤ q =w , =¤¦ ;Ž .t t
2 2< < < <s w , ¤ q a =u , q =u y a =u , q =u , =¤Ž . ¦ ;Ž . Ž .t t t t t t
2 2² < < < < : ² :q a =u , q =u y a =u , q =u , =¤ q =w , =¤Ž .ž /t t t t
2² : < <s w , ¤ q =w t , =¤ q a =u , q =w , =¤Ž . Ž . ¦ ;ž /t t t t
2 2< < < <q a =u , q y a =u , q¦ ž / ž /t t
2 2< < < <qa =u , q y a =u , q =u t , =¤ ,Ž .Ž . ;ž /t t t
;¤ g V , a.e. t g 0, T . 3.15Ž . Ž .
Using the mean-value theorem, thus, we have
2² : < <w , ¤ q =w t , =¤ q a =u , q =w , =¤Ž . Ž . ¦ ;ž /t t t t
2 2 2 2 2X < < < < < < < < < <q a =u q t =u y =u , q =u y =u , =¤¦ ;ž /r t 1 t t t t
X < < 2s y a =u , q q t u h u h=u , =¤ ,¦ ;Ž .q t 2 t
;¤ g V , a.e. t g 0, t , 3.16Ž .f
Ž .where t , t g 0, 1 .1 2
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w Ž . Ž .xIf the limit lim wru s lim u q q u h y u q ru s u exists,Çu “q0 u “q0
obviously, u is the Gateaux differential of u at q in the direction h,Ç Ã
Ž . Ž . Ž .du q, h , i.e., u s du q, h , then dividing 3.15 by u and letting u “ q0,Ç
we have
< < 20 s u , ¤ q a =u , q =u , =¤Ž . ¦ ;Ç ÇŽ .t t t t
X < < 2q 2 a =u , q =u , =u =u , =¤Ž .¦ ;ÇŽ .r t t t t
² : X < < 2q =u t , =¤ q a =u , q h=u , =¤ ,Ž .Ç ¦ ;Ž .q t t
;¤ g V , a.e. t g 0, T , 3.17Ž . Ž .
Ž .which is just 3.13 .
Ž . Ž .Taking ¤ s w t ru in 3.15 , dividing it by u , and integrating it overt
w x w x0, t ; 0, T , we have
1 2 1 2
n5 5 5 50 s w t ru q =w t ruŽ . Ž .H Ht2 2
t 2 2y2 < < < <q u a =u , q =u y a =u , q =u , =w dt¦ ;H ž / ž /t t t t t
0
t t 2Xy1 < <qu a =u , q q su h h ds =u , =w dt , a.e. t g 0, T .Ž .Ž .H H /q t t t¦ ;
0 0
Consideration of q, q g Q and Lemma 3.1 leads toad
1 1 t2 2 2
n n5 5 5 5 5 5w t ru q =w t ru q k =w s ru dsŽ . Ž . Ž .H H H Ht t2 2 0
t t 2X < <F a =u , q q su h h ds =u , =w ru dtŽ .H H q t t t¦ ;
0 0
t
5 5 <² : <F h =u , =w ru dtCŽR .H t tq
0
5 5 2k ht t2 2
n n5 5 5 5F =w s ru ds q =u ds.Ž .H H H Ht t2 2k0 0
According to Lemma 3.3 we have
t2 2 2 2
n n5 5 5 5 5 5 5 5w t ru q =w t ru q k =w s ru ds F C h ,Ž . Ž . Ž .H H H Ht t
0
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w Ž .where the constant C is independent of u, w, and u . Hence, u q q u ht
Ž .x 4 2Žw x . w Ž .y u q ru is uniformly bounded in L 0, T ; V and so is u q q u h yt
Ž .x 4 Žw x .u q ru in C 0, T ; V .
Moreover,
2 2< < < <a =u , q y a =u , q ruž / ž /t t
2 2 2 2 2X < < < < < < < < < <s a =u q t =u y =u , q =u y =u ruŽ . Ž .ž /r t t t t t
2 2 2X < < < < < <s a =u q t =u y =u , q =u q =u ? =u y =u ru ,Ž . Ž .Ž .ž /r t t t t t t t
Ž xwhere t g 0, 1 . Considering the above argument, we have
2 2< < < <a =u y a =u =u F C ,Ž . Ž . 2 nt t t Žw x .L 0, T ; H
where the constant C is independent of u .
Thus, by the Kakutani theorem there exists a convergent subsequence
 Ž . Ž .4u q q u h y u q ru such thatj j
w w xu q q u h y u q ru “ u , in C 0, T ; V ,Ž . Ž .ÇŽ .j j
w 2 w xu q q u h y u q ru “ u , in L 0, T ; V ,Ž . Ž .ÇŽ .t j t j t
2 2< < < <a =u , q q u h y a =u , q =u ruŽ .ž /t j t t j
w 2X 2 n< < w x“ 2a =u , q h =u , =u =u , in L 0, T ; H . 3.18Ž .Ž .Ž .ÇŽ .q t t t t
Ž .Therefore, we take u s u in 3.16 and let u “ 0 and then we obtainj j
Ž . Ž .3.17 . By the uniqueness of the solution to 3.17 , we always have that
Ž . Ž .3.18 takes place for any u “ q0. Hence, the mapping u q is Gateaux-Ãj
Ž .differentiable and the Gateaux differential du q, h ’ u is determinedÃ Ç
Ž .by 3.13 .
Ž .It is easy to prove that du q, h s u is a continuous function of q and isÇ
Ž .a linear function of h. Therefore, u q is Frechet-differentiable and itsÂ
Ž . Ž .Frechet differential, u9 q h, is equal to du q, h s u.Â Ç
Ž .Similarly, we can prove 3.14 , which is omitted here.
After making the previous preparation we return to identification of the
Ž .parameter q in 3.1 . First, one states the above-mentioned problem of
identification as an optimization problem:
1 2
25 5I q s u ?, T ; q y z “ min. 3.19Ž . Ž . Ž .L ŽV .2
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But the above problem, usually, is ill-posed in the Hadamard sense. Thus,
we introduce a regularization term as follows:
1 g2 2
15 5 5 5J q s u ?, T ; q y z q q , 3.20Ž . Ž . Ž .ÄL ŽV . Q2 2
Ä Äwhere g ) 0 is a constant, Q s Q if Q is finite-dimensional; otherwise, Q
is a Hilbert space that is compactly embedded into Q.
Hence, the parameter to be identified is the optimal element of the
following optimization problem:
min J q ,Ž .
3.21Ž .s.t. q g Q .ad
Ž .THEOREM 3.5. If Q is con¤ex and closed in Q, then the problem 3.21ad
has an optimal solution.
 4Proof. Suppose that the sequence q is a minimizing one for then
Ž .  4problem 3.21 . So, there is a subsequence, which is still denoted by q ,n
w w sÄsuch that q “ q in Q; in this paper ``x “ x or x “ x in X '' meansn 0 n 0 n 0
that x weakly or strongly converges to x in X. By the assumptionn 0
sÄ 25 Ž . 5for Q one can obtain that q “ q in Q. So, u ?, T ; q y z “L ŽV .n 0 n
5 Ž . 5u ?, T ; q y z .0
5 5 2Moreover, the functional q is convex and lower semicontinuous;ÄQ
therefore, it is also lower semicontinuous in the weak topology.
Ž . Ž . Ž . Ž .Thus, J q “ J q and J q s inf J q .n 0 0 q g Qad
w x Ž .It follows by 22 that the optimal parameters for the problem 3.21
Ž .converge to the optimal parameter of the problem 3.19 as g “ 0 if the
latter exists.
Ž .For calculating J9 q we have the following results:
Ž . Ž .THEOREM 3.6. The functional J q defined by 3.20 is Frechet-differen-Â
Ž .tiable and its first Frechet deri¤ati¤e J9 q : Q “ R is implicitly determined byÂ
the following equality:
T 2X Ä< < ² :J9 q h s a =u , q h =u , =p dx dt q g q , h , ; h g Q,Ž . Ž . ÄŽ .H H Qq t t
0 V
3.22Ž .
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Ž . Ž . Ž .where u q s u is determined by 3.1 and p q s p is defined by the
following problem:
2< <› p y D p q D D a =u , q D pŽ .Ýt t t i t i
i
2X < <y2 D D a =u , q D u D u D p s 0, x , t g G,Ž .Ž .Ý Ýt i r t i t j t j
i j
< < <p s 0, p s u T ; q y z , p s 0,Ž .› V tsT tsTt
3.23Ž .
Ž .i.e., p s p q is the unique generalized solution of the following ¤ariational
equation:
² :p , ¤ q =p , =¤Ž .t t
2 2X< < < <q a =u , q =p y 2a =u , q =u , =p =u , =¤ s 0,Ž .¦ ;Ž . Ž .t r t t t t
3.24Ž .
2 w x w x;¤ g L 0, T ; V , a.e. t g 0, T ,Ž .
< <p s 0, p s u ?, T ; q y z .Ž .tsT tsTt
Proof. First, we make the following calculation:
J q q h y J q y u T ; q , u T ; q y z q g q , h 4ÄŽ . Ž . Ž . Ž . Ž .Ž .Ç Q
1s u T ; q q h y u T ; q y u9 q h T , u T ; q q h y zŽ . Ž . Ž . Ž . Ž .Ž .2
1q u9 q h T , u T ; q q h y u T ; qŽ . Ž . Ž . Ž .Ž .2
1q u T ; q y z , u T ; q q h y u T ; q y u9 q h TŽ . Ž . Ž . Ž . Ž .Ž .2
5 5 2q gr2 h . 3.25Ž . Ž .ÄQ
Ž .Because the function q ‹ u q is Frechet-differentiable by Theorem 3.4,Â
Ž . Ž . Ž . Ž . Ž5 5. Ž .u T ; q q h y u T ; q y u9 q h T s o h . Moreover, u T ; q q h y
Ž . Ž . 5 5 Ž .u q s o 1 as h “ 0 by Lemma 3.3. Hence, by 3.25 we have
5 5J q q h y J q y u T ; q , u T ; q y z q g q , h s o h . 4ÄŽ . Ž . Ž . Ž . Ž . Ž .Ž .Ç Q
So,
ÄJ9 q h s u T ; q , u T ; q y z q g q , h , ;h g Q. 3.26ÄŽ . Ž . Ž . Ž . Ž .Ž .Ç Q
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Ž . Ž .Multiplying the two sides of 3.12 by p, integrating it over V = 0, T ,
and using the Green formula, we have
T 2X < <p D a › u , q hD u dx dtŽ .ÝH H i q t i t
0 V i
T 2< <s p u y Du y D a =u , q D uÇ Ç ÇŽ .ÝH H t t i t i t½0 V i
2X < <q2a =u , q D u D u D u dx dtÇŽ . Ýr t i t j t j t 5
j
s y u T u T ; q y z dx s y u T , u T ; q y z . 3.27Ž . Ž . Ž . Ž . Ž .Ž .Ç ÇH
V
On the other hand,
T 2X < <p D a =u , q hD u dx dtŽ .ÝH H i q t i t
0 V i
T 2X < <s y a =u , q h =u , =p dx dt.nŽ .Ž .H H q t t R
0 V
So,
T 2X < <u T , u T ; q y z s a =u , q h =u , =p dx dt. 3.28Ž . Ž . Ž . Ž .Ž .Ç Ž .H H q t t
0 V
Ž . Ž . Ž .Substitution of 3.28 into 3.26 leads to that 3.22 is right.
2 Ä lŽ . Ž .COROLLARY 3.7. If Q s L V and Q s H V , where l satisfies l )
Änr2, and ;q g Q set
J9 q h ’ j q , h 2 , h g Q*, 3.29Ž . Ž . Ž .Ž . Ž .L V
then we ha¤e
T X < <j q s =u q , =p q a =u , q dt q g Kq, 3.30nŽ . Ž . Ž . Ž .Ž .Ž .H t q tR
0
Ä Äwhere K : Q “ Q* is the canonical isometry, i.e.,
Ä² :¤ , w s ¤ , Kw , ;¤ , w g Q.ÄŽ . Ä ÄQ Q , Q*
Ä ÄProof. Since Q is a Sobolev space of order l, Q is continuously
Ž . 2Ž . 2Ž .embedded C V ; L V . If we choose L V to be a pivot space, i.e.,
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2Ž . 2Ž .L V * s L V , then
Ä 2 ÄQ ; L V ; Q*Ž .
and
² : 2¤ , w s ¤ , w . 3.31Ž . Ž .Ä Ä Ž .Q , Q* L V
Ž . Ž . Ž .Substituting 3.31 into 3.22 we immediately obtain 3.30 .
Ä 1 2ŽŽ .. ŽŽ ..EXAMPLE 3.1. If Q s H 0, 1 and Q s L 0, 1 , then K s
2 2 Ž Ž . Ž ..yd rdx q I q d ?y 1 y d ? drdx.
ÄIn fact, for any u, ¤ g Q it follows from the following computation:
1² :¤ , Ku s ¤ , u s u x ¤ x q u9 x ¤ 9 x dx 4ÄŽ . Ž . Ž . Ž . Ž .Ä Ä QQ , Q* H
0
11<s u9 x ¤ x q u x y u0 x ¤ x dx 4Ž . Ž . Ž . Ž . Ž .ts0 H
0
1 2 2s ¤ x yd rdx q I u xŽ . Ž .Ž .H
0
qu9 x d x y 1 y d x dxŽ . Ž . Ž .Ž .
2 2s ¤ , yd rdx q I q d ?y 1 y d ? drdx u² :Ž . Ž .Ž . Q
2 2 w Ž . Ž .xthat K s yd rdx q I q d ?y 1 y d ? drdx.
Ž .In our case the functional J q satisfies the assumptions H1, H3, and
Ž .H5 or H6 , and the parameter q subject to a unique constraint set Q ,ad
which satisfies the assumption H6. Therefore, using the algorithm QNM
 4stated in Section 2, one gets an approximate sequence q and a boundedn
 4operator sequence B . If the assumption H7 and H8 are valid, then then
 4 Ž .sequence q will converge to a Kuhn]Tucker point of the problem 3.1n
by Theorem 2.6.
But how to verify the assumptions H7 and H8 is still an open problem.
Finally, we make a numerical experiment.
Ž .Let us identify the parameter q involved in the problem 3.1 with the
Ž .measurement 3.2 , where
a r , q s 2 y eyq r and f x , t s 10e2 t sin p x . 3.32Ž . Ž . Ž .
Ž . Ž .obviously, for any q G 0, a ?, q g S, where S is defined by 3.3 . For this
Ž . 1Ž .  Ž .case, take V s 0, 1 , T s 1, Q s H V , and Q s q g Q; q x G 0,0 ad
4; x g V .
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Ž w x.We use an implicit method see, for example, 17 to discretize the
Ž .problem 3.1 as follows:
y 1rD x 2 q B q C unq2 q 2 1rD x 2 q 1rD t 2 q C unq2Ž . Ž .jy1 j
y 1rD x 2 y B q C unq2Ž . jq1
s f nq2 q 2rD t 2 unq1 y B q C un 3.33Ž . Ž .j j jq1
q2 C y 1r 2D t 2 un y B q C un , n ) 2,Ž . Ž .Ž . j jy1
u1 s u2 s 0, j s 0, . . . , n ,j j x
un s un s 0, n s 0, . . . , n ,1 n x t
n Ž . n Ž . Ž .where u s u jD x, nD t , f s f jD x, nD t , q s q jD x ,j j j
A s unq1 y unq1 y uny1 q uny1 r 4D xD t ,Ž . 4jq1 jy1 jq1 jy1
B s exp yq A2Ž .j
= q y q A2 q 2 q A unq1 y 2unq1 q unq1 y uny1Ž .½ Žjq1 jy1 j jq1 j jy1 jq1
q2uny1 y uny1 rD xD t r 8D x 2D t ,Ž .5.j jy1
C s 2 y exp yq A2 .Ž .j
In this paper we take D x s 0.1, D t s 0.05, n s 1rD x, and n s 1rD t.x t
Ž .We also have the similar discrete equations for the problem 3.23 .
Ž .For the computation of the gradient 3.30 we have the following
difference equality:
nt
2 2n n n nj ’ j lD x s d d u d p exp yq d td u d d u D t q g Kq ,Ž . Ž . Ž .Ýl t x l x l l x l t x l l
ns1
where
d un s unq1 y uny1 r 2D t , d un s un y un r 2D x ,Ž . Ž .Ž .Ž .t l l l x l jq1 jy1
2Kq s q y d q q d ?y 1 y d ? d q ,Ž . Ž .l l x l x l
Ž .and d ?y a is the Dirac measure concentrated at a.
Ž .In the numerical computation the true parameter is q x s 2 qtt
Ž . w x 0Ž .sin 2p x , x g 0, 1 , the initial guesses are q x s 2, A s I.
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TABLE I
Convergence for the Algorithm QNM
Iteration Times m s m s J1 1 2 2
0 0 0.4546 y0.00196 0.037 19.4041
1 y0.1882 0.0702 0.0291 0.0011 17.7812
2 y0.1309 0.0393 0.0179 0.0004 17.0483
3 y0.0882 0.0145 0.0108 0.0001 15.8132
4 y0.03 0.0027 0.0051 0.00004 14.6179
5 y0.0102 0.0005 0.0021 0.0000007 11.7332
The computational results are summarized in the following Table I,
where
Dq s q iD x y q iD x ,Ž . Ž .i tt
nx
m s Dq r n q 1 ,Ž .Ý1 i x
is0
2n x' w xs s Ý Dq y m rn ,1 is0 i 1 x
y s u iD x , n D t y z iD x ,Ž . Ž .i t
m s Ýn x y r n q 1 ,Ž .2 is0 i x
2n x's s Ý y y m rn ,Ž .2 is0 i 2 x
2n 2 n 2x xJ s D xÝ y r2 q gr2 Ý q q d q D x .Ž . Ž .is1 i is1 i x i
The above symbols have the following meanings:
m and s represent the average and the standard deviation of the1 1
Ž .errors, Dq , between the estimated parameter q x and the true parameteri
Ž .q x at the distinct grid points, respectively.tt
Similarly, m and s represent the average and the standard deviation2 2
of the errors, y , between the computational state at the final time,i
Ž . Ž .u x, T , and the measurement, z x , at the distinct grid points, respec-
tively.
J represents the sum of the squared deviation of the errors, y , and thei
Ž . n x w 2 Ž .2 xterm, gr2 Ý q q d q D x, penalized by the regularization.is1 i x i
Because the errors at the distinct grid points are different, we use the
above statistical moments to describe the fitness of the calculated state at
the final time for the measurement.
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From the results in Table I one can draw the following conclusions:
1. The deviations decrease as the iteration numbers increase; that is,
the algorithm QNM is convergent and suites to estimating parameters
involved in a hyperbolic system.
2. There are the bigger numbers in the column J of Table I owing to
that J contains the term penalized by the regularization.
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