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A instrumentação de programas consiste em inserir código adicional para coletar 
informações sobre a execução de um dado programa. Um tipo de informação coletada 
pode ser o valor das variáveis. Este tipo de informação é muito útil para atividades de 
teste e depuração de programas. Todavia, existe um custo associado à instrumentação, 
pois instrumentar código implica aumentar o tamanho e o tempo de execução do 
programa. Além disso, quando se monitora uma variável em um programa, existe a 
dificuldade de se identificar todas as suas ocorrências, pois não basta identificar as 
ocorrências explícitas, é preciso também identificar as suas ocorrências por meio de 
outras variáveis (ponteiros) que a referenciam. 
 
Para tratar estes dois aspectos é proposta a instrumentação configurável e 
incremental de programas. A configuração de eventos a serem monitorados é utilizada 
para reduzir o custo da instrumentação e consiste em permitir que sejam selecionados os 
eventos e as variáveis de interesse para o monitoramento. A instrumentação incremental 
visa monitorar mais precisamente as variáveis do programa e consiste em instrumentar o 
programa em níveis que retratam os acessos diretos às variáveis de interesse e os acessos 
por meio de ponteiros. Para tanto, são propostos três níveis incrementais de 
monitoramento – estático, dinâmico parcial e dinâmico total. Uma  ferramenta de 
Instrumentação Configurável e Incremental (ICI) para programas escritos em linguagem 





Program instrumentation consists of inserting code in order to gather information 
about a program execution. A possible kind of information is the value of variables. This 
kind of information is very useful for testing and debugging activities. However, there is 
a cost associated with instrumenting programs since it increases program size and 
execution time. Moreover, when a variable is monitored in a program, it is difficult to 
identify all its occurrences because it is not enough to identify the explicit occurrences, it 
is also necessary to identify its occurrences through other variables (pointers) which 
might access it.  
 
In order to tackle these two problems we propose a configurable and incremental 
instrumentation. The configuration of events to be monitored is used to reduce the 
instrumentation cost and consists of selecting events and variables interesting to 
monitoring. The incremental instrumentation aims at monitoring the program variables 
more precisely and consists of instrumenting the program at different levels which reflect 
the direct acesses to the variables of interest and the accesses through pointers. To 
achieve this, three incremental monitoring levels are proposed – static, partially dynamic 
and fully dynamic. A tool for Incremental and Configurable Instrumentation (ICI) of 
programs written in C language was developed and a case study was carried out to 
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Na medida em que a complexidade na atividade de desenvolvimento de software 
vem crescendo, é maior a demanda por sistemas de software cada vez mais complexos e 
confiáveis, construídos a custos razoáveis, ou seja, produtos de software de qualidade e 
econômicos. Uma das metas da engenharia de software é produzir software de alta 
qualidade [Pre92]. Destaca-se, sobretudo, a necessidade de técnicas e estratégias para 
verificar se o software funciona de acordo com o que foi especificado e de detectar 
problemas que eventualmente não tenham sido previstos na especificação. Além disso, 
uma vez detectados os problemas, são necessárias técnicas para sua localização e 
correção.  
 
Dentre as atividades de garantia e avaliação da qualidade de software, a atividade de 
teste é fundamental. As técnicas de teste têm o objetivo de detectar a presença de defeitos 
no programa que, após detectados, devem ser localizados e corrigidos por técnicas de 
depuração [Pre92]. 
 
Os métodos utilizados para testar o software são baseados em duas técnicas 
principais: funcional e estrutural. A técnica funcional considera o sistema como uma 
caixa preta, ou seja, não são considerados os detalhes de implementação do sistema. Os 
casos de teste são definidos com base na especificação funcional do software. Já a técnica 
estrutural considera a estrutura interna do sistema e define requisitos a serem exercitados 
pelos casos de teste a partir dela. Existem outras técnicas de teste que têm como objetivo 
detectar os defeitos mais comuns ou identificar máquinas de estados finitos errôneas. A 
técnica baseada em defeitos [Dem78] estabelece os requisitos de teste explorando os 
defeitos mais comuns e a técnica de teste com base em máquinas de estados finitos 
[Mal01] utiliza a estrutura de máquinas de estado finito e o conhecimento subjacente para 
derivar requisitos de teste. 
 
Para auxiliar na seleção dos casos de teste, vários critérios foram definidos para a 
técnica de teste estrutural. Os primeiros critérios que surgiram baseavam-se unicamente 
no fluxo de controle dos programas e utilizam informações relacionadas aos comandos ou 
desvios dos programas para definir os elementos a serem exercitados. Outros critérios de 
teste estrutural baseiam-se na análise de fluxo de dados do programa e requerem que as 
interações que envolvem definições de variáveis e subseqüentes usos sejam testadas 
[Rap85]. Outros critérios, chamados Critérios Potenciais Usos, estendem este conceito na 
medida que requerem que sejam exercitadas as associações entre a definição de uma 
variável e um possível uso desta mesma variável [Mal92a].  
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Os critérios de teste estrutural em geral auxiliam o testador na seleção dos casos de 
teste e na análise de adequação de conjuntos de casos de teste. Portanto, uma vez 
executado o programa, é realizada uma análise da cobertura do teste. Para obter 
informações sobre a execução do programa, como por exemplo, o caminho percorrido 
durante a sua execução, o programa deve ser instrumentado. Nesse sentido, a 
instrumentação de programas é muito utilizada em testes estruturais, pois utiliza-se a 
instrumentação para inserir código adicional no programa a fim de obter dados sobre a 
sua execução. Os dados coletados são, então, utilizados nas análises de cobertura do 
código.  
 
Para auxiliar na realização de testes, existem ferramentas automatizadas que fazem 
análise estática do código fonte, auxiliam na instrumentação do código e medem a 
cobertura fornecida por um conjunto de casos de teste. A ferramenta POKE-TOOL 
[Mal92b, Cha98] utiliza a instrumentação para coletar informações que retratam os nós 
percorridos durante a execução do programa e, posteriormente, utiliza estas informações 
na análise de cobertura para um conjunto de casos de teste.  
 
A instrumentação pode apoiar ainda outras ferramentas, como as de geração de 
dados de teste [Bue99]. Estas ferramentas visam a geração de valores para variáveis de 
entrada de programas que exercitem componentes estruturais requeridos pelos critérios de 
teste. Na abordagem dinâmica (baseada na execução), técnicas numéricas ou de busca 
utilizam informações sobre a execução do programa para a geração de dados. Os fluxos 
de controle (seqüência de nós executados) e de dados (valores envolvidos em predicados 
do programa) ocorridos nas execuções são obtidos por meio da instrumentação do 
programa em teste. Bueno [Bue99] apresenta uma técnica para geração de dados que 
utiliza um Algoritmo Genético para evoluir uma população de dados de teste com o 
objetivo de executar algum caminho de interesse no programa. A população de dados 
evolui através de um processo iterativo que envolve: a exploração do domínio de entrada 
do programa (por meio de operadores genéticos) e a seleção dos dados de teste mais 
adequados segundo o objetivo de executar o caminho de interesse.  Esta seleção é feita 
pela concessão de uma maior “chance de sobrevivência” (quantificada por uma função de 
ajuste) aos dados de teste mais próximos do objetivo e é baseada em informações 
providas pela execução do programa instrumentado com os dados de teste da população 
do Algoritmo Genético. 
 
Uma vez realizado o teste e detectada a presença de um defeito no programa, o 
próximo passo é localizá-lo para corrigi-lo. Para isso, os depuradores simbólicos [Ada86] 
oferecem aos usuários um conjunto de comandos para que sejam feitas consultas à 
execução do programa a fim de entender o seu comportamento. Esses depuradores se 
baseiam no mecanismo de inserção de breakpoints e utilizam a instrumentação para 
coletar informações sobre o programa, como o valor das variáveis no momento da 
execução.  
 
Nota-se que a instrumentação de programas é fundamental para as ferramentas de 
teste e depuração de programas. Outra atividade apoiada pela instrumentação é a 
atividade de compreensão de programas por meio de detecção de invariantes. Determinar 
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invariantes no programa é definir o comportamento do programa em um ponto específico. 
As invariantes ajudam a equipe de software a entender melhor o código e, 
conseqüentemente, facilitam as atividades de manutenção. O ideal é que estes 
comportamentos sejam escritos pelo programador no código do programa (como 
comentários); no entanto, isto dificilmente ocorre. Assim, existem ferramentas como 
Daikon [Ern01] que, com base em informações sobre a execução do programa, inferem 
estas invariantes. O código fonte é instrumentado a fim de obter o valor das variáveis do 
programa em tempo de execução. Estes valores são, então, analisados pela ferramenta à 
procura de padrões e relacionamentos para determinar as invariantes. Assim, a 
instrumentação é fator chave neste processo. 
 
Como visto, a instrumentação de programas apóia muitas atividades, como o teste, a 
depuração e a compreensão de programas. O objetivo da instrumentação é coletar 
informações sobre o estado do programa diante da ocorrência de eventos. O estado do 
programa  são os valores de variáveis e registradores em um dado ponto de execução e 
evento é uma ação que ocorre no programa, como uma atribuição de valor a uma variável, 
uma chamada de função, etc.  
 
No entanto, a inserção de código adicional no programa para capturar informações 
sobre a sua execução implica um aumento no tamanho do código (overhead de código) e 
um aumento no tempo de execução (overhead de execução) do programa. Assim, o 
problema em se instrumentar programas está no custo associado à instrumentação. Este 
custo é grande se forem monitoradas muitas variáveis e se a instrumentação for inserida 
em muitos pontos do programa [Tem98]. Mas, se for feita uma seleção apropriada das 
variáveis a serem monitoradas, pode haver uma redução considerável no custo da 
instrumentação. Uma solução para diminuir este custo é selecionar as variáveis de 
interesse para o monitoramento, ou seja, realizar uma instrumentação configurável. 
 
O monitoramento de variáveis em um programa consiste em obter o valor da 
variável de interesse para todos os eventos de definição e uso desta variável. Para isso, 
instrumentam-se as ocorrências explícitas da variável de interesse. Estas ocorrências 
podem ser facilmente identificadas no código. O que acontece, em alguns casos, é que a 
variável de interesse pode estar sendo acessada por meio de algum ponteiro do programa. 
Estas ocorrências implícitas também devem ser instrumentadas, pois são acessos à 
variável de interesse. No entanto, estas ocorrências não estão explícitas no código, o que 
dificulta a identificação destes acessos. Assim, identificar acessos à variável de interesse 
por meio de ponteiros é um problema quando se faz monitoramento de variáveis em um 
programa. 
 
Para que seja possível monitorar uma variável em todas as circunstâncias é preciso 
monitorar não somente as ocorrências explícitas da variável, mas também os ponteiros e 
vetores do programa a fim de verificar todas as possíveis formas de acesso à variável de 
interesse. As ferramentas de instrumentação atuais não realizam este monitoramento 
preciso das variáveis. 
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Para solucionar o problema de monitorar variáveis acessadas por meio de ponteiros, 
foram definidos neste trabalho três níveis incrementais de monitoramento – estático, 
dinâmico parcial e dinâmico total. Estes níveis permitem um monitoramento mais 
preciso da variável de interesse, pois possibilitam que sejam monitorados os acessos à 
variável por meio de ponteiros e elementos de vetores. Para implementar esta idéia, uma 
ferramenta de Instrumentação Configurável e Incremental de programas escritos em 
linguagem C (ICI) foi desenvolvida. Além de instrumentar programas com base em três 
níveis incrementais de monitoramento, esta ferramenta trabalha com o conceito de 
configurabilidade de eventos, que consiste em selecionar as variáveis do monitoramento 
para diminuir a intrusão no código, reduzindo, assim, o custo da instrumentação. 







O problema de se monitorar variáveis que ocorrem de forma implícita no programa e 
a necessidade de reduzir a intrusão no código foram os principais fatores que motivaram 
os objetivos deste trabalho: 
 
 
• Utilizar o conceito de configurabilidade , que consiste em selecionar as variáveis 
de interesse para o monitoramento a fim de reduzir a intrusão no código e, como 
conseqüência, diminuir o custo da instrumentação. 
 
 
•  Desenvolver a instrumentação increme ntal de programas , que consiste em 
disponibilizar níveis de monitoramento para atender à necessidade de se 
monitorar não somente as ocorrências explícitas das variáveis como também as 
ocorrências via ponteiros. Para isso, foram propostos três níveis de 
monitoramento – estático, dinâmico parcial e dinâmico total. 
 
A idéia é permitir um monitoramento cada vez mais rigoroso à medida que se 
avança nos níveis de monitoramento. Para tanto, foi desenvolvida a ferramenta de 








1.3 Organização da Dissertação 
 
 
Neste capítulo foi apresentado o contexto no qual este trabalho está inserido, o que 
envolveu discussões sobre engenharia de software, teste, depuração, compreensão de 
programas e a relação dessas atividades com instrumentação de programas. Também 
foram expostos os objetivos deste trabalho.  
 
No Capítulo 2 são apresentados os conceitos básicos de teste de software e as 
características que a instrumentação de programas deve apresentar. Nesse capítulo 
também são apresentadas as ferramentas existentes que utilizam instrumentação de 
programas.  
 
Motivado pelas deficiências identificadas nas ferramentas estudadas no capítulo 
anterior, o Capítulo 3 apresenta a ferramenta ICI e suas características, como a 
configurabilidade de eventos e o monitoramento de variáveis em três níveis – estático, 
dinâmico parcial e dinâmico total. Os aspectos de implementação da ferramenta ICI são 
apresentados no Capítulo 4. 
 
Para exercitar a idéia de instrumentação incremental, feita em três níveis de 
monitoramento, e a configurabilidade de eventos, exemplos de utilização da ferramenta 
ICI foram executados. Durante a execução dos exemplos, foram coletados dados para 
análise do custo de instrumentação cujos resultados são apresentados no Capítulo 5. 
Finalmente, o Capítulo 6 apresenta as conclusões e os trabalhos futuros que poderão ser 
conduzidos. 
 
As Referências Bibliográficas e os três apêndices complementam a dissertação: 
Apêndice A, que descreve o código das funções de instrumentação; Apêndice B, que 
contém o programa sort original e instrumentado; e Apêndice C, que descreve a 




Capítulo 2 – Revisão Bibliográfica 
 
 
Esse capítulo, primeiramente, apresenta os conceitos de teste necessários para o 
desenvolvimento dessa dissertação. É feito um estudo das ferramentas de instrumentação 
existentes e são definidos alguns aspectos de comparação entre as ferramentas, que são: 
os tipos de eventos monitorados, a capacidade de configuração de eventos e a viabilidade 
da ferramenta. O objetivo desse capítulo é identificar necessidades para as ferramentas de 
instrumentação uma vez que essas necessidades são os fatores de motivação para o 




A instrumentação é um meio de coletar informações dinâmicas sobre a execução de 
um programa. Estas informações, geralmente, retratam o fluxo de controle e de dados do 
programa durante a execução e são usadas por vários tipos de aplicações. As ferramentas 
que utilizam essas informações – chamadas monitores – dependem da instrumentação 
para realizarem suas tarefas, pois monitoram o comportamento de outros programas.  
 
As ferramentas de depuração e visualização de programas são exemplos típicos de 
monitores que fazem uso intenso da instrumentação para obter as informações de 
execução do programa. Assim, utilizando informações obtidas com a instrumentação, um 
programa monitor pode mostrar ao usuário o estado atual do programa de modo textual 
ou gráfico. Por exemplo, os depuradores simbólicos [Ada86] são monitores que 
apresentam informações em geral de forma textual. Braz et al. [Braz97], por sua vez, 
desenvolveram uma ferramenta de visualização de programas que mostra graficamente 
qualquer estrutura de árvore criada no programa fonte.  
 
No entanto, a instrumentação de programas não é utilizada unicamente para apoiar 
a depuração e visualização de programas; ela também pode ser utilizada para auxiliar 
outras atividades como o teste. A ferramenta desenvolvida por Bueno [Bue99] utiliza as 
informações coletadas pela instrumentação para auxiliar o processo de geração de dados 
de teste. Estas informações direcionam a busca de valores de entrada que executem um 
caminho particular desejado.  
 
Neste capítulo são apresentados os conceitos básicos de teste de software e uma 
revisão bibliográfica das ferramentas que utilizam instrumentação de programas. Na 
Seção 2.2 são apresentados inicialmente os conceitos básicos de teste; as Seções 2.3 e 2.4 
descrevem o tipo de informação coletada e as características desejadas da instrumentação 
de programas, respectivamente; na Seção 2.5 são descritas várias ferramentas que 
realizam instrumentação de programas; e, na Seção 2.6, é apresentada uma discussão das 
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ferramentas apresentadas com relação às características discutidas na Seção 2.4. A Seção 
2.7 contém as considerações finais. 
 
 
2.2 Teste de Software 
 
 
A discussão sobre teste de software a seguir é uma seleção da discussão realizada 
por Chaim [Cha01]. Um programa pode ser testado de maneira ad hoc ou sistemática. Na 
primeira abordagem, os casos de teste são derivados unicamente a partir da intuição do 
testador. Já o teste sistemático implica que os casos de teste foram derivados utilizando 
uma técnica de teste. Um dos objetivos das técnicas sistemáticas de teste é garantir que 
aspectos considerados importantes da especificação e da implementação do programa 
tenham sido exercitados pelo menos uma vez por algum caso de teste; elas podem ainda 
ter como objetivo detectar os defeitos mais comuns ou identificar máquinas de estados 
finitos errôneas. Por isso, as técnicas de teste são classificadas em funcionais, estruturais, 
baseadas em defeitos e baseadas em máquinas de estados finitos.  
 
A técnica funcional deriva requisitos de teste a partir das especificações do 
software. Exemplos de técnicas funcionais são: Particionamento de Equivalência, Análise 
de Valores Limites, Grafos de Causa e Efeito [Mye79], Categorização-Particionamento 
[Ost88], etc. Já a técnica baseada em defeitos estabelece os requisitos de teste explorando 
os defeitos mais comuns. Os critérios Análise de Mutantes [Dem78] e Semeadura de 
Defeitos [Bud81] são exemplos de técnicas baseadas em defeitos. A técnica de teste com 
base em máquinas de estados finitos, por sua vez, utiliza a estrutura de máquinas de 
estado finito e o conhecimento subjacente para derivar requisitos de teste [Mal01]. 
 
A seguir, as técnicas de teste estruturais são descritas em mais detalhes visto que 





2.2.1 Técnica Estrutural  
 
 
A técnica de teste estrutural (também chamada de técnica de teste caixa branca) 
requer que os casos de teste selecionados executem (exercitem) determinados caminhos 
do programa considerados relevantes para que o testador aumente a sua confiança em 
relação à corretitude do programa. Os caminhos requeridos definem requisitos de teste 
que constituem um critério de adequação do conjunto de casos de teste. Em outras 
palavras, o conjunto de casos de teste T é considerado adequado, do ponto de vista do 
teste estrutural e de acordo com um critério C, se o conjunto de requisitos de teste 
estabelecido por C é exercitado pelos casos de teste de T. A seguir, alguns critérios de 
teste estruturais são descritos.  
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2.2.2 Conceitos de Fluxo de Controle e Fluxo de Dados  
 
 
Os conceitos básicos de fluxo de controle e fluxo de dados, utilizados na definição 
dos requisitos de teste dos critérios estruturais, são introduzidos abaixo.  
 
Seja  P um programa escrito em uma linguagem do estilo Algol [Ghe87] e  S1 ... Si 
... Sn, 1≤ i ≤ n, a sua seqüência de comandos. P pode ser mapeado para um grafo de fluxo 
de controle G(N, R, s, e) onde N é o conjunto de blocos de comandos (nós) tal que uma 
vez executado o primeiro comando do bloco todos são executados seqüencialmente, e é o 
nó de entrada, s é o nó de saída e R é o conjunto de ramos que representam a possível 
transferência de fluxo de controle entre dois nós. A Figura 2.2 apresenta o grafo de fluxo 
de controle obtido a partir do programa da Figura 2.1. Um caminho é a seqüência de nós 
(ni, ... , nk, nk+1, ... , nj), onde i≤ k < j, tal que (nk, nk+1) ∈ R. Um caminho é livre de laço se 
todos os nós são distintos. Um caminho é completo quando começa em e e termina em s.  
 
Uma definição de variável (def) ocorre sempre que um valor é armazenado em uma 
posição de memória. A ocorrência de uma variável é um uso quando ela não estiver 
sendo definida. Dois tipos de usos são distinguidos: c-uso e p-uso. O primeiro tipo afeta 
diretamente uma computação sendo realizada ou permite que o resultado de uma 
definição anterior possa ser observado. O segundo tipo afeta diretamente o fluxo de 
controle do programa.  
 
Um caminho (i, n1, ... , nm,  j), m ≥ 0, que não contenha definição de uma variável x 
nos nós n1, ... , nm é chamado de caminho livre de definição com respeito a (c.r.a.) x do nó 
i ao nó j e do nó i ao arco (nm , j). Um caminho livre de definição (n1, n2, ... , nj, nk) c.r.a. a 
uma variável x, onde o caminho (n1,  n2, ... , nj) é um caminho livre de laço e n1 tem uma 




 int i, a[8], l; 
1: printf(“Enter i (0 <= i < 9): ”); /* ß correto: < 8 */ 
2: scanf (“%d”, &i); 
  
3: l = 0; 
4: while( l < 9) /*ß correto: (l < 8) */ 
 { 




7: printf(“a[%d] = %d\n”, i, a[i] ); 
 } 
 










2.2.3 Critérios Baseados em Fluxo de Controle  
 
Os requisitos de teste destes critérios estão associados a elementos do fluxo de 
controle do programa.  
 
- Critério Todos os Nós: exige que cada nó do grafo seja executado pelo menos 
uma vez;  
 
 - Critério Todos os Ramos: exige que cada ramo do grafo seja executado pelo 
menos uma vez;  
 
- Critério Todos os Caminhos: exige que cada caminho, dado por uma 
seqüência finita de nós do grafo, seja executado pelo menos uma vez; 
 
 
O teste segundo o critério todos os caminhos é chamado ideal ou exaustivo do 
ponto de vista estrutural. O teste exaustivo de programas seria o mais indicado, porém, na 
maioria das vezes, é impraticável visto que o número de caminhos é muito grande ou até 








int i, a[8], l; 




while(l<9)  /*correto: (l<8) */ 
a[l]=l; 
++l; 
printf(“a[%d] = %d\n”, i, a[i]); 
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2.2.4 Critérios Baseados em Análise de Fluxo de Dados  
 
Os critérios baseados em análise de fluxo de dados (chamados simplesmente de 
critérios de fluxo de dados) ([Her76], [Las83], [Mal92a], [Nta84], [Rap85], [Ura88]) 
estabelecem requisitos de teste que exigem a execução de caminhos entre a definição e o 
(potencial) uso de uma variável; por isso, os seus requisitos de teste são chamados de 
associações definição-(potencial)-uso.  
 
A intuição subjacente a esses critérios é que a confiança em relação à corretitude do 
programa é aumentada se todo valor atribuído a uma variável for utilizado pelo menos 
uma vez na execução do conjunto de casos de teste [Fra88]. Os critérios Potenciais Usos 
[Mal92a] estenderam essa intuição utilizando o conceito de potencial uso. Segundo este 
conceito, os requisitos de teste devem exigir caminhos entre uma definição e os pontos do 
programa onde o valor da definição pode ser utilizado, ou seja, onde há um potencial uso.  
 
A seguir, são descritos alguns critérios de fluxo de dados das famílias Fluxo de 
Dados [Rap85] e Potenciais Usos [Mal92a]. 
 
- Critério Todos os P-usos: requer que todas as associações definição-uso 
(adu) do tipo (i, (j,k), x) do programa em teste sejam exercitadas pelos 
casos de teste de um conjunto T. Uma associação (i, (j,k), x) é exercitada 
quando pelo menos um caminho livre de definição c.r.a. x do nó i até o 
ramo (j,k) é executado por um caso de teste t ∈ T. 
 
- Critério Todos os Usos : requer que todas as associações definição-uso dos 
tipos (i, j, x) e (i, (j,k), x) sejam exercitadas pelos casos de teste de um 
conjunto T. Uma associação (i, j, x) ou (i, (j,k), x) é exercitada quando pelo 
menos um caminho livre de definição c.r.a. x do nó i até o nó j ou ramo 
(j,k) é executado por um caso de teste t ∈ T. 
 
- Critério Todos Potenciais-Usos: requer que todas as associações definição-
potencial-uso (adpu) dos tipos (i, j, x) e (i, (j,k), x) sejam exercitadas pelos 
casos de teste de um conjunto T. Note-se que para caracterizar uma 
associação definição-potencial-uso não é necessário um uso explícito de x 
em j ou (i,j), apenas que o nó j ou ramo (i,j) seja alcançável por um 
caminho livre de definição c.r.a. x a partir de i. 
 
- Critério Todos Potenciais-Usos/Du: também requer que todas as 
associações definição-potencial-uso dos tipos (i, j, x) e (i, (j,k), x) sejam 




Várias ferramentas foram desenvolvidas para apoiar a utilização dos critérios 
definidos acima: as ferramentas ASSET [Fra85], PROTESTE+ [Sil95] e APODOS 
([Mar99], [Mar96]) apóiam a aplicação dos critérios da família Fluxo de Dados para a 
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linguagem Pascal; ATAC [Hor91] e Tactic [Ost91] são ferramentas que apóiam a 
aplicação dos critérios da família Fluxo de Dados para a linguagem C; e a ferramenta 
POKE-TOOL [Cha98] apóia a aplicação dos critérios todos os nós, todos os ramos e das 
famílias Fluxo de Dados e Potenciais Usos para várias linguagens de programação (C, 
FORTRAN, COBOL).  
 
 
2.3 Monitoramento de Eventos 
 
A instrumentação visa essencialmente rastrear eventos que ocorrem durante a 
execução do programa de forma a permitir a inspeção de valores de variáveis e registros 
quando da ocorrência desses eventos. O conjunto de valores de variáveis e registros em 
um dado ponto da execução do programa constitui o estado do programa.  Assim, existem 
várias ferramentas que instrumentam programas com o objetivo de realizar o 
rastreamento de eventos e a inspeção do programa [Cha01].  
 
Duas classes de ferramentas desse tipo podem ser encontradas: 
 
• Interativas  – são ferramentas que requerem interação com o usuário. Os 
depuradores simbólicos [Ada86] são ferramentas que fazem o rastreamento 
de alguns tipos de eventos e a inspeção do estado do programa de forma 
interativa, ou seja, o usuário fornece comandos ao depurador para que este 
possa tomar suas ações. Utilizando esses comandos, é possível parar a 
execução do programa em um ponto desejado (inserção de breakpoints), 
requisitar valores de variáveis, pedir para dar continuidade à execução do 
programa, etc. Um exemplo típico deste tipo de ferramenta interativa é o 
depurador simbólico gdb [Sta99].  
 
• Não-interativas  – são ferramentas que não requerem interação com o 
usuário durante a execução do programa. Estas ferramentas, geralmente, 
produzem um relatório (arquivo) após a execução do programa que contém 
as informações dos eventos monitorados e os estados do programa. Como 
este arquivo é gerado somente depois de concluída a execução do programa, 
esta análise posterior do arquivo é chamada análise post mortem. 
 
O enfoque deste trabalho é em ferramentas de rastreamento de eventos e inspeção 
do estado do programa que trabalham de modo não-interativo, ou seja, geram relatórios 
para serem analisados após a execução do programa (análise post mortem). 
 
A seguir, são descritas as classes mais importantes de eventos rastreados pelas 





2.3.1  Classes de Eventos Monitorados 
 
 
Uma ferramenta de instrumentação, dependendo do tipo de aplicação para a qual 
foi desenvolvida, monitora um único evento ou vários tipos de eventos. Algumas classes 
de eventos são consideradas relevantes para o monitoramento da execução de um 
programa. Estas classes de eventos são exemplificadas no programa exemplo 2 (escrito 
em linguagem C) contido na Figura 2.3 abaixo.  
 
 
 main ( ) 
 { 
 int i, var1; 
 int *p; 
  
 printf(“Enter i (0<=i<11):”); 
 scanf(“%d”, &i); 
  
1: p = &var1; 
  
2: if(i<5) 
3:     { printf(“i é menor que 5”); 
4:       var1 = 8 – (i + 2); 
5:       *p = *p - 1; } 
6: else { 
7:         printf(“i é maior ou igual a 5”); 
8:         var1 = var1-1; 
9:         var1 = sqr(i); 
        } 
 } 
  
10: int sqr(int x) 
 { 
 x = x * x; 
return(x);   ; 
 } 
 





Monitoramento do alcance de uma linha do código 
 
A classe de eventos que monitora o alcance de uma linha no código pode ser 
realizada, na sua forma mais básica, por meio da inserção de comandos de escrita (printf, 
por exemplo, na linguagem C) no código para rastrear um determinado ponto do 
programa durante a execução. As linhas 3 e 7 do programa exemplo 2 monitoram o 
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alcance destas linhas para informar ao usuário se o comando executado está na parte then 
ou else do comando condicional.  
 
Outra forma na qual esta classe de eventos pode ser monitorada é utilizando os 
comandos de um depurador simbólico [Sta99], como o comando de inserção de 
breakpoints, que é o mecanismo utilizado pelas ferramentas de depuração para 




Monitoramento de posições de memória 
 
Uma classe de eventos importante é o monitoramento de posições de memória. Este 
monitoramento ocorre de duas maneiras: 
 
• Monitoramento de alteração de posição de memória - consiste em monitorar a 
alteração do valor de uma variável por meio do seu endereço na memória. Todo 
lado esquerdo de uma operação de atribuição no programa é uma operação 
candidata a ser monitorada, uma vez que esta operação realiza uma alteração em 
alguma posição de memória.  
 
No programa exemplo 2, pode-se desejar monitorar todas as atribuições 
feitas à variável var1. Entretanto, nota-se que na linha 1 foi atribuído ao ponteiro 
p o endereço de var1. Assim, como p aponta para var1, toda vez que for feita 
uma atribuição à *p, o valor de var1 está sendo alterado. É preciso, então, 
monitorar não somente as atribuições explícitas à var1 (linhas 4, 8 e 9) como 
também as atribuições à var1 feitas via ponteiro (linha 5). Monitorando-se o 
endereço de memória de var1 nas linhas 4, 5, 8 e 9 (considera-se apenas o lado 
esquerdo da atribuição) é possível obter os valores de var1 para as duas formas de 
atribuição (explícita e via ponteiro). 
 
•  Monitoramento de referência de posição de memória -  consiste em monitorar 
o uso (operação de leitura) de uma variável através do seu endereço na memória. 
No programa exemplo 2, deseja-se monitorar o uso da variável var1. 
Monitorando-se o endereço de var1 na memória nas linhas 5 e 8 (considera-se 
apenas o lado direito da atribuição), é possível obter o valor de var1 para o seu 
uso explícito (linha 8) e também para o seu uso via ponteiro na linha 5 (uma vez 
que p aponta para var1). 
 
 
Toda vez que se deseja monitorar o valor de uma variável, seja em uma definição 
(operação de escrita) ou em um uso (operação de leitura) desta variável, o seu endereço 
na memória é capturado e o seu valor é monitorado através deste endereço. Este tipo de 
monitoramento, feito através do endereço da variável, permite monitorar as ocorrências 





Monitoramento de  operações 
 
Esta classe de eventos consiste em monitorar as operações aritméticas, relacionais 
ou lógicas de um programa. No programa exemplo 2, deseja-se saber o resultado 
intermediário da expressão   8 – (i + 2) atribuída à variável var1 na linha 4. O resultado 
intermediário, que é produzido pela expressão (i + 2), pode ser obtido monitorando-se a 
operação de adição. 
 
 
Monitoramento de chamadas de  função e procedimento 
 
O monitoramento de chamada de funções e procedimentos consiste em monitorar 
os valores dos parâmetros de uma chamada de função e o seu valor de retorno. No 
programa exemplo 2 pode-se monitorar a chamada da função sqr (linha 9). Por meio do 
evento de monitoramento de chamada de função é possível obter o valor do parâmetro x 
antes da função ser executada e o seu valor depois da execução (na função sqr o valor do 
parâmetro x não é alterado após a execução porque o parâmetro foi passado para a função 
através de uma chamada por valor). Monitorando-se a chamada da função sqr é possível 
também obter o valor de retorno da função. 
 
 
2.4  Características Desejáveis da Instrumentação 
 
 
Nessa seção são apresentadas algumas características desejáveis das ferramentas de 
instrumentação. Essas características estão relacionadas com o tipo de informação 
fornecida (eventos) e a viabilidade de utilização das ferramentas, servindo de critério de 
comparação entre elas. 
 
 
Classes de Eventos Monitoradas 
 
Um critério importante para avaliar a instrumentação são as classes de eventos que 
a ferramenta monitora. As classes de eventos mais relevantes, como já definidos 
anteriormente, realizam o monitoramento de alcance de linha, de operações, de alteração 
e referência de posição de memória e de chamada de funções ou procedimentos. Deseja-
se que uma ferramenta de instrumentação monitore uma ou mais classes de eventos, o 










Uma característica muito importante é a capacidade de configuração de eventos de 
uma ferramenta. O mecanismo de configuração consiste em restringir, a partir de um 
conjunto amplo de eventos, um conjunto menor a ser instrumentado. Segundo Templer 
[Tem98], a configuração reduz a quantidade de inserções de código no programa e faz 
com que muitas computações que seriam feitas em tempo de execução sejam evitadas. 
 
Este critério de análise de configurabilidade de uma ferramenta é importante porque 
permite que o usuário selecione somente os tipos de eventos interessantes de serem 
monitorados para uma determinada aplicação. Uma ferramenta configurável evita a 
instrumentação de eventos que não são de interesse, reduzindo, assim, a quantidade de 
eventos instrumentados no programa. 
 
 
Velocidade de Execução e Código Instrumentado 
 
A velocidade de execução do programa instrumentado depende do comportamento 
do programa, da quantidade e dos tipos de eventos instrumentados e, ainda, do custo 
decorrente do código adicional inserido no programa. Assim, espera-se que a ferramenta 
de instrumentação gere código instrumentado que seja enxuto e que cause o  menor 




2.5  Trabalhos Relacionados 
 
 
A seguir são descritas várias ferramentas que realizam rastreamento e inspeção de 
eventos, sendo apresentadas  resumidamente com relação à técnica de instrumentação 
utilizada e ao tipo de informação fornecida. Cada ferramenta é também analisada com 
relação às características desejáveis da instrumentação, a saber, classes de eventos 
monitoradas, configurabilidade, velocidade de execução e código instrumentado.  
 
 
2.5.1 Safe C 
 
Austin et al. [Aus94] apresentam uma técnica de verificação da utilização de 
vetores e de ponteiros que visa detectar erros de acesso à memória, tanto erros de acesso 
temporal como espacial. Se o acesso ocorrer fora dos limites de endereço da variável 
referenciada, tem-se um erro de acesso espacial. Se o acesso ocorrer fora do tempo de 
vida útil da variável, tem-se um erro de acesso temporal. 
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Para realizar essa verificação os autores desenvolveram uma técnica especial de 
instrumentação. Os programas são transformados em tempo de compilação de modo que 
todos os ponteiros são convertidos para uma estrutura chamada safe pointer. Esta 
estrutura contém o valor do ponteiro (o endereço) e os atributos do objeto (informações 
sobre a variável referenciada). Os atributos descrevem a localização, o tamanho e o 
tempo de vida da variável referenciada através do ponteiro. A ferramenta desenvolvida – 
Safe C – detecta os erros de acesso à memória simplesmente pela validação das 
operações de derreferenciação de ponteiros com relação aos atributos do objeto apontado 
por eles. Se o acesso estiver dentro dos limites de espaço e tempo do objeto, então, o 
acesso está correto; caso contrário, um erro é detectado. 
 
Portanto, Safe C foi desenvolvida com o propósito de monitorar um único tipo de 
evento – acesso à memória. A ferramenta não foi desenvolvida para monitorar alcance de 
linha, operações e chamadas de função. Além disso, para monitorar os acessos à 
memória, Safe C realiza transformações em todo o código, de forma que todos os 
ponteiros, sem exceção, são monitorados, não sendo possível selecionar um subconjunto 
deles. Isto implica que todas as declarações de ponteiro são estendidas para incluir os 
atributos da estrutura safe pointer, e todas as definições e os usos desses ponteiros são 
verificados a fim de detectar erros de acesso à memória.  
 
Seis programas não triviais em C com uso intenso de ponteiros foram analisados 
com relação ao aumento do tamanho do código (overhead de código) e com relação ao 
impacto no tempo de execução (overhead de execução). Para os seis programas, o 
overhead de código mostrou-se abaixo de 100% e o overhead de execução por volta de 






Purify [Has92] é uma ferramenta comercial de verificação de acesso a memória que 
não requer o código fonte do programa, pois todas as transformações são realizadas no 
código objeto. Esta ferramenta verifica erros de acesso espaciais e temporais às memórias 
estática e dinâmica do programa através do uso de um mapa de estado da memória.  
 
Para cada operação de leitura e escrita executada no programa, Purify consulta o 
mapa de estado da memória. As extremidades da pilha de execução e da alocação heap 
são consideradas como uma “área vermelha” e, no mapa de estado da memória, são 
marcadas como não-acessíveis. Assim, quando uma operação de leitura ou escrita atinge 
a área vermelha, um erro de acesso espacial é detectado. Quando o registro de ativação de 
uma subrotina ou a alocação heap é liberada, marca-se o estado da memória como 
inacessível a fim de detectar erros de acesso temporais. 
 
Purify e Safe C são ferramentas semelhantes visto que Purify também realiza 
verificação de erros de acesso espaciais e temporais à memória. No entanto, Purify 
somente detecta erros de acesso à memória se o acesso for feito fora da memória de 
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dados (pilha de execução) e do armazenamento heap. Purify também não monitora 
alcance de linha, operações e chamadas de função. 
 
Uma característica importante que distingue Purify de Safe C é que Safe C 
consegue detectar todos os erros de acesso a memória, enquanto Purify é mais restrita. 
Por exemplo, Purify não detecta erros como o acesso a uma posição de memória fora dos 
limites de um vetor que invada a região da próxima variável se esta invasão estiver 
circunscrita à pilha de execução. Purify também não detecta o erro de acesso a uma área 
já liberada que tenha sido realocada. Estas limitações de Purify ocorrem porque Purify 
não determina a variável referenciada no acesso à memória. Purify verifica somente se a 
região da memória acessada está ativa ou não. Já Safe C consegue detectar todos erros de 
acesso à memória porque Safe C não verifica somente o estado da memória (ativo ou não 
ativo), mas verifica também a variável referenciada pelo ponteiro. Safe C é capaz de 
monitorar uma posição específica da memória, enquanto que o monitoramento realizado 
por Purify é mais geral, pois Purify monitora um bloco de memória. 
 
Purify, assim como Safe C, não é configurável. O monitoramento é feito para 
apenas um único evento – acesso à memória. Além disso, não é possível selecionar as 
operações de leitura e escrita que terão seus acessos à memória verificados visto que para 
todas as operações de leitura e escrita que o programa executa o mapa de estado da 
memória é consultado para verificar se está ocorrendo um acesso válido ou não.  
 
Purify não requer o código fonte do programa, pois todas as transformações são 
feitas no código objeto. Isto faz com que Purify possa ser utilizada em programas escritos 
em diversas linguagens de programação, desde que compiladas na mesma plataforma. Já 
Safe C realiza a instrumentação no código fonte, ou seja, é necessário que uma 
implementação específica seja feita para uma determinada linguagem. Purify é uma 
ferramenta com baixa intrusão e mais eficiente que Safe C. Assim, Purify é mais fácil de 
ser utilizada para diferentes linguagens na mesma plataforma, enquanto Safe C é mais 
fácil de usar em várias plataformas (exigindo apenas a recompilação do programa 
instrumentado) para uma mesma linguagem. 
 
 
2.5.3 CCI  
 
CCI – Configurable C Instrumentation Tool [Tem98] – é uma ferramenta que 
instrumenta automaticamente programas em C e o seu objetivo é inserir código em um 
programa para fornecer a um monitor informações sobre a execução desse programa. A 
ferramenta insere no programa código de monitoramento de eventos e consegue 
preservar, em tempo de execução, o comportamento original do programa.  
 
Portanto, as informações de execução são descritas em termos de eventos. Um 
evento é qualquer unidade atômica do comportamento de um programa escrito em C. 
Tipicamente, os eventos monitorados por CCI estão associados à sintaxe da linguagem C, 
como, por exemplo, operadores matemáticos ( +, \, %, *, - ), operadores lógicos ( || , &&, 
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= =, !=, <, <=, >, >=, !) e  operadores de atribuição (=, +=, -=, etc). Assim, CCI monitora 
operações aritméticas, lógicas e de atribuição e referência a variáveis. 
 
Os eventos associados à sintaxe da linguagem C constituem um conjunto primitivo 
de eventos chamado conjunto base. Este conjunto descreve o nível mais baixo de 
comportamento da linguagem C e é usado para definir uma configuração que contenha 
apenas os eventos que se deseja instrumentar. Sem esta configuração, a ferramenta CCI 
gera muito código adicional e a sua utilização é inviável.  
 
CCI monitora operações de atribuição e de referência a uma variável. As operações 
de atribuição são monitoradas através do evento E_Assign e as operações de referência 
através do evento E_Ref. CCI monitora variáveis, no entanto, com algumas limitações. 
 
CCI apresenta uma técnica de filtragem chamada máscara de valor que consiste em 
definir um conjunto de valores para filtrar um evento. Essa filtragem é feita verificando o 
valor do evento com relação ao valor do filtro. No entanto, a máscara de valor é um filtro 
puramente estático, ou seja, a verificação ocorre em tempo de compilação. 
 
Para mostrar o monitoramento de memória realizado pelo CCI, bem como a sua 
limitação, voltemos ao programa exemplo 2. Considere-se que se deseja monitorar, por 
exemplo, todas as atribuições à variável var1. Para isso, CCI permite que seja definido 




Este filtro determina que todas as atribuições do programa feitas à variável var_1 
deverão ser monitoradas. Em tempo de compilação, CCI determina que as linhas 4, 8 e 9 
serão instrumentadas. No entanto, a linha 5, na qual o valor de var_1 também é 
alterado, pois o ponteiro p aponta para var1, não será instrumentada. 
 
Com isso, conclui-se que CCI monitora posições de memória, mas somente as 
operações de atribuição e uso de variáveis que estão explicitamente escritas no programa, 
pois os eventos a serem monitorados são detectados em tempo de compilação. Quando a 
variável que se deseja monitorar está sendo referenciada via ponteiro, CCI não consegue 
detectar este evento (é o caso da linha 5 do programa exemplo 2).  
 
CCI também monitora chamadas de função, os valores dos parâmetros e o valor de 
retorno das chamadas. Uma característica importante de CCI é a sua configurabilidade 
que permite ao usuário selecionar os eventos que julgar interessante serem monitorados. 
Esses eventos são escritos em um arquivo – o arquivo de configuração – que é lido pela 
ferramenta. Somente os eventos selecionados (contidos no arquivo de configuração) são 
instrumentados. CCI apresenta uma quantidade muito grande de eventos (um evento para 
cada elemento da sintaxe da linguagem C) e, caso não houvesse a configuração, a 
ferramenta CCI seria inviável, pois todos os eventos seriam instrumentados, gerando uma 
explosão de código.  
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No entanto, se a quantidade de eventos selecionados pela configuração for pequena, 
então, CCI gera pouca intrusão no código original fazendo com que o tamanho do código 
instrumentado seja aceitável. O desempenho de um programa instrumentado depende do 







Ernst et al. [Ern01] desenvolveram uma técnica dinâmica para descobrir invariantes 
a partir de rastreamentos da execução de um programa. Invariantes são propriedades de 
um determinado ponto do programa. Exemplos de invariantes: a>0, c=2*d+3, uma 
determinada lista ou vetor ordenado, etc. Estas propriedades encontradas nos programas 
são úteis para o desenvolvimento de software, para o seu entendimento e reuso, e também 
para tarefas de modificação do software. No entanto, geralmente não são encontradas 
invariantes escritas explicitamente nos programas.  
 
Para determinar as invariantes de um programa, o código fonte é instrumentado 
para que as variáveis de interesse sejam rastreadas. Este programa  instrumentado é 
executado com um conjunto de casos de teste e os valores das variáveis são obtidos e, 
então, usados para inferir as  invariantes. Daikon examina os valores obtidos durante a 
execução do programa instrumentado e procura por padrões e relacionamentos entre esses 
valores. Os resultados podem ser fornecidos ao usuário ou a uma outra ferramenta. 
 
Durante a execução do programa instrumentado, Daikon obtém os valores das 
variáveis em pontos de interesse do programa. Para instrumentar o programa, 
primeiramente o usuário deve escolher pontos do programa para que a instrumentação 
seja inserida nesses locais. Daikon realiza monitoramento de alcance de linha e 
instrumenta pontos de entrada e saída de procedimentos, bem como predicados de laços 
de repetição. Nesses pontos, os valores das variáveis do escopo corrente são escritos em 
um arquivo, incluindo as variáveis globais e locais, os argumentos e o valor de retorno do 
procedimento. Daikon não monitora operações. 
 
O programa é instrumentado para rastrear as variáveis de interesse na tentativa de 
identificar padrões entre seus valores para determinar as invariantes do programa. 
Portanto, Daikon monitora valores de variáveis. A instrumentação é feita em tempo de 
compilação e restringe-se às ocorrências explícitas das variáveis do programa, não sendo 
possível monitorar o acesso a elas por meio de ponteiros.  
 
Daikon é uma ferramenta configurável, pois é preciso selecionar os pontos do 
programa que serão instrumentados e também as variáveis que deverão ser monitoradas 
nestes pontos. O tamanho do código instrumentado depende da quantidade de pontos do 
programa que foram instrumentados e também da quantidade de variáveis monitoradas 
em cada um destes pontos de instrumentação. 
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No entanto, a determinação de invariantes requer que vários pontos do programa 
sejam instrumentados. Se os programas são grandes, muitos pontos de instrumentação são 
necessários, o que implica em um código instrumentado maior. A quantidade de variáveis 
monitoradas, por sua vez, também afeta bastante o tempo de execução para se detectar 
invariantes. O tempo de detecção de invariantes cresce quadraticamente com a 
quantidade de variáveis examinadas. Dessa maneira, para o problema que Daikon aborda 
– determinação de invariantes, a ferramenta é adequada apenas para programas pequenos, 





Dalek [Ols90] é um depurador programável baseado no depurador gdb que fornece 
uma linguagem de depuração para avaliar o estado do programa. Esta linguagem oferece 
estruturas de controle (comandos condicionais, laços e funções definidas pelo usuário) 
encontradas em linguagens convencionais. Estas estruturas de controle podem ser usadas 
para mostrar na tela o conteúdo de uma lista ligada (usando um laço while), o conteúdo 
de uma árvore (através de um procedimento recursivo) e também para controlar as ações 
que o depurador realiza quando interage com o programa em depuração. 
 
Assim, usando a linguagem de Dalek, pode-se criar scripts para monitoramento de 
determinados eventos. Um exemplo é o monitoramento do evento alteração da variável 
global x de um programa. A Figura 2.4 mostra como este evento é descrito em um script 
na linguagem de Dalek. Quando ocorre uma alteração no valor de x, o evento é 
identificado e a execução do programa é desviada para uma rotina que irá tratar esse 
evento. Esta rotina pode realizar qualquer tipo de computação utilizando o valor de x. No 
exemplo, a rotina irá verificar se os valores de x estão sendo alterados de forma 
crescente.  
 
Para um melhor entendimento do exemplo da Figura 2.4 é importante verificar que 
os comandos Dalek são escritos em negrito, o comando step executa o próximo comando 
do programa, os nomes de variáveis de conveniência e funções da linguagem de Dalek 

















# Quando o valor de x é modificado ‘x_modified é chamado. 
# Os atributos de ‘x_modified são: o valor antigo e o valor novo 
# de x, o nome da função em que x foi alterado e o nome da função 
# que chamou a função modificadora de x. 
event define ‘x_modified (‘oldval, ‘newval, ‘called, ‘caller) 
     if ( $get-attribute(‘oldval) > $get-attribute(‘newval) ) 
printf  “ x not monotonically increasing in %s called from 
%s \n”, $get-attribute(‘called),        $get-attribute(‘caller) 




# O programa é executado passo a passo.  
# Quando é detectada uma alteração no valor de x, ‘x_modified é  
# chamado. 
set $old_x_val = x 
while (1) 
       if  ($old_x_val != x) 
            event raise‘x_modified($old_x_val, x, $func(0), $func(1)) 
             set $old_x_val = x 
        endif 
         step 
endwhile  
 




O evento ‘x_modified mostra ao usuário (através do comando printf) os nomes das 
funções chamada (função corrente) e chamadora (que invoca a função corrente) na qual 
o novo valor de x não satisfaz uma ordenação crescente. No laço while a execução do 
programa é feita passo a passo e ‘x_modified é chamado toda vez que é detectada uma 
alteração no valor de x. Os valores dos atributos passados para ‘x_modified são: 
$old_x_val (variável de conveniência da linguagem de Dalek), x (variável do 
programa) e $func(n) (função pré-definida de Dalek que retorna o nome da função que 
está a n registros de ativação acima na pilha de execução do programa). 
 
A linguagem Dalek especifica os eventos que serão monitorados a partir de  um 
evento básico fornecido por gdb – o alcance de uma determinada linha do programa. Um 
evento em Dalek é então especificado utilizando-se procedimentos definidos na 
linguagem de Dalek combinados com o evento alcance de uma linha.  
 
Assim, usando esses recursos, Dalek realiza monitoramento de valores de variáveis. 
O exemplo da Figura 2.4 mostra o monitoramento de uma posição de memória feito por 
Dalek. O valor da variável x é monitorado quando ocorre uma alteração em seu valor. 
Como o monitoramento é feito em um endereço de memória, é possível monitorar o valor 
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de x tanto nas suas ocorrências explícitas no programa como também quando x é 
referenciada através de um ponteiro. Dalek realiza também o monitoramento de 
chamadas de função, bem como dos seus parâmetros e valores de retorno.  
 
Dalek pode ser entendida como uma ferramenta configurável, pois permite que 
sejam especificados eventos a serem monitorados. Os eventos são definidos pelo usuário 
usando os recursos de depuração simbólica e da linguagem da ferramenta. Uma 
desvantagem deste tipo de monitoramento é que para tratar os eventos é necessário 
chavear do processo que executa o programa para o processo do depurador simbólico, 
sendo que, se os eventos ocorrem com muita freqüência, o tempo de execução do 





Auguston [Aug95a] desenvolveu uma abordagem para a automação de teste e 
depuração baseada em uma linguagem de descrição de asserções – FORMAN (FORMal 
ANnotation). A abordagem é baseada na introdução de um modelo preciso do 
comportamento do programa baseado na ocorrência de eventos. Este modelo, chamado 
H-space, é formalmente definido por uma gramática de eventos associada a um conjunto 
de axiomas. 
 
A execução do programa é representada por um conjunto de eventos aninhados 
descritos  através da linguagem FORMAN, a qual oferece apoio para realizar a 
verificação de asserções, inspeção do estado do programa, elaborar perfis de execução e 
medidas de desempenho. Dessa maneira, os modelos de comportamento especificados em 
FORMAN podem ser comparados com o comportamento real do programa a fim de 
localizar possíveis defeitos.   
 
O histórico da execução de um programa é modelado utilizando-se uma gramática 
de eventos. Cada símbolo não-terminal da gramática é considerado como um tipo de 
evento. Por exemplo, a gramática de eventos que descreve as execuções de um programa 
escrito em Pascal inclui as seguintes produções (somente três produções são mostradas 
abaixo): 
 
ex_assignment :: (ex-righthand-part  destination) 
ex-righthand-part :: (eval-expression) 
destination :: (variable | array-elt) 
 
A linguagem de FORMAN oferece meios de escrever asserções sobre os eventos. 
As asserções sobre o comportamento do programa podem ser escritas como computações 
sob a gramática de eventos (H-space). Uma regra de depuração em FORMAN descreve 





Uma regra de depuração é escrita da seguinte forma: 
 
<asserção> 
         SAY (<expressão>) 
         ONFAIL SAY (<expressão>) 
 
Onde: 
 <asserção> é uma condição, descrita na linguagem FORMAN, que assume 
valor verdadeiro ou falso. A asserção pode ser uma computação realizada sob a 
gramática de eventos ou pode ser uma constante lógica; 
 
 <expressão> é a ação a ser realizada se a asserção for satisfeita ou violada. 
Esta ação pode mostrar mensagens textuais e realizar computações sob a 
gramática de eventos; 
 
 SAY e ONFAIL SAY são palavras reservadas da linguagem FORMAN, sendo 
que SAY especifica a expressão que será avaliada caso a asserção seja 
verdadeira e ONFAIL SAY especifica a expressão avaliada, caso a asserção 
seja falsa. 
 
FORMAN apresenta funções pré-definidas associadas aos eventos da gramática. 
Uma função muito utilizada é a função Value(E), que retorna o valor do evento E. 
Considerando que o evento E seja eval-expression e destination, essa função retorna o 
valor do objeto que está sendo avaliado, ou seja, para eval-expression retorna o valor da 
expressão e, para destination, retorna o valor da variável. Essas funções pré-definidas 
possibilitam o acesso ao estado do programa. A Figura 2.6 mostra um exemplo de 
utilização de Value(E). 
 
Um exemplo de consulta de depuração utilizando o verificador de asserções 
FORMAN para a linguagem Pascal é mostrado nas Figuras 2.5 e 2.6. Na Figura 2.5 é 
apresentado o programa e1, que lê uma sequência de inteiros do arquivo xx.txt, e 
na Figura 2.6 é mostrado o texto de consulta de depuração para o programa e1. Para 
obter os valores da variável x do programa e1, é feita uma computação sob o 
histórico de execução do programa conforme mostra a Figura 2.6. A condição da regra é 
















var X: integer; 
       XX: file of text; 
 begin 
          X:= 7; (* valor inicial é atribuído aqui *) 
          reset (XX, ‘xx.txt’); 
          while X<>0 do 




O conteúdo do arquivo xx.txt é o seguinte: 
5  3  7  8  9  3  13  2  3  45  8  754  45567  0 
 




SAY ( ‘O histórico da variável X é:’[D: destination IS X 
FROM execute_program APPLY VALUE(D) ] ) 
 
Figura 2.6 – Monitoramento de valores de uma variável em FORMAN-Pascal. 
 
 
Para um melhor entendimento do exemplo da Figura 2.6,  D: é uma metavariável 
que tem a função de atribuir um nome virtual para o evento destination e este evento terá 
que satisfazer o padrão IS X, que especifica que o nome da variável deverá ser X. O 
escopo em que será aplicada a função VALUE(D) é definido por FROM execute_program  
(que é uma produção da gramática de eventos que engloba todos os comandos da 
linguagem Pascal).  
 
Quando a computação mostrada na Figura 2.6 é executada pela ferramenta 
FORMAN, o seguinte resultado é produzido: 
 
O histórico da variável X é:  7  5  3  7  8  9  3  13  2  3  45  8  754  45567  0 
 
 
Os eventos monitorados por FORMAN estão relacionados à gramática de eventos 
da execução do programa, ou seja, são eventos do tipo: execução de um comando, 
avaliação de uma expressão, chamada de um procedimento, etc. FORMAN é uma 
linguagem que especifica computações a serem realizadas com base no modelo de 
execução do programa (construído através da gramática de eventos). A gramática de 
eventos permite descrever qualquer situação na execução do programa, o que inclui 
operações aritméticas, lógicas e relacionais. Portanto, a quantidade de eventos que 
FORMAN pode monitorar é grande. Além disso, FORMAN monitora também chamadas 
de função, parâmetros e o valor de retorno de uma função. FORMAN é uma ferramenta 
configurável, pois o usuário pode selecionar eventos que deseja monitorar. 
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FORMAN monitora valores de variáveis, como mostra o exemplo das Figuras 2.5 e 
2.6. Nesse exemplo, todas as atribuições à variável x são monitoradas. Entretanto, a 
linguagem FORMAN permite descrever apenas ocorrências explícitas de uma variável no 
programa. Se o valor da variável x fosse alterado através de um ponteiro, esta atribuição 
não seria monitorada devido à limitação de FORMAN em não realizar monitoramento de 
acesso a variáveis via ponteiro.  
 
Os autores não dão indicações do impacto da instrumentação no tamanho do código 
instrumentado e no tempo de execução. No entanto, FORMAN tende a ter overheads de 
código e de execução razoáveis (isto é, aceitáveis para programas reais), desde que a 
quantidade de eventos selecionados não seja grande e não implique a inserção de código 
em vários pontos do programa.  
 
 
2.5.7 Verificação de Estruturas de Dados usando Asserções 
 
 
Auguston [Aug95b] introduz um formalismo para especificação dos formatos 
válidos de estruturas de dados baseado nos conceitos da ferramenta FORMAN. O 
objetivo é verificar em tempo de execução a conformidade de uma determinada estrutura 
de dados com a sua especificação formal. A verificação de estruturas de dados usando 
asserções em tempo de execução é realizada para detectar anomalias em listas ligadas 
simples, duplamente encadeadas, listas cíclicas e árvores binárias. 
 
Da mesma maneira que a ferramenta FORMAN, a verificação de estruturas de 
dados usando asserções foi implementada para a linguagem Pascal e utiliza uma notação 
para escrever as asserções. Esta notação é descrita a seguir.  
 
O formalismo definido por Auguston [Aug95b] para listas duplamente encadeadas 




type LINK3 = ^DATA3; 
DATA3 = record 
           val: integer; 
           prev, next: LINK3; 










A variável X aponta para o início da lista duplamente encadeada se a seguinte 
asserção for verdadeira: 
 
( X = NIL ) OR 
(        ( X^.prev = NIL ) 
          AND 
          FOREACH a FROM [ X^.next, next *] 
                       ( ( (a.prev) ^.next)^ = a ) 
          AND 
                      EXISTS b FROM [X, next *] (b.next = NIL ) ) 
 
 
Na asserção acima são utilizados coleções e quantificadores universais e 
existenciais. Uma coleção é um conjunto finito de valores. Denota-se por [ X, (prev | 
next) * ] uma coleção de todos os valores do tipo DATA3 que podem ser encontrados a 
partir de X seguindo as ligações do campo prev ou next: 
 
X^, (X^.prev)^, (X^.next)^, ((X^.prev)^.prev)^, ((X^.next)^.prev)^, ...  
 
 
Os quantificadores universais e existenciais FOREACH e EXISTS, respectivamente, 
podem ser definidos para uma coleção. Operações em Pascal como AND, OR, NOT, NIL e 
outras podem ser usadas para escrever as asserções.  
 
As asserções são apresentadas como regras de depuração em um arquivo separado. 
A Figura 2.7 mostra uma regra de depuração para verificar se uma estrutura de dados do 




AT LABEL L; 
( X = NIL ) OR 
(        ( X^.prev = NIL ) 
          AND 
          FOREACH  a  FROM [X^.next, next *] 
                       ( ( (a.prev)^.next)^ = a ) 
           AND 
           EXISTS  b  FROM [ X, next *] (b.next = NIL ) 
) 
SAY( ‘No rótulo L a estrutura de dados em X é uma lista 
duplamente encadeada’) 
ONFAIL SAY( ‘Asserção violada! No rótulo L a estrutura de 
dados em X não é uma lista duplamente encadeada’) 
 




Esta regra de depuração é transformada em um procedimento em Pascal e a sua 
chamada é inserida no programa Pascal original no local em que está o rótulo L. O 
compilador de asserções utiliza o arquivo de asserções e o programa original para gerar o 
procedimento (em Pascal) para cada regra de depuração. As chamadas destes 
procedimentos são, então, inseridas no programa original. 
 
O objetivo da ferramenta de verificação de asserção é detectar anomalias no 
formato de estruturas de dados. A ferramenta não monitora alcance de linha, operações e 
chamadas de função, pois não foi desenvolvida com este propósito. A ferramenta 
monitora unicamente posições de memória representadas por estrutura de dados, 
verificando se as estruturas estão bem formadas em diferentes pontos da execução do 
programa. Como existe um ponteiro que aponta para a estrutura de dados, a verificação é 
feita através deste ponteiro.  
  
A ferramenta é configurável visto que cabe ao usuário escrever as  asserções (em 
um arquivo distinto do arquivo do programa original) que monitorarão as estruturas de 
dados desejadas. No entanto, o conjunto de asserções é restrito, pois somente podem ser 
construídas com relação a quatro tipo de estruturas de dados – lista ligada simples, 
duplamente encadeada, cíclica e árvore binária.  
 
O tamanho do código instrumentado depende da quantidade de funções de 
verificação de asserção inseridas no programa original, bem como do tamanho dessas 
funções. Para uma regra de depuração com apenas 10 linhas (exemplo da Figura 2.7), a 







Uma análise das ferramentas de instrumentação estudadas neste capítulo é feita 
com base nos critérios definidos na Seção 2.4. Estes critérios definem características que 
se espera encontrar nas ferramentas de instrumentação, a saber: 
 
• Classes de eventos que a ferramenta monitora; 
• grau de configurabilidade da ferramenta; 
• tamanho do código instrumentado; 
• e tempo de execução do código instrumentado. 
 
As tabelas abaixo mostram o resumo das análises das ferramentas CCI, Dalek, 
Purify, Safe C, Daikon, FORMAN e sua extensão para verificação de estruturas de dados, 
com relação às características (apresentadas na Seção 2.4) que se deseja encontrar em 
ferramentas de instrumentação. A Tabela 2.1 mostra o resultado da análise das 
ferramentas com relação às quatros classes de eventos apresentadas na Seção 2.3.1. A 
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Tabela 2.2 mostra o resultado da análise das ferramentas com relação à configurabilidade, 
o tamanho do código instrumentado e o tempo de execução.  
 
 
Tabela 2.1 – Classes de eventos monitoradas pelas ferramentas analisadas 
 
Classes de eventos monitoradas  
Ferramentas  Alcance de 
linha 
Operações Posição de 





CCI Não Sim Somente 
variáveis explícitas 
Sim 
Dalek Sim Sim Sim Sim 
Forman Não Sim Somente 
variáveis explícitas 
Sim 
Purify Não Não Somente 
acesso a posições de 
memória, sem valor 
Não 
Safe C Não Não Somente 
acesso a posições de 
memória, sem valor 
Não 









Tabela 2.2 – Comparação das ferramentas analisadas em relação às características 
desejadas 
 
Características das Ferramentas 




CCI Sim          Depende Depende 
Dalek Sim      Sim Não 
Forman Sim Depende Depende 
Purify Não      Sim Não 
Safe C Não      Sim Não 
Daikon Sim Depende Depende 
Extensão de 
Forman 
Sim Depende Depende 
 
 




As ferramentas Safe C e Purify detectam erros de acesso à memória, tanto erros de 
acesso temporal como espacial. Assim, estas ferramentas monitoram somente um único 
tipo de evento: acesso a posições de memória. O monitoramento é realizado para todas as 
variáveis do programa, não sendo possível fazer nenhum tipo de seleção. O 
monitoramento de Safe C é feito em posições específicas da memória que pertencem à 
variável que está sendo monitorada. Já Purify monitora um bloco de memória sem 
relacioná-lo a nenhuma variável ou estrutura de dados. Um acesso válido deve ocorrer 
dentro dos limites do bloco de memória monitorado. Por restringirem o tipo de evento 
monitorado, essas ferramentas tendem a ter um desempenho melhor; porém, a 
aplicabilidade é reduzida a uma classe de problemas (erros de acesso à memória). Nota-se 
ainda que essas ferramentas não monitoram valores, o que impactaria mais ainda seu 
custo de execução. 
 
Já a ferramenta CCI permite que sejam selecionados os eventos e as variáveis a 
serem monitoradas. Se não fosse possível realizar esta seleção, a instrumentação de CCI 
seria altamente intrusiva devido à enorme quantidade de eventos que a ferramenta pode 
monitorar. Apesar dos vários tipos de eventos que CCI monitora, o monitoramento de 
valores de variáveis é restrito, pois a instrumentação é realizada com base nas ocorrências 
explícitas da variável no programa, não sendo possível monitorar ocorrências de variáveis 
via ponteiro. 
 
Daikon também possui características semelhantes às da ferramenta CCI, pois é 
uma ferramenta configurável e monitora apenas as ocorrências explícitas das variáveis no 
programa. No entanto, Daikon foi desenvolvida com um propósito específico – obter os 
valores das variáveis em pontos específicos do programa para fazer a análise do padrão 
de comportamento dessas variáveis. Com relação a esse objetivo, sua utilidade é restrita a 
programas pequenos, visto que a instrumentação tende a ser intrusiva. 
 
Dalek monitora eventos que são especificados pelo usuário por meio de sua 
linguagem em conjunto com os comandos do depurador gdb. Estes eventos podem ser 
qualquer tipo de evento de interesse do usuário, pois a linguagem de Dalek é uma 
linguagem de programação completa. No entanto, o chaveamento que é feito do processo 
que executa o programa para o processo do depurador simbólico compromete o tempo de 
execução do programa. 
 
Já os eventos monitorados pela ferramenta FORMAN são definidos a partir da 
gramática de eventos da execução do programa. Assim, qualquer parte da execução do 
programa pode ser considerada como um evento. No entanto, FORMAN limita-se a 
monitorar somente as ocorrências explícitas das variáveis no programa. A ferramenta 
extensão de FORMAN para verificação de estruturas de dados, por sua vez, monitora um 
bloco de memória que é definido por uma estrutura de dados (listas e árvores binárias). O 
monitoramento é feito por meio do ponteiro que aponta para a estrutura de dados. Assim, 
o monitoramento é realizado em posições de memória que estejam relacionadas a uma 
estrutura de dados, com o objetivo de validar a estrutura de dados com relação a sua 
especificação. A ferramenta aborda um problema importante. Porém, ela somente verifica 
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a corretitude da estrutura de dados, mas não o seu conteúdo (e.g., os valores dos campos). 
Além disso, a ferramenta tende a gerar um alto overhead de código e de execução caso 
muitas estruturas de dados sejam monitoradas ao mesmo tempo. Portanto, essa 
abordagem tende a ser útil para a verificação da implementação de uma particular 
estrutura de dados. 
 
Do estudo das ferramentas de instrumentação que foram apresentadas na seção 
anterior, basicamente notou-se que o monitoramento de eventos de posição de memória é 
feito ou para todas as variáveis do programa, mas para verificação de erros de acesso 
(Safe C e Purify), ou apenas para as ocorrências explícitas das variáveis do programa 
(CCI, FORMAN, Daikon). A ferramenta Dalek monitora ocorrências implícitas de 
variáveis (via ponteiros), porém, a um custo alto. 
 
Porém, há situações (como a mostrada no programa exemplo 2 da Figura 2.3) em 
que é necessário obter os valores das variáveis, tanto quando ocorrem explicitamente 
como quando ocorrem implicitamente. O monitoramento nesses casos deve ser feito para 
toda alteração ou referência que ocorra em uma determinada posição de memória, 
independentemente desta posição estar sendo referenciada diretamente ou por meio de 
um ponteiro. 
 
Além disso, espera-se que esse monitoramento permita ao usuário escolher as 
variáveis a serem monitoradas, bem como definir o escopo do programa no qual o 
monitoramento deverá ocorrer, dado o custo em termos de explosão de código e de tempo 
de execução que um monitoramento desse tipo implica. Portanto, o nível de 




2.7 Considerações Finais 
 
 
Foram apresentados nesse capítulo os conceitos básicos de teste e os tipos de 
eventos relevantes para o monitoramento da execução de um programa, que são: alcance 
de uma linha do código, alteração e referência de uma posição de memória, operações 
aritméticas, relacionais e lógicas, e chamadas de função e procedimento. 
 
Além disso, este capítulo apresentou algumas características que se deseja 
encontrar nas ferramentas de instrumentação. Essas características descrevem a 
ferramenta com relação ao tipo de evento monitorado, à capacidade de configuração de 
eventos e ao custo associado à instrumentação. Essas características foram utilizadas 
como critérios de comparação entre algumas ferramentas de instrumentação existentes. 
 
As ferramentas Safe C, Purify, CCI, Daikon, Dalek, FORMAN e sua extensão para 
verificação de estruturas de dados foram brevemente descritas com relação ao tipo de 
informação fornecida e a viabilidade de sua utilização. 
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Da análise e comparação entre as ferramentas identificou-se a necessidade de 
ferramentas que realizem monitoramento não apenas de ocorrências explícitas de 
variáveis, mas também de ocorrências implícitas. Constatou-se a necessidade de 
ferramentas que dispunham de mecanismos de configuração para reduzir o custo 
associado à instrumentação. Essas duas características acabaram motivando o 









Nesse capítulo é descrita a ferramenta de Instrumentação Configurável e 
Incremental (ICI) para programas escritos em linguagem C. ICI, na sua implementação 
atual, monitora dois tipos de eventos: definição e uso de variáveis. Porém o que distingue 
ICI é que esse monitoramento é feito em três níveis incrementais – estático, dinâmico 
parcial e dinâmico total, permitindo rastrear acessos a variáveis por meio de ponteiros. 
 
ICI é ainda uma ferramenta configurável, pois os eventos a serem monitorados são 
selecionados em um arquivo de configuração. Esse capítulo apresenta a forma na qual 
essa seleção é realizada e mostra o processo de utilização da ferramenta ICI, bem como o 




3.1  Motivação 
 
Para que muitas aplicações realizem suas atividades é necessário que a 
instrumentação lhes forneça informações sobre o programa durante a sua execução. Um 
exemplo de aplicação que depende dos valores fornecidos pela instrumentação é a 
visualização de programas. Porém, outras aplicações utilizam as informações coletadas 
por meio da instrumentação depois de terminada a execução do programa. As 
informações são escritas em um arquivo e consultadas pela aplicação para realizar 
análises sobre os dados. A análise dos dados após a execução do programa é chamada de 
análise post mortem. Exemplos de aplicações que trabalham desta forma são as que: 
 
1. determinam invariantes; 
2. geram dados de teste; 
 
Ferramentas de instrumentação não-interativas oferecem o apoio esperado por estas 
aplicações uma vez que os dados coletados por meio da instrumentação são armazenados 
para análise post-mortem. ICI é uma ferramenta de instrumentação não-interativa. 
 
Para as aplicações do tipo 1 e 2 não é viável utilizar ferramentas de instrumentação 
interativas devido ao custo em tempo de execução dessas ferramentas. O depurador 
simbólico é um processo que é executado para monitorar um outro processo, que é a 
execução de um programa. Assim, chaveamentos do processo do programa para o 
processo do depurador e vice-versa, são realizados para todo evento monitorado. Existe 
um custo nestas operações de chaveamento, o que inviabiliza o uso das ferramentas 
interativas para aplicações que monitoram quantidades consideráveis de eventos. 
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Basicamente, as aplicações tipo 1 e 2 utilizam ferramentas não-interativas para 
instrumentar o programa com o objetivo de obter valores de variáveis em determinados 
pontos do programa. Se a variável que se deseja monitorar puder ser referenciada por um 
ponteiro, é preciso monitorar as ocorrências deste ponteiro a fim de conseguir referenciar 
e obter o valor da variável. No entanto, os estudos realizados no Capítulo 2 mostraram 
que a maioria das ferramentas de depuração existentes monitoram posições de memória 
de forma estática, ou seja, consideram apenas as ocorrências explícitas da variável no 
programa. Nessas ferramentas, variáveis de interesse referenciadas utilizando ponteiros 
não são monitoradas. Esse inconveniente restringe as aplicações tipo 1 e 2 em monitorar 
valores de variáveis, pois não é possível obter os valores das variáveis referenciadas por 
meio de ponteiros.  
 
A fim de satisfazer a necessidade das aplicações tipo 1 e 2 em realizar um 
monitoramento mais preciso das variáveis de um programa, a ferramenta ICI foi 
desenvolvida. Este capítulo apresenta a ferramenta ICI e suas características. 
 
Como ICI foi desenvolvida com um propósito específico – atender às necessidades 
das aplicações tipo 1 e 2, o objetivo de ICI é monitorar posições de memória. Para isso, 
ICI introduz níveis incrementais de monitoramento de variáveis: 
 
- estático: somente são monitoradas as ocorrências explícitas das variáveis no 
programa; 
- dinâmico parcial: são monitoradas as ocorrências explícitas das variáveis no 
programa e as ocorrências de posições de memória referenciadas por meio de 
ponteiros do mesmo tipo das variáveis de interesse1; 
- dinâmico total: são monitoradas as ocorrências explícitas das variáveis no 
programa, as ocorrências de variáveis via ponteiros de qualquer tipo e os 
vetores do programa. 
 
Além disso, ICI é uma ferramenta configurável. A configurabilidade é uma 
característica importante, pois permite ao usuário selecionar apenas os eventos que lhe 
são de interesse monitorar. Esta seleção de eventos reduz a intrusão no código e, 
conseqüentemente, reduz o tempo de execução do programa instrumentado.  
 
A configurabilidade da ferramenta ICI permite que sejam escolhidos: 
 
- os eventos a serem monitorados (evento de definição ou de uso de uma 
variável); 
- as variáveis a serem monitoradas; 
- o nível de monitoramento das variáveis (estático, dinâmico parcial, dinâmico 
total); 
- e a função na qual o monitoramento será realizado. 
 
                                                
1 Por ponteiros do mesmo tipo das variáveis de interesse, entendem-se aquelas variáveis cujo tipo é 
ponteiro para o tipo das variáveis de interesse. 
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A organização desse capítulo é a seguinte: na próxima seção são apresentados os 
eventos que ICI monitora. Na Seção 3.3 são descritos os níveis de monitoramento 
oferecidos por ICI. A Seção 3.4 descreve o arquivo de configuração, no qual o usuário 
insere os eventos que lhe são de interesse monitorar e na Seção 3.5 é descrito o processo 
de utilização da ferramenta ICI. Na Seção 3.6 é mostrado o arquivo instrumentado, que é 
o arquivo de saída gerado por ICI, bem como o arquivo post mortem, no qual são escritas 
as informações das variáveis monitoradas durante a execução do programa. Por fim, a 
Seção 3.7 contém as considerações finais desse capítulo. 
 
 
3.2 Eventos Monitorados por ICI 
 
 
ICI é uma ferramenta de instrumentação para programas escritos em linguagem C e 
foi desenvolvida tendo em vista atender a um tipo de instrumentação muito útil para o 
teste e a depuração de programas, que consiste em fornecer às ferramentas de teste e 
depuração informações sobre os valores das variáveis do programa. 
 
Assim, os eventos que ICI monitora foram definidos com o objetivo de coletar 
informações relevantes para o teste e a depuração, tais como:  
 
• o valor de uma variável quando ocorre uma definição : esta informação é 
obtida por meio do evento de definição definido para ICI. Este evento é 
chamado ev_def; 
• o valor de uma variável quando ocorre um uso: esta informação é obtida por 





3.3 Níveis de Monitoramento de Variáveis 
 
 
ICI realiza monitoramento de variáveis em mais de um nível. O que se encontra nas 
demais ferramentas de instrumentação, comumente, é o monitoramento de ocorrências 
explícitas de variáveis no programa. ICI, além de oferecer este tipo de monitoramento 
estático, amplia o monitoramento para rastrear acessos a variáveis por meio de ponteiros. 
 
ICI define três níveis de monitoramento de variáveis: estático, dinâmico parcial e 







Este nível monitora as ocorrências explícitas das variáveis no programa. Para 
definições de variáveis, este nível implica monitorar somente as atribuições explícitas às 
variáveis. Considerando o programa exemplo 2 (Figura 3.1), o monitoramento das 
definições da variável z no nível estático gera código instrumentado para as linhas 9 e 
17, pois ocorrem definições explícitas à z nestas linhas. 
 
Para referências de variáveis, o nível estático implica monitorar somente as 
referências explícitas às variáveis. O monitoramento do uso da variável z no programa 
exemplo 2 para o nível estático gera código instrumentado para as linhas 17 e 21, pois 
estas linhas apresentam referências explícitas à z. 
 
 
1: main()  
2: { 
3: int aux, aux2; 
4: int *w, *v; 
5: double z; 
6: double *d; 
7: int vet[30]; 
  
8: aux = 4; 
9: z = 7; 
10: w = &aux; 
11: v = &aux2; 
  
12: d = &z; 
13: *d = 8; 
14: vet[3] = 5; 
  
15: aux = *w + aux; 
16: *w = 9; 
17: z = z + 3; 
18: *v = 10; 
  
19: printf(“aux eh %i\n”, aux); 
20: printf(“*w eh %i\n”, *w); 
21: printf(“z eh %g\n”, z); 
22: } 
 










Este nível monitora as ocorrências explícitas das variáveis de interesse no programa 
e as ocorrências de algumas posições de memória referenciadas por meio de ponteiros. 
 
Para o evento definição (ev_def ), o nível dinâmico parcial monitora as atribuições 
explícitas às variáveis e também as atribuições via ponteiros. Porém, somente são 
monitorados os ponteiros que são do mesmo tipo das variáveis de interesse. O 
monitoramento das definições da variável aux no programa exemplo 2 para o nível 
dinâmico parcial gera código instrumentado para as linhas 8, 15, 16 e 18. As linhas 16 e 
18 são instrumentadas pois os ponteiros v e w são do mesmo tipo da variável de interesse 
aux. É importante observar que na linha 16 (*w = 9) ocorre uma atribuição à variável 
aux uma vez que o ponteiro w aponta para aux. Assim, este nível de monitoramento 
(dinâmico parcial) permite que atribuições não explícitas à variáveis sejam 
instrumentadas. 
 
Para o evento referência (ev_ref ), o nível dinâmico parcial monitora as referências 
explícitas às variáveis de interesse e também algumas referências a posições de memória 
via ponteiros. Porém, somente são instrumentadas as referências via ponteiros nas quais o 
ponteiro possui o mesmo tipo da variável de interesse. O monitoramento das referências 
da variável aux no programa exemplo 2 para o nível dinâmico parcial gera código 
instrumentado para as linhas 15, 19 e 20. Nas linhas 15 e 20 ocorre uso da variável aux 








No nível dinâmico total são monitoradas as ocorrências explícitas das variáveis de 
interesse no programa, todas as ocorrências de posições de memória acessadas via 
ponteiro e os vetores do programa. Esse nível de monitoramento está disponível para 
eventos de definição e uso de variáveis. Diferentemente do nível dinâmico parcial, nesse 
nível são monitoradas todas as operações de derreferenciação independentemente do tipo 
do ponteiro, não sendo necessário que o ponteiro seja do mesmo tipo da variável de 
interesse. Esse nível também monitora os vetores do programa, pois toda 
derreferenciação por meio do operador [ ] pode resultar no acesso a uma posição de 
memória fora dos limites do vetor e esse acesso pode invadir a posição de memória da 




Note-se que o monitoramento com o nível dinâmico total é o mais completo; 
porém, isso causa maior alteração no programa fonte. Por exemplo, o monitoramento das 
definições da variável aux no programa exemplo 2 para o nível dinâmico total gera 
código instrumentado para as linhas 8, 13, 14, 15, 16 e 18.  
 
Os três níveis de monitoramento de variáveis definidos para ICI se relacionam 
conforme ilustra a Figura 3.2. O monitoramento mais completo (o que monitora todas as 
definições e usos possíveis de uma posição de memória) é o dinâmico total. Este nível 
engloba os demais níveis, pois monitora as ocorrências explícitas das variáveis, todas as 
posições de memória acessadas via ponteiros do programa e os vetores. O nível dinâmico 
parcial é um nível intermediário, pois monitora as ocorrências explícitas das variáveis e 
as ocorrências de posições de memória via ponteiros, porém apenas os ponteiros do 
mesmo tipo da variável de interesse. O nível dinâmico parcial engloba o nível estático. 
Este último, por sua vez, é o nível de monitoramento mais restrito, pois monitora somente 




































3.4  Configuração 
 
 
A configuração é a forma na qual o usuário informa à ferramenta ICI quais os 
eventos que devem ser monitorados no código fonte, quais as variáveis de interesse e qual 
o nível de monitoramento a ser utilizado.   
 
Uma linguagem simples foi desenvolvida para descrever a configuração de ICI. 
Esta linguagem é chamada linguagem de configuração e é utilizada para criar um arquivo 
de entrada para a ferramenta ICI – o arquivo de configuração.  
 
O arquivo de configuração contém informações que especificam:  
 
- os eventos que serão monitorados (evento de definição ou de uso de uma 
variável); 
- as variáveis a serem monitoradas; 
- o nível de monitoramento das variáveis (estático, dinâmico parcial, 
dinâmico total); 
- e as funções nas quais o monitoramento será realizado. 
 
Para especificar estas informações do arquivo de configuração, o usuário deve 
utilizar seus conhecimentos sobre o código fonte do programa de forma que, através da 
configuração, ICI consiga realizar o monitoramento desejado para o programa. 
 
O arquivo de configuração pode conter muitos eventos. Cada seleção de evento 
deve estar em uma linha independente do arquivo. A sintaxe para a seleção de eventos é a 
seguinte: 
 
Evento  Variável  Função  Nível_de_Monitoramento 
 
A Figura 3.3 mostra a configuração especificada para o programa exemplo 2. A 
linha 1 do arquivo de configuração define que o evento definição (ev_def) da variável z 
será monitorado. A função que se deseja monitorar é a função main e o nível de 
monitoramento é estático. Em outras palavras, serão monitoradas as definições 
explícitas  da variável z que ocorrem na função main do programa. 
 
 
1: ev_def  z  main  static_level 
2: ev_def  aux  main  partial_dynamic 
3: ev_ref  z  main  static_level 
 




A configuração é utilizada por ICI para selecionar o que realmente se deseja 
monitorar para reduzir a quantidade de código adicional inserido no programa. Se o 
arquivo de configuração estiver vazio, o programa não será instrumentado.  
 
 
3.5  Processo de Utilização da Ferramenta ICI 
 
 
A ferramenta ICI utiliza dois arquivos de entrada: o programa do usuário (escrito 
em linguagem C) e o arquivo de configuração, que contém a seleção de eventos que o 
usuário deseja monitorar no programa. ICI consulta o arquivo de configuração e, para os 
eventos selecionados, altera o código do programa nos pontos correspondentes. A 
alteração de código, no entanto, não modifica a semântica do programa. O código é 
alterado por meio da inserção de chamadas a funções de biblioteca que têm o objetivo de 
capturar o valor das variáveis monitoradas. ICI gera como resultado um arquivo 
instrumentado, que é o programa original acrescido das chamadas de função. A Figura 



















As funções invocadas no arquivo instrumentado estão definidas em uma biblioteca. 
Essas funções são responsáveis por capturar o valor das variáveis monitoradas e escrever 
seus valores em um arquivo a ser analisado posteriormente (análise post-mortem). O 
arquivo instrumentado é compilado e link-editado com as funções da biblioteca de forma 
a gerar o arquivo executável, como mostra a Figura 3.5. Quando o programa executável 
instrumentado é executado são gerados: o resultado da execução do programa (saída do 
programa, que é totalmente dependente da aplicação) e um outro arquivo chamado 





































3.6  Resultado da Instrumentação 
 
 
A ferramenta ICI gera como resultado um programa instrumentado, que é o código 
fonte original alterado. A instrumentação é controlada pelas seleções de eventos do 
arquivo de configuração. O programa exemplo 2 (Figura 3.1) foi instrumentado por ICI 
de acordo com a configuração definida na Figura 3.3 e o resultado desta instrumentação 
pode ser visto na Figura 3.6. Para efeitos de comparação do programa original com o 
programa instrumentado, a mesma numeração (localizada à esquerda dos programas) foi 
mantida. A Figura 3.6 mostra o tipo de saída que ICI gera. 
 
A ferramenta ICI possui uma biblioteca chamada libinstr.a que contém a 
implementação das funções de instrumentação utilizadas para instrumentar os eventos. 
As linhas A, B, C, D, 8, 9, 15, 16, 17, 18 e 21 (na Figura 3.6) mostram 
chamadas para essas funções. As linhas A e D representam, respectivamente, o começo e 
o término da instrumentação do programa. Nas linhas B e C estão as funções responsáveis 



















Para monitorar definições de variáveis, a ferramenta ICI utiliza funções do tipo 





 - tipo1  é o tipo da variável do lado esquerdo da atribuição; 
 - tipo2  é o tipo da expressão do lado direito da atribuição; 
 - endereço_de_memória é o endereço de memória da variável monitorada; 
 - expressão é a expressão do lado direito da atribuição. 
 
As linhas 8, 9, 15, 16, 17 e 18 da Figura 3.6 mostram como são as 
chamadas das funções ev_assign para realizar o monitoramento das definições das 
variáveis z e aux. 
 
Para monitorar referências de variáveis, ICI utiliza funções do tipo ev_ref que 





 - tipo é o tipo da variável; 
 - endereço_de_memória é o endereço de memória da variável monitorada; 
  
As linhas 17 e 21 da Figura 3.6 mostram como é a chamada das funções 
ev_ref para realizar o monitoramento do uso da variável z. 
 
As funções dos tipos ev_assign e  ev_ref escrevem o valor da variável 
monitorada em um arquivo. Este arquivo é chamado post-mortem, pois somente é 
analisado posteriormente pelo usuário (análise post-mortem). O programa instrumentado 
é compilado juntamente com as funções de biblioteca para gerar o executável. Uma vez 
executado, o programa instrumentado gera, além do resultado do programa, o arquivo 
post-mortem com as informações de monitoramento das variáveis do programa.  
 
Cada linha do arquivo post-mortem retrata a ocorrência de um evento. Para o 
evento de definição de variáveis, as informações, no arquivo post-mortem, são 
apresentadas da seguinte forma: 
 










nome da função é o nome da função na qual ocorre o monitoramento; 
nome da variável é o nome da variável monitorada; 
endereço_memória é o endereço de memória da variável monitorada; 
valor_antigo é o valor da variável monitorada antes de ocorrer a atribuição; 
valor_novo é o valor da variável monitorada após ocorrer a atribuição.  
 
Para o evento de referência de variáveis, as informações são apresentadas da 
seguinte forma no arquivo post-mortem: 
 




valor é o valor corrente da variável monitorada; 
 
A Figura 3.7 mostra o arquivo post-mortem gerado a partir da execução do 
programa exemplo 2 instrumentado (Figura 3.6). O código instrumentado apresenta 
alterações significativas com relação ao código original. No entanto, a semântica do 







   
 #include “instr.h” 
  
1: main ( ) 
2: { 
3: int aux, aux2; 
4: int *w, *v; 
5: double z; 
6: double *d; 




B: get_address(&aux, “aux”); 
C: get_address(&z, “z”); 
  
8: ev_assign_int_int(&aux, 4); 
9: ev_assign_double_int(&z, 7); 
10: w = &aux; 
11: v = &aux2; 
  
12: d = &z; 
13: *d = 8; 
14: vet[3] = 5; 
  
15: ev_assign_int_int(&aux, *w + aux); 
16: ev_assign_int_int(w, 9); 
17: ev_assign_double_double(&z, ev_ref_double(&z) + 3); 
18: ev_assign_int_int(v, 10); 
  
19: printf(“aux eh %i\n”, aux); 
20: printf(“*w eh %i\n”, *w); 
21: printf(“z eh %g\n”, ev_ref_double(&z)); 
  
D: end_instrumentation( ); 
22: } 
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3.7  Considerações Finais 
 
 
Nesse capítulo foi apresentada a ferramenta ICI e as suas principais características. 
ICI realiza monitoramento de posições de memória e, para realizar esse monitoramento, 
instrumenta eventos de definição e uso no programa original. Somente são 
instrumentados eventos que são de interesse para o usuário, pois cabe a ele especificar no 
arquivo de configuração os eventos a serem monitorados, as variáveis (objeto do 
monitoramento), a função na qual o monitoramento será realizado e o nível de 
monitoramento das variáveis.  
 
ICI implementa níveis de monitoramento com o objetivo de dar maior flexibilidade 
à instrumentação do programa, permitindo sintonizar a precisão da informação coletada 
com o custo que a obtenção dessa informação implica. 
 
Para isso, são oferecidos três níveis de monitoramento: estático, dinâmico parcial e 
dinâmico total. O monitoramento com maior intrusão no código é o dinâmico total, que 
monitora as ocorrências explícitas das variáveis no programa, as ocorrências de variáveis 
via ponteiro e os vetores do programa. O nível dinâmico parcial monitora as ocorrências 
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explícitas das variáveis no programa e as operações de derreferenciação de ponteiros de 
mesmo tipo das variáveis selecionadas. O nível menos intrusivo é o estático, que 
monitora as ocorrências explícitas das variáveis no programa. 
 
Nesse sentido, ICI distingue-se das ferramentas apresentadas no Capítulo 2 porque 
monitora não apenas ocorrências explícitas de variáveis, mas também ocorrências 
implícitas. Os níveis de monitoramento possibilitam monitorar toda alteração ou 
referência que ocorre em uma determinada posição de memória, independentemente desta 
posição estar sendo referenciada diretamente ou por meio de um ponteiro. 
 
Nesse capítulo foi apresentado ainda o procedimento que o usuário deve realizar 
para instrumentar o código fonte com a ferramenta ICI. Durante a execução do arquivo 
instrumentado, as informações de monitoramento das variáveis são escritas no arquivo 
post mortem cujo formato foi também descrito. Esse arquivo contém as informações que 
o usuário pode utilizar para analisar o comportamento do programa. 
 
O arquivo instrumentado é o programa original acrescido das funções de 
instrumentação que são inseridas de acordo com os eventos selecionados pela 
configuração. Um arquivo instrumentado exemplo foi mostrado e foram apontadas as 
alterações realizadas no código, como a inserção de chamadas para as funções de 
instrumentação. 
 
No capítulo seguinte serão apresentados os aspectos de implementação da 
ferramenta ICI, tais como os algoritmos e estruturas de dados utilizados, bem como o 
funcionamento das funções de instrumentação. 
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Capítulo 4 – Implementação da Ferramenta ICI 
 
 
O capítulo anterior abordou a questão da configurabilidade de ICI e mostrou as 
alterações realizadas no programa original necessárias para instrumentá-lo. Esse capítulo 
apresenta os aspectos de implementação da ferramenta ICI, descrevendo, em detalhes, 
como essas alterações são realizadas no programa original.  
 
Em especial, são descritas as estruturas de dados utilizadas no processo de geração 
do arquivo instrumentado tais como a árvore sintática do programa original, a tabela de 
símbolos e demais estruturas de dados utilizadas. São ainda apresentados o processo de 
geração do código instrumentado para o evento de definição e uso e as funções da 




A ferramenta ICI realiza monitoramento de variáveis a partir da posição de 
memória da variável. O usuário deve especificar no arquivo de configuração os eventos 
que lhe são de interesse monitorar. As variáveis podem ser monitoradas quando ocorre 
um evento de definição ou uso. Assim, a configuração contém os eventos e as variáveis 
que devem ser instrumentadas e a forma na qual deve ser feita a instrumentação, ou seja, 
o nível de monitoramento das variáveis (estático, dinâmico parcial ou dinâmico total). 
 
A ferramenta ICI tem como entrada o arquivo de configuração e o programa 
original (escrito na linguagem C). ICI lê o arquivo de configuração e, com base nas 
informações lidas, instrumenta o programa original. A instrumentação é feita detectando-
se os eventos de interesse no programa original e substituindo-os por chamadas de 
funções de instrumentação. Essas funções são responsáveis por registrar os valores das 
variáveis monitoradas no arquivo post mortem. O arquivo instrumentado é gerado de 
forma a preservar o comportamento do programa original. 
 
ICI foi implementada com a utilização das ferramentas Lex e Yacc [Mas90]. Essas 
ferramentas foram utilizadas para ler o programa original do usuário para, então, 
construir a árvore sintática do programa, a qual é utilizada posteriormente no processo de 
geração do arquivo instrumentado. Em conjunto, foi desenvolvido código adicional em 
linguagem C para definir as estruturas de dados e as ações que implementam as 
funcionalidades de ICI.  
 
Este capítulo apresenta a implementação da ferramenta ICI e está organizado da 
seguinte forma, a Seção 4.2 mostra, primeiramente, as estruturas de dados utilizadas na 
implementação de ICI, como as informações de configuração, a árvore sintática, a tabela 
de símbolos e demais estruturas de dados utilizadas e, em seguida, descreve o processo de 
geração de código instrumentado realizado por ICI. Na Seção 4.3 é descrito, em detalhes, 
 47 
como ICI gera as chamadas das funções de instrumentação dos eventos definição e uso, 
respectivamente. A Seção 4.4 mostra o comportamento das funções de instrumentação 
durante a execução do programa instrumentado. Por fim, as considerações finais desse 
capítulo são apresentadas na Seção 4.5. 
 
 
4.2 Geração do Arquivo Instrumentado 
 
 
Para que ICI instrumente o programa original, é preciso que algumas estruturas de 
dados sejam criadas. Primeiramente, ICI obtém as informações de configuração a partir 
da leitura do arquivo de configuração. Em seguida, ICI constrói a árvore sintática do 
programa e essa árvore é percorrida a fim de identificar os pontos de instrumentação onde 
será inserido o código instrumentado para os eventos de interesse. Para gerar código 
instrumentado, ICI precisa de informações sobre o tipo das variáveis, o que requer a 
construção de uma tabela de símbolos que é consultada toda vez que se deseja obter 
informações sobre uma variável. Nas Seções 4.2.2 e 4.2.3, são apresentadas as estruturas 
de dados utilizadas para implementar a árvore sintática e a tabela de símbolos de ICI.  
 
Uma vez que as estruturas de dados estão prontas, ICI pode começar o processo de 
geração do código instrumentado, que consiste em percorrer a árvore sintática para 
identificar as variáveis e respectivos eventos (definição ou uso) a serem instrumentados e 
escrever para esses eventos as chamadas das funções de instrumentação. A Seção 4.3 
descreve esse processo de geração de código instrumentado realizado por ICI.  
 
 
4.2.1 Configuração dos Eventos 
 
O arquivo de configuração contém informações sobre o que o usuário deseja que 
seja monitorado no programa original. Essas informações mostram o nome das funções 
que terão seus eventos instrumentados, os eventos que devem ser monitorados (evento de 
definição ou de uso de uma variável), as variáveis que devem ser monitoradas e o nível 
de monitoramento dessas variáveis (estático, dinâmico parcial, dinâmico total). 
 
A ferramenta ICI, primeiramente, lê o arquivo de configuração e armazena as 
informações lidas em um vetor – o vetor de configuração. Esse vetor contém as 
informações dos eventos selecionados pelo usuário que deverão ser instrumentados por 
ICI. As informações armazenadas no vetor de configuração são as seguintes: 
 
- Tipo do evento selecionado (evento de definição ou evento de uso de uma 
variável); 
- Nome da variável a ser monitorada; 
- Nome da função a ser instrumentada; 




O vetor de configuração é utilizado posteriormente para instrumentar o programa 




4.2.2  Construção da Árvore Sintática  
 
 
A árvore sintática é uma representação sintática do programa na forma de árvore. 
Os nós da árvore representam as produções da gramática e cada nó pode possuir nós 
filhos. A quantidade de nós filhos corresponde à quantidade de símbolos do lado direito 
da produção da gramática. Tecnicamente, a árvore sintática tem exatamente um nó folha 
para cada símbolo terminal e um nó interno para cada regra da gramática reduzida 
durante a análise sintática [App97].  
 
ICI constrói a árvore sintática do programa durante a realização da análise sintática 
do programa original. A árvore sintática é construída d e baixo para cima, das folhas para 
a raiz da árvore. Esta é a forma natural de construir uma árvore quando se utiliza a 
ferramenta Yacc [Mas90], um gerador de analisadores sintático disponível para o sistema 
operacional UNIX. A árvore sintática é uma estrutura de dados que pode ser consultada e 
percorrida posteriormente. 
 
A geração de analisadores sintáticos por Yacc requer a descrição das regras 
sintáticas em um arquivo cuja extensão é .y. A descrição da gramática da linguagem C no 
formato aceito por Yacc utilizado em ICI foi desenvolvido por Lee [Lee85] e está 
disponível no Apêndice C. 
 
Para cada regra da gramática do arquivo .y, a ação semântica (código executado 
sempre que a regra é reduzida) constrói um nó da árvore e liga este nó às sub-árvores 
criadas anteriormente. A Figura 4.1 é um fragmento Yacc (contido no arquivo .y) que faz 




 : conditional_expression { 
      $$=assignment_expression1($1); 
      } 
 | unary_expression assignment_operator assignment_expression { 
      $$=assignment_expression2($1, $2, $3); 
      } 
 ; 
 





Na Figura 4.1, a regra da gramática assignment_expression reconhece operações de 
atribuição. A ação semântica da regra constrói o nó da árvore sintática. Por exemplo, a 
função assignment_expression2 da segunda regra da produção 
assignment_expression tem como parâmetro $1, $2 e $3 que são subárvores criadas a 
partir de reduções de regras anteriores. O parâmetro $1 é a árvore criada pela redução da 
regra unary_expression, $2 é a árvore criada pela regra 
assignment_operator e $3 é a árvore criada pela regra 
assignment_expression.  
 
Assim que a segunda regra de assignment_expression é reduzida, a função 
assignment_expression2 é executada para construir o nó da árvore. Este nó é, 
então, atribuído ao lado esquerdo da produção (assignment_expression) por meio da 
atribuição a $$. As informações contidas no nó possibilitam percorrer a árvore 
posteriormente para consultá-la.           
 
A Figura 4.2 mostra o formato geral de um nó da árvore sintática. A seção Regra 
contém a informação sobre a regra e produção da gramática a qual o nó pertence. A seção 
Filhos aponta para outros nós da árvore, que foram criados anteriormente e podem 









Figura 4.2 – Estrutura do nó da árvore sintática.  
 
 
ICI representa e manipula a árvore sintática por meio de estruturas de dados. Na 
linguagem C, essas estruturas de dados são organizadas da seguinte forma: um union e 
uma função construtora para cada produção da gramática.  
 
Para a produção da gramática da Figura 4.1, é criado um struct conforme mostra a 
Figura 4.3. Este struct contém um union que armazena os valores do lado direito da regra 
e possui um campo do tipo enumeração, chamado kind, que indica a variante válida do 
union. Para cada variante existe uma função construtora que realiza a alocação dinâmica 
e inicializa a estrutura de dados. A Figura 4.3 mostra apenas o protótipo destas funções, 















struct A_assignment_expression_ { 
  enum {one_assign_expr, two_assign_expr} kind; 
  union {A_conditional_expression cond_expr; 
     struct {A_unary_expression un_expr; 
             A_assignment_operator assign_op; 
             A_assignment_expression assign_expr; 
          } two; 







un_expr, A_assignment_operator assign_op, A_assignment_expression 
assign_expr); 
 





4.2.3  Construção da Tabela de Símbolos 
 
 
A tabela de símbolos fornece informações sobre o escopo das variáveis e 
informações que descrevem os nomes utilizados no programa. Estas informações, por 
exemplo, indicam se o escopo do nome é válido e ainda se o nome é um registro (struct), 
um novo tipo (typedef), uma variável, etc.  
 
ICI utiliza a tabela de símbolos da mesma forma que um compilador: para consultar 
informações sobre o tipo dos identificadores. Quando um uso de identificador é 
encontrado, a tabela de símbolos é consultada para obter as informações sobre o 
identificador. 
 
A tabela de símbolos deve permitir adicionar novas entradas e encontrar entradas 
existentes de modo eficiente. O uso de tabelas hash garante um bom desempenho na 
inserção e busca de valores. 
 
A tabela de símbolos é construída quando ICI percorre a árvore sintática e encontra 
as declarações de variáveis e de tipos. Na realidade, é formada por duas tabelas: a tabela 
de variáveis e a tabela de tipos. A primeira tabela contém informações sobre o tipo das 
variáveis, sua estrutura (escalar, vetor, matriz) e suas propriedades (simples, ponteiro, 
ponteiro para ponteiro). A segunda tabela descreve os nomes que são tipos, informando a 
sua estrutura (quando são formados a partir de registros) ou, quando são sinônimos 
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definidos com a cláusula typedef , o tipo equivalente. Ambas são tabelas hash e são 
representadas conforme mostra a Figura 4.4. 
 
Essas tabelas são organizadas como vetores de ponteiros para registros do tipo 
bucket. A estrutura bucket armazena o nome, um ponteiro para registros do tipo ty_ty e 
um ponteiro para o próximo bucket. A estrutura ty_ty  armazena informações sobre o 
nome.  
 
Uma estrutura de pilha é utilizada para controlar o escopo de declarações dos 
símbolos do programa. A pilha é um vetor de ponteiros para bucket, conforme mostra a 
Figura 4.4. Toda vez que um símbolo é inserido na tabela, é feita uma inserção do 
ponteiro do bucket do símbolo na pilha. O começo de um novo escopo resulta na inserção 
de uma marca especial na pilha. Ao final do escopo, os símbolos são retirados da pilha 
até encontrar esta marca especial, a qual também é retirada. A medida que os símbolos 
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4.2.4  Criação do Arquivo Instrumentado 
 
 
Depois de construída a árvore sintática, a árvore é percorrida para que, com base 
nas informações do Vetor de Configuração, o programa seja instrumentado. 
 
Ao percorrer a árvore sintática é verificado primeiramente se as funções do 
programa original devem ou não ser instrumentadas. Para tanto é feita uma consulta ao 
Vetor de Configuração para verificar se o nome da função corrente está presente nesse 
vetor. Se o nome da função estiver neste vetor, então, a função é instrumentada. Caso 
contrário, a função não é instrumentada e o código da função é simplesmente replicado. 
 
Quando a função deve ser instrumentada, o código fonte original é percorrido por 
meio dos nós da árvore sintática a fim de identificar os pontos de instrumentação no 
programa original.  
 
O primeiro passo na criação do arquivo instrumentado consiste em inserir no 
código do programa original os cabeçalhos das funções da biblioteca de instrumentação. 
Considerando o programa exemplo 2 instrumentado do capítulo anterior (Figura 4.5), a 
primeira linha #include “instr.h” insere no arquivo instrumentado os cabeçalhos 








 #include “instr.h” 
  
1: main ( ) 
2: { 
3: int aux; 
4: int *w; 
5: double z; 
6: double *d; 




B: get_address(&aux, “aux”); 
C: get_address(&z, “z”); 
  
8: ev_assign_int_int(&aux, 4); 
9: ev_assign_double_int(&z, 7); 
10: w = &aux; 
  
11: d = &z; 
12: *d = 8; 
13: vet[3] = 5; 
  
14: ev_assign_int_int(&aux, *w + aux); 
15: ev_assign_int_int(w, 9); 
16: ev_assign_double_double(&z, ev_ref_double(&z) + 3); 
  
17: printf(“aux eh %i\n”, aux); 
18: printf(“*w eh %i\n”, *w); 
19: printf(“z eh %g\n”, ev_ref_double(&z)); 
  
D: end_instrumentation( ); 
20: } 
 
Figura 4.5 – Programa exemplo 2 instrumentado. 
 
 
O próximo passo na criação do arquivo instrumentado é inserir a chamada para a 
função init_instrumentation (Figura 4.5, Linha A) que recebe como parâmetro 
o nome da função a ser instrumentada. A função init_instrumentation cria o 
arquivo post-mortem no qual serão escritas as informações de monitoramento das 
variáveis. Esta função é parte das funções de biblioteca de ICI. 
 
 54 
Em seguida, é inserida no arquivo instrumentado a chamada para a função 
get_address (Figura 4.5, Linha B e C). Uma chamada à função get_address é 
inserida no arquivo instrumentado para cada variável a ser instrumentada. O objetivo 
desta função é capturar, em tempo de execução, o endereço da variável a ser 
instrumentada e inserir esta informação na Tabela de Endereços. A Tabela de Endereços 
é uma tabela hash criada em tempo de execução e utilizada para armazenar os endereços 
de memória das variáveis que se deseja monitorar (para os dois tipos de evento: definição 
e uso). 
 
Em seguida, os eventos de definição e uso do programa original são 
instrumentados. Para isso, são inseridas as chamadas das funções do tipo 
ev_assign_tipo1_tipo2 e ev_ref_tipo no código instrumentado. Estas 
funções de instrumentação monitoram os eventos de definição e uso, respectivamente, e 
realizam consultas à Tabela de Endereços, em tempo de execução, para que somente 
sejam monitoradas as variáveis cujos endereços de memória estão presentes na Tabela de 
Endereços. A maneira como o código instrumentado é gerado é descrita nas Seções 4.3.1 
e 4.3.2. 
 
O último passo na criação do arquivo instrumentado é inserir a chamada para a 
função end_instrumentation (Figura 4.5, Linha D). A função 
end_instrumentation fecha o arquivo post-mortem no qual foram escritas as 
informações de monitoramento das variáveis. Esta função também é parte das funções de 
biblioteca de ICI. 
 
As funções do tipo ev_assign_tipo1_tipo2, do tipo ev_ref_tipo, 
init_instrumentation, end_instrumentation e get_address formam a 
biblioteca de ICI chamada libinstr.a. O código destas funções pode ser consultado no 
Apêndice A. Uma vez que o arquivo instrumentado está pronto, é preciso, então, 
compilá-lo juntamente com essas funções da biblioteca para gerar o código executável 
instrumentado. A linha abaixo mostra como isso deve ser feito. 
 
gcc arq_instrumentado.c libinstr.a -o arq_instrumentado.exe 
 
Quando o código instrumentado é executado, são realizadas operações de escrita no 
arquivo post mortem para oferecer ao usuário as informações sobre a definição e o uso 
das variáveis de interesse.  
 
A seguir é mostrado, na Seção 4.3, como a ferramenta ICI gera código 





4.3 Geração de Código Instrumentado para os Eventos 
Definição e Uso 
 




4.3.1 Evento Definição 
 
ICI percorre a árvore sintática e, quando encontra um comando de atribuição no 
programa original, analisa se a atribuição encontrada deve ou não ser instrumentada. A 
variável do lado esquerdo do comando de atribuição deve ser verificada para saber se a 
mesma deve ou não ser instrumentada. Essa verificação é feita consultando-se as 
variáveis e os níveis de monitoramento armazenados no Vetor de Configuração. O 
procedimento utilizado por ICI para verificar se a variável (do lado esquerdo da 
atribuição) deve ou não ser instrumentada é o seguinte. 
 
 
1) Primeiramente, ICI consulta o Vetor de Configuração para verificar se a variável 
está presente nesse vetor. Se sim, então, a variável é instrumentada, pois é uma 
definição explícita da variável de interesse. 
 
2) Quando a variável é uma derreferenciação por meio de ponteiro, ICI instrumenta a 
variável caso ocorra uma das seguintes situações: 
a. Existe o nível dinâmico total no Vetor de Configuração; 
b. Existe o nível dinâmico parcial no Vetor de Configuração e o ponteiro é 
do mesmo tipo da variável de interesse.  
  
3) Quando a variável é um elemento de vetor, ICI instrumenta a variável se existir no 
Vetor de Configuração o nível dinâmico total.  
 
 
Se nenhum dos itens 1, 2 e 3 forem satisfeitos, então, a variável não é monitorada e 
o código do comando de atribuição é simplesmente replicado, ou seja, não há 
instrumentação para o comando. Quando um dos itens acima é satisfeito, a definição da 
variável é instrumentada. Note-se, que para instrumentar propriamente a definição da 
variável é preciso saber o tipo da variável do lado esquerdo da atribuição. Essa 
informação é obtida consultando a tabela de símbolos da variável que está sendo 
atribuída. 
 
Em seguida, percorrendo-se a árvore sintática encontra-se o lado direito do 
comando de atribuição que pode ser uma expressão. Para determinar o tipo da expressão 
do lado direito, leva-se em conta a conversão de tipos que ocorre quando os operandos 
são de tipos diferentes.  
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A conversão de tipos segue algumas regras básicas [Oli93]: 
 
- char e short são sempre convertidos para int; 
- float é sempre convertido para double. 
 
Por exemplo, se um dos operandos for do tipo float, toda a expressão será 
convertida e o resultado será do tipo double.  
 
As funções de instrumentação utilizadas por ICI para instrumentar definição de 
variáveis (como já visto no Capítulo 3) são as funções do tipo  
ev_assign_tipo1_tipo2. Caso a definição de variável deva ser instrumentada, e 
uma vez determinados os tipos das expressões do lado esquerdo e do lado direito do sinal 
de atribuição, já é possível inserir no arquivo instrumentado a chamada para a função do 
tipo ev_assign_tipo1_tipo2, pois têm-se disponível todas as informações 
necessárias. 
 






- tipo1  é o tipo da variável monitorada (lado esquerdo da atribuição). Esta 
informação é obtida da Tabela de Símbolos; 
- tipo2 é o tipo da expressão do lado direito da atribuição e é obtido da 
variável Tipo Expressão, que contém o tipo resultante da aplicação das regras 
de conversão de tipos; 
- endereço_de_memória é o endereço de memória da variável monitorada 
(variável do lado esquerdo da atribuição). Ele é obtido ou da aplicação do 
operador & no nome da variável ou, quando é uma derreferenciação de 
ponteiro, do próprio conteúdo da variável ponteiro; 
- expressão é a expressão do lado direito da atribuição. A expressão é 
escrita no arquivo instrumentado percorrendo-se a árvore sintática e 
escrevendo-se os símbolos. 
 
O comando de atribuição (responsável pela definição da variável monitorada) é 
substituído pela chamada da função do tipo ev_assign_tipo1_tipo2. O próximo 
passo realizado pela ferramenta ICI é prosseguir na visita aos nós da árvore sintática até 
encontrar as demais ocorrências do evento definição que se deseja instrumentar. O 
procedimento descrito acima é aplicado novamente para gerar código instrumentado para 
monitorar esses eventos. 
 
O objetivo das funções de instrumentação do evento de definição 
(ev_assign_tipo1_tipo2) é escrever no arquivo post-mortem o valor da variável 
monitorada antes e depois da operação de atribuição. A descrição mais detalhada das 
funções desse tipo é apresentada na Seção 4.4.  
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4.3.2  Evento Uso 
 
 
Para gerar código instrumentado para o evento de uso de uma variável, a ferramenta 
ICI segue os mesmos passos 1, 2 e 3 (descritos em 4.3.1). O processo de verificar se a 
variável deve ou não ser instrumentada é o mesmo para ambos os tipos de eventos – 
definição e uso. A principal diferença com relação ao processo de geração de código 
instrumentado para eventos de definição e uso está somente no momento de gerar a 
chamada para a função de instrumentação, visto que cada evento possui uma função 
específica que o monitora, a saber, funções do tipo ev_assign_tipo1_tipo2, para 
eventos definição, e do tipo ev_ref_tipo, para eventos uso. 
 
Assim, quando ICI encontra um uso de uma variável ao percorrer os nós da árvore 
sintática, ICI verifica se essa variável deve ou não ser instrumentada. Isso é feito por 
meio das verificações presentes nos passos 1, 2 e 3 descritos na seção anterior. Se 
nenhum dos itens 1, 2 e 3 forem satisfeitos, então, a variável não é monitorada, ou seja, 
não há inserção de código instrumentado para a variável. Quando um dos itens é 
satisfeito, o uso da variável é instrumentado e ICI escreve no arquivo instrumentado a 
chamada para a função do tipo ev_ref_tipo a fim de monitorar o uso da variável. 
 





- tipo é o tipo da variável monitorada e é obtido por uma consulta à Tabela de 
Símbolos; 
- endereço_de_memória é o endereço de memória da variável monitorada. 
O nome da variável é obtido da árvore sintática do programa. 
  
No arquivo instrumentado, a variável monitorada é substituída pela chamada da 
função do tipo ev_ref_tipo. A ferramenta ICI, então, prossegue percorrendo o código 
do programa original (por meio dos nós da árvore sintática) até encontrar todas as 
variáveis do programa original que devem ter o seu uso monitorado. A descrição das 










4.4 Instrumentação em Tempo de Execução 
 
 
A seguir é descrito o comportamento das funções de instrumentação quando o 
programa instrumentado é executado. 
 
Primeiramente, a função de instrumentação init_instrumentation é 
executada. Essa função cria o arquivo post-mortem, no qual serão escritas as informações 
de monitoramento das variáveis, e inicializa a Tabela de Endereços, que é uma tabela 
hash. 
 
Por meio da função get_address, os endereços das variáveis que se deseja 
monitorar são inseridos na Tabela de Endereços. Quando uma função do tipo  
ev_assign_tipo1_tipo2 é executada, essa função realiza uma busca na Tabela de 
Endereços visto que essa tabela armazena os endereços de memória das variáveis que se 
deseja monitorar no programa. Essa busca verifica se o endereço de memória da variável 
instrumentada está presente na tabela. Se sim, isso significa que a variável instrumentada 
é a variável que se deseja monitorar. Então, as informações sobre a variável 
instrumentada são escritas no arquivo post mortem. Caso contrário, nenhuma informação 
sobre a variável é escrita. 
 
Quando são escritas informações sobre a variável instrumentada no arquivo post-
mortem, as funções do tipo ev_assign_tipo1_tipo2, primeiramente, escrevem 
nesse arquivo as seguintes informações: o nome da função, o nome da variável, o seu 
endereço de memória e o valor antigo da variável. Em seguida, a função realiza a 
operação de atribuição e, com isso, garante que a semântica do programa original seja 
preservada. Antes de retornar ao programa instrumentado, o novo valor atribuído à 
variável é escrito no arquivo post-mortem. A Figura 3.7 (Capítulo 3) mostra um exemplo 
de um arquivo post-mortem. 
 
Quando uma função do tipo ev_ref_tipo é executada, essa função escreve no 
arquivo post-mortem o valor atual da variável monitorada. Da mesma forma que nas 
funções do tipo ev_assign_tipo1_tipo2, também é feita consulta à Tabela de 
Endereços para verificar se o endereço de memória da variável instrumentada está 
presente na tabela. Se sim, a variável instrumentada é a variável que se deseja monitorar. 
Então, as informações sobre a variável instrumentada são escritas no arquivo post 
mortem. Caso contrário, nenhuma informação sobre a variável é escrita no arquivo post 
mortem. Em seguida, as funções do tipo ev_ref_tipo retornam o valor atual da 
variável instrumentada, o que garante que o comportamento do programa original é 
preservado. 
 
Quando são escritas informações sobre a variável instrumentada no arquivo post-
mortem, as funções do tipo ev_ref_tipo escrevem nesse arquivo as seguintes 
informações: o nome da função, o nome da variável, o seu endereço de memória e o 
valor atual da variável, conforme mostra o arquivo post-mortem da Figura 3.7. 
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Por fim, a função end_instrumentation fecha o arquivo post-mortem, no 
qual foram escritas as informações de monitoramento das variáveis. 
 
O Apêndice A contém o código das funções init_instrumentation, 
get_address, end_instrumentation e a estrutura do código das funções dos 




4.5  Limitações da Ferramenta ICI 
 
A ferramenta ICI foi desenvolvida para implementar a idéia de instrumentação 
incremental através de níveis que possibilitam um monitoramento mais preciso das 
variáveis e também para implementar o conceito de configurabilidade de eventos.  A 
implementação atual da ferramenta não está completa, assim, ICI apresenta as seguintes 
limitações principais: 
 
• ICI monitora eventos associados apenas a variáveis escalares, o que significa 
que variáveis estruturadas (e.g., vetores, matrizes), variáveis do tipo registro, 
estruturas de dados (e.g., lista ligada, árvores etc.) não são objeto de 
monitoramento; 
• As variáveis tratadas por ICI são aquelas declaradas no início de uma função. 
Variáveis globais ou declaradas no início de um bloco não têm os seus eventos 
monitorados na presente versão da ferramenta; 
• O monitoramento de posições de memória implementado em ICI não leva em 
consideração a possibilidade de sobreposição de variáveis. Isto pode ocorrer, 
por exemplo, quando é atribuída a uma variável (diferente da variável de 
interesse) um valor de tamanho maior do que o alocado para ela. Essa operação 
pode invadir o espaço da variável de interesse, alterando seu valor; porém, 
como ICI controla o endereço atribuído, e ele é diferente do endereço da 
variável de interesse, esse evento de definição não é capturado;  
• Não são monitoradas atribuições a posições de memória resultantes de 
aritmética de ponteiros;  
• A ferramenta monitora somente eventos de um único arquivo fonte por vez; 








4.6  Considerações Finais 
 
 
Neste capítulo foram apresentados os aspectos de implementação da ferramenta 
ICI. Foram apresentadas as estruturas de dados utilizadas (e.g., a árvore sintática, a tabela 
de símbolos, etc.) e também a forma como ICI manipula as informações de configuração. 
 
Outro tópico apresentado foi o processo de criação do arquivo instrumentado, 
incluindo os passos utilizados por ICI para verificar se um evento do programa original 
deve ou não ser substituído por código de instrumentação. As funções de instrumentação 
que formam a biblioteca de ICI foram descritas quanto ao seu comportamento em tempo 
de execução. 
 
A presente implementação da ferramenta ICI teve como objetivo provar o conceito 
de instrumentação configurável e incremental; no entanto, ela possui limitações. Entre 
essas limitações, destaca-se que, atualmente, ICI instrumenta apenas variáveis escalares, 
não sendo possível monitorar eventos associados a variáveis do tipo registro, variáveis 
agregadas (matrizes e vetores) e estrutura de dados; e a ferramenta não monitora variáveis 
de escopo global. ICI não trata expressões do lado esquerdo de um comando de atribuição 
e a ferramenta instrumenta um arquivo único, não aceita múltiplos arquivos. A 
comunicação de ICI com as demais ferramentas somente ocorre através do arquivo post 
mortem; porém, ela poderia incorporar a comunicação entre processos e fornecer 
informações para outras ferramentas em tempo de execução. 
 
No próximo capítulo são apresentados exemplos de utilização da ferramenta ICI e 
análises de desempenho e de custo do código instrumentado gerado para os diferentes 








Esse capítulo apresenta exemplos de utilização da ferramenta ICI no qual é 
instrumentado um programa nos três níveis de monitoramento: estático, dinâmico parcial 
e dinâmico total. O objetivo é realizar uma análise inicial do custo de instrumentação 
para os três níveis de monitoramento. As análises são realizadas por meio das medidas 




Os exemplos apresentados neste capítulo têm o objetivo de analisar o custo de 
instrumentação dos três níveis de monitoramento da ferramenta ICI – estático, dinâmico 
parcial e dinâmico total. 
 
Para instrumentar, ICI insere código adicional no programa, o que acaba 
aumentando o tamanho do código do programa instrumentado. A instrumentação implica 
o aumento do código do programa e também o aumento do tempo de execução do 
mesmo. O primeiro, chamado overhead de código, pode ser medido com base no 
tamanho (em bytes) do arquivo instrumentado executável e o segundo, chamado 
overhead de execução, pode ser medido com base no tempo gasto para executar o 
programa instrumentado (tempo real). 
 
Durante a execução dos exemplos, procura-se medir essas duas variáveis: overhead 
de código e overhead de execução, que estão associadas ao custo de se instrumentar 
programas. O objetivo é analisar preliminarmente o desempenho da ferramenta ICI no 
monitoramento de variáveis utilizando diferentes níveis de instrumentação.  
 
Para tanto, utilizou-se um programa obtido da literatura, o programa sort do 
ambiente UNIX. Foram medidos o tamanho do código executável e o tempo de execução 
desse programa tanto para o código original quanto para o código instrumentado. As 
medidas foram coletadas para diferentes níveis de monitoramento e para quantidades 
diferentes de variáveis selecionadas.  
 
Este capítulo está organizado da seguinte forma: a Seção 5.2 descreve os exemplos 
de utilização. É apresentado o programa utilizado e as variáveis analisadas: os níveis de 
monitoramento  e as diferentes quantidades de variáveis selecionadas. Também são 
mostrados os dados que foram coletados, que são o tamanho do código executável e o 
tempo de execução. Esses dados são mostrados de forma gráfica na Sessão 5.3 e 




5.2 Exemplos de Utilização 
 
Essa seção descreve como o estudo de caso foi realizado: o programa que foi 
utilizado, as variáveis independentes do estudo de caso e os dados coletados. 
 
 
5.2.1 Programa Utilizado 
 
O programa utilizado no estudo de caso chama-se sort e foi obtido da literatura 
[Won93]. O programa sort é um programa típico que acompanha as versões dos sistemas 
operacionais do tipo UNIX e faz ordenação e união (merge) de arquivos. 
 
 
5.2.2  Os Exemplos 
 
Durante a execução dos exemplos, foram medidas duas grandezas:  
 
• o tamanho do arquivo instrumentado executável; 
• o tempo de execução do programa instrumentado. 
 
Dois exemplos foram realizados. Nos dois exemplos foram monitorados eventos de 
definição e de uso e foram aplicados os níveis de monitoramento – estático, dinâmico 
parcial e dinâmico total. No primeiro exemplo foi monitorada somente uma variável e no 
segundo foram monitoradas duas variáveis (localizadas em funções distintas do programa 
sort). Portanto, as variáveis independentes são o nível de monitoramento e a quantidade 





No exemplo 1, o programa sort foi instrumentado para obter, em tempo de 
execução, os valores da variável done da função sort. O monitoramento foi realizado nos 
três níveis: estático, dinâmico parcial e dinâmico total.  
 
Para o nível estático, foram monitoradas as ocorrências explícitas da variável done  
na função sort. Para o nível dinâmico parcial, foram monitoradas as ocorrências 
explícitas de done e as derreferenciações de ponteiros que são do mesmo tipo de done; e 
para o nível dinâmico total foram monitoradas as ocorrências explícitas de done  e todas 
as derreferenciações de ponteiros presentes na função sort. 
 
A Figura 5.1 mostra a função sort instrumentada a fim de monitorar as ocorrências 
explícitas da variável done (nível estático). Foi preciso alterar o tipo da variável done de 
int para char, para que a variável done  pudesse ser monitorada nos três níveis de 
monitoramento. Esta alteração para char garante a existência de ponteiros do mesmo 
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tipo de done para serem monitorados no nível dinâmico parcial, o que não é possível 
com a declaração original de done .  
 
Na Figura 5.1, para uma melhor visualização, as chamadas das funções de 
instrumentação estão escritas em negrito e, em alguns casos, o comando original é 
mostrado na linha anterior em itálico. O código da função sort original e o código 






      char *cp; 
char **lp; 
register lines, text, len; 
 char done = 0; /* mudou-se o tipo da variável done de int -> char, 
para que fosse possível instrumentar done nos 3 níveis de monitoramento 
*/ 
 int i = 0; 
 char *f; 








 if((f = setfil(i++)) == NULL) 
  is = stdin; 
  . 
  . 
  .  
 
  lines = nlines; 
  text = ntext; 
  while(lines > 0 && text > 0) { 
   if(fgets(cp, L, is) == NULL) { 
    if(i >= eargc) { 
 
//++done;      
ev_assign_char_int(&done,ev_ref_char(&done)+1); 
 
    break; 
    } 
   . 
   . 
   . 
   --lines; 
   text -= len; 
  } 
 





  qsort((char **)lspace, lp); 
  if(ev_ref_char(&done) == 0 || nfiles != eargc) 
   newfile(); 
  else 
  . 
  . 
  . 
  } 
  fclose(os); 










No nível dinâmico parcial, o monitoramento da variável done da função sort gerou 
código instrumentado para os eventos de definição e uso das variáveis done e cp (que é 
do tipo char *). A variável f, que também é do tipo char * , não foi instrumentada 
porque não ocorre nenhuma derreferenciação deste ponteiro na função. A Figura 5.2 






      char *cp; 
char **lp; 
register lines, text, len; 
 char done = 0; // int -> char 
 int i = 0; 
 char *f; 








 if((f = setfil(i++)) == NULL) 
  is = stdin; 
   . 
   . 
   .  




    
if(i >= eargc) { 
 
//++done;      
ev_assign_char_int(&done,ev_ref_char(&done)+1); 
    break; 
    } 
   . 
   . 
   .  
   len = strlen(cp) + 1; /* null terminate */ 
 
   //if(cp[len - 2] != '\n') 
   if(ev_ref_char(cp + len -2) != '\n') 
    
    if (len == L) { 
     . 
     . 
     .    
     //cp[len - 2] = '\n'; 
     ev_assign_char_int(cp + len - 2, '\n'); 
      
     //cp[len - 1] = '\0'; 
     ev_assign_char_int(cp + len - 1, '\0');  
    } 
   cp += len; 
   --lines; 
   text -= len; 
  } 
  qsort((char **)lspace, lp); 
  if(ev_ref_char(&done) == 0 || nfiles != eargc) 
   newfile(); 
  else 
   oldfile(); 
  clearerr(os); 
  while(lp > (char **)lspace) { 
   cp = *--lp; 
 
   //if(*cp) 
   if(ev_ref_char(cp)) 
      
    fputs(cp, os); 
   if (ferror(os)) { 
    error = 1; 
    term(); 
   } 
  } 
  fclose(os); 











Por fim, o monitoramento da variável done para o nível dinâmico total gerou 
código instrumentado para as ocorrências das seguintes variáveis: done , cp e lp (que é do 
tipo char **). A Figura 5.3 mostra a função sort instrumentada para monitorar a 





      char *cp; 
char **lp; 
register lines, text, len; 
 char done = 0; // int -> char 
 int i = 0; 
 char *f; 








 if((f = setfil(i++)) == NULL) 
  is = stdin; 
    . 
    . 
    . 
    if(i >= eargc) { 
 
    //++done; 
    ev_assign_char_int(&done,ev_ref_char(&done)+1); 
 
    break; 
    } 
    fclose(is); 
    if((f = setfil(i++)) == NULL) 
     is = stdin; 
    else if((is = fopen(f, "r")) == NULL) 
     cant(f); 
    continue; 
   } 
 
   //*lp++ = cp; 
   ev_assign_ptrptrchar_ptrchar(lp, cp); 
   lp++; 
    
   len = strlen(cp) + 1; /* null terminate */ 
 
 




    
//if(cp[len - 2] != '\n') 
   if(ev_ref_char(cp + len -2) != '\n') 
    
    if (len == L) { 
     . 
     . 
     . 
 
     //cp[len - 2] = '\n'; 
     ev_assign_char_int(cp + len - 2, '\n'); 
      
     //cp[len - 1] = '\0'; 
     ev_assign_char_int(cp + len - 1, '\0');  
    } 
   cp += len; 
 
   --lines; 
   text -= len; 
  } 
  qsort((char **)lspace, lp); 
  if(ev_ref_char(&done) == 0 || nfiles != eargc) 
   newfile(); 
  else 
   oldfile(); 
  clearerr(os); 
  while(lp > (char **)lspace) { 
 
   //cp = *--lp; 
        --lp; 
   cp = ev_ref_ptr_to_char(lp);   
    
   //if(*cp) 
   if(ev_ref_char(cp)) 
      
    fputs(cp, os); 
   if (ferror(os)) { 
    error = 1; 
    term(); 
   } 
  } 
  fclose(os); 

















No exemplo 2 foram monitoradas duas variáveis no programa sort: a variável done  
da função sort e a variável k da função cmp. Essas variáveis foram escolhidas em 
funções distintas do programa para que não houvesse eventos em comum para serem 
monitorados. O monitoramento das variáveis done e k foi realizado em dois níveis de 
monitoramento – estático e dinâmico total. As variáveis não foram monitoradas no nível 
dinâmico parcial, pois para realizar monitoramento neste nível é necessário que existam 





5.2.3 Caso de Teste  
 
Foi selecionado um caso de teste para ser utilizado nas execuções do programa 
instrumentado. O critério utilizado para a seleção deste caso de teste foi a capacidade do 
mesmo em mostrar o custo dos níveis de monitoramento, pois este caso de teste tem a 
propriedade de acionar muitas vezes as funções que monitoram os eventos dos níveis 
dinâmico parcial e dinâmico total.  
 
Esta característica é importante porque nos exemplos não ocorre operação de 
escrita no arquivo post mortem para os eventos dos níveis dinâmico parcial e dinâmico 
total, e sim, somente para os eventos do nível estático. Então, é pequeno o tempo gasto 
com o monitoramento dos eventos dos níveis dinâmico parcial e dinâmico total, pois o 
custo maior são as operações de escrita em arquivo. Por isso, é interessante que o caso de 
teste acione muitas vezes as funções que monitoram os eventos dos níveis dinâmico 





5.2.4 Coleta dos Dados 
 
Os dados coletados nos exemplos retratam o tempo gasto para executar o programa 
instrumentado e o tamanho desse programa. Para obter o tempo gasto para executar o 
programa, utilizou-se o comando time do UNIX e foi medido o tempo decorrido (wall 
clock). Foram realizadas dez execuções invocando o comando time e, em seguida, foi 
calculada a média dos tempos de execução obtidos. 
 
No exemplo 1, além das medidas de tempo de execução e tamanho do arquivo 
instrumentado, foi medida também a quantidade de vezes que as funções de 
instrumentação dos tipos ev_assign_tipo1_tipo2 e  ev_ref_tipo foram 
invocadas. Isto foi feito utilizando-se, nas funções de instrumentação, uma variável que 
funciona como um contador. 
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As execuções foram realizadas em uma máquina Sun Ultra1 OS5.7, sem que 






A seguir, os dados coletados para os dois exemplos são apresentados em formato 
gráfico e de tabela. A Figura 5.4 mostra o aumento no tamanho do código executável do 
programa sort original com relação aos três níveis de monitoramento (estático, dinâmico 
parcial e dinâmico total), sendo que o programa sort foi instrumentado para monitorar 
quantidades diferentes de variáveis – uma e duas variáveis. 
 
 














































Experimento 1 22875 30613 30653 30661








Figura 5.4 – Tamanho do Código Executável Instrumentado para diferentes níveis 
de monitoramento e quantidade de variáveis monitoradas. 
 
 
As barras na cor cinza claro representam o Exemplo 1, no qual é feita a seleção de 
somente uma variável para ser monitorada, a variável done  da função sort. As barras na 
cor cinza escuro representam o Exemplo 2, no qual é feito o monitoramento de duas 
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variáveis, a variável done da função sort e a variável k da função cmp. No eixo das 
abcissas está o programa sort.exe e mais três outros programas, que são o programa sort 
instrumentado para cada nível de monitoramento – estático, dinâmico parcial e dinâmico 
total. O eixo das ordenadas indica o tamanho do arquivo instrumentado executável em 
bytes.  
 
Note-se que na Figura 5.4 as variáveis do Exemplo 2 não foram monitoradas no 
nível dinâmico parcial, pois não existiam ponteiros do mesmo tipo das variáveis de 
interesse nas funções sort e cmp. 
 
Além do tamanho do código, foi medida também a velocidade de execução dos 
programas instrumentados. A Figura 5.5 mostra o tempo de execução do programa 
sort.exe e dos programas instrumentados nos três níveis de monitoramento. Assim como 
na Figura 5.4, as barras na cor cinza claro representam o Exemplo 1 e as barras na cor 
cinza escuro, o Exemplo 2. Igualmente, o Exemplo 2 não foi realizado para o nível 
dinâmico parcial devido a ausência de ponteiros do mesmo tipo das variáveis de 
interesse. 
 
No eixo das abcissas está o programa sort.exe e o programa sort instrumentado nos 
níveis de monitoramento estático, dinâmico parcial e dinâmico total. No eixo das 
ordenadas é mostrado o tempo (em segundos) gasto para executar cada programa. 
 
  
































Experimento 1 0,111 0,191 0,208 0,262








Figura 5.5 – Tempo de Execução do arquivo instrumentado para diferentes níveis 
de monitoramento e quantidade diferentes de variáveis monitoradas. 
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No Exemplo 1, além das medidas de tempo de execução e tamanho do arquivo 
instrumentado, foi medida também a quantidade de vezes que as funções de 
instrumentação do tipo ev_assign_tipo1_tipo2 e  ev_ref_tipo foram 
invocadas. O resultado é mostrado na Tabela 5.1. Para o nível estático, a função que 
instrumenta o evento de definição (ev_assign_tipo1_tipo2) foi acionada duas 
vezes e a função que instrumenta o evento de uso (ev_ref_tipo) foi acionada três 
vezes, sendo que para os eventos do nível estático sempre ocorre operação de escrita no 
arquivo post mortem, pois os eventos são ocorrências explícitas da variável done na 
função sort. 
 
No nível dinâmico parcial, a função ev_assign_tipo1_tipo2 foi acionada 
duas vezes e a função ev_ref_tipo, 4525 vezes, sendo que somente houve escrita no 
arquivo post mortem para os eventos de definição e uso explícitos da variável done , que 
são cinco eventos. As chamadas que implementam exclusivamente os eventos do nível 
dinâmico parcial foram invocadas e o endereço do ponteiro foi verificado a fim de 
detectar uma possível invasão da posição de memória da variável done . Somente é 
realizada operação de escrita no arquivo post mortem caso haja uma invasão de posição 
de memória por meio do ponteiro. No entanto, como não há nenhuma anomalia no uso 
dos ponteiros da função sort, não houve nenhuma operação de escrita para os 4522 
eventos de uso de ponteiros do nível dinâmico parcial. 
 
No nível dinâmico total, a função ev_assign_tipo1_tipo2 foi acionada 
2263 vezes e a função ev_ref_tipo, 6786 vezes, sendo que somente ocorreram 
operações de escrita em arquivo para os eventos exclusivos do nível estático, ou seja, 
foram realizadas cinco operações de escrita no arquivo post mortem. 
 
 
Tabela 5.1 – Quantidade de invocação das funções de instrumentação no Exemplo 1. 
 
Nível de Monitoramento Função de 
Instrumentação 
Acionada 
Estático Dinâmico Parcial Dinâmico Total 
ev_assign_tipo1_tipo2 2 2 2263 
















A Figura 5.4 mostra as medidas de tamanho do código executável coletadas nos 
Exemplos 1 e 2. O aumento no tamanho do código do programa sort.exe para os 
programas instrumentados foi por volta de 25%. Não há uma variação significativa entre 
os tamanhos dos programas instrumentados nos três níveis de monitoramento e para 
quantidades diferentes de variáveis monitoradas. Isto indica que monitorar o programa 
usufruindo-se dos níveis de monitoramento para obter um monitoramento mais preciso 
das variáveis, não implica um custo adicional significativo no tamanho do programa 
instrumentado. O aumento maior no tamanho está em instrumentar o programa no nível 
estático e não entre os níveis de monitoramento propostos por ICI.  
 
Segundo Templer [Tem98] a instrumentação de programas é altamente intrusiva 
para o monitoramento de muitos eventos no programa. Assim, é muito importante a 
seleção de quais variáveis monitorar para reduzir a intrusão no código. Na ferramenta 
ICI, esta seleção é feita por meio do arquivo de configuração. Conforme mostra a Figura 
5.4, o programa sort não instrumentado possui 22875 bytes e o programa sort 
instrumentado no nível estático possui aproximadamente 31000 bytes, o que mostra um 
aumento de aproximadamente 25%. 
 
Este aumento associado à diferença de tamanho entre o programa original e o 
programa instrumentado para ocorrências explícitas de variáveis é um aumento que já é 
previsto, pois o monitoramento de variáveis no nível estático é implementado pela 
maioria das ferramentas de instrumentação existentes, não é um aumento particular da 
ferramenta ICI. Para os níveis de monitoramento propostos exclusivamente por ICI – 
dinâmico parcial e dinâmico total – o overhead de código mostrou-se, neste caso, baixo 
com relação ao programa instrumentado no nível estático (conforme mostra a Figura 5.4), 
o que indica que o monitoramento mais preciso por meio dos níveis da ICI pode ser 
viável considerando-se a medida de tamanho de código. 
 
Com relação ao gráfico da Figura 5.5, que mostra o tempo de execução do 
programa não instrumentado sort.exe e dos programas instrumentados nos três níveis de 
monitoramento, houve um aumento de aproximadamente 42% no tempo de execução do 
arquivo não instrumentado para o arquivo instrumentado no nível estático.  
 
O custo maior ocorre do programa não instrumentado para o programa 
instrumentado no nível estático, pois entre os níveis de monitoramento estático, dinâmico 
parcial e dinâmico total, a diferença no tempo de execução foi pequena. Consultando-se 
os dados da Tabela 5.1, que mostram a quantidade de vezes que as funções de 
instrumentação foram acionadas no Exemplo 1, verifica-se que há uma diferença bastante 
significativa no número de acionamentos entre os níveis de monitoramento. No entanto, 
esta diferença não afeta o tempo de execução do programa na mesma proporção. Isso 
ocorre porque o que dispende maior tempo na execução dos programas são as operações 
de escrita no arquivo post mortem e, para os experimentos realizados, essas operações de 
escrita somente são realizadas no nível estático. Nos demais níveis, dinâmico parcial e 
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dinâmico total,  as funções de instrumentação são invocadas, mas como os ponteiros 
destes níveis não invadem a posição de memória da variável de interesse, não ocorre 
escrita no arquivo post mortem. 
 
Assim, nos exemplos, o tempo gasto para executar as funções de instrumentação 
dos níveis dinâmico parcial e dinâmico total é pequeno. Isto quer dizer que para um 
monitoramento mais preciso (utilizando-se os níveis dinâmico parcial e dinâmico total), 
o aumento de custo pode ser razoável. Este custo tende a aumentar caso ocorra invasão de 
posição de memória por meio de ponteiros, pois, neste caso, será realizada operação de 
escrita no arquivo post mortem. No entanto, este aumento de custo é justificado pela 
detecção de um erro no programa. 
 
O aumento maior no tempo de execução ocorreu devido às operações de escrita, 
freqüentes no monitoramento do nível estático. Para os níveis dinâmico parcial e 
dinâmico total, foi pequeno o aumento no tempo de execução com relação ao nível 
estático, pois não foram realizadas operações de escrita para os eventos destes dois níveis 
de monitoramento uma vez que o programa sort não apresenta erros de invasão de 





5.5 Considerações Finais 
 
 
Neste capítulo foram apresentados exemplos de utilização da ferramenta ICI. O 
objetivo foi mostrar o comportamento do programa não instrumentado com relação aos 
programas instrumentados nos três níveis de monitoramento – estático, dinâmico parcial 
e dinâmico total. Foram realizadas análises de custo do código instrumentado gerado para 
os diferentes níveis de instrumentação, tendo como base informações sobre o tamanho e o 
tempo de execução.  
 
Os resultados apresentados nos exemplos de utilização são limitados, pois foi 
utilizado um único programa, um único caso de teste e o monitoramento foi limitado ao 
escopo local de uma função. Uma completa avaliação do impacto dos níveis de 
monitoramento requer experimentos envolvendo programas de maior porte (contendo 







Capítulo 6 – Conclusões 
 
 
6.1 Síntese do Trabalho 
 
A instrumentação de programas apóia as atividades de teste, depuração e 
compreensão de programas. No teste, a instrumentação pode ser utilizada para coletar 
informações que retratam o caminho percorrido durante a execução do programa. Estas 
informações são utilizadas na análise de cobertura para um conjunto de casos de teste. As 
informações coletadas pela instrumentação são úteis também para ferramentas de geração 
de dados de teste [Bue99], pois elas direcionam a busca de valores de entrada que 
executem um caminho desejado no programa. Na depuração, a instrumentação é 
imprescindível para implementar o mecanismo de inserção de breakpoints dos 
depuradores simbólicos [Ada86] e para fornecer informações sobre o comportamento do 
programa em tempo de execução. As informações coletadas, como o valor das variáveis 
do programa, são úteis também para a atividade de compreensão de programa , que 
analisa essas informações a procura de padrões e relacionamentos entre os valores e, 
assim, determina invariantes que descrevem o comportamento do programa em pontos 
específicos.  
 
No entanto, instrumentar código implica aumentar o tamanho e o tempo de 
execução do programa, gerando overhead de código e de execução. Assim, quando se 
instrumenta muitos pontos do programa o custo tende a ser alto. Uma possível solução é 
utilizar a configuração de eventos para selecionar os eventos de maior interesse para o 
monitoramento, reduzindo, assim, o custo da instrumentação. 
 
Um estudo das ferramentas de instrumentação existentes foi realizado e verificou-se 
que estas ferramentas ou realizam um monitoramento com o objetivo de monitorar as 
variáveis do tipo ponteiro para verificar se elas estão acessando corretamente a memória 
quando são derreferenciadas, monitorando todos os ponteiros sem exceção, ou monitoram  
os valores de variáveis de interesse do usuário, mas somente as ocorrências explícitas 
destas variáveis. Se houver um defeito no programa no qual a variável de interesse é 
acessada erroneamente por um ponteiro, ou seja, o defeito está em acessar a variável por 
meio deste ponteiro, as ferramentas estudadas não detectam este defeito pela análise do 
valor da variável de interesse. 
 
Assim, quando se monitora uma variável em um programa, é interessante monitorar 
não somente as ocorrências explícitas desta variável, mas também os ponteiros do 
programa a fim de detectar o valor de um possível acesso errôneo dos ponteiros à variável 
de interesse. Para oferecer suporte à detecção deste tipo de erro, este trabalho propõe três 




O nível estático monitora as ocorrências explícitas da variável de interesse. Os dois 
outros níveis: dinâmico parcial e dinâmico total monitoram as ocorrências explícitas da 
variável de interesse e as ocorrências desta variável por meio de ponteiros. No entanto, no 
nível dinâmico total são monitoradas todas as ocorrências de variáveis via ponteiro e os 
vetores do programa, enquanto que no nível parcial são monitorados somente os 
ponteiros que são do mesmo tipo da variável de interesse. Este último nível foi criado 
tendo em vista reduzir a intrusão no código causada pelo monitoramento de variáveis no 
nível total.  
 
Estes três conceitos foram implementados em uma ferramenta de instrumentação – 
a ferramenta ICI, a qual instrumenta programas a fim de obter informações que retratam o 
valor das variáveis durante a execução do programa. ICI possibilita que o monitoramento 
seja feito por meio da posição de memória da variável de interesse e, para isso, 
instrumenta o programa de acordo com os três níveis de monitoramento – estático, 
dinâmico parcial e dinâmico total. Assim, a ferramenta monitora três tipos de ocorrências 
de variáveis: variáveis que ocorrem de forma explícita no programa, que ocorrem por 
meio de derreferenciação de ponteiros e que também ocorrem por meio de elementos de 
vetores. Além disso, para reduzir o custo da instrumentação, ICI aplica a 
configurabilidade de eventos, permitindo que sejam selecionados os eventos de interesse 
para o monitoramento, o que faz de ICI uma ferramenta configurável. 
 
Exemplos de utilização de ICI foram executados para verificar o custo associado à 
instrumentação nos três níveis de monitoramento propostos – estático, dinâmico parcial e 
dinâmico total. Durante a execução dos exemplos, foram coletadas medidas relativas ao 
tamanho e ao tempo de execução resultantes da instrumentação nos três níveis de 
monitoramento do programa sort do ambiente UNIX. Da análise dos exemplos houve 
uma indicação preliminar de que, quando a quantidade de variáveis selecionadas é 
pequena, o tamanho do código não aumenta muito. Assim, a seleção de variáveis é uma 
questão importante para diminuir a intrusão no código, daí a necessidade de técnicas de 
identificação das variáveis de interesse a serem monitoradas. 
 
Observou-se nos exemplos que o aumento maior no tempo de execução ocorre no 
nível estático devido às operações de escrita em arquivo que consomem uma quantidade 
considerável de tempo. Aplicando-se os níveis dinâmico parcial e total, o aumento no 
tempo de execução é baixo em relação ao nível estático, pois o que predomina durante a 
execução do programa são somente verificações ao conteúdo do ponteiro para descobrir 
se o endereço armazenado é o endereço da variável de interesse. Essas verificações 
consomem pouco tempo. Portanto, em relação ao nível estático, já fornecido pelas 
ferramentas de instrumentação, os níveis dinâmico parcial e dinâmico total tiveram 









As principais contribuições deste trabalho são descritas abaixo: 
 
1) A introdução dos três níveis de monitoramento – estático, dinâmico parcial e 
dinâmico total.  
 
Estes níveis introduzem um aspecto novo no monitoramento de variáveis, que é 
a possibilidade de monitorar não somente as ocorrências explícitas das 
variáveis, mas também as ocorrências da variável de interesse por meio de 
ponteiros. Isto garante um monitoramento mais preciso das variáveis. 
 
2) A configurabilidade de eventos e de níveis incrementais de monitoramento. 
 
A configurabilidade permite que o usuário especifique os eventos que ele deseja 
monitorar no programa para que sejam instrumentados somente os eventos 
selecionados. Isto reduz a intrusão no código e, conseqüentemente, diminui o 
custo da instrumentação.  
 
Na seleção de eventos escolhe-se a variável de interesse para o monitoramento, 
o tipo de evento associado a variável (definição ou uso) e o nível do 
monitoramento (estático, dinâmico parcial ou dinâmico total).  
 
3) A análise preliminar do custo de instrumentação dos níveis de 
monitoramento propostos – estático, dinâmico parcial e dinâmico total. 
 
O custo de instrumentação associado aos três níveis de monitoramento 
propostos foi medido em termos do aumento no tamanho do código (overhead 
de código) e no aumento do tempo de execução (overhead de execução) durante 
a execução de exemplos na ferramenta ICI. 
 
Nos exemplos executados, o custo de execução do nível estático foi alto devido 
às escritas em arquivo e o custo dos níveis mais precisos (dinâmico parcial e 
total) foi razoável, pois não sofreu grandes acréscimos com relação ao nível 
estático visto que não é comum ocorrerem operações de escrita nestes níveis. 
Assim, há uma indicação de que a utilização dos níveis de monitoramento 
propostos pode ser viável em termos de custo de instrumentação. No entanto, 
esta indicação deve ser melhor analisada visto que os exemplos utilizados são 
limitados, utilizam um único programa, um único caso de teste e o 






6.3 Trabalhos Futuros 
 
 
A ferramenta ICI apresenta algumas limitações que podem ser melhoradas. 
Atualmente, a instrumentação de ICI é feita para obter valores de variáveis escalares. Esta 
instrumentação pode ser estendida para monitorar variáveis do tipo registro. Além disso, 
somente são monitoradas variáveis de escopo local a uma função, não é possível 
monitorar uma variável de escopo global, o que pode ser adicionado à implementação da 
ferramenta. 
 
Além disso, na implementação atual de ICI, as informações coletadas durante a 
execução do programa (que são os valores das variáveis monitoradas) são armazenadas 
no arquivo post mortem para serem analisadas ao término da execução do programa. A 
ferramenta ICI pode futuramente disponibilizar estas informações a uma outra 
ferramenta. As informações seriam fornecidas durante a execução do programa para um 
outro processo, o qual mostraria ao usuário o estado atual do programa.  
 
Portanto, a ferramenta ICI deve passar por melhorias na sua interface e adaptações 
para ser utilizada por algumas ferramentas, tais como: ferramentas de geração de dados 
de teste [Bue99], de depuração de programas, etc. É necessário investigar a associação de 
ICI com ferramentas que procuram identificar trechos de código mais prováveis de conter 
defeitos [Col87, Pan92, Jon01] para identificar as variáveis a serem monitoradas. Além 
disso, experimentos adicionais devem ser realizados para validar os conceitos de 
monitoramento de variáveis através dos níveis propostos. É interessante que os 
experimentos utilizem variáveis globais e que os programas apresentem erros de invasão 
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Neste apêndice é descrita a estrutura do código das funções de instrumentação 
init_instrumentation, get_address, end_instrumentation e das 
funções dos tipos ev_assign_tipo1_tipo2 e ev_ref_tipo. 
 
A função init_instrumentation cria o arquivo post-mortem no qual serão 
escritas as informações de monitoramento das variáveis. Esta função recebe como 
parâmetro o nome da função a ser instrumentada, conforme mostra a Figura A.1. 
 
 
void init_instrumentation(string func_name) { 
   
  sprintf(file_name, "%s_file", func_name); 
   
  if((post_mortem_file = fopen(file_name, "a"))==NULL){ 
   printf("O arquivo nao pode ser aberto.\n"); 
   exit(1); 
   } 
} 
 




A função end_instrumentation, mostrada na Figura A.2, fecha o arquivo 




void end_instrumentation(void) { 
     
    fclose(post_mortem_file); 
} 




O objetivo da função get_address é capturar, em tempo de execução, o endereço 
da variável a ser instrumentada e inserir esta informação na Tabela de Endereços. A 





void get_address(void *monitored_address, string var_name) { 
  insert(var_name, monitored_address); 
} 
 




A função get_address recebe como parâmetro o endereço de memória da 
variável a ser monitorada e o nome da variável. A função insert insere na Tabela de 
Endereços o nome e o endereço de memória da variável. É importante lembrar que a 
Tabela de Endereços é uma tabela hash utilizada para armazenar os endereços de 
memória das variáveis que se deseja monitorar (para os dois tipos de evento: definição e 
uso de variáveis).   
 
A Figura A.4 mostra a estrutura do código das funções do tipo 
ev_assign_tipo1_tipo2 (no caso específico, a função ev_assign_int_int) 
que monitoram os eventos de definição de variáveis. O objetivo destas funções é escrever 
no arquivo post mortem o valor da variável monitorada antes e depois da operação de 
atribuição.  
 
A função recebe como parâmetro o endereço de memória da variável instrumentada 
(*var1) e o resultado da expressão (var2) do lado direito do comando de atribuição, 
conforme mostra a Figura A.2. A função lookup_address consulta a Tabela de 
Endereços. Esta consulta verifica se o endereço de memória da variável instrumentada 
está presente na tabela. Se sim, isso significa que a variável instrumentada é a variável 
que se deseja monitorar. Então, as informações sobre a variável instrumentada são 
escritas no arquivo post mortem (post_mortem_file). Caso contrário, nenhuma 
informação sobre a variável é escrita. Independentemente de ocorrer escrita no arquivo 
post mortem, a função sempre realiza a operação de atribuição para preservar a semântica 

















int ev_assign_int_int(int *var1, int var2) { 
 
  p = lookup_address(var1); 
  if(p != NULL) { 
    fprintf(post_mortem_file, "ASSIGNMENT  function-%s  
variable-%s  address-%p  old_value-%i  ", func_name, 
p->variable_name, p->variable_address, *var1);  
 
    *var1 = var2; 
 
    fprintf(post_mortem_file, “new_value-%i\n”, *var1); 
    } 
 
  /*NAO deseja-se monitorar esta variavel*/ 
  else  *var1 = var2; 
 
  return *var1; 
} 
Figura A.4 – Código da função do tipo ev_assign_tipo1_tipo2. 
 
 
A Figura A.5 mostra a estrutura do código das funções do tipo ev_ref_tipo 
(no caso, ev_ref_int) que monitoram os eventos de uso de variáveis. O objetivo 
destas funções é escrever no arquivo post mortem o valor atual da variável monitorada.  
 
A função recebe como parâmetro o endereço de memória da variável instrumentada 
(*var1), conforme mostra a Figura A.5. Da mesma forma que na função do tipo 
ev_assign_tipo1_tipo2, a função lookup_address consulta a Tabela de 
Endereços e verifica se o endereço de memória da variável instrumentada está presente 
na tabela. Se sim, a variável instrumentada é a variável que se deseja monitorar. Então, as 
informações sobre a variável instrumentada são escritas no arquivo post mortem. Caso 
contrário, nenhuma informação sobre a variável é escrita no arquivo post mortem. Em 
seguida, a função do tipo ev_ref_tipo retorna o valor atual da variável 
instrumentada, o que garante que o comportamento do programa original é preservado. 
 
int ev_ref_int(int *var1) { 
  p=lookup_address(var1); 
  if(p != NULL) { 
    fprintf(post_mortem_file, "REFERENCE  function-%s  
variable-%s  address-%p  value-%i\n", func_name, p-
>variable_name, p->variable_address, *var1);  
    } 
  return(*var1); 
} 
Figura A.5 – Código da função do tipo ev_ref_tipo. 
 
 
As funções insert e lookup_address fazem parte da biblioteca de 
instrumentação de ICI. 
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Neste apêndice é apresentado o código da função sort original utilizado nos 
experimentos descritos no Capítulo 5, bem como o código instrumentado nos três níveis 
de monitoramento – estático, dinâmico parcial e dinâmico total. 
 
A Figura B.1 mostra a função sort  original, sem instrumentação. A Figura B.2 
mostra a função sort instrumentada no nível estático para monitorar as ocorrências 
explícitas da variável done . A Figura B.3 mostra a instrumentação da variável done no 
nível dinâmico parcial e a Figura B.4, no nível dinâmico total. 
 
Nas Figuras B.2, B.3 e B.4, as chamadas das funções de instrumentação estão 







 register char *cp; 
 register char **lp; 
 register lines, text, len; 
 int done = 0; 
 int i = 0; 
 char *f; 
 char c; 
 
 if((f = setfil(i++)) == NULL) 
  is = stdin; 
 else if((is = fopen(f, "r")) == NULL) 
  cant(f); 
 
 do { 
  cp = tspace; 
  lp = (char **)lspace; 
  lines = nlines; 
  text = ntext; 
  while(lines > 0 && text > 0) { 
   if(fgets(cp, L, is) == NULL) { 
    if(i >= eargc) { 
     ++done; 
     break; 
    } 
    fclose(is); 
    if((f = setfil(i++)) == NULL) 
     is = stdin; 
 86 
    else if((is = fopen(f, "r")) == NULL) 
     cant(f); 
    continue; 
   } 
   *lp++ = cp; 
   len = strlen(cp) + 1; /* null terminate */ 
   if(cp[len - 2] != '\n') 
    if (len == L) { 
     diag("line too long (skipped): ", cp); 
     while((c=getc(is)) != EOF && c != '\n') 
      /* throw it away */; 
     --lp; 
     continue; 
    } else { 
     diag("missing newline before EOF in ", 
      f ? f : "standard input"); 
     /* be friendly, append a newline */ 
     ++len; 
     cp[len - 2] = '\n'; 
     cp[len - 1] = '\0'; 
    } 
   cp += len; 
   --lines; 
   text -= len; 
  } 
  qsort((char **)lspace, lp); 
  if(done == 0 || nfiles != eargc) 
   newfile(); 
  else 
   oldfile(); 
  clearerr(os); 
  while(lp > (char **)lspace) { 
   cp = *--lp; 
   if(*cp) 
    fputs(cp, os); 
   if (ferror(os)) { 
    error = 1; 
    term(); 
   } 
  } 
  fclose(os); 
 } while(done == 0); 
} 
 













      char *cp; 
char **lp; 
register lines, text, len; 
char done = 0; /* mudou-se o tipo da variável done de int -> char, 
para que fosse possível instrumentar done nos 3 níveis de 
monitoramento */ 
 int i = 0; 
 char *f; 




 get_address(&done , “done”); 
 
      ev_assign_char_int(&done,0); 
 
 if((f = setfil(i++)) == NULL) 
  is = stdin; 
 else if((is = fopen(f, “r”)) == NULL) 
  cant(f); 
 
 do { 
  cp = tspace; 
  lp = (char **)lspace; 
 
  lines = nlines; 
  text = ntext; 
  while(lines > 0 && text > 0) { 
   if(fgets(cp, L, is) == NULL) { 
    if(i >= eargc) { 
 
//++done;      
ev_assign_char_int(&done,ev_ref_char(&done)+1); 
 
    break; 
    } 
    fclose(is); 
    if((f = setfil(i++)) == NULL) 
     is = stdin; 
    else if((is = fopen(f, “r”)) == NULL) 
     cant(f); 
    continue; 
   } 
   *lp++ = cp; 
   len = strlen(cp) + 1; /* null terminate */ 
   if(cp[len – 2] != ‘\n’) 
    if (len == L) { 
     diag(“line too long (skipped): “, cp); 
 
     while ((c=getc(is)) != EOF && c != ‘\n’ ) 
        /* throw it away */; 
     --lp; 
     continue; 
    } else { 
     diag(“missing newline before EOF in “, 
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      f ? f : “standard input”); 
     /* be friendly, append a newline */ 
     ++len; 
     cp[len – 2] = ‘\n’; 
     cp[len – 1] = ‘\0’; 
    } 
   cp += len; 
 
   --lines; 
   text -= len; 
  } 
  qsort((char **)lspace, lp); 
  if(ev_ref_char(&done) == 0 || nfiles != eargc) 
   newfile(); 
  else 
   oldfile(); 
  clearerr(os); 
  while(lp > (char **)lspace) { 
   cp = *--lp; 
   if(*cp) 
    fputs(cp, os); 
   if (ferror(os)) { 
    error = 1; 
    term(); 
   } 
  } 
  fclose(os); 





Figura B.2 – Código da função sort instrumentado no nível estático para monitorar 

























      char *cp; 
char **lp; 
register lines, text, len; 
 char done = 0; // int -> char 
 int i = 0; 
 char *f; 








 if((f = setfil(i++)) == NULL) 
  is = stdin; 
 else if((is = fopen(f, "r")) == NULL) 
  cant(f); 
 
 do { 
  cp = tspace; 
  lp = (char **)lspace; 
 
  lines = nlines; 
  text = ntext; 
  while(lines > 0 && text > 0) { 
   if(fgets(cp, L, is) == NULL) { 
    if(i >= eargc) { 
 
//++done;      
ev_assign_char_int(&done,ev_ref_char(&done)+1); 
    break; 
    } 
    fclose(is); 
    if((f = setfil(i++)) == NULL) 
     is = stdin; 
    else if((is = fopen(f, "r")) == NULL) 
     cant(f); 
    continue; 
   } 
   *lp++ = cp; 
   len = strlen(cp) + 1; /* null terminate */ 
 
   //if(cp[len - 2] != '\n') 
   if(ev_ref_char(cp + len -2) != '\n') 
    
    if (len == L) { 
     diag("line too long (skipped): ", cp); 
 
     while ((c=getc(is)) != EOF && c != '\n' ) 
       /* throw it away */; 
     --lp; 
     continue; 
    } else { 
     diag("missing newline before EOF in ", 
 90 
      f ? f : "standard input"); 
     /* be friendly, append a newline */ 
     ++len; 
    
     //cp[len - 2] = '\n'; 
     ev_assign_char_int(cp + len - 2, '\n'); 
      
     //cp[len - 1] = '\0'; 
     ev_assign_char_int(cp + len - 1, '\0');  
    } 
   cp += len; 
 
   --lines; 
   text -= len; 
  } 
  qsort((char **)lspace, lp); 
  if(ev_ref_char(&done) == 0 || nfiles != eargc) 
   newfile(); 
  else 
   oldfile(); 
  clearerr(os); 
  while(lp > (char **)lspace) { 
   cp = *--lp; 
 
   //if(*cp) 
   if(ev_ref_char(cp)) 
      
    fputs(cp, os); 
   if (ferror(os)) { 
    error = 1; 
    term(); 
   } 
  } 
  fclose(os); 






Figura B.3 – Código da função sort instrumentado no nível dinâmico parcial para 

















      char *cp; 
char **lp; 
register lines, text, len; 
 char done = 0; // int -> char 
 int i = 0; 
 char *f; 








 if((f = setfil(i++)) == NULL) 
  is = stdin; 
 else if((is = fopen(f, "r")) == NULL) 
  cant(f); 
 
 do { 
  cp = tspace; 
  lp = (char **)lspace; 
 
  lines = nlines; 
  text = ntext; 
  while(lines > 0 && text > 0) { 
   if(fgets(cp, L, is) == NULL) { 
    if(i >= eargc) { 
 
    //++done; 
    ev_assign_char_int(&done,ev_ref_char(&done)+1); 
 
    break; 
    } 
    fclose(is); 
    if((f = setfil(i++)) == NULL) 
     is = stdin; 
    else if((is = fopen(f, "r")) == NULL) 
     cant(f); 
    continue; 
   } 
 
   //*lp++ = cp; 
   ev_assign_ptrptrchar_ptrchar(lp, cp); 
   lp++; 
    
   len = strlen(cp) + 1; /* null terminate */ 
 
   //if(cp[len - 2] != '\n') 
   if(ev_ref_char(cp + len -2) != '\n') 
    
    if (len == L) { 
     diag("line too long (skipped): ", cp); 
 
     while ((c=getc(is)) != EOF && c != '\n' ) 
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      /* throw it away */; 
     --lp; 
     continue; 
    } else { 
     diag("missing newline before EOF in ", 
      f ? f : "standard input"); 
     /* be friendly, append a newline */ 
     ++len; 
 
     //cp[len - 2] = '\n'; 
     ev_assign_char_int(cp + len - 2, '\n'); 
      
     //cp[len - 1] = '\0'; 
     ev_assign_char_int(cp + len - 1, '\0');  
    } 
   cp += len; 
 
   --lines; 
   text -= len; 
  } 
  qsort((char **)lspace, lp); 
  if(ev_ref_char(&done) == 0 || nfiles != eargc) 
   newfile(); 
  else 
   oldfile(); 
  clearerr(os); 
  while(lp > (char **)lspace) { 
 
   //cp = *--lp; 
        --lp; 
   cp = ev_ref_ptr_to_char(lp);   
    
   //if(*cp) 
   if(ev_ref_char(cp)) 
      
    fputs(cp, os); 
   if (ferror(os)) { 
    error = 1; 
    term(); 
   } 
  } 
  fclose(os); 






Figura B.4 – Código da função sort  instrumentado no nível dinâmico total para 





Apêndice C – Gramática da Linguagem C 
 
 
Neste apêndice é apresentada a gramática da linguagem C, desenvolvida por Lee 
[Lee85], no formato reconhecido pela ferramenta Yacc [Mas90]. 
 
Gramática ANSI C Yacc 
 
%token IDENTIFIER CONSTANT STRING_LITERAL SIZEOF 
%token PTR_OP INC_OP DEC_OP LEFT_OP RIGHT_OP LE_OP GE_OP EQ_OP NE_OP 
%token AND_OP OR_OP MUL_ASSIGN DIV_ASSIGN MOD_ASSIGN ADD_ASSIGN  
%token SUB_ASSIGN LEFT_ASSIGN RIGHT_ASSIGN AND_ASSIGN 
%token XOR_ASSIGN OR_ASSIGN TYPE_NAME 
 
%token TYPEDEF EXTERN STATIC AUTO REGISTER 
%token CHAR SHORT INT LONG SIGNED UNSIGNED FLOAT DOUBLE CONST 
VOLATILE VOID 
%token STRUCT UNION ENUM ELLIPSIS 
 







 : IDENTIFIER 
 | CONSTANT 
 | STRING_LITERAL 




 : primary_expression 
 | postfix_expression '[' expression ']' 
 | postfix_expression '(' ')' 
 | postfix_expression '(' argument_expression_list ')' 
 | postfix_expression '.' IDENTIFIER 
 | postfix_expression PTR_OP IDENTIFIER 
 | postfix_expression INC_OP 




 : assignment_expression 





 : postfix_expression 
 | INC_OP unary_expression 
 | DEC_OP unary_expression 
 | unary_operator cast_expression 
 | SIZEOF unary_expression 




 : '&' 
 | '*' 
 | '+' 
 | '-' 
 | '~' 




 : unary_expression 




 : cast_expression 
 | multiplicative_expression '*' cast_expression 
 | multiplicative_expression '/' cast_expression 




 : multiplicative_expression 
 | additive_expression '+' multiplicative_expression 




 : additive_expression 
 | shift_expression LEFT_OP additive_expression 




 : shift_expression 
 | relational_expression '<' shift_expression 
 | relational_expression '>' shift_expression 
 | relational_expression LE_OP shift_expression 





 : relational_expression 
 | equality_expression EQ_OP relational_expression 




 : equality_expression 




 : and_expression 




 : exclusive_or_expression 




 : inclusive_or_expression 




 : logical_and_expression 




 : logical_or_expression 




 : conditional_expression 















 : '=' 
 | MUL_ASSIGN 
 | DIV_ASSIGN 
 | MOD_ASSIGN 
 | ADD_ASSIGN 
 | SUB_ASSIGN 
 | LEFT_ASSIGN 
 | RIGHT_ASSIGN 
 | AND_ASSIGN 
 | XOR_ASSIGN 




 : assignment_expression 








 : declaration_specifiers ';' 




 : storage_class_specifier 
 | storage_class_specifier declaration_specifiers 
 | type_specifier 
 | type_specifier declaration_specifiers 
 | type_qualifier 




 : init_declarator 




 : declarator 









 : TYPEDEF 
 | EXTERN 
 | STATIC 
 | AUTO 




 : VOID 
 | CHAR 
 | SHORT 
 | INT 
 | LONG 
 | FLOAT 
 | DOUBLE 
 | SIGNED 
 | UNSIGNED 
 | struct_or_union_specifier 
 | enum_specifier 




 : struct_or_union IDENTIFIER '{' struct_declaration_list '}' 
 | struct_or_union '{' struct_declaration_list '}' 




 : STRUCT 




 : struct_declaration 








 : type_specifier specifier_qualifier_list 
 | type_specifier 
 | type_qualifier specifier_qualifier_list 






 : struct_declarator 




 : declarator 
 | ':' constant_expression 




 : ENUM '{' enumerator_list '}' 
 | ENUM IDENTIFIER '{' enumerator_list '}' 




 : enumerator 




 : IDENTIFIER 




 : CONST 




 : pointer direct_declarator 




 : IDENTIFIER 
 | '(' declarator ')' 
 | direct_declarator '[' constant_expression ']' 
 | direct_declarator '[' ']' 
 | direct_declarator '(' parameter_type_list ')' 
 | direct_declarator '(' identifier_list ')' 









 : '*' 
 | '*' type_qualifier_list 
 | '*' pointer 




 : type_qualifier 





 : parameter_list 




 : parameter_declaration 




 : declaration_specifiers declarator 
 | declaration_specifiers abstract_declarator 




 : IDENTIFIER 




 : specifier_qualifier_list 




 : pointer 
 | direct_abstract_declarator 











 : '(' abstract_declarator ')' 
 | '[' ']' 
 | '[' constant_expression ']' 
 | direct_abstract_declarator '[' ']' 
 | direct_abstract_declarator '[' constant_expression ']' 
 | '(' ')' 
 | '(' parameter_type_list ')' 
 | direct_abstract_declarator '(' ')' 




 : assignment_expression 
 | '{' initializer_list '}' 




 : initializer 




 : labeled_statement 
 | compound_statement 
 | expression_statement 
 | selection_statement 
 | iteration_statement 




 : IDENTIFIER ':' statement 
 | CASE constant_expression ':' statement 




 : '{' '}' 
 | '{' statement_list '}' 
 | '{' declaration_list '}' 




 : declaration 






 : statement 




 : ';' 




 : IF '(' expression ')' statement 
 | IF '(' expression ')' statement ELSE statement 




 : WHILE '(' expression ')' statement 
 | DO statement WHILE '(' expression ')' ';' 
 | FOR '(' expression_statement expression_statement ')' statement 




 : GOTO IDENTIFIER ';' 
 | CONTINUE ';' 
 | BREAK ';' 
 | RETURN ';' 




 : external_declaration 




 : function_definition 




 : declaration_specifiers declarator declaration_list compound_statement 
 | declaration_specifiers declarator compound_statement 
 | declarator declaration_list compound_statement 
 | declarator compound_statement 
 ; 
 
