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Abstract
The Polywell consists of three orthogonal pairs of opposing coil current loops equidis-
tant from the center of the device. The coils produce strong magnetic ﬁeld gradients
to conﬁne a central negative space charge, of electrons, to create a virtual cathode.
In order to produce nuclear fusion reactions within the Polywell, energetic ions are
electrostatically conﬁned and accelerated by the potential well created by the virtual
cathode. Hence, the characterisation of electron conﬁnement in the magnetic ﬁelds
produced by the Polywell coils is vital to the fusion performance of the device.
In order to investigate electron conﬁnement in the Polywell, we developed an orbital
theory simulation using the Boris integration scheme, which was then used to simulate
electrons in the vacuum magnetic ﬁelds of a zero beta (ratio of plasma pressure to
magnetic pressure) Polywell. Both empirical and analytical expressions of the electron
conﬁnement time and average position within the device were obtained in terms of the
current in the ﬁeld coils, the dimensions of the device, and the kinetic energy of the
electrons. Comparisons between the numerical simulations and the analytically derived
expressions showed good agreement over a parameter range that spanned several orders
of magnitude. In addition, power losses from electrons exiting the trap were estimated
in order to obtain a minimum power requirement in order to maintain a virtual cathode
within the device.
With the introduction of a central potential well, modiﬁcations to the adiabatic
radial distance, conﬁnement time and average radial cusp turning distance were carried
out. The zero and low beta scaling law for electron conﬁnement time was successfully
compared to the experimentally derived scaling laws.
Electron recirculation exterior to the Polywell device have been investigated in or-
der to mitigate electron cusp losses. By using the phase-space information, from the
previous simulation for escaping electrons, we were able to eﬀectively extend the util-
ii
ity of the previous computer simulations. It was observed that without a positive
bias placed on the Polywell coils the electron trajectories intersected with the vacuum
chamber wall. Electron recirculation was predicted by our model for a limited range in
the parameter space simulated. However, recirculating electrons spent approximately
an order of magnitude longer outside the device compared to their internal conﬁne-
ment time. Also, the volume required to accommodate the recirculating electrons was
calculated to be 90% of the vacuum chamber volume, using the optimum parameters
used in the simulation.
An alternative method to reduce electron cusp losses is to electrostatically plug
the magnetic cusps. By modifying the cusp transmission probability to include the
electrostatic repulsion eﬀects of the repeller plates we derived new electron conﬁnement
time scaling laws. We also predict a signiﬁcant improvement in the conﬁnement time
of electrons. This suggests that electrostatic plugging of the cusps is a superior method
to mitigate electron power losses when compared to the electron recirculation method.
Finally, we derived the electron power loss scaling laws for a thermalised distribution
of electrons with and without electrostatic plugging. Also, space-charge limited ﬂow
eﬀects were considered in the cusp of the device and a scaling law was obtained relating
the zero beta Polywell parameters to the threshold current.
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1
Introduction
The achievement of building a commercially viable, net energy producing, thermonu-
clear fusion reactor has eluded mankind for generations. During this time many diﬀer-
ent approaches have been tried. One possible solution to this challenge is the Tokamak
design, based on magnetic conﬁnement principles of a thermalised, neutral plasma.
This mainstream fusion approach has culminated in a proposed Tokamak device called
ITER, which as of November 21, 2006 [1] has been commissioned in the Cadarache
facility in the south of France. It is predicted that this device will produce a fusion,
`burning' plasma, with a Q > 10 [2, 17], where Q is the ratio of fusion power to plasma
power losses in steady state. Although this is a promising area of research there are
several drawbacks to this solution ranging from the huge vacuum chamber size to the
magnetohydrodynamic (M.H.D) instabilities of the conﬁned plasma.
Another less known and less researched reactor design uses spherically symmetric
electrostatic potential wells to radially conﬁne the ions in the fusion plasma [26, 27, 28,
29]. This concept is called inertial electrostatic conﬁnement (IEC) and thus far has not
been seen to suﬀer from typical plasma instabilities that plague the Tokamak designs.
This concept could possibly use smaller size vacuum chambers, increased eﬃciency and
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be fueled by other fusion reactions other than just deuterium, d, and tritium, t, fuels:
d+ t/d+ d.
Unfortunately electrostatic fusion conﬁnement has been relatively untouched by the
mainstream fusion community with commonly cited criticisms from two main publica-
tions [58, 61]. The introduction will ﬁrst focus on the general physics and limitations of
the traditional IEC approach. These limitations are addressed using a design called the
Polywell by its inventor Robert Bussard, which potentially solves the shortcomings
of gridded IEC systems[63].
1.1 IEC Gravitational Analogue
Human made eﬀorts to create controlled thermonuclear fusion for net energy genera-
tion have so far been limited. Nature's solution to this problem is to use gravity to
radially conﬁne a burning plasma in a gravitational potential well. The mathemat-
ical similarity between the electrostatic force and the gravitation force laws oﬀers a
potential alternative to gravitational conﬁnement through the use of electrostatic con-
ﬁnement of a plasma. If one equates the surface gravitational potential energy with
the electrostatic potential energy then the ratio of the radii is
rE
rG
=
√
GρG
kρE
(1.1)
rE
rG
≈ 8.8× 10−15
√
ρG
ρE
, (1.2)
where ρG is an average mass density and ρE is an average charge density. Generally,
densities are a function of position, however, for simplicity we will assume them to be
2
Chapter 1. Introduction
constant for this preliminary analysis.
For the case of the sun, if we assume a radial distance of 6.96 × 108 m for rG
and equal values of mass and charge densities then the same surface potential energy
using the electrostatic force reduces the sun's radius down to about 6 µm! This clearly
demonstrates the strength of the electrostatic force when compared to the force of
gravity.
There is another signiﬁcant diﬀerence between the two forces: like masses attract
each other but like charges repel. Earnshaw's theorem implies that to conﬁne matter
using a static force, in three dimensions, one needs a force (F) with the property of
having a negative divergence [7, 75]:
∇ · F < 0. (1.3)
By substituting the diﬀerential form of Gauss's law into Eqn 1.3 weighted with the
charge of the conﬁning ion, qi we obtain:
∇ · F = qiρ (r)
0
, (1.4)
where ρ (r) is the charge density of the conﬁning electrostatic ﬁeld. Here we have
dropped the subscripts as herein ρ (r) will be implicitly considered to mean charge
density. It is immediately evident that the right-hand-side (R.H.S) is always positive
for the same charged species. Thus it is a consequence that in order to conﬁne the
fusion fuel of positively charged ions electrostatically, one must demand a negative
charge density. The simplest way of achieving this is by the introduction of a cathode
system in order to radial conﬁne the ions for a suﬃcient length of time to enable a
large fraction of the fuel to fuse. The natural geometry of the cathode must also be
spherical in order in order to maintain the spherical symmetry of the system. However,
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we shall ﬁrst discuss the magnetic plasma conﬁnement designs prior as our design of
choice is a combination of both conﬁnement schemes.
1.2 Magnetic conﬁnement
In order to contain a plasma at thermonuclear energies and densities, a physical con-
tainer cannot suﬃce. This is mainly due to the energy loss mechanisms the plasma
generates when in contact with a physical surface. These include sputtering the wall,
plasma particles becoming embedded in the wall's surface and high Bremsstrahlung ra-
diation losses from wall collisions and also, high Z impurities from sputtered chamber
wall material. Magnetic conﬁnement schemes utilize the charge of plasma particles to
separate the plasma from the containing wall. They generally operate by two diﬀerent
mechanisms. Either by allowing the plasma to ﬂow in toroidal loop or by applying a
magnetic pressure directly to the plasma.
1.2.1 Tokamak and Stellarator designs
The Tokamak, like the Stellarator, is a closed magnetic ﬁeld design where the magnetic
ﬁelds form closed toroidal loops. The motivation behind this design is that the charged
particles will, in the presence of a suﬃciently large magnetic ﬁeld, gyrate around the
magnetic ﬁeld lines eﬀectively following the lines of force in loops. Magnetic ﬁeld lines
are guaranteed to form closed loops due to the magnetic ﬁeld being divergenceless:
∇ ·B = 0. This design has been considerably successful in conﬁning a thermonuclear
plasma to date. Currently, the record for fusion power output is 16 MW[3] by The
Joint European Torus (JET) with equates to Q = 0.62. Also, the currently under con-
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struction ITER facility is designed to achieve a Q > 10 [8]. Additionally, a signiﬁcant
increase in energy conﬁnement time, typically by a factor of 2 [10], maybe achieved
if a threshold heating power level is exceeded. The conﬁned plasma spontaneously
transitions into to a high conﬁnement mode (H-mode) [9].
However, these achievements have not been without signiﬁcant physical issues,
namely plasma instabilities, that have hampered successful progress. In the Toka-
mak design the closed toroidal magnetic ﬁelds are generated by magnetic coils looped
around the conﬁning plasma volume with a series of coils forming a closed looped
solenoid shape. This simple design results in stronger magnetic ﬁelds towards the
center of the device. The gradient in the magnetic ﬁeld causes the particles to drift
radially outwards, which is as known as grad B,∇B, drift [4, 5]. This is countered
by inducing a poloidal magnetic ﬁeld from an induced current in the plasma which
results in a helical magnetic ﬁeld geometry which twists radially drifting particles back
towards the center of the device. The collective eﬀects of the drifts culminate in ba-
nana shaped orbits due to the collective forces on the particles. In the case of the
modular stellarator, the grad B drift is avoided by carefully designing the magnetic
coils such that the resulting magnetic ﬁeld exhibits a similar helical geometry to that
of the Tokamak design thus intersecting magnetic ﬂux surfaces with drift surfaces.
Unfortunately, the closed magnetic systems suﬀer from severe loss of plasma con-
ﬁnement due to plasma instabilities. The particles themselves can form locally strong
electromagnetic ﬁelds that weaken the conﬁning magnetic ﬁeld structure. When there is
a positive feedback loop where small perturbations in the local magnetic ﬁeld structure
give rise to an increasing response of source currents and charges to induce a stronger
counter ﬁelds then an instability grows and plasma conﬁnement can be locally lost.
Counteracting the various instabilities has been the growing focus of conﬁning a ther-
monuclear plasma using the closed magnetic ﬁeld geometries. Hence, other magnetic
ﬁeld geometries are studied in order to explore another route to fusion conﬁnement.
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1.2.2 Mirror conﬁnement
As stated previously, a spatially varying magnetic ﬁeld leads to a force on charge par-
ticles that opposes the magnetic ﬁeld gradient. This implies the plasma is surrounded
by a strong magnetic ﬁeld with respect to the magnetic ﬁeld within plasma volume. A
simple method to generate this magnetic ﬁeld geometry is to use two solenoidal coils
centered on the cylindrical symmetry axis separated by a ﬁxed distance. If the coil
currents circulate in the same direction then a magnetic bottle conﬁguration is formed,
which is also known as a mirror machine.
If one expands the Lorentz force
F = q (v ×B) (1.5)
with no electric ﬁeld in cylindrical coordinates
Fr = q (vθBz) (1.6)
Fθ = q (−vrBz + vzBr) (1.7)
Fz = q (−vθBr) , (1.8)
where Bθ = 0 due to the axial symmetry of the magnetic ﬁeld for this mirror machine.
We ﬁnd that the terms qvθBz and −qvrBz produce the Larmor gyration of the particle.
Term qvzBr vanishes on the axis. If Br 6= 0 then the azimuthal forces causes the guiding
center to follow the magnetic ﬁeld which is usually expressed as following the lines of
force. It's the ﬁnal term −qvθBr that produces a force that opposes the gradient of the
magnetic ﬁeld as derived in Chen [76]. In order to derive this we make use of ∇·B = 0
and averaging over several gyro-orbits yields an average force on the particle which, in
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general, can be expresses as
F‖ = −mv
2
⊥
2B
∂B
∂s
(1.9)
= −µ∇‖B, (1.10)
where ds is an incremental vector in the direction of B and
µ ≡ mv
2
⊥
2B
(1.11)
=
K sin2 (θ)
B
. (1.12)
K is the total kinetic energy of the particle and θ is the pitch angle between the
particle's velocity vector and the magnetic ﬁeld. µ is known as the particle's magnetic
moment and it can be shown to be a constant of motion so long as the magnetic ﬁeld
does not spatially vary signiﬁcantly within several gyro-orbits of the particle due to
the averaging assumption in our derivation. Using the above deﬁnition of µ the energy
conservation equation maybe expressed as
E =
1
2
mv2‖ +
1
2
mv2⊥ + qV (r) (1.13)
=
1
2
mv2‖ + µB (r) + qV (r) . (1.14)
Thus, the magnetic term µB (r) can be considered as a magnetic potential term acting
as a potential well to conﬁne the particle so long as E < µBm, where Bm is the maxi-
mum strength of the magnetic ﬁeld as seen by the charge along the line of force. Also,
due to the coil separation, the mirror machine has an associated minimum magnetic
ﬁeld strength, B0.
The plasma particles will escape the magnetic conﬁnement trap if their magnetic
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moment is too small. This occurs if the pitch angle is too small, speciﬁcally
θ < arcsin
(√
B0
Bm
)
, (1.15)
this eﬀectively reduces the magnetic potential barrier containing the particles. How-
ever, as the magnetic moment is a constant of motion in mirror machines, only particles
initially in the loss cone will leave the trap. Only through collisions and other plasma
collective eﬀects can the particles be scattered into the phase-space loss cone [4]. It is
important to note the the loss cone is only dependent on the magnetic ﬁeld ratio and
not the charge to mass ratio of the particle. Hence, ions and electrons are equally well
reﬂected so long as the gyro-orbit averaging in deriving µ is still satisﬁed [4, 76].
A measure of the plasma to magnetic pressures is the quantity beta, β, which is
deﬁned as the ratio of the plasma pressure (PPlasma) to the magnetic pressure (PMag):
β ≡ PPlasma
PMag
(1.16)
=
nkBTp
B2/2µ0
, (1.17)
where Tp is the plasma temperature, n is the plasma number density, and kB is the
Boltzmann constant. Thus, to conﬁne a thermalised plasma at thermonuclear energies
β < 1 (typically β ≈ 1 in proposed Polywell fusion reactor designs and β 5 0.1 in
Tokamak and stellarator designs) else the magnetic pressure will not be able to contain
the plasma.
Unfortunately, due to collisions, trapped particles inevitably scatter from their mag-
netic ﬂux surfaces (which are the surfaces of the ﬁeld lines revolved around the sym-
metry axis) into the loss cone [17]. There have been many attempts over the years to
eﬀectively stop the high leakage rate of plasma through the cusps. However, none to
date have successfully reduced the energy loss signiﬁcantly for net energy production
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[11].
This magnetic ﬁeld structure is not immune to instabilities. Flute instabilities
degrade conﬁnement due to the ﬁeld gradient being inverted near the device center.
Hence, an outwards perturbation in the magnetic ﬁeld results in a feedback which
can lead to a growth in plasma pressure at this point. In order to avoid such plasma
instability is to have the magnetic ﬁeld geometry globally concave to the plasma [12, 13,
14]. A simple way to generate this magnetic ﬁeld structure is circulate the coil currents
in the coils that face each other in opposing directions. This device is classiﬁed as a
minimum-B conﬁguration as the magnetic ﬁeld vanishes at the midplane between the
coils.
Figure 1.1 illustrates the ﬁeld lines along with guiding center orbits trapped in
banana orbits mirroring between the spindle cusp and the point cusp. The spindle
cusp is a circular line cusp about the axis of cylindrical symmetry. In this type of mirror
machine it is centered about the origin. Also, two point cusps are formed in the center
of each ﬁeld generating coils due to the magnetic ﬁeld lines forming closed loops around
the coils. However, due to the magnetic null µ is not generally a constant of motion
except for particles on ﬂux surfaces that are far enough away from the central magnetic
null, for example the banana orbits ﬂux surfaces mentioned previously. The bulk of a
low beta plasma eﬀectively scatters oﬀ the central null and eventually into a loss cone
resulting in an unacceptable power loss mechanism. The minimum-B conﬁgurations
are generally MHD stable and there has been a signiﬁcant eﬀort to make a magnetic
cusp system with tolerable power loss conﬁnement [18, 19, 50, 16].
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Figure 1.1: A cross-sectional plane, perpendicular to the coils, illustrating the magnetic
ﬁeld line structure of a spindle cusp machine. Also illustrated are guiding center particle
orbits which closely following the lines of force. Reproduced from Egedal et al. [6].
1.3 IEC background
In contrast to the magnetic conﬁnement schemes Inertial Electrostatic Conﬁnement
(IEC) is purely an electrostatic conﬁnement design. Farnsworth initially experimented
with television vacuum tubes, ﬁnding that he could focus electrons in a vacuum by
using spherically symmetric electrode conﬁgurations [25]. This was identiﬁed by a
localized glow at the center of a partially transparent hollow anode. He later suggested
that this convergent charge focus would produce a space charge and negative potential
well, operating as a `virtual cathode'. This virtual cathode can be used to conﬁne and
accelerate deuterium ions, allowing them to fuse. Conceptually, this was described as
`Inertial Electrostatic Conﬁnement` (IEC). This idea that plasma has the potential to
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form structures which are able to trap particles has held particular relevance in the
theory of plasma oscillations [31].
Elmore, Tuck and Watson's critique suggests that suitable conﬁnement times and
well depths are possible for fusion at low ion densities; however, the system is unstable
at higher ion densities [28]. Also, they employed a simple, analytical model of electrons
in 1-D spherical geometry, which created a `recirculating current' - conﬁned to radially
oscillate. The current density suggests a corresponding charge density, resulting in the
virtual cathode. The study surmised that the electron recirculating currents would
need to be in excess of 1014 amps necessary for a net energy gain device and hence
would be impossible [73].
Discarding the hollowed anode approach, Hirsch [27] reversed the bias and used a
spherical hollowed cathode within a spherical anode. Building on Elmore, Tuck and
Watson's work, Hirsch established that this new conﬁguration still results in a (much
narrower) virtual cathode at the center of a (much larger) virtual anode. This is due
to electrons focused by the positive space-charge.
Many IEC devices function on derivations of the Hirsch concentric grid conﬁgura-
tion, which operate in the units and tens of mTorr pressures. Deuterium gas is ordi-
narily used as fuel for fusion producing experiments. However, hydrogen is a cheaper
substitute in experiments where fusion reactions are unnecessary, for example in dis-
charge plasma research [73].
For practical uses of neutron generation, gridded IEC devices typically operate with
d+ d in a steady state achieving neutron production rates between106 − 107 neutrons
per second and still actively being researched [37, 38, 39, 40, 41, 42]. IEC devices
currently are the best table top steady 2.5 MeV neutron source available and thus
have attraction for particular commercial uses. The neutron ﬂux can also be used as a
valuable diagnostic tool for further IEC research [37].
Other features of spherically symmetrical cathode conﬁgurations to note are clas-
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siﬁed `star mode' IEC [34]. This is because of the visible collimated beams appearing
through the center of every cathode opening. These `ion microchannels' are observed
consistently in concentric grid IEC, and are also features in hollow cylindrically sym-
metric cathode geometries [44].
1.4 Relevant IEC physics
Traditional gridded IEC designs exploit spherical symmetry by using a spherical cath-
ode to radially conﬁne and accelerate ions to thermonuclear energies [28, 26, 30, 27, 29].
Typically, the device consists of two spherically concentric electrodes with the outer
electrode usually being the grounded chamber wall itself. The inner electrode is nega-
tively biased and is usually highly transparent to ions. This is illustrated in Figure 1.2
where the central features of the gridded IEC device are indicated.
The potential diﬀerence between the inner cathode and the chamber wall creates a
radial electric ﬁeld, eﬀectively creating a radial potential well. Positive ions that are
born inside the device are accelerated toward the center of the device, passing through
the cathode and radially converge in the center of the device at fusion energies. In
theory, this produces a high density of ions in the center of the device with mono-
energetic distributions set to roughly the potential of the cathode.
1.4.1 IEC advantages
When compared to the magnetic fusion conﬁnement scheme IEC systems oﬀer a num-
ber of advantages. The conﬁning electric ﬁeld inside the plasma often stabilizes against
plasma perturbations, making non-neutral plasmas inherently more stable due to am-
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Figure 1.2: A schematic for the IEC device, which is also known as a fusor. The inner
grid is charged negatively with respect to the outer walls (grid) to about 80 keV. The
spherical vacuum chamber is 30-60 cm in diameter. Reproduced from [35].
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bipolar eﬀects. IEC based systems are usually exposed to a comparatively narrower
range of instabilities, making it possible to avoid some of the signiﬁcant instability
issues found in Tokamak designs. However, this does not reﬂect the fact that Tokamak
plasmas have achieved conditions which are usually closer to ignition. It should also be
noted the magnetic conﬁnement devices are at diﬀerent states of concept development
and hence IEC systems may suﬀer from, as of yet, undiscovered conﬁnement issues.
By accelerating ions through the radial electric ﬁeld, the temperatures needed for
fusion are attained. This mitigates the various techniques used in many magnetic
conﬁnement schemes such as Neutral Beam Injection (NBI), RF power and Electron
Cyclotron Resonance (ECRH) in order to heat the plasma. These methods often
encumber the fusion device, adding complexity and increasing the cost of operating a
fusion plasma.
As the ions are accelerated to controlled energies, peaks in the fusion cross section
can be selected. Thus, in theory an IEC system can be optimized to maintain the
plasma at certain energies for diﬀerent fuels in order to capitalize on this physics. See
ﬁgure 1.3 for the fusion cross section for various fusion fuels.
IEC designs oﬀer a much more compact design over existing magnetic conﬁnement
devices. This in turn helps to reduce the cost of the devices with smaller vacuum
chamber designs and simpler electronics for low neutron output applications.
1.4.2 Speciﬁc gridded IEC challenges
Unfortunately, it is not likely that gridded IEC systems will become an optimal device
for fusion power output. As the energy and density of ions in the core increases, a small
portion of the conﬁned ions may undergo fusion reactions. However, along with the
increase in the fusion rates there is a decrease in the Coulomb collision cross-section
with other ions and electrons. As shown in Chen and Rider, the fusion time scale is
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Figure 1.3: Fusion cross sections for various fuels. The d + t reaction has the highest
cross section at the lowest energy. The cross section peaks at about 70 keV in the
center-of-mass frame. Reproduced from [43]
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many orders of magnitude greater than Coulomb collision time scale [76, 58]. These
collisions act to broaden the initially mono-energetic ions into a Maxwellian distribu-
tion. The ions may pass through the grid or be radially scattered from the center of the
device and pass outside the gridded cathode where, again, they are accelerated back
toward the core of the device. Hence, there is an ion recirculating current focused at
the core of the device. Ideally, the ions are electrically conﬁned for many core transits
where eventually ions may undergo nuclear fusion. However, other ion loss mechanisms
are possible such as recombination, grid or wall collisions etc., all of which potentially
remove the ions from the system.
In particular, ions lost from the system due to the presence of a physical cathode
structure within the plasma, which is not fully transparent to ion collisions, represents
a signiﬁcant power loss mechanism. Thus, a certain fraction of the ion population
will be lost with each transition due to this problematic design. Associated with grid
collisions is cathode sputtering which contaminates and reduces the performance of the
plasma as a fusion source. For net power generation an ion, on average, must passes
through the core over a 1000 times before it has a reasonable chance of fusing [58].
This leads to a ratio of power loss to the grid through ion collisions, Pi loss grid to fusion
power Pfus of
Pi loss grid
Pfus
∼ 40 (1.18)
as derived by Rider [57]. Thus, improvements will have to be made to grid trans-
parency in order for an IEC device to approach the energy break even point. How-
ever, it should be noted that Rider's analysis does include several assumptions about
the operational conditions of an IEC reactor. For instance, uniform spatial densities
are assumed within the core of an IEC device and hence ignore any spatial dependence
in the energy and density distribution functions of particles within the core [57, 58].
It should be noted that the aim of almost all gridded IEC device research programs
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has been near term applications, rather than net electricity production, for over a
decade. For IEC devices aimed at neutron source and other applications, pressures
will typically be 1-10 mTorr and ion beam-background gas fusion will dominate. Also,
ions accelerated through the system will experience atomic physics processes with mean
free paths of roughly device dimensions, and the frequency of these will often dominate
plasma collisions. For the very high number of ion passes required to produce net
electricity, achieving high transparency requires thin wires, which would melt under
the heat ﬂux of a high Q system.
During IEC experimentation virtual cathode structures within an anode grid were
observed [30]. By only having a virtual cathode in contact with the plasma it is
hoped that the grid loss mechanism and the associated problems of gridded IEC can
be solved. Also, due to the lack of grid collisions, the ion recirculation current is greatly
increased. This resulting increase in ion conﬁnement is a promising avenue of approach
and potentially eliminates several power loss mechanisms hindering increased fusion
gain in IEC devices.
1.5 The Polywell
The Polywell is a nuclear fusion reactor concept developed by Robert Bussard [20, 21,
22, 63, 49, 59, 60, 46, 47, 50] it combines concepts of both cusped magnetic conﬁnement
devices and gridded IEC designs [25, 26, 27]. A principle motivation for the design of
the Polywell was the removal of the physical cathode structure due to ion collisions
with the grid. This removes a major energy loss mechanism which might otherwise
preclude the Polywell application to fusion power generation.
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Figure 1.4: A three dimensional schematic diagram of the cube Polywell coil conﬁgu-
ration. Here, the axis scales are in units of radius R.
Lavrent'ev [45] suggested replacing the physical cathode grid with a virtual cathode
of negative space charge created by the conﬁnement of energetic electrons. The result-
ing electric ﬁeld, from the space charge, conﬁnes and accelerates ions to fusion relevant
energies. The Polywell device [63, 46, 47, 49, 50, 51, 36] uses a system of magnetic
cusps to achieve the necessary electron trapping and create a virtual cathode.
Figure 1.4 illustrates the six current loop positions of a cube Polywell, which consists
of three orthogonal pairs of opposing current loops with radius R, set to unity. The
overall system of coils creates magnetic point cusps centered on the cube faces and
corners [53]. This is shown in a cross section of the device illustrating the magnetic
ﬁeld structure in ﬁgure 1.5.
Electron conﬁnement occurs as a result of the magnetic mirror eﬀect that reﬂects
electrons towards the magnetic null at the center of the cube. The resulting ﬁeld
conﬁguration acts like a magnetic well and electrons eventually escape from the interior
by scattering into the loss cone of one of the point cusps.
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Figure 1.5: A cross section of the Polywell showing the magnetic ﬁeld structure and
highlighting the central, magnetic null. Reproduced from Krall et al. [47].
Essentially, the Polywell improves upon the magnetic, spindle cusp design by adding
two more sets of orthogonal current carrying coils. This eﬀectively converts a spindle
cusp and two point cusps into 14 point cusps and 12 smaller line cusps, using the
Polywell design. These cusps are named by their geometrical position on the surface of
the cube bounding the Polywell. There 8 corner cusps, 6 face cusps and 12 edge cusps.
The cusps will be referred to later by name. It is shown later in Section 2.1 that the
edge cusps can be made negligible compared to the other 14 cusps when considering
electron cusp losses.
For the Polywell to be a practical energy generating device the power loss mecha-
nisms must be much less than the fusion power generated for the given plasma con-
ditions. By removing the physical cathode structure within the plasma the ion grid
collision power loss mechanism has been solved. The ﬁeld coils themselves are eﬀec-
tively shielded by the magnetic ﬁeld they generate [49]. Thus there is no physical
surface in contact with the bulk plasma. However, another energy loss mechanism is
introduced in the design of the Polywell in the form of energetic electron conﬁnement.
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As mentioned previously in Section 1.2.2 the conﬁnement time of a plasma in cusp
magnetic ﬁeld geometries is not inﬁnite. Thus, to produce net power output the cusp
losses must be less than the fusion power generated for the given Polywell parameters.
1.5.1 Electron conﬁnement
The electrons need to be suﬃciently conﬁned within the inner volume of the Polywell
for it to be a viable reactor design. This implies that electrons at suﬃcient energies
needed to create the virtual cathode, must pass through the core and undergo many
reﬂections inside the Polywell. The magnetic null, however, means that µ is not a
constant of motion and therefore generally changes between cusp reﬂections.
In the low beta limit the physics of electron conﬁnement is similar to that for the
magnetic cusp conﬁnement schemes discussed previously. Hence, electron reﬂection can
be modeled as mirror reﬂections from the magnetic cusps. This leads to a reﬂection
coeﬃcient proportional to B−1m , where Bm is the maximum magnetic ﬁeld strength
along a cusp [49, 76, 11].
It has been shown that the cusp magnetic ﬁeld geometry is inherently magneto-
hydrodynamically stable due to the curvature of the ﬁeld lines being globally convex
toward the plasma [12, 15]. However, the Polywell may suﬀer from instabilities such
as two-stream instability, loss cone instability, or gradient-driven instabilities such as
drift instabilities. For the virtual cathode to be eﬀective the electron transits must
kept within a spherical core. This can be achieved by demanding that electrons are
solely conﬁned by mirror reﬂections, implying that their average radial turning dis-
tance, r¯T . R. In contrast the ion orbits are expected to be of similar size to the
Polywell device size.
Another proposed method for reducing electron cusp losses is to operate the Poly-
well in a high beta mode β ∼ 1. This requires a higher density of electrons and ions,
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while still maintaining the non-neutral plasma balance, such that the high beta limit
is reached. The collective diamagnetic eﬀect of the conﬁned plasma acts to exclude
the magnetic ﬁeld from the interior of the cusp. This produces a well deﬁned sheath
which separates the magnetic ﬁeld region from the ﬁeld free interior region. By intro-
ducing a sharp boundary layer the electrons encounter a sharp magnetic gradient such
that the averaging assumptions required previously for cusp ﬁeld geometries do not
hold. This implies that the electrons do not follow the lines of force towards a cusp
but instead ballistically bounce oﬀ the boundary layer within a very short penetration
distance into the sheath. Eﬀectively, the superposition of the diamagnetic plasma and
the Polywell vacuum ﬁelds yield a quasi-spherical magnetic ﬁeld geometry known as
the Wie Ball (WB) [49]. A comparison between the two magnetic ﬁeld geometries
at low and high values of beta can be seen in Fig. 1.6. Once the Polywell is operat-
ing in WB mode the electron losses are modeled as the surface ratio of a sphere with
a device radius, RD, to the sum of the number small holes equal to the number of
cusps, with a radius of approximately one gyro-radius centered on each of the cusp
axis. The WB mode is theorized to change the electron reﬂection coeﬃcient to be
proportional to B−1m and consequentially reduce electron cusp losses [23]. Recently, a
publication by the company EMC2 has experimentally investigated the Wie Ball
eﬀect and shown promising experimental evidence of improved electron conﬁnement
through x-ray measurements [24, 36].
1.5.2 Low beta virtual cathode dynamics
Virtual cathode IEC systems contain inherently non-neutral plasmas. It will be useful
to deﬁne density deﬁnitions for the electron rich plasma conditions relating to the
virtual cathode. As the electron density (ne) is greater than the ion density (ni) we
can express the surplus electron density above neutrality as n0e such that the total
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Figure 1.6: Electron injection through multiple point cusps in a Polywell device. The
full curves represent magnetic ﬁeld lines, which are pushed outward by electron dia-
magnetism during high-beta operation. The lower magnetic ﬁeld geometry is known
as Wie Ball (WB), as named by Bussard [49]. Figure reproduced from [50].
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density (nt) is
nt = ni + ne, (1.19)
where
ne = ni + n
0
e (1.20)
therefore
nt = 2ni + n
0
e. (1.21)
It can be easily shown that the virtual cathode structure will arise solely from the extra
electron density term, n0e, due to Poisson's Equation:
∇2V = − e
0
(ni − ne) (1.22)
= − e
0
n0e. (1.23)
However, the derivation does not include plasma shielding eﬀects of electric poten-
tials characterised by the Debye length (λD). In order to completely characterise the
dynamics of a non-neutral, non-equilibrium plasma, one must, in general, solve the
coupled Boltzmann-Maxwell equations where the Boltzmann equation is
∂fα
∂t
+ vα · ∂fα
∂x
+ Fα
∂fα
∂v
=
(
∂fα
∂t
)
coll
. (1.24)
Here fα is the distribution function for charge species α and Fα is the Lorentz force
which related the electromagnetic ﬁelds to the distribution function. The collisional
operator on the R.H.S. needs to be appropriately chosen for the charged species and
plasma condition being considered. In the low beta limit we can safely ignore collisions
and set the R.H.S. in Eqn. 1.24 to zero, yielding what is known as the Vlasov equation.
The solution to this equation is required in order to investigate the low beta limit of
the Polywell device.
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For the Wie Ball model of cusp conﬁnement, it is worth checking to see if rea-
sonable device parameters can yield the β = 1 condition claimed in [64]. Using equa-
tion 1.17, setting β = 1 and using our previous device parameter substitutions for
B = BmI/R and deﬁning T =
2eK
3kB
then we can obtain an expression for the number
density of electrons needed to obtain unity β:
ne =
3B2mI
2
4µ0eKR2
(1.25)
= 3.7× 1014 cm−3 (1.26)
for I = 105A, R = 10cm and K = 1keV. This is a reasonable electron density for for a
fusion plasma using typical Polywell device parameters. However, the electron number
density is also constrained by Poisson's equation. If we assume a radial parabolic
potential proﬁle then the radial electron number density is constant up to the sheath
of the plasma. Using the solution derived in equation 3.29 we obtain the number density
of electrons for a given potential well depth equal to the electron injection energy (K):
n0e =
20K
R2e
(1.27)
n0e = 1.1× 107 cm−3. (1.28)
However, this result is for a purely electron plasma and does not include space-charge
eﬀects. Thus, one must at least exceed the ion density by n0e to maintain the virtual
cathode of depth K, i.e. ne = ni + n
0
e.
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1.6 Polywell experiments
From 1994 to 2006 there have been at least 10 diﬀerent experimental Polywell designs
constructed by the company EMC2 [24, 49]. It is unfortunate that the company had
a non-disclosure intellectual property protection policy that precluded publication of
their experimental results. Information has been gathered through key results pub-
lished in non-peer reviewed internal reports and public presentations.
The collection of EMC2 Polywells and two Polywells, constructed by Carr at the
University of Sydney, are shown in ﬁgure 1.7 mapped onto two of the Polywell param-
eter space variables. Also, included are the minimal energy and coil current combina-
tions needed for mirror conﬁnement for electrons and deuteron ions (see Sec. 2.9 for
ﬂux surface expressions). The gray region represents the strength of the Polywell coil
current in order to magnetically conﬁne the corresponding range of energetic electrons
and yet, not be strong enough to magnetically conﬁne deuteron ions. As shown later,
this is to ensure the ions are conﬁned by the virtual cathode and not by the magnetic
ﬁeld of the Polywell. Hence, this is the ideal parameter regime for a low beta Polywell
to operate within for it to operate purely as an IEC device containing a virtual cathode.
The ﬁrst and largest Polywell built by the EMC2 company in conjunction with
DARPA was HEPS with a device radius of 93 cm, 0.35 T ﬁeld strength, and with a top
of 150 kW electron injection power at 15 keV. The design was a closed box conﬁguration,
meaning that the ﬁeld coils were exterior to the vacuum chamber, and it demonstrated
deep potential wells of up to 10 keV, which was about 80% of the injected electron
energy [47]. It was concluded that the closed box design led to intolerable electron
energy losses as the magnetic cusp ﬁeld lines intersected the metal surfaces in the
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Figure 1.7: Plots of various Polywell designs. The gray region represents the balance
between electron and deuterium ion ﬂux surfaces (see Sec. 2.9 for ﬂux surface ex-
pressions). Data have been obtained from sample data points taken from available
publications. [63, 47, 52, 54, 17]
corners and coil faces. Similarly a small WB1 Polywell with device radius of 5 cm,
also suﬀered from intolerable electron losses due to the line cusps generated by the
permanent ring magnets [49]. The PZLx-1 (device radius of 3 cm) had an order of
magnitude stronger magnetic ﬁeld and was built in order to prove the hydromagnetic
stability of a plasma in a cusped magnetic geometry [15, 12].
It wasn't until 2nd to 4th generation of WB designs (device radii of 5, 10 and 15
cm, respectively) that copper wire coils were used to generate the magnetic ﬁeld with
strength of about 0.1-0.5 T. Also, the coils acted as an extraction grid for electrons in
order to draw the necessary electron current inside the Polywell volume through cusps.
This design also allowed electrons leaving the volume to circulate back into the device
and establish a possible recirculation current [49].
WB5 was designed to investigate electrostatic plugging of cusps using ceramic re-
peller plates. Electron losses were reduced by a factor of 2.5; however, an increase in
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ion loss rates was measured due to the changed potential well structure in the cusps
from the repeller plates [49]. In 2005 the EMC2 company started testing the new WB6
Polywell (device radius 15 cm). Operating in a pulsed mode and drawing an electron
current of up to 40 A, it achieved potential well depths of 10 keV. The device was
designed to minimize magnetic cusp ﬁeld lines intersecting with the biased grid. This
essentially served to magnetically isolate the coils from the plasma. The device was
severely damaged by coil arcing which could not be repaired in time with time and
funding for the project coming to an end. Thus further experimental conﬁrmation of
reported neutron count rate of 109 s−1 could not be reproduced [23, 49].
Since then, EMC2 has conducted further Polywell research under new funding ar-
rangements. However, there have been no peer-reviewed published articles due to the
non-disclosure intellectual property protection policy as stipulated by their funding. It
has only been very recently EMC2 has began to publish information on their research
eﬀorts [36].
Carr, at the University of Sydney, designed and constructed two Polywells [52, 54].
The ﬁrst encased 10 turns of enameled copper wiring wound on 6 cm diameter Teﬂon
reels, which formed the rings of the Polywell. A pulsed current power supply supplied
the coils with up to 2.5 kA. The device demonstrated basic electron trapping in the
magnetic cusp geometry and allowed investigating of the dependence of the virtual
cathode lifetime as a function of coil current and background gas pressure. Stable
virtual cathode potentials of up to -250 V were produced for several milliseconds [52].
The second device consisted of 15 turns of enameled copper wiring each mounted
inside an aluminum torus of radius 2.5cm. The coils were driven with a pulsed current
achieving a peak current of 2.5 kA. A second power supply, consisting of two 12 V
batteries in series, was used to provide a constant current source of up to 50 A [54]. A
biased Langmuir probe was used to characterize potential well formation. An analytical
electron energy distribution function was in good agreement with the collected probe
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results. A linear relationship was found between the potential well formation, magnetic
ﬁeld strength and electron injection currents [54, 17].
1.7 Criticisms of IEC and related Polywell physics
There have been several critiques of the performance of IEC and Polywell systems. Only
the criticisms of ion thermalisation, ion upscattering losses, Bremsstrahlung radiation
power loss and electron cusp losses will be brieﬂy discussed. The issues relating to ion
thermalisation, ion upscattering and Bremsstrahlung radiation power loss will pertain
to both IEC and Polywell systems. However, in lieu of plasma-grid losses the Polywell
also suﬀers from electron cusp losses due to maintaining the virtual cathode.
1.7.1 Ion thermalisation time scales
A central feature of IEC fusion is that the ion velocity distribution is desired to be far
from a Maxwellian distribution, or ideally, a monoenergetic distribution[46] in order
to take advantage of peaks in the fusion cross sections. Rider assumed the initial
monoenergetic ion distribution would relax toward a Maxwellian distribution on a
time scale characterized by the ion-ion collision time [56, 57, 58]. By taking a ratio of
the ion-ion collision time,τii, and the fusion time scale, τfus any density dependencies
cancel, yielding the same result for other fusion reactor designs, namely
τii
τfus
∼ 10−3 − 10−2. (1.29)
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Thus, Rider concluded that the ions will form a Maxwellian distribution well before they
fuse. Rider investigated active methods for maintaining a monoenergetic distribution.
Due to the thermal spread in energies the higher energetic tail needs to redistribute its
energy to the ions that have slowed down. Rider concludes that the power required to
redistribute this energy is always greater than the fusion power.
In contrast, Rosenberg claims that collisions in the edge layer of the plasma can
passively maintain a non-Maxwellian distribution [48]. However experimental conﬁr-
mation has yet to emerge verifying Rosenberg's claims.
1.7.2 Ion upscattering losses in an IEC Potential Well
If Rider is correct then due to the thermal distribution there will be a population
of ions that are too energetic to be conﬁned by the cathode. This leads to another
potential problem of IEC, energy lost due to the upper tail of a Maxwellian distribution
being truncated above a certain energy cut-oﬀ; (in this section expressed as vmaxr )
this is known as ion upscattering [57, 50, 62]. Following Park's derivation, the ion
distribution function is treated as a purely radial truncated Maxwellian distribution,
thus the density may be expressed [62]:
ni(r) = 2A(r)
ˆ vmaxr
0
exp
(
− miv
2
r
kBTi(r)
)
dvr, (1.30)
where
vmaxr (r) =
√
−2qiV (r)m−1i (1.31)
and
V (r) = −V0
[
1−
(r
b
)2]
, (1.32)
qi and mi are the charge and mass of the ions in the plasma, respectively. Under the
assumption a < b, where a is the radius of the constant ion density and b is the radius
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of the inner grid, the radial ion temperature function, Ti(r), is deﬁned as
Ti(r) =
(a
b
)2
qiφ0k
−1
B
[
1−
(r
a
)2]
. (1.33)
Here A(r) is a normalization factor and V0 is determined by the boundary conditions
that the potential be set to zero at the inner grid radius, r = b. The total ion loss from
the well (Lion) can be calculated by integrating over the spherical volume of the rate
of change of the ion density
Lion ≡
ˆ
dni(r)
dt
4pir2dr (1.34)
as expressed in J. Park et al. [62]. The ions lost from the potential well, due to
thermalisation, is known as ion upscattering due to the spread of ion energies in velocity
space.
Rider calculated the rate at which ions will be upscattered is only about a few
ion-ion collision time [58]. Thus not only will the ions thermalize far more rapidly
than they will fuse, but they will also escape the well much more rapidly than they
fuse. [58] Even if the initial ion energy is not much smaller than the potential well
depth then ions will not have to be scattered far in velocity space in order to be in the
loss section in the tail of the Maxwellian distribution. Typically, between 30 and 300
ions will escape for every ion that fuses. [57]
On mechanism Rider considered to remedy this problem was the eﬀect of cooling
fast ions by electron drag in the plasma. However, Rosenberg and Rider both conclude
that the ion-electron collision time is roughly only an order of magnitude higher than
the ion-ion collision time and thus not likely to substantially cool the energetic tail of
the ion distribution by heat transfer to the electron population.
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1.7.3 Bremsstrahlung Losses
It has been shown that both synchrotron radiation and edge ion-electron heat transfer
are negligibly smaller than Bremsstrahlung power losses [58]. The radiated power by
electron-ion collisions, will depend on the rate of the energy transfer between ions and
electrons. Ridder showed that the electron-electron collision time scale is many orders
of magnitude shorter than the electron loss time in magnetic cusp conﬁnement systems.
Thus, Rider assumed the electron distribution will essentially form a Maxwellian distri-
bution in the device center. Using the standard Spitzer-type ion-electron heat transfer
rate, Rider determined the electron temperature, Te, for given fuel systems[58] as listed
in table 1.1. The power radiated by Bremsstrahlung radiation for a plasma in thermal
equilibrium is
Pbr
Pfus
= 1.06× 10−13 (x+ 1)
2
x
√
Te
[
1 + 0.7936 Te
mec2
+ 1.874
(
Te
mec2
)2
+ 3√
2
Te
mec2
]
< σv > Q
, (1.35)
where
 Te is the average electron thermal energy in eV (hence the electron rest mass
must also be expressed in units of eV as well).
 < σv > is the averaged Maxwellian distribution of the ions
 Q is the energy released per fusion reaction
 x is the ion fuel ratio deﬁned as x ≡ n1i/n2i, where n1i and n2i are the two fuel
number densities.
 Pfus is the fusion power.
 Pbr is the Bremsstrahlung power.
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Parameter t+ d (1:1 mixture) d+ d
Te 18 keV 76 keV
< σv > 4.24×10−13 cm3s−1 0.45×10−13 cm3s−1
Q 17.6 MeV 3.7 MeV
Pfus 4.2 GW 3.7 GW
Pbr/Pfus 0.008 0.52
Pbr 0.0336 GW 1.924 GW
Table 1.1: Parameters for the Bremsstrahlung radiation formula using two diﬀerent
fuels systems. Reproduced from Rider [58].
Figure 1.8: A comparison of electron cusp and Bremsstrahlung power losses as a ratio
of fusion power as a function of ion Temperature, Ti. The left is a plot using d + t
ions and the right is d + d ions. It is important to note that the electron cusp losses
dominate as a severe loss mechanism for fusion gain in Polywell systems. Both ﬁgures
are reproduced from [58].
The following values for the parameters listed above, which are deﬁned by the type
ions/fusion fuel used, t+ d is compared with d+ d shown in table 1.1 (see [58]).
The t + d reaction far outperforms the d + d reaction in terms of Bremsstrahlung
losses by a few orders of magnitude. This is in large part due to the much higher
energetic electrons needed to create the deeper virtual cathode. Plots of both Pbr/Pfus
for the two reactions can be found in ﬁgure 1.8.
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1.7.4 Polywell electron cusp losses
By removing the physical cathode and introducing a virtual cathode the Polywell in-
herits a new power loss mechanism of maintaining the virtual cathode. Potentially this
is a high source of power loss due to electron losses escaping through the cusps and
leaving the magnetic trap. From Rider's calculations, as illustrated in ﬁgure 1.8 the
electron losses, Pe loss cusp, can form the dominate power loss mechanism of magnetic
cusp devices.
Bussard's derivation utilizes high beta plasma conditions so the electrons essen-
tially see N cusps or holes, with each hole roughly having a radius of several Larmor
radii, centered at each cusp [49]. The scaling of electron power loss is derived to be
Pe loss cusp ∝ B−2V 5/2well Watts. However, this derivation does not take into account space
charge eﬀects mitigating electron current leaving the well. Possible electrostatic plug-
ging of the cusps is claimed to limit the electron current leaving the magnetic cusp
systems [50]. Exploring the boundary between low and high beta Polywell operation
is of signiﬁcant interest in determining the performance scaling of the Polywell device.
Another possible mechanism to reduce electron power losses is by recirculating
electrons in the external magnetic ﬁelds of the Polywell, as proposed by Bussard [49, 23].
By following the lines of force it is proposed that a substantial recirculation current
can be established, reducing the power loss of maintaining the virtual cathode. For
this to be a possibility, Bussard argues that the ﬁeld lines must not intersect any
protruding surfaces such as the ﬁeld coils, supporting structures, feedthroughs or the
vacuum chamber itself [49]. This implies that the vacuum chamber be much larger
than the Polywell device size in order to allow room for the recirculating electron
current. Increased vacuum chamber size means higher operational costs and hence a
balance must be struck if one is take advantage of this possible of this eﬀect.
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1.8 Thesis aims and structure
This thesis focuses on developing scaling laws for electron conﬁnement and power losses
for a zero and low beta Polywell device design. In the next chapter we will develop a
numerical integration scheme that we will employ in order to achieve our aim.
We will analytically derive electron conﬁnement time scaling laws as a function of
device radius R, coil current I, and electron energy K measured in eV. In order to
validate these results they will be compared with numerical simulations of electron
conﬁnement in the vacuum magnetic Polywell ﬁelds. From these relationships and low
beta modiﬁcations, we will obtain an expression for the power required to maintain
a virtual cathode in the absence of high electron density eﬀects, such as space-charge
limited ﬂow in the point cusps.
Next, recirculation of electrons leaving the Polywell and following the magnetic
lines of force back into the Polywell will be explored. Bussard and Krall each proposed
this as a possible eﬀect that could reduce the power loss due to electron cusp losses
[49, 46]. Simulation of several populations of electrons are examined and modiﬁcation
to the previously derived scaling laws will be discussed and amended.
An alternative method to mitigate electron cusp losses is to electrostatically plug
the magnetic cusps. This method will be analytically developed and used to modify
existing electron scaling laws to assess the improvement in electron conﬁnement time
and electron transport power losses. Also, thermal electron energy distributions will be
used to calculate power losses for a thermalised electron plasma in a electromagnetic
cusp trap.
Finally, space-charge limited ﬂow thresholds will be calculated assuming a mono-
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energetic electron distribution. An expression relating the Polywell parameters to
the threshold current for space-charge limited ﬂow will be obtained using the Child-
Langmuir Law.
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Electron conﬁnement simulation in a zero
beta Polywell
Understanding the dynamics of electrons in the Polywell's cusp ﬁelds is an integral
part of our analysis of potential well formation. In this chapter, we describe the details
of the computer simulation model used to calculate electron trajectories within the
volume of the Polywell. From analysis of the electron trajectories in the vacuum ﬁelds
of the Polywell we can gain important insight into electron losses, conﬁnement time and
hence, calculate power losses of maintaining a virtual cathode. However, ﬁrst we must
turn our attention to the matter of calculating the ﬁelds due to a pulsed current in the
coils of the Polywell before we move on to discuss the details of the Boris integration
scheme used in for particle advancement. Finally, we conclude the chapter with a
discussion of the Polywell parameter ranges used in the simulation and their practical
utility for virtual well formation.
36
Chapter 2. Electron conﬁnement simulation in a zero beta Polywell
2.1 Magnetic ﬁeld calculation
The vacuum magnetic ﬁelds were calculated using the Biot-Savart law with contribu-
tions summed over each coil. This may be expressed as
B =
µ0
4pi
ˆ
d3r′J (r′)× r
|r|3 (2.1)
=
µ0I
4pi
∑
coils
ˆ
dl× r
|r|3 , (2.2)
where r is the vector of separation from the coil source point to the ﬁeld point, and
dl is a diﬀerential wire element in the direction of the current I. We have assumed
that the physical Polywell coils can be approximated as inﬁnitesimally thin single turn
wires. Thus
J (r′) d3r′ = I (r′) dl (2.3)
= Idl (2.4)
for spatially constant coil current values. It is convenient to express currents in Ampere
× Turns for ease of comparison with experimental devices which usually consist of
multiple turns of wires[53]. There is an immediate consequence from equation 2.2 that
will be of great importance to our analysis of the magnetic ﬁelds generated by the
Polywell coils. That is, if we calculate the magnetic ﬁeld at spatial distances, as a
fraction of the device radius R, such that the separation and line element vectors in
Eqn 2.2 become dimensionless, then we obtain a scale ratio of I/R for the unit ﬁeld
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case. Formally this is expressed as
B =
I
R
B′, (2.5)
where B′ is calculated using equation 2.2 with I = R = 1. From inspection this seems
to be the case as the units inside the integrand in equation 2.2 are m−1. This means
that one only needs to calculate the unit magnetic ﬁeld case then multiply by the scale
ratio to obtain the full magnetic ﬁeld vector at a given spatial position as a fraction of
coil radii.
An interesting feature of the vacuum magnetic ﬁelds near the center of the device
is that the average magnitude exhibits local spherical symmetry. Bussard was the
ﬁrst to notice that the magnitude of the magnetic ﬁelds in the central region can
be approximated by a radial cubic relationship [63]. Carr et al. [53] showed this
approximation to be
B =
I
R
B′ (2.6)
=
35µ0I
64
√
2R
rˆ3 (2.7)
= αrˆ3 (2.8)
where rˆ = r/R, is the radial position expressed as the fraction of the coil radius, making
it a dimensionless variable. This approximation holds so long as r < R/2 [53]. It will
be of great use to obtain a normalized magnetic ﬁeld value deﬁned using Eqn. 2.8
such that
Bˆ =
B
α
. (2.9)
It should be noted that Eqn. 2.8 is independent of coil spacing. Hence, we need a way
to rescale α in Eqn. 2.8 to account for diﬀerent coil spacings. We deﬁne a dimensionless
spacing parameter, s, as the distance from the center of the Polywell to a coil face,
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Figure 2.1: Normalized magnetic ﬁeld strength along coil axis with two diﬀerent spacing
parameters s = 1 and s = 1.4, as shown. The static alpha case is plotted in green
showing the approximate analytical cubic ﬁt. Good agreement with the ﬁtted cubic
equations and calculated ﬁeld strengths was found for all values of 1 5 s 5 2.2 on the
domain: rˆ < 0.5.
expressed as a ratio of the coil radius, R. In order explore the dependence on s, implicit
in Eqn. 2.7 we have plotted the on-axis magnetic ﬁeld strength of the coil with two
diﬀerent spacing parameters along with their associated ﬁtted α values and as well as
a plot of Eqn. 2.7 as shown in Fig. 2.1.
It's clear that the static α constant can be improved by using the ﬁtted constants
instead. Thus we choose to retain the analytical α and modify it by a scale correction
factor S (s), that is a function of the Polywell spacing parameter. We deﬁne
αs ≡ S(s)α, (2.10)
where S (s) is plotted in Fig. 2.2. However, it should be clear that in order to more
precisely approximate the central cubic magnetic ﬁeld strength the correction factor,
αs, needs to be applied. Henceforth we shall drop the subscript in the deﬁnition of
αsand simply let α represent the normalization factor for the cubic magnetic ﬁeld ﬁt
which may be calculated using Eqn. 2.7.
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Figure 2.2: The dimensionless scale correction factor S as a function of the Polywell
spacing parameter s. A spacing parameter of s = 1.2 yields the closest result to α with
a scale factor of 0.66.
As the spacing factor is increased the peak magnetic ﬁeld strength also changes for
each type of cusp present in the Polywell device. It is worthwhile to obtain a sense
of scale of how Bm(s) scales along each of the diﬀerent cusp axis. From Fig. 2.3, if
s < 1.3 then the edge and corner cusps are nearly virtually eliminated. This is due to
the very strong constructive superposition of the ﬁeld as the coil distance is reduced.
It is evident that the face cusp contains the weakest maximum ﬁeld strength so long as
the spacing parameter is less than about 1.5. One may anticipate that proportionally
high electron loss current will be lost along each of the magnetic face cusps. For this
reason we shall restrain our analysis to just the face cusp axis in deriving the scaling
laws for the Polywell device.
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Figure 2.3: A plot of Bm versus spacing, deﬁned as (s − 1), along the three types of
magnetic cusp axis. Unit current and coil radii were used in the calculation.
2.2 Electric Field calculation
In practice, Carr et al. Polywell device [53] requires the discharge of very high current
through the coils. Consequently, the magnetic ﬁelds are time varying and, hence,
induce an electric ﬁeld, E, which is calculated from the magnetic vector potential,
A[75], where
A (r) =
µ0I
4pi
∑
coils
ˆ
dl
|r| . (2.11)
Here we have taken the non-relativistic limit of Maxwell's equations, c−2 ∼ 0, and
taken advantage of the Coulomb gauge, ∇ · A = 0 to simplify the vector potential
expression. In fact this equation is enough to specify both the electric and magnetic
ﬁeld contributions from the Polywell rings under the appropriate assumptions. The
41
Chapter 2. Electron conﬁnement simulation in a zero beta Polywell
general form of the ﬁeld equations can be expressed as
B = ∇×A (2.12)
E = −∇V − ∂A
∂t
(2.13)
The ﬁrst term in equation 2.13 is Poisson's equation for a given charge distribution.
In this section we consider the Polywell coils to be non-responsive to the much smaller
plasma ﬁelds and hence do not contribute to our vacuum electric ﬁeld calculations.
This is discussed in more detailed later in section 4.1 but for our current case the
potential due to the Polywell coils is identically 0.
The only electric ﬁeld contribution is
E = −∂A
∂t
(2.14)
= −µ0
4pi
dI
dt
∑
coils
ˆ
dl
|r| (2.15)
after substituting equation 2.11 into equation 2.14. Physically this is the electric ﬁeld
contribution of the radiation emitted by the coils due to the change in current in the
Polywell coils. Accordingly, one can show that the identity
E ·B = −∂A
∂t
· (∇×A) (2.16)
= 0 (2.17)
holds for the vector potential deﬁned by equation 2.11, which is expected from the
physical interpretation of E being the classical electric ﬁeld of the radiation emitted
by the source term dI/dt. The orthogonality condition in equation 2.17 make the mag-
netic and electric ﬁeld directions natural, local, basis vectors to calculate the particle
trajectory for the next time step for our simulation.
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2.3 Shape functions
The previous ﬁeld calculations need to be evaluated at each spatial point the electron
moves to. However, it is a large computational burden to calculate the ﬁelds for each
time step, especially if we are simply simulating one electron at a time. Hence, it was
chosen to calculate the electromagnetic ﬁelds generated by the Polywell coils prior to
the simulation in order to increase the speed of computing for each time step. The
method implemented in our simulation was to divide the three dimensional space within
the Polywell volume into cells. The idea is that although the simulated particle exists
in continuous coordinate space the ﬁeld contributions from the eight corners of the cell
containing the particle may be interpolated to the particle's exact position within the
cell. The interpolation function used is usually refereed to as the shape function. This
is actually in reference to the Particle-In-Cell method (PIC) where the charge of the
super-particle must be distributed to the the corners of the cell in order to calculate it's
density contribution when solving for the self-consistent ﬁeld equations. The particle,
as seen by the grid, will have a certain shape function depending on the interpolation
scheme used.
For our ﬁrst simulation we do not have to worry about assigning a weighted density
to the cell's corners. However, for our later PIC simulation, it is important to emphasize
that the same shape function used to assign the density, for each particle, must also be
used to to calculate the force on the particle, else there may arise a spurious self-force
errors which we must take care to avoid. This can be achieved by ensuring that the
same shape function used to assign the density to the grid points is the same shape
function used to weight the forces from the grid points to the particle [67].
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The choice of shape function depends on the plasma problem at hand. The zeroth
order particle ﬁeld weighting is also known as nearest-grid-point assignment. Thus, as
a particle moves from one cell to another there are jumps in the density weightings to
the grid points. This results in electric ﬁeld ﬂuctuations which are relatively noisy in
both time and space and aﬀect the accuracy of our simulation. Generally, functions
with higher order result in a smoother shape function and thus reducing the sharp ﬁeld
gradients at the grid points. These higher order shape functions come at a cost as
now more grid points are used in calculating the weightings. A common compromise
is using a First-order weighting, also known as Cloud-In-Cell (CIC).
For our simulation, the grid points were uniformly spaced in Cartesian coordinates
of length ∆L = R/20. Hence, the particles have a volume (as seen from the grid) equal
to the grid spacing cubed [77], or
V ol ≡ (∆L)3 . (2.18)
The First-order weighting scheme simply allocates the weighting to be directly pro-
portionally to its proximity to the grid point under consideration, for each Cartesian
coordinate direction. Thus for a one dimensional simulation the weighting scheme,
wx±, would be
wx+ =
(x− x−)
∆L
(2.19)
wx− =
(∆L− x−)
∆L
, (2.20)
where x is the particle's continuous position coordinate along xˆ and x− is the position
of the grid point closest to the negative side of the particles position. Thus, to extend
this to three Cartesian coordinates the weighting scheme for, say, wx+,y+,z+ will simply
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be the three-product of the one dimensional case, that is
wx+,y+,z+ = wx+wy+wz+ (2.21)
=
(x− x−) (y − y−) (z − z−)
V ol
, (2.22)
where y and z are the particle's continuous position coordinate yˆ and zˆ, respectively.
Although this method is typically used in order to weight the particle's charge to the
grid points for determining the density, we can use this same weighting scheme to
weight the pre-calculated electromagnetic ﬁelds to the continuous particle's position
within the volume of the cell contain the particle.
2.4 Particle mover
Generally, the electron motion will always be a combination of circular gyration and
a guiding center drift. To simplify the implementation of the simulation, we assumed
that the conﬁnement time scale is small compared to the rate of change of current in
the coils, such that the E and B ﬁelds were approximately constant. From the Lorentz
force,
F = q (E+ v ×B) (2.23)
the exact solution for the radial position, d (t), of an electron within the device as a
function of time, t, is given by
d (t) = d0 +
[
A sin (φ0 + ωct) Eˆ−
(
A cos (φ0 + ωct) +
E
B
t
)
eˆ2
+v‖tBˆ
]
. (2.24)
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Here, ωc is the cyclotron angular frequency, A is the Radius of gyration, v⊥ and v‖
are the velocity components perpendicular and parallel to the magnetic ﬁeld, respec-
tively, d0 and φ0 are constants, which are both determined by the initial conditions,
and Eˆ and Bˆ are the unit vectors along the electric and magnetic ﬁeld directions, re-
spectively. The unit vector, eˆ2, is in the direction of Eˆ× Bˆ. The sine and cosine terms
in Eqn. 2.24 arises due to the charge particle gyrating in the presence of the magnetic
ﬁeld. The E/B term is the magnitude of the E cross B drift.
The exact velocity solution of the electron, v, is obtained from the time derivative
of equation 2.24
v (t) =
[
v⊥ cos (φ0 + ωct) Eˆ+
(
v⊥ sin (φ0 + ωct)− E
B
)
eˆ2 + v‖Bˆ
]
, (2.25)
where v⊥ = Aωc. For our simulation the basis vectors, Eˆ, Bˆ and eˆ2, were recal-
culated with each successive time interval. Consequently, this implies that the basis
vectors are a function of position and hence making Eqns. 2.24 and 2.25 highly non-
linear. Equation 2.24 consists of two prominent motions. The sine and cosine terms
are the usual gyration of a charged particle in the plane perpendicular to the magnetic
ﬁeld with frequency ωc =
|qB|
me
and the corresponding gyro-radius radius rg =
mv⊥
|qB| =
v⊥
ωc
.
If the electric ﬁeld is zero then the particle would trace out a helical path where the
particle circulates its gyro-center which is propagating in the direction of the magnetic
ﬁeld B at speed v‖. In the presence of an electric ﬁeld, however, there is an additional
−E
B
t term to interpret. Included now, along with the previous motion of the particle,
is a drift in the guiding center at speed E/B. This motion is known as E cross B
drift which, after averaging over several particle gyrations, shifts the guiding center
an amount E
B
t after t seconds. The direction of motion is always in the direction of
E×B. Hence the minus sign in front of the E/B terms in Eqns. 2.24 and 2.25. The
general expression for the velocity of the guiding center perpendicular to both ﬁelds,
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v⊥gc, is
v⊥gc =
E×B
B2
(2.26)
as derived in Chen [76]. It is of vital importance for an explicit equation of motion
integrator to be able to accurately reproduce these key motions of a particle in the
presence of electric and magnetic ﬁelds. Also, the derived motions serve as ideal testing
against the proposed numerical scheme and the analytical expression in equation 2.24.
Next, we focus on a suitable numerical integration method that can serve our purpose
of simulating an electron in the electromagnetic ﬁelds generated by the coils of the
Polywell device.
2.4.1 Lorentz integrator: Boris Method
In 1970, Boris described an elegant alternative to traditional particle push methods
in the presence of electric and magnetic ﬁelds [68, 69]. It is now commonly known as
the Boris Method and is a standard for particle pushing in plasma simulation codes
because it requires only one force evaluation per time step while being second order
accurate [70]. In contrast, the Runge-Kutta scheme requires four force evaluations per
time step and is fourth-order accurate [71]. The Boris integration scheme is stable for
cyclotron integration for arbitrary step size and additionally, better preserves conserved
quantities like magnetic moment [70]. Thus, the Boris scheme is appropriate for our
simulation needs. Next we describe the Boris integration method.
To begin we take the discrete-time Lorentz force equation
vi+0.5 − vi−0.5
∆t
=
q
m
[
E+
(
vi+0.5 + vi−0.5
2
)
×B
]
. (2.27)
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By making the following substitutions
vi−0.5 = v− +
qE∆t
2m
(2.28)
vi+0.5 = v+ −qE∆t
2m
(2.29)
the electric ﬁeld term can be removed from Eqn. 2.27, leaving a purely rotation equa-
tion
v+ − v− = (v+ + v−)×T, (2.30)
where T = qB∆t
2m
.
Boris derived an expression for performing the rotation by utilizing the follow sub-
stitutions:
v0 = v− + v− ×T (2.31)
v+ = v− + v0 × S (2.32)
S =
2T
1 +T ·T , (2.33)
where the coeﬃcient of T in Eqn 2.33 is determined to satisfy the requirement that
magnitude of velocity remains constant under rotation. The complex motion of a
particle in an electromagnetic ﬁeld has now been reduced to just several steps. In
overview this method simply performs a half step acceleration, rotate, then the ﬁnal
half step acceleration.
Explicitly stated: in order to obtain the next velocity step vi+0.5, we ﬁrst use Eqn
2.28 and obtain v−by a half step acceleration of the original velocity vector. The
rotation is performed when v+ is obtained using equations 2.32 and 2.31. Finally
the next velocity step is obtained via Eqn 2.29 which performs the second half of the
acceleration step. The new position of the particle is simply updated in a similar way
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as in the Leap frog method:
xi = vi+0.5∆t+ xi−1 (2.34)
together with Eqn. 2.29 we can obtain the new position and velocity of our simulated
electrons.
In a similar manner to the Leap-Frog algorithm we must ﬁrst initialize a particle
in phase space and then immediately perform a push-back on the particle in velocity
space only. This has the eﬀect of staggering the velocity time step at half the time
interval relative to the position and acceleration time step. The initial adjusted velocity,
v−0.5, may be expressed generally as
v−0.5 = BM
(
v0,E,B,−∆t/2) (2.35)
where v0 is the particles initial velocity, usually deﬁned along with the initial position
x0. The BM function is the implementation of the Boris method explained previously
where ∆t needs to be replaced with −∆t/2 in order to perform the particle's velocity
push back. We have assumed that the ﬁeld calculations of E and B at positions xi are
only a function of the particle's position and not it's velocity.
2.5 Time step size
The Boris method used to integrate the equations of motion for each time step converges
to the correct solution as ∆t→ 0, as required. If one considers the harmonic oscillator,
as a test case, then the relation between the exact angular frequency, ω0, and the
49
Chapter 2. Electron conﬁnement simulation in a zero beta Polywell
computed angular frequency, ω, is
sin
(
ω
∆t
2
)
= ±ω0 ∆t
2
(2.36)
as derived in Birdsall and Langdon [67]. So long as ∆t is small then ω ≈ ω0 as required.
However, the practical question is how big can one make ∆t before we encounter
numerical instability? To answer this there are two types of numerical errors when
considering the harmonic oscillator example.
The amplitude error in Eqn. 2.36 is zero so long as ω0∆t/2 < 1. If ∆t > 2/ω0 then
Eqn. 2.36 yields complex solutions and leads to numerical instability. Thus, ∆t must
be at least smaller than 2/ω0 to satisfy this condition. There is, however, the phase
error in Eqn. 2.36 to consider. For ω0∆t/2 1 we may Taylor expand the right hand
side (RHS). of
ω
∆t
2
= arcsin
[
ω0
∆t
2
]
(2.37)
ω
∆t
2
= ω0
∆t
2
+
1
6
(
ω0
∆t
2
)3
+
3
40
(
ω0
∆t
2
)5
+O
([
ω0
∆t
2
]7)
. (2.38)
Taking N time steps of ω0∆t leads to a corresponding phase error, ∆φ, truncated to
third order of
∆φ ≈ 1
24
N (ω0∆t)
3 . (2.39)
It is clear that the phase error grows linearly with N for a constant ω0∆t. Typical
number of steps for plasma simulations are of order 103 − 104 steps[67]. In order to
keep the phase error from, say, being greater than 1 radian implies
ω0∆t =
(
24
N
)1/3
(2.40)
≈ 0.13 (2.41)
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for N = 104. Thus, There is a compromise that needs to be struck between reducing the
phase error and increasing the time step ∆t. A commonly adopted value is ∆t ≈ 0.2/ω0
as used successfully in other plasma simulations [72, 73, 74].
Critically, the numerical integration scheme must temporally resolve the shortest,
relevant, physical oscillations. In most plasma physics modeling this is usually the
electron plasma frequency deﬁned as the oscillation of the electron density in an ionized
gas. However, for our simulations of low beta electron conﬁnement in a spatially varying
magnetic ﬁeld, ω0 is the cyclotron frequency of the simulated electron is deﬁned as
ω0 =
|qB|
me
(2.42)
Thus, the time step used in our simulations was deﬁned to be
∆t = 0.2
me
|qB| (2.43)
which gives us a temporal resolution of a ﬁfth of the inverse of the cyclotron frequency.
As the magnetic ﬁeld is a function of position and can vary signiﬁcantly with the
Polywell device, we are permitted to recalculate ∆t for each time step depending on
the magnetic ﬁeld strength. This is a useful way to allocate computational resources
to regions of high magnetic ﬁelds, which occur near the edges of the Polywell cube,
where the gyro radius is much smaller than near the center of the device.
However, as the particle approaches regions of extremely low magnetic ﬁeld, we
run the risk of making ∆t too large. Thus, in our simulations we restricted values of
∆t proportionally to the strength of the magnetic ﬁeld which scales as I/R as shown
previously in Eqn. 2.5. Consequently, the upper limit of ∆t should be proportional to
the radius of the Polywell, R. With the highest energy electrons simulated being 100eV
and also with the requirement that the electron can only move approximately 1/100th
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of the coil radii during one time step, results in an upper time step limit of ∆t ≈
R × 10−9s. This corresponds to a threshold magnetic ﬁeld strength of approximately
B > 1.1× 10−3T.
To conﬁrm the applicability of our chosen step size, a selection of electron particles
locally randomized in phase-space near the center of the Polywell were also simulated
with a time increment equal to Eqn. 2.43 and also half of that increment. The ﬁnal
two positions of particles with the same phase-space information ﬁnished within one
gyro-radius of one and another.
2.6 Test cases and error analysis
It is important to test the validity and accuracy of our Boris integration scheme. Refer-
ring back to Eqn. 2.24 gives us two important analytical test cases to compare against
our numerical integration scheme. If we have spatially and temporally constant E and
B ﬁelds where we choose the z-axis as the direction of the magnetic ﬁeld, without loss
of generality, then we obtain the usual E × B drift of the particle as discussed previ-
ously. This is illustrated in part b) of ﬁgure 2.4. Furthermore if we have no electric
ﬁeld then we simply obtain the gyro-orbit of a particle with Larmor radius deﬁned as
rg =
mv⊥
|qB| (2.44)
which is illustrated in part a) of ﬁgure 2.4.
As shown in both parts of ﬁgure 2.4 the numerical results agree extremely well
with the analytical results which gives conﬁdence that the Boris integration method
employed in our simulations is correct and working accurately.
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Figure 2.4: Numerical simulations of the motion of an electron in spatially uniform
electromagnetic ﬁelds. For both ﬁgures the magnetic ﬁeld was set to 1 Tesla and is
directed out of the page. The blue line is the numerical result and the black, dotted line
is the analytical result. Figure a) displays the Larmor radius of an electron circulating
in the plane perpendicular to the constant magnetic ﬁeld. Initially the electron had
unit velocity in the xˆ direction giving an analytical Larmor radius of rg = 5.67× 10−12
m. Figure b) displays an E × B drift test case. In this scenario the electron was
given unit velocity in the yˆ direction and an applied electric ﬁeld of 1 Vm−1 in the
xˆ direction. The correct drift velocity was successfully replicated by the numerical
scheme as shown.
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Note that the analytically generated dotted lines extend beyond the blue, numer-
ically generated line in part b) of ﬁgure 2.4. This diﬀerence between theory and our
numerical integration scheme is the accumulated phase error, as expressed in Eqn. 2.39.
In our examples it can be shown that the Boris numerical integration scheme lags
behind the theoretical prediction for the angular frequency, in both cases this is the
cyclotron frequency ωc. The phase diﬀerence between two orbits reaches a maximum
when the diﬀerence is exactly pi radians. Thus, for the simpler cyclotron orbit, this
results in a maximal spatial diﬀerence of ∆xmax = 2rg ≈ 1.13× 10−11m, as illustrated
in ﬁgure 2.5. As the simulation continues the accumulated diﬀerence begins to de-
crease as the two orbits fall back in phase once again due to the cyclical motion of the
particle, albeit where the numerically calculated phase is n2pi (where n is an integer),
behind the analytical phase. Thus, the upper bound for a spatial error is approxi-
mately 2rg occurring occurring approximately at 4 or 5 thousand computational steps.
Fortunately, it is known that the Boris method is stable for cyclotron integration for
arbitrary large time steps [70].
An example of the MATLAB code used to generate the cyclotron gyration and the
E × B drift of a charged particle, can be found in Appendix A. This code was used,
in part, to generate the spatial error calculations and ﬁgures as well as the example
orbit cases. It serves as an initial starting point for future students studying numerical
techniques for plasma simulation using the Boris integration scheme, which the author
hopes they will ﬁnd as a valuable start in their endeavors.
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Figure 2.5: Error analysis of the two test cases for an electron in spatially uniform
electromagnetic ﬁelds. By taking the magnitude of the spatial diﬀerence between the
numerically calculated position and the analytical position of the electron for each
time step, we obtain a measure of the accuracy in our numerical Boris integration
scheme. Maximum spatial diﬀerences occur when the numerical and analytical orbits
are exactly pi radians out of phase. This results in a maximum spatial error ∆xmax =
2rg ≈ 1.13×10−11m for the cyclotron orbit case. ∆x is then reduced as both orbits fall
back in phase with each other, albeit where the numerically computed phase is n2pi
(where n is an integer), behind the analytical phase.
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2.7 Uniform sphere point picking
In our later simulations we will require the generation of random velocity vectors uni-
formly distributed on a sphere with radius v. With the radius variable set we need
to carefully consider the azimuthal φ and polar θ angles in order to have a uniform
distribution on a unit sphere. If one naively samples both φ and θ on a uniform interval
[0, 2pi] and [0, pi] then there is a bias towards the poles of the sphere where θ → 0 and
θ → pi. Intuitively this is due to the smaller rings formed around the poles for con-
stant or small values of θ compared to when θ = pi/2, for the equatorial ring. Yet the
azimuthal angle sampling is held constant for a chosen θ yielding more picked points
nearest to the poles when compared to the equator of the sphere.
In order to obtain a uniform distribution on the unit sphere we use the following
transformation from our uniformly distributed variables u and w each on the interval
[0, 1] to the corresponding spherical coordinates
φ = 2piu (2.45)
θ = arccos (2w − 1) . (2.46)
This yields the correct uniformly distributed points on a sphere as described by Cook
and by Feller [65, 66].
2.7.1 Angular probability distribution function derivation
We next consider generating a random angle between the velocity vector of the particle,
V, and the magnetic ﬁeld, B. We shall only consider particle trajectories that are in
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the positive half hemisphere of motion. To get the probability distribution function
as a function of angle we need to consider the area of revolution of an inﬁnitesimally
small line segment of a circle, ds:
ds =
√
dy2 + dx2 (2.47)
ds
dθ
=
√(
dy
dθ
)2
+
(
dx
dθ
)2
(2.48)
for a circle where y = sin (θ)and x = cos (θ) then ds
dθ
= 1. The area, A, of revolution is
given by:
dA
dθ
= 2piy (θ)
ds
dθ
. (2.49)
Once normalized over a unit hemisphere and the inﬁnitesimal area segment, dA, in-
terpreted as the inﬁnitesimal probability, dP , we obtain the probability distribution
function as desired:
dP
dθ
= sin (θ) . (2.50)
In order to obtain θ as function of a uniformly distributed random variable we need
to integrate Eqn. 2.50 to obtain the cumulative distribution function over our domain
0 5 θ 5 pi
2
:
P =
θ1ˆ
0
dθ sin (θ) (2.51)
P = 1− cos (θ1) . (2.52)
Alternatively one may integrate Eqn. 2.51 and solve for the constant of integration
under the requirement that the cumulative distribution function is positive deﬁnite on
the domain and be 0 at the lower limit of the domain and 1 at the upper limit i.e.
P (0) = 0 and P
(
pi
2
)
= 1. Equation 2.52 must be inverted thus we solve for θ1 (P )
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Figure 2.6: Illustrating the velocity distribution with respect to the magnetic axis.
The total surface area of the hemisphere is needed in order to properly normalize the
probability distribution.
where P is our desired random variable on the interval: 0 5 P 5 1. Hence
θ1 (P ) = arccos (1− P ) . (2.53)
This diﬀers by a coeﬃcient of 2 in the dependent variable and an eﬀective phase shift
of pi, as arccos (−x) = pi − arccos (x), which also diﬀers from the uniform polar angle
point picking formula as found Eqn. 2.46.
These diﬀerences arise as we only needed to consider a unit hemisphere instead of a
unit sphere in our analysis. Equation 2.53 will be used to determine the initial velocity
vector relative to the magnetic ﬁeld.
A very useful result is obtained in the context of the average electron angle with
regards to the Polywell magnetic ﬁeld direction. Figure 2.6 schematically illustrates
the the situation.
If we assume that all electrons have the same speed and their velocity vector is
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directed uniformly over all angles, we can compute the weighted average angle for the
velocities of the ensemble of electrons about an axis using 2.50:
θ =
ˆ pi/2
0
θ sin (θ) dθ (2.54)
= 1 radian. (2.55)
Along with the standard deviation, σ, value of
σ =
√ˆ pi/2
0
(θ − 1)2 sin (θ) dθ (2.56)
=
√
pi − 3 radians. (2.57)
Thus, the weighted average perpendicular component of momentum
mv⊥ = mv sin (1) . (2.58)
Although an odd result, this equation will be particularly useful when we calculate the
average radial position of adiabatic invariance in the Polywell magnetic ﬁelds.
2.8 Simulation parameters
The simulation region was a cube centered at the origin, as in ﬁgure 1.4, with side
lengths 5R/2, where R is the radius of a single coil of the Polywell. The six coils were
each centered on a cube face axis such that their distance from the origin is 5R/4,
which gives a spacing factor of s = 1.25 where s is a dimensionless parameter, which is
the ratio of the device radius to the coil radius, R. The coil spacing factor was chosen
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to match the relative dimensions of a recent experimental study [52].
Because of the underlying spatial symmetry of the Polywell, electrons only need to
be seeded inside the smallest symmetrical volume element. In a cube Polywell, this
region is a slanted wedge bounded by the vertex set (0, 0, 0), (0, 1, 0), (1, 1, 0), (1, 1, 1).
Where the center of the null region is at the origin. The initial position, (x, y, z), and
velocity vector, vint (θ, φ), of each seeded electron was generated to span 420 unique
starting positions inside the slanted wedge volume. The range of each seed parameter
and its increment is given in Table 2.1. The maximum spatial extent of the seeded
electrons was limited to a distance of 3R/16 to ensure that all electrons started their
trajectory inside the central magnetic null region where |B| ≈ 0.
The Polywell device parameters were incremented over orders of magnitude to allow
detection of the scaling laws for the electron conﬁnement time. The zero current case
was not carried out due to the trivial nature of the physics for that condition. In
addition, the pair-wise ± combination of I and dI/dt were included due to the E×B
drift being dependent on the ﬁeld directions.
The simulated trajectory ended when either the electron escaped the cube conﬁne-
ment region enclosing the Polywell coils, or the electron had been conﬁned for more
than tmax = 10
5 × ∆t, where ∆t = R × 10−9 s. This, however, meant that electron
recirculation, where an escaped electron follows magnetic ﬁeld lines back inside the
device, [22] was not considered. Moreover, collective plasma eﬀects were not included.
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Param. Description Values Increment
Min. Max.
R Radius (m) 10−3 101 Factor of 10
I Current (A) ±1 ±105 Factor of 10
dI/dt Rate of ∆I (A/s) 0 ±104 Factor of 10
K Energy (eV) 0.1 100 Factor of 10
Seed Parameters
θ Polar angle 0 pi pi/5
φ Azimuthal angle 0 2pi − pi/5 pi/5
x Initial x (m) R/16 3R/16 R/16
y Initial y (m) R/16 x R/16
z Initial z (m) R/16 y R/16
Table 2.1: The simulation parameters displayed with their respective value ranges
and increment values. The initial position and velocity vector values, (x, y, z, θ, φ),
were generated to produce a consistent initial population. The device parameters,
(R, I,K, dI/dt), were varied within the deﬁned range and each combination is tested
with the same initial seed population.
2.9 Span of practical conﬁnement parameters
For the simulated electron conﬁnement times to accurately represent useful conﬁnement
behavior, we must further restrict the overall simulation parameter range. It was
assumed that the E × B guiding center drift could inﬂuence the conﬁnement time of
the electrons. However, it was found that there was negligible inﬂuence on conﬁnement
times for any of the dI/dt values simulated (See Appendix B). This is understandable
as the magnitude of electric force was generally more than an order of magnitude less
than the strength of the magnetic force over the space of our simulation parameters.
Also the strength of the electric ﬁeld diminishes radially towards the cusp axis due to
cancellation via radial symmetry of the Polywell's ring about the axis. This minimizes
the strength of the electric ﬁeld near the turning points where it would play a role
61
Chapter 2. Electron conﬁnement simulation in a zero beta Polywell
in electron conﬁnement through drifts of the guiding center. However, since E is
negligible, we assumed dI/dt = 0 for the remainder of the analysis.
As a further restriction, we must consider the coil current values. For example, the
lower limit of useful magnetic ﬁelds is when an electron only just begins to be reﬂected
near the coil faces. In terms of single electron motion, we can describe this behavior
in terms of a critical magnetic ﬂux surface, which deﬁnes the boundary between non-
adiabatic motion in the magnetic null region and adiabatic motion in the point cusps
[53]. A detailed analysis of adiabatic transitioning is presented in the section 3.2.
However, for a given Polywell conﬁguration, we approximate the transition between
the two types of trajectories can be approximated as the radial point where the gyro-
radius approaches 10% of the device radius. This is an over simpliﬁcation to help
derive a simple analytical lower boundary in the parameter space. Using this criterion
we deﬁne the lower limit on useful magnetic ﬁelds to be when this transition region
reaches the edge of the device. The relationship can be stated as
mev
qBm
<
sR
10
, (2.59)
where s is the coil spacing factor, and Bm is the peak magnetic ﬁeld in the coil faces
that was obtained empirically to be
Bm = 3.16× 10−7 I
R
. (2.60)
Using s = 1.25 and rewriting Eqn. 2.59 in terms of the simulation parameters, we can
impose the following lower limit on the simulation parameters
I√
K
>
8
Bm
√
2me
e
≈ 85 A eV−1/2. (2.61)
If I/
√
K < 85 A eV−1/2, the electrons are not likely to undergo any mirror reﬂections
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in the coil faces and hence these parameters can be considered outside the practical
conﬁnement range.
There is no true upper limit on the magnetic ﬁeld for electron conﬁnement, since
in theory the critical ﬂux surface will become smaller with increasing coil current I.
This is simply due to the magnetic ﬁeld gradient becoming greater with increasing
coil current. In addition, the electron conﬁnement time would increase proportionally.
However, this has limited practical usefulness since a very small critical ﬂux surface
will in turn reduce the useful plasma volume available for fusion power generation.
However with increasing beta collective plasma eﬀects would, in general, alter the
upper conﬁnement limit due to the formation of a boundary plasma sheath. Hence, it
is expected that there will be a trade-oﬀ between improving the electron conﬁnement
time and reducing the overall plasma volume available for fusion.
In addition, in an ideal Polywell design, ion motion should be dominated by the
radial electric ﬁeld created by the conﬁned electron population. This is to reduce any
angular motion of the ions which may result in loss of core ion focus. Hence, if we
require that ions are to be minimally perturbed by the magnetic ﬁeld then the ion
critical ﬂux surface must be outside the Polywell device. Following the same steps
used to derive Eqn. 2.61, we have
I√
K
>
8
Bm
√
2mi
e
≈ 5200 A eV−1/2 (2.62)
for deuterium ions. For keV deuterium ions, we ﬁnd I < 0.5 MA is required to ensure
the critical ﬂux surface of the deuterium ion is excluded from the volume of the Polywell.
Referring back to Figure 1.7 shows in grey the region between the electron and ion ﬂux
surface limits overlayed with various Polywell designs. It is evident that experimental
focus has been narrowed between these two ﬂux surface limits.
However, ion motion has not been included in the simulation; and hence for the
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purposes of this study, we will deﬁne the upper parameter limit as when the radial
ﬂux surface distance is reduced to 3R/16 for electrons. For smaller critical ﬂux surface
radii, some of the seeded electron population starts outside the critical ﬂux surface and
exhibit banana like orbits [53]. There electron trajectories can exhibit much longer
conﬁnement times but are not useful for low beta Polywell designs because they do not
pass near the center of the device and hence do not contribute to the central, electron
core density. Therefore, the upper parameter space limit can be deﬁned as
mev
qB (x0)
>
sR
10
, (2.63)
where B(x0) is the magnetic ﬁeld at the location of the seed electrons at the point
x0 = 3R/16. This upper limit becomes
I√
K
<
8
B (x0)
√
2me
e
≈ 8500 A eV−1/2. (2.64)
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with low beta conﬁnement time scaling-law
extension
This chapter contains results from the electron simulations described in the previous
chapter. We aim to derive conﬁnement time scaling laws for single particle electron
motion as a function of device radius R, coil current I, and electron energy K for a zero
beta Polywell device. These scaling laws will be compared with MATLAB simulations
of single particle conﬁnement. From these relationships, we will obtain an expression
for the power required to maintain a virtual cathode in the absence of high electron
density eﬀects, such as space-charge limited ﬂow in the point cusps. We then extend
our analytical treatment of electron conﬁnement to include some of the eﬀects of a
virtual cathode on electron radial turning distance and conﬁnement time scaling-laws
in a low beta Polywell. The conﬁnement time scaling-law results are then compared to
recent experimental results of empirically derived low beta Polywell conﬁnement time
scaling.
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3.1 The Polywell as an electron trap
For our simulation, electrons were initiated near the center of the Polywell and sim-
ulated until the electrons either escaped the magnetic cusp trap or remained within
the cubic volume of the Polywell for longer than tmax. Electron escape is deﬁned as
the electron's position being ouside the imaginary cube boundary formed by the six
Polywell coils.
The time it takes for a given energetic electron to leave the well is indicative of the
performance of the Polywell. For example the trajectory of a 10 eV electron is shown in
ﬁgure 3.1. One can clearly see the path of the electron is deﬂected many times within
the volume of the Polywell. The deﬂections increase the electron's conﬁnement time
within the Polywell and hence, imply a better electron trap and open the possibility
for a large collection of trapped electrons to form a virtual cathode useful for IEC
purposes.
However, with each deﬂection the electron may pass near the central magnetic
null region. Near this region the electron's magnetic moment is eﬀectively lost from
the previous deﬂection. As the particle leaves the magnetic null region, the electron
reconnects with the lines of force and acquires a new magnetic moment. Another way
the magnetic moment of an electron can change is through collisions. Although no
particle-particle interactions were present in this simulation, it is at times convenient
to view the electron passing near the central magnetic null region as a collision and
which changes the magnetic moment of the electron with each pass.
Due to memory constraints our simulation only stored the initial and ﬁnal position-
time variables and the radial average position for the number of simulated electrons
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Figure 3.1: An example of a 10 eV electron trajectory inside the Polywell device using
our Boris integration method. The electron was initiated at the center of the device
and left through the lower coil face. The coil current and radii were 10 kA and 1 cm,
respectively.
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for every combination of Polywell parameters. This will be shown to be suﬃcient in
determining various performance metrics, including electron conﬁnement time scaling
laws, power losses and more.
An interesting result is shown in ﬁgure 3.2, which plots the ﬁnal positions of the
electrons that escaped the Polywell. It is clear that the majority of electron cusp losses
are either face or cusp losses for the simulated Polywell parameters. Only a very small
fraction of the electrons escaped the Polywell through edge cusps, as predicted from
ﬁgure 2.3, with s = 1.25, for our case.
Also visible in the bottom right ﬁgure are the banana orbits of the electrons
initiated outside the radial critical ﬂux surface. The trajectories of these electron
exhibit very diﬀerent behavior when compared to electrons initiated inside the ﬂux
surface as given by Eqn. 2.63 and will not be of further study in our analysis.
As the coil current is increased the density of electrons increases near the center of
each cusp. For non-zero beta plasmas this may suﬃciently increase the electron density
in these areas and possibly result in space-charge limited ﬂow which, could improve
the electron conﬁnement properties of the Polywell. However, for the zero-beta case,
collective space charge eﬀects are minimal and consequentially permits us to isolate
the eﬀects of the vacuum ﬁelds on the performance of the Polywell as an electron trap.
3.2 Electron conﬁnement Time
The creation of a virtual cathode requires conﬁnement of electrons within the device.
Presented in ﬁgure 3.3 are results from the simulations showing the fraction of 100 eV
electrons as a function of their residence time within the device. The curves decay
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Figure 3.2: A selection of ﬁnal, simulated, electron positions for one face cusp and its 4
closest corner cusps. The coil radii of the Polywell coils was ﬁxed to 10 cm. In order to
make the ﬁnal positions clear the other cusp losses have been omitted. Note that the
edge cusp has minimal losses and is thus ignored in our analysis. Also, with increased
kinetic energy the ﬁnal positions are more spread than the lesser 10 eV case. In the
lower right ﬁgure the ﬁnal positions of the banana orbits are visible as the diamond
shape outline around the central face cusp.
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Figure 3.3: The conﬁnement time of 100 eV electrons as a fraction of the total number
of electrons for a 10 cm radius device and coil currents ranging from 1 A to 100 kA.
approximately exponentially with time, however, note that the scale on the time; axis
is logarithmic causing the appearance of the curve to deviate from the familiar shape of
an exponential decay curve. As predicted by Eqn. 2.61 coil currents below 100 Ampere
turns do not suﬃciently conﬁne electrons due to mirror conﬁnement. This can be seen
as all the electrons leave the Polywell within a short time span of one and another,
thus suggesting there was no electron reﬂections within the Polywell and hence, no
conﬁnement. However, with increasing coil currents there was a signiﬁcant increase in
conﬁnement time scales of the electrons within the Polywell.
For our analysis we will restrict ourselves to the Polywell parameter ranges as
discussed in the previous section. A selection of the simulation results that lay within
these more meaningful simulation limits is shown in ﬁgure 3.4.
In order to obtain analytical expressions for electron conﬁnement time in the device,
it was assumed the system was adiabatically invariant a short distance from the mag-
netic null in the center of the device. As a result, the magnetic moment is a conserved
quantity during reﬂection of an electron back towards the center. This occurs because
the spatial variation in the magnetic ﬁeld is small for a complete cyclotron orbit [52]
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Figure 3.4: A sample of ﬁtted curves to a 1m radius device with 100 eV electrons where
the line data were the best, exponential ﬁt curves to corresponding data. The data
sets have been restricted to the bounds deﬁned by equations 2.61 and 2.64.
and is quantiﬁed by the inequality
v
Lm
 ωc, (3.1)
where Lm ≡ |B/∇B|is the scale length for spatial variation in the magnetic ﬁeld, and
v is the velocity of the electron.
Using a third order expansion of the expression for the magnitude of the magnetic
ﬁeld about the central null region, it has been shown [53] that the magnetic ﬁeld within
a radial distance of r < R/2 is given by Eqn 2.7 along an axis perpendicular to the
plane of a coil. We will use this expression as an approximation to the ﬁeld in all
directions in the core region.
The minimum magnetic ﬁeld, B0, for which the electron magnetic moment remains
adiabatically invariant occurs at a radial position where the cyclotron angular fre-
quency, ωc, in Eqn. 3.1 is much greater than v/Lm. Thus, we impose the condition
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that B0 occurs where
ωc = 10
v
Lm
. (3.2)
Using this condition in Eqn. 2.7 enables an expression for B0 as a function of the
simulation variable set,{R, I,K}, to be obtained as follows:
B0 =
5 (7µ0I)
1
4
(
3 sin (1)
√
Kme/e
) 3
4
√
2R
. (3.3)
Note that in obtaining this expression, we have assumed that all electrons have the
same speed with their velocity vector directed uniformly over all angles as discussed in
a previous sub-section 2.7.1.
Also from Eqn.2.7 we can obtain an expression for the radial distance for which the
particle obtains an adiabatic invariant, or in other words the magnetic moment of the
particle is a conserved quantity.
r0 = 4R
(
3 sin (θ)
7µ0
√
m
e
√
K
I
) 1
4
. (3.4)
If we take the average angular value of the distribution in Eqn. 2.50 and set θ = 1, we
obtain the average adiabatic radial distance
r¯0 ≈ 3.64×R
(√
K
I
) 1
4
. (3.5)
It is important to test the validity of Eqn. 3.5. Figures 3.5 and 3.6 show the
magnetic moment of two diﬀerent electrons as a function of time along with the radial
displacement of the particle. There is a clear correlation with the magnetic moment
becoming a constant of motion once the particle passes the r¯0 distance as indicated on
the graphs. It is evident that the electron is mirroring from a cusp when r & r¯0 and the
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Figure 3.5: Magnetic moment and radial position as a function of time for a 10 eV
electron in a 1 cm radius Polywell with a coil current of 105 A. The magnetic moment
roughly becomes a constant of motion once the particle passes the r¯0 ≈ 0.27 cm line as
predicted for the given Polywell parameters. The extent of the radial distance traveled
by the electron is inversely related to the magnetic moment of the particle at that
instant. Also note the unusual behavior of the electron not returning close to the
center of the device which was not typically seen in other electron trajectories.
depth to which the particle travels is inversely related to the strength of the electron's
magnetic moment for that given attempt. The electron escapes the Polywell once the
magnetic moment is µ < K/Bm, which for the ﬁrst case is when µ ≈ 5.1× 10−19 JT−1.
3.3 Zero beta conﬁnement time scaling laws
We wish to generalise the conﬁnement time analysis beyond the Polywell parameters
used in our simulation. In order to achieve this we ﬁrst derive analytical expressions
for electron conﬁnement time in the vacuum ﬁelds of the Polywell and then cross-check
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Figure 3.6: Another example plot of the magnetic moment and radial position as a
function of time. However, this time for a much higher electron energy of 10 keV
and coil current of 106 A in a 10 cm radius Polywell. The magnetic moment roughly
becomes a constant of motion once the particle passes the r¯0 ≈ 3.64 cm. Also note,
that the electron nearly returns to the center of the device multiple times.
the expressions with the corresponding simulated electron parameter results.
We begin by noting that the rate of change of the number of electrons in the device
is given by
dN
dt
= −P lossνN, (3.6)
where N is the number of electrons in the device, P loss is the transmission probability,
and ν is the frequency determined by the inverse of the time for an electron to travel
across the device before it is reﬂected or transmitted.
The transmission probability, P loss, will be assumed to be the loss cone probability,
given as
P loss = 1−
√
1− sin2 (θc) (3.7)
= 1−
√
1− B0
Bm
(3.8)
≈ B0
2Bm
. (3.9)
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Here we have assumed that the magnetic ﬁeld cusps can be modeled as a magnetic
mirror device once the ﬁeld strength experienced by an electron exceeds B0. The fre-
quency, ν, is determined by the average radial distance, rT , traveled before an electron
is reﬂected and can be expressed as
ν =
v
2rT
. (3.10)
We obtain an expression for rT by using the invariance of the magnetic moment, µ,
between the positions of the minimum ﬁeld, B0, required, and the magnetic ﬁeld at
the turning point of the electron, BT , such that
1
2
mv2⊥
B0
=
1
2
mv2
BT
. (3.11)
Using this with Eqn. 3.3 leads to the following expression for the turning distance,
rT =
(
64
√
2B0R
4
35 sin2(1)µ0I
)1/3
. (3.12)
The solution to Eqn. 3.6 yields the more general expression of the number of non-
interacting electrons, N(t), within the device as a function of time to be
N(t) = N0 exp
[
−P loss v
2rT
t
]
. (3.13)
This equation is simpliﬁed by interpreting N (t) as the fraction of electrons within the
Polywell as a function of time by setting N0 to unity, and representing v in terms of
the kinetic energy K in eV as follows,
N(t) = exp
[
−3.71× 106
(
µ20e
me
) 1
4 K
3
4√
IR
t
]
(3.14)
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and after substituting the values for the constants we get
N(t) = exp
[
−2.69× 106 × K
3
4√
IR
t
]
. (3.15)
From this expression we can now write down an expression for the lifetime of electrons
within the device as
tn = 3.7× 10−7 ×
√
IR
K
3
4
. (3.16)
Equation 3.16 is within the tolerance range of the empirically obtained N (t) from the
simulation data, using the curve ﬁtting toolbox of Matlab (shown previously in Fig.
3.4) as follows
N(t) = exp
[
− (2.0± 0.6)× 106 × K
3
4√
IR
3
2
t
]
(3.17)
and the corresponding lifetime of electrons in the device
tn = (5± 1.5)× 10−7 ×
√
IR
3
2
K
3
4
. (3.18)
Note that the power of R of the empirically obtained equation diﬀers by a factor of
3/2 compared to the analytical result. A possible explanation for the miss match in
the powers of R could be due to using only a linear scaling with R for the stopping
criterion. Using equations 3.12 and 3.10, we ﬁnd the average period between cusp
reﬂections is proportional to R4/3. Thus, it is conceivable that for R > 1 the simulated
electrons were disproportionally, prematurely terminated with respect to the smaller
values of R. This would result in a smaller mean conﬁnement time for R > 1 as can
been seen in Fig. 3.9.
A comparison of the simulated mean conﬁnement times with each of the scaling
parameters, I, K and R, is shown in Figures 3.7, 3.8 and 3.9, respectively. These
comparisons show good agreement.
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Figure 3.7: The mean conﬁnement time of 100 eV electron populations as a function
of the coil current I. In this simulation the coil radius was held constant at R = 1 m.
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Figure 3.8: The mean conﬁnement time of electron populations as a function of their
seed energy K. In this simulation the coil current I was held constant at I = 10 kA
and R = 1 m.
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Figure 3.9: The mean conﬁnement time of electron populations as a function of the
coil radius R. In this simulation the coil current I was held constant at I = 10 kA and
a seed energy of K = 100 eV. The blue line is the empirical ﬁt of R
3
2 and the red line
is the analytical derived linear result.
3.4 Average radius
Figures 3.10 and 3.11 shows the radial probability distributions for two diﬀerent test
case electrons. The distributions are the probability of ﬁnding an electron per unit vol-
ume. It was impractical to store a probability distribution for every simulated electron
so an average of each was obtained. For instance, Fig. 3.11 shows the distribution of
average radial locations for all electrons in the simulated population for two diﬀerent
electron energies. Note that in both cases the electrons spent most of their time at an
average distance from the center. This spatial distribution results in a shell of elec-
trons. The radius of the shell increases with increasing electron energy, and decreases
with increasing coil current.
In Eqn. 3.12 rT was calculated using the approximation of a cubic ﬁt to the central
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Figure 3.10: The radial probability distribution of two simulated electrons in a 1 m
radius Polywell with a coil current of 100 kA.
Figure 3.11: The distribution of average radial locations for a simulated electron
population with a coil current of 100 kA and a 1 m radius. The plot indicates that the
average electron radial position is proportional to electron energy, and that there is a
wider distribution in localisation width with increasing energy.
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Figure 3.12: Plots of the average radial localization of electrons normalized to the
Polywell radius R as a function of coil current and initial electron energy.
magnetic null region given in [46]. However, a fourth order ﬁt is required to calculate
the magnitude of the magnetic ﬁeld along the entire length of the cusp axis as detailed
in Appendix C. The equation can be inverted to give the radial distance as a function
of the magnetic ﬁeld strength: r(B). Using the adiabatic invariance of µ we can relate
the magnetic ﬁeld strength at the turning point, BT , to the minimum magnetic ﬁeld
for adiabatic invariance, B0, using
1
2
mv2⊥
B0
=
1
2
mv2
BT
∴ BT =
B0
sin2 (1)
(3.19)
This relationship can be used with Eqn. 3.3 and r(B) to give the ensemble average
radial turning point r¯T . Figure 3.12 is a plot of r¯T normalized to the coil radius R,
plotted as a function of coil current I for a number of diﬀerent initial electron energies.
If for example useful conﬁnement is deﬁned as requiring r¯T/R < 0.5, ﬁgure 3.12 can be
used to ﬁnd the corresponding I and K parameters required to operate in this range.
To conﬁrm the validity of Fig. 3.12, we have taken the averages and standard devi-
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Figure 3.13: Comparison between theoretical average radial turning distance and cal-
culated averages from the simulated electron population. The curves are the analytical
predictions and the data points are the averages and standard deviations of each radial
distribution proﬁle of 1 and 100 eV electrons.
ations of a selection of radial distribution proﬁles of 1 and 100 eV simulated electrons.
Then compared these data points to the curves in Fig. 3.12, as shown in Fig. 3.13.
There is good agreement between the simulated results and the analytical results at
high coil current. However, at low coil current the data points fall closer to the center
of the device than theory predicts. This is, however, a result of a selection bias of the
placed on particles with pitch angle less than 1 radian. Larger pitch angled particles are
typically lost from the system and hence the electrons which remained in the Polywell
typically had pitch angles less than 1 radian. Hence these particles had radial turning
distances less than the predicted average thus skewing the population average towards
the center of the device. At higher coil currents this eﬀect is reduced as much more of
the electron population were reﬂected multiple times and hence produce a population
average closer to the predicated value.
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3.5 Power loss
We can use Eqn. 3.6 to derive a power loss relation. The power loss, Pl, due to electrons
leaving the device is given by
Pl = −dN
dt
Ke, (3.20)
where e is the elementary charge unit hence, Ke is the energy removed from the system
by each particle in SI units. Upon making the previous substitutions we made for Eqn.
3.13, we obtain
Pl = 4.30× 10−13Nmax K
7
4√
IR
3
2
. (3.21)
Here we have assumed steady-state operation such that Nmax is the maximum number
of electrons contained within the device supplied with an appropriate electron injec-
tion current. Approximating the volume of the virtual cathode to a cubic volume of
conﬁnement of length R, then Eqn. 3.21 can be rewritten as
ρˆl = nmax4.30× 10−13 K
7
4√
IR
3
2
, (3.22)
where ρˆ is the power loss density and nmax is the maximum number density of electrons.
It's important to note that nmax is not independent of the Polywell parameters. In order
to determine the power loss when maintaining a virtual cathode we ﬁrst must make
an assumption for the density of electrons within the Polywell. Here we have followed
similar conditions found in both Bussard's and Rider's analysis [63, 58]. Hence we have
also assumed the number density of the virtual cathode core was radially uniform.
In order to determine nmaxwe need to make some assumptions about the electron
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distribution inside the Polywell. If we assume spherical symmetry and a constant
electron density then Poisson's equation can be expressed as:
∇2V (r) = − ρ
0
(3.23)
1
r2
d
dr
(
r2
dV (r)
dr
)
= − ρ
0
. (3.24)
Equation 3.24 can be immediately integrated leaving two constants of integration:
V (r) = − ρ
60
r2 +
C1
r
+ C2, (3.25)
which are determined by our open boundary conditions (i.e. V (∞) = 0 and dV (0) /dr =
0). In order to satisfy the second boundary condition, C1 must vanish, thusC1 = 0.
C2can be found by ﬁrst noting that the potential far from the virtual cathode appears
as a point charge such that
V (r) =
ρR3c
30r
(3.26)
V (Rc) =
ρR2c
30
(3.27)
for Rc 5 r < ∞. Equating Eqn. 3.27 and Eqn. 3.25 evaluated at r = Rcand solving
for C2 gives the particular solution to Poisson's equation for our situation:
V (r) =
ρR2c
60
(
3− r
2
R2c
)
, (3.28)
where Rc is the virtual cathode core radius, here assumed to be equal to R for the
domain 0 5 r 5 Rc.
If we assume that the potential well is centered at r = 0 and the well depth is
proportional to the kinetic energy of the electrons, K, then we can obtain an expression
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for the number density of electrons in the Polywell, n, by substituting these values into
Eqn. 3.28 and setting ρ = ne to give:
n =
20K
R2e
. (3.29)
Substituting this expression for nmax in Eqn. 3.22 and multiplying both sides by R
3
we obtain an expression for the power loss of maintaining a virtual cathode with a well
depth of K
Pl = 5.38× 10−13 0
e
K
11
4√
IR
. (3.30)
If we assume a volume of conﬁnement of about one litre, an electron injection energy of
10 keV, the power loss due to unconﬁned electrons is approximately 30 kW for steady
state conditions. Equation 3.21 suggests an equal improvement in power loss with
an increase in the size of the Polywell or an increase in the coil current. However
an increase in the potential well depth limits the performance due to the 11/4 index
causing excessive power loss, as provided by Eqn. 3.30.
It should be noted that we have implied that all electrons leaving the Polywell cube
region are considered lost to the system and hence we have not included any possible
recirculation electron current as proposed by Bussard [49]. Moreover, our analysis also
does not include collisions nor any space-charge aﬀects governing the cusp dynamics.
These eﬀects will change the operational eﬃciency of the Polywell and other magnetic
cusp devices [50].
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3.6 Low beta scaling law extension
We now move to derive scaling laws which include the potential well generated by our
virtual cathode. In general, we will follow a similar method to that used previously
but due to the introduced central potential well, the frequency factor in Eqn. 3.6 is
now spatially dependent instead of being a constant. We shall ﬁrst aim to derive a
more accurate period of oscillation for electrons trapped in a magnetic cusp trap in
the presence of a virtual cathode. To achieve this we must recalculate r¯0 taking into
account the eﬀect of the virtual cathode. We then update the scaling law accordingly.
3.6.1 Average adiabatic radial distance
Previously, we have derived the average radial distance for particles to behave adia-
batically in the face cusp of the Polywell, see Eqn. 3.4. This equation needs to be
modiﬁed to include the presence of the potential well formed by the virtual cathode
within the core of the Polywell. This means that the velocities of the particles are not
constant but are dependent upon their radial distance from the center of the device.
If we can assume that r0 occurs close to the center of the device, speciﬁcally r0 < R/2
then we need to solve for r0 again, using the following gyro-radius condition:
v⊥
Lm
 ωc. (3.31)
Here v⊥ is now a function of the potential, V (r), according to
v⊥ (r) = sin (θ)
√
2e
m
K (r), (3.32)
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where K (r) is the kinetic energy of the particle. The sin (θ) factor is introduced again
as we wish to weight our velocity with the distribution perpendicular to the magnetic
axis. (Refer back to Eqn. 2.58 for an explanation.) To determine K (r) we need
to make several assumptions about the system. If we assume the core density to be
uniform and the potential to vanish at the radius of the core, Rc, then the potential
can be expressed as
V (r) =
ρR2c
60
(
1− r
2
R2c
)
. (3.33)
Also, if we assume that the kinetic energy of the electrons near the center of device
is small compared to their potential energy. Finally, the magnetic energy term µB is
assumed to be negligible due to the magnetic ﬁeld strength vanishing at the center of
the device. Under these assumptions the kinetic energy, in eV, is simply
K (r) = E − V (r) (3.34)
=
ρR2c
60
− ρR
2
c
60
(
1− r
2
R2c
)
(3.35)
=
ρR2c
60
r2
R2c
(3.36)
=
Vwell
R2
r2. (3.37)
We shall assume that the radius of the core is approximately the radius of the coil,
for simplicity. Thus, Rc = R. We have also taken advantage of the fact that the
total energy of the electron is approximately equal to the well depth, for simplicity,
which is determined to be E = ρR
2
60
from Eqn. 3.33 as done previously by Bussard and
Rider [63, 58]. Equation 3.37 maybe reasoned diﬀerently to the way we derived it here.
Knowing that the electron's kinetic energy as a function of radial distance must be
parabolic, due to the potential energy expression being also parabolic, then the kinetic
energy function (in electron volts) is fully determined by the following:
1. The kinetic energy is positive deﬁnite.
86
Chapter 3. Zero beta simulation results and analysis with low beta
conﬁnement time scaling-law extension
2. It has negligible kinetic energy at the origin.
3. At the coils the electron's kinetic energy is equal to the total energy of the particle
where the total energy is set to the value of the potential well: Vwell.
Hence, it is reasoned that ρR
2
c
60
= Vwell.
Substituting Eqn. 3.32 for our expression for v⊥ into Eqn. 3.31 under the assump-
tion that the R.H.S. is approximately an order of magnitude larger than the L.H.S.,
we can now obtain an expression for r0:
r0 = 4R
(
12 sin (θ)
7µ0
√
m
e
√
Vwell
I
) 1
3
(3.38)
r¯0 ≈ 5.60×R
(√
Vwell
I
) 1
3
. (3.39)
We have used the weighted average angle of 1 radian for θ, as derived in Eqn. 2.55. In
comparison with Eqn. 3.4 r¯0 has become more sensitive to the ratio of
√
Vwell/I where
the power has increased to 1/3 instead of 1/4.
We need to ensure that our expression for r¯0 is smaller then R/2, else our magnetic
ﬁeld expression will not be correct. Using Eqn. 3.39 we can assign the inequality that
r0 < R/2 in order to see what parameters of current and potential well depths are
needed to work within our assumptions. Hence
R
2
> 5.60×R
(√
Vwell
I
) 1
3
(3.40)
thus
I > 1402×
√
Vwell. (3.41)
Hence, for a 10 keV potential well we need roughly 0.14 MA coil current in order to
satisfy our previous assumptions. It should be noted, however, that this is not a limit
imposed on the minimum performance of the Polywell. This is explicitly the limit
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needed for the adiabatic region to extend over the half the device radius, on average,
as required by our assumptions in our derivation of r¯0. However, it does allow one to
see a clear relation to the scaling of current and potential well depth needed to satisfy
this condition. In our simulation we will strictly adhere to the above derived parameter
limits for current and electron energy as the total energy of the electrons E ∼ Vwell.
3.6.2 Average frequency of oscillation
In order to approximately determine an average frequency and period of oscillation of
an electron's escape from the Polywell, with the included virtual cathode potential,
we must break up the radial distance into two regions as illustrated in ﬁgure 3.14. It
should be noted that the division between the two regions is at r0, which only varies
by at most 8.7% by changing the pitch angle by one standard deviation.
Region 1 is the non-adiabatic region. Here the magnetic force term maybe neglected
for two reasons:
1. As the magnetic ﬁeld varies as r3a as noted previously in [53]. Thus, the force
term, −µdB/dra , is suppressed for ra < 1.
2. We have previously restricted our analysis to r0 < R/2, yielding the smallest
suppression factor of 4.
We must include the electric force term in both regions which can readily be found by
taking the radial derivative of the potential from Eqn. 3.33:
E = −dV (r)
dr
=
2Vwell
R2
r (3.42)
For region 2, we will take a second order power series ﬁt for B (r) = ar2 + br + c on
the domain r0 < r 5 rT . A second order ﬁt was used as opposed to the previously
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Figure 3.14: The magnitude of the magnetic ﬁeld along a face axis with I=105A and
R=10 cm with spacing parameter s=1.25. Note that the peak of the magnetic ﬁeld is
at a maximum just beyond the coils of the Polywell. The two regions are segmented
by r0, which is shown here at an arbitrary point along the horizontal axis to align with
an example trajectory trace of an electron undergoing reﬂection at a radial distance
rT . Region 1 is the non-adiabatic region, and region 2 denotes the adiabatic section of
a sample electron reﬂection from a face cusp.
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used cubic expression in Eqn. 2.8 as we cannot assume r0 is always close to the center
of the Polywell. Also, rT may well be beyond the requirement that r < R/2. Thus,
a second order empirical ﬁt was found to suﬃciently approximate the magnetic ﬁeld
strength within the region r0 < r 5 rT , for our parameters of coil current, coil radius
and potential well depths. This leaves an equation of motion for the two sections:
r¨ (t) =

q
m
2Vwell
R2
r, 0 5 r 5 r0
q
m
2Vwell
R2
r − 2 µ
m
ar − µb
m
, r0 < r 5 rT
. (3.43)
The last two terms originate from the magnetic mirror force, Fm:
Fm = −µdB (r)
dr
(3.44)
= −2µar − µb, (3.45)
where we have substituted the second order, empirical, polynomial ﬁt to the magnetic
ﬁeld strength along the cusp axis, r, into Eqn. 3.44. Equation 3.43 maybe simpliﬁed
to:
r¨ (t) =

(λ1)
2 r, 0 5 r 5 r0
(λ2)
2 r − β2, r0 < r 5 rT
, (3.46)
where (λ1)
2 = 2
m
qVwell
R2
, (λ2)
2 = 2
m
(
qVwell
R2
− µa), and β2 = µbm . The general solution to
the two regions in Eqn 3.46 is
r (t) =

A1 sinh (λ1t) +B1 cosh (λ1t) , 0 5 r 5 r0
A2 sinh (λ2t) +B2 cosh (λ2t) +
β2
λ22
, r0 < r 5 rT
. (3.47)
One can immediately see that these solutions generally take the form of a linear combi-
nation of sinh and cosh functions. In order to determine the exact linear constants, A
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and B, we must apply the initial conditions to both regions. For region one r1 (0) = 0
and r˙1 (0) = v1 where v1 is the initial velocity of the particle which is small but non
zero due to the assumption that the kinetic energy of particle at the origin is small
relative to Vwell i.e. K (0)  Vwell. If the initial velocity is 0 then the particle would
not move from the center of the Polywell due to the force being identically 0 there as
well!
For region two, however, we may recast the time domain such that it is initially
0 again. Thus the initial conditions for this region are r2 (0) = r0 and v2 ≡ r˙2 (0)
becomes
v2 =
√
2e
m
K (r0) (3.48)
=
√
2e
m
Vwell
r0
R
(3.49)
≈ 3.32× 106
(
V 2well
I
) 1
3
. (3.50)
Upon substituting the initial conditions into Eqn. 3.47 and solving for A1 and B1,
region one we ﬁnd:
r1 (t) =
v1
λ1
sinh (λ1t) (3.51)
r˙1 (t) = v1 cosh (λ1t) (3.52)
t1 =
1
λ1
arcsinh
(
λ1
v1
r0
)
(3.53)
≈ 1.69× 10−6 R√
Vwell
arcsinh
(
v2
v1
)
. (3.54)
Note that if we substitute Eqn. 3.53 for t1 (the time it takes for the particle to reach r0
and assuming λ1
v1
r0  1) into Eqn. 3.52, and use the appropriate hyperbolic trigono-
metric identities, we recover r˙1 (t1) ≈ λ1r0 = v2 as required for the initial condition of
region two. Using the inverse-hyperbolic relation arcsinh (z) = ln
(
z +
√
z2 + 1
)
with
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Eqn. 3.54, the arcsinh
(
v2
v1
)
term maybe be simpliﬁed to ln (2)+ln (v2)−ln (v1) ≈ ln (v2)
if we assume v2  v1 and v1 is of order of unity. Thus
t1 ≈ 1.69× 10−6 R√
Vwell
[
15.0 +
2
3
ln (Vwell)− 1
3
ln (I)
]
(3.55)
. 24
λ1
(3.56)
. 4× 10−5 R√
Vwell
(3.57)
as the terms in the square brackets in Eqn. 3.55 are of order 10 due to Vwell and I
parameters being suppressed by the logarithm and by a factor of about a 1/3 for each
within reasonable operational Polywell parameter ranges. It is interesting to note that
as the current is increased t1 is reduced. This can be seen to be solely an aﬀect of r0
nearing the central null so the the electron distance to reach r0 is reduced hence, also
reducing t1.
After substituting the initial conditions to ﬁnd A2 and B2 for region two we ﬁnd:
r2 (t) =
v2
λ2
sinh (λ2t) +
(
r0 − β
λ22
)
cosh (λ2t) +
β
λ22
(3.58)
r˙2 (t) = v2 cosh (λ2t) + λ2
(
r0 − β
λ22
)
sinh (λ2t) (3.59)
t2 =
1
λ2
arctanh
(
v2/λ2
β
λ22
− r0
)
(3.60)
=
1
λ2
[
pi + arctan
(
v2/λ2
r0 +
β
λ22
)]
. (3.61)
We wish to ﬁnd the time taken for an electron to reach its radial turning distance from
r0 to rT and deﬁne this as t2. This happens when the electron's radial velocity becomes
zero. Hence we equate Eqn. 3.59 to 0 and solve for t. It should be made clear that
Eqn. 3.59 can only be 0 if λ2 takes complex values. In other words, when µa >
qVwell
R2
.
This can be recast as µd
2B(r)
dr2
> q d
2V (r)
dr2
. Thus, for the particle to be reﬂected the
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acceleration has to be negative in region 2 at some point before rT . As λ2 is purely
complex, with no real part, then we can take the imaginary part of Λ2 ≡ Im (λ2) then
Eqn. 3.59 can be rewritten as
r˙2 (t) = v2 cos (Λ2t)− Λ2
(
r0 +
β
Λ22
)
sin (Λ2t) (3.62)
t2 =
1
Λ2
[
pi + arctan
(
v2/Λ2
r0 +
β
Λ22
)]
(3.63)
=
1
λ1
√
γ
[
pi + arctan
( √
γ
(1+γ)
2r0
b
a
+ γ
)]
(3.64)
=
1
λ1
√
γ
pi + arctan
 √γ
(1+γ)2
2 sin2(1)R3
bˆ
aˆ2
+ γ
 (3.65)
≈ pi
λ1
(3.66)
≈ 5× 10−6 R√
Vwell
, (3.67)
where the dimensionless parameter γ =
∣∣∣1− a sin2(1)R3αr0 ∣∣∣ and is 0 < γ < ∞. aˆ = a/α
and bˆ = b/α. If γ < 0 this results in a divergent t2 value where the particle has
indeﬁnitely escaped the Polywell and hence never returns to the origin. For typical
Polywell parameters γ ∼ 1, resulting in the approximation to t2 in Eqn. 3.66 . The
term of pi is introduced in Eqn. 3.63 as we want only the ﬁrst positive root of equation
3.62. In obtaining this result we have assumed an average µ¯ value as seen in the next
section in Eqn. 3.83.
93
Chapter 3. Zero beta simulation results and analysis with low beta
conﬁnement time scaling-law extension
We are now in a position to determine the period, T , of oscillation using our pre-
viously derived values for t1 and t2.
T ≡ 2 (t1 + t2) (3.68)
=
2
λ1
[
arcsinh
(
λ1
v1
r0
)
+
1√
γ
(
pi + arctan
( √
γ
(1+γ)
2r0
b
a
+ γ
))]
(3.69)
≈ 4.5× 10−5 R√
Vwell
. (3.70)
This result is close to the intuitive period of oscillation T = 2rT/v = 2/λ1. The
diﬀerence is an increase by, at most, a factor of about 29. This is due to the electrons
slowing down their radial speed and being magnetically reﬂected back towards the
center of the device. This takes time and increases the period of oscillation by about
an order of magnitude which is a meaningful modiﬁcation to the previously derived
frequency and hence period of oscillation.
The conﬁnement time can be expressed as the product of the reciprocal of the
probability of loss per reﬂection, Ploss, and the period of oscillation, T ,
tn =
T
Prloss
(3.71)
Previously in Eqn. 3.9, it has been shown that P loss ≈ B02Bm , by using the cubic
expression for B0 = B (rˆ0) = αrˆ
3
0 and numerically determining Bm = 5.23 × 10−7 IR ,
the probability of loss per transit becomes
P loss ≈ rˆ
3
0
2.15
(3.72)
≈ 81.45
√
Vwell
I
. (3.73)
It should be noted that equation 3.73 demands I ' 81.45×√Vwell for the transmission
probability P loss 5 1. If this condition is not met then the electron will leave the
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Polywell with certainty.
Substituting equation 3.73 into 3.71 leads to a conﬁnement time expression of ap-
proximately
tn ≈ 5.53× 10−7 IR
Vwell
. (3.74)
We can see a signiﬁcant change in the exponents for our device parameters compared
to the previously derived conﬁnement time results in Eqn. 3.18, where we assumed
no virtual cathode formation. It's interesting to note its simpler form as well. The
diﬀerences will be discussed in detail at the end of the Chapter (see Section 3.7).
For equation 3.74 to apply one must have a suﬃcient coil current to sustain the
potential well. To derive this relationship we must ﬁrst calculate the radial turning
distance.
3.6.3 Radial turning distance
Using energy conservation we can determine rT by utilizing the fact that the total
energy of the particle is ∼ qVwell
qVwell = µB (rT ) + qV (rT ) (3.75)
Vwell − V (rT ) = µB (rT )
q
(3.76)
Vwell − Vwell
(
1− r
2
T
R2
)
=
mv22 sin
2 (θ)
2q
B (rT )
B0
(3.77)
Vwell
(rT
R
)2
=
mv22 sin
2 (θ)
2q
B (rT )
B0
, (3.78)
where in the third line we have used the continuity of the magnetic moment, µ, from
the boundary between regions one and two. If we take the average pitch angle then
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θ = 1 and also make use of the fact, from the previous section, that
v22 = λ
2
1r
2
0 (3.79)
=
2qVwell
mR2
r20 (3.80)
then
µ =
mv22 sin
2 (θ)
2eB0
eV T−1 (3.81)
=
Vwell sin
2 (θ)
B0
(r0
R
)2
eV T−1 (3.82)
µ¯ ≈ 2.60× 105 ×RV
5
6
wellI
− 4
3 eV T−1 (3.83)
thus equation 3.78 simply becomes
B (rT ) =
(
rT
r0
)2
B0
sin2 (1)
. (3.84)
This is very similar to the previous result of equation 3.19 except that now with the
potential term included in the energy conservation equation we need to weight the
R.H.S. by a factor of (rT/r0)
2, which is function of the Polywell's parameters. It is
useful to work with a normalized magnetic ﬁeld: Bˆ (rˆ) ≡ B (rˆ) /αs, where rˆ ≡ r/R is
expressed as a fraction of the Polywell radius, R, and αs was derived previously (see
equation 2.10). We can now solve for rˆ0 as a function of rˆT using B0 = αsrˆ
3
0
rˆ0 = sin
2 (1)
Bˆ (rˆT )
rˆ2T
. (3.85)
Figure 3.15 illustrates the relationship between rˆ0 and rˆT .
It is interesting to note that rˆ0 is located quite close to the center of the Polywell,
even for rather large average rˆT values. The maximum value of rˆ0 is 0.25 for an rˆT
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Figure 3.15: Plot of rˆ0 = sin
2 (1) Bˆ (rˆT ) rˆ
−2
T for spacing parameter s = 1.87. The linear
part of the graph from the origin to about rˆT ≈ 1.1 is due to Bˆ (rˆT ) being approximately
cubic on it's dependence on rˆT near the origin. This graph also highlights the maximum
value for rˆT and the corresponding rˆ0 value at the turning point. Beyond this point
the potential due to the central charge distribution overwhelms the mirroring potential
term, µB and the electron is, on average, lost. This section is highlighted in red.
value of 1.55. This is also the maximum value for rˆT and the corresponding rˆ0 value,
at the turning point. Beyond this the potential due to the central charge distribution
is greater than the mirroring potential term µB and the electron is, on average, lost. If
we take the upper average radial turning distance of rˆT = 1.55 as the limit of minimum
conﬁnement and using expression 3.39 we can derive the minimum conﬁnement current-
potential relation
I > 1.12× 104 ×
√
Vwell (3.86)
for a Polywell with spacing parameter of s = 1.87.
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3.7 Conﬁnement time Comparisons
In this chapter we have analytically derived two conﬁnement time expressions, one each
for the low and zero beta limits. There has also been recent experimental progress in
measuring the Polywell conﬁnement time of electrons [55]. This was done using a
capacitive probe to measure the plasma potential in the Polywell in order to determine
the scaling of the potential well as a function of Polywell parameters. The spatial
proﬁle of the potential well was measured by translating the capacitive probe along the
central axis of one of the Polywell coils. As for our low beta case, the potential well
was assumed to be formed from a spherical electron cloud with uniform charge density.
In order to derive an experimental, empirical scaling law for the electron conﬁne-
ment we ﬁrst assume a steady state condition between the injected electrons and elec-
tron loss rate:
dN
dt
= 0 = −λNmax + Ii
e
, (3.87)
where λ = 1/tn = P lossν and Ii is the electron injection current into the Polywell.
Consequently,
tn =
Nmaxe
Ii
(3.88)
=
8pi0RVwell
Ii
, (3.89)
where we have assumed the well depth is of the form of Eqn. 3.28. Thus by measuring
the potential well depth and electron injection current one may experimentally measure
electron conﬁnement time.
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β tn [s]
0 (5± 1.5)× 10−7R3/2I1/2K3/4
low 5.53× 10−7RIV −1well
Experiment 3.0× 10−6RI0.53±0.16i V −0.82±0.18exp
Table 3.1: Comparison of electron conﬁnement times in zero and low beta Polywells.
The experimental conﬁnement time is from a recent publication by Cornish[55] with
included errors in the scaling-law. In order to compare conﬁnement times we have
assumed Ii = I and K = Vwell = Vexp.
Using Eqn 3.89 and ﬁtting appropriate power laws to relate direct experimental
variables of coil current, Ii, and coil potential,Vexp, an experimentally derived scaling
law was inferred to be
tn exp = 3.0× 10−6RI0.53±0.16i V −0.82±0.18exp , (3.90)
(along with the missing standard error in the exponents as found in [55]). If we compare
this expression with our two previously derived (zero and low beta) electron conﬁne-
ment times in equations 3.18 and 3.74, we ﬁnd almost identical Polywell parameter
powers matching the low beta case as shown in Table 3.1. The only diﬀerence is that
the coil current parameter power is less, by a factor of about 2, when compared to
tn exp.
It would seem that this experimental conﬁnement time seems to more closely follow
the low beta scaling law than the zero beta scaling law. However, as the density of
electrons increases it is expected that the electron conﬁnement time scaling law should
converge to the low beta scaling law as found in Eqn. 3.74.
The experimental conﬁnement time also diﬀers from both expressions by approxi-
mately by a factor of 6 longer. This can be mainly accounted for by identifying that
the Polywell bias voltage is not the same as the potential well voltage. In previous
measurements it has been found that the potential well is only a fraction of the Poly-
well bias [55, 54, 46]. Also, the relationship between electron emission current from
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the electron source and the fraction of the electrons injection current into the Polywell
has not been clearly determined due to the interplay between magnetic ﬁeld shielding
and the electron-potential well dynamics [55].
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4
Electron recirculation and electrostatic cusp
plugging
In the interest of eﬃciently maintaining a virtual cathode arising in the center of the
Polywell, Bussard claimed that recirculation of electrons was needed in order for the
Polywell design to be a viable reactor [23, 49]. This claim is expanded upon using the
same simulation model from the previous chapter. In this thesis, recirculation is deﬁned
as electrons leaving the cubic volume region enclosed by the coils of the device via a
magnetic cusps and then re-entering the interior region through either the same cusp
or, following the magnetic ﬁeld lines, in through another cusp. As we will show, for this
to happen there must be bias on the Polywell that attracts the recirculating electrons
back towards the device, else the electrons are potentially lost to the chamber wall.
Physics of the electron-chamber wall interactions like secondary electron emission have
been ignored as this chapter is focused on electron conﬁnement and dynamics within
the vacuum chamber. We explore the size of vacuum chamber relative to the Polywell
dimensions needed for optimum conﬁnement.
A simpliﬁed analytical model is derived in order to determine the optimum pa-
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rameters for maximal electron conﬁnement in the low beta limit. This has important
implications for the design of the Polywell in terms of greatly increasing its virtual cath-
ode eﬃciency. The power loss from maintaining the virtual cathode with both electric
and magnetic conﬁnement is calculated and applied to a Maxwell electron distribution,
which would typically arise in fusion reactor designs [57, 58].
4.1 Vacuum ﬁeld Potential
Generally, in order to to determine the electric ﬁeld surrounding the Polywell coils
within a plasma one must solve Poisson's equation:
∇2V (r) = −ρ (r)
0
. (4.1)
However in the low beta limit the charge density is neglected and one is left with the
homogenous Poisson's equation: Laplace's equation
∇2V (r) = 0. (4.2)
It's important to note that the solution to Laplace's equation forms the homogeneous
term in the general solution to Poisson's equation. As Poisson's equation is linear, one
must also superimpose the solution to the Laplace equation in order to solve Poisson's
equation completely. Laplace's equation can be interpreted as the vacuum ﬁeld case
(low beta limit) and Poisson's equation as the self consistent potential generated by
the charges in the plasma. Only once the two solutions are combined can one obtain
the complete potential solution.
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The method of successive relaxation was employed in order to solve Laplace's equa-
tion with Dirichlet boundary conditions such that the chamber wall is set to ground
and the Polywell is set to a unit potential. As Laplace's equation is linear, one can
multiply by a factor equal to the applied potential to the Polywell's coils to obtain
the relevant solution. This method requires the three dimensional space in and around
the Polywell to be represented as a collection of points arranged on a mesh. Conse-
quently, the Polywell's surface must also adhere to the same mesh to form the boundary
conditions necessary to solve Eqn. 4.2.
In the case of a solitary coil, one might assume to work using a 2D, cylindrical
coordinate system taking advantage of the azimuthal symmetry of the system as it is
naturally represented in this basis. However, as mentioned in chapter 2, the Polywell
has local symmetry of this type but no simple, global symmetry that can be exploited in
order to reduce the dimensionality of the system. For this reason and for the computa-
tional simplicity we have chosen a 3D Cartesian grid to represent the discrete solution
points in the volume surrounding the Polywell. Also, for ease, we have assumed a
rectangular chamber wall enclosing the Polywell device. A potential drawback for this
method is that we must represent the coils of the Polywell as points on a rectangular
grid which must be handled with care.
The Midpoint circle algorithm is typically used to select which pixels to render to
best represent a circle on a 2D lattice. MATLAB has an in-built function using this
algorithm which we used to generate the coordinates of the six coils of the Polywell
in a three dimensional gridded space. Figure 4.1 illustrates the discretized circle used
for one of the Polywell coils. The coloured squares form our internal boundary subject
to the conditions such that the coils have a unit potential and the chamber wall is set
to zero potential. By exploiting the property of linearity in Laplace's equation we are
permitted to rescale the Polywell potential on the coils to an arbitrary value Vp.
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Figure 4.1: An example of a circle approximated using the Midpoint circle algorithm.
The same algorithm was used to approximate the six coils of the Polywell in three
dimensional, discrete space.
4.2 Solution by successive relaxation
We aim to obtain the solution to Laplace's equation on a three dimensional spatial
grid, in and around the Polywell. Thus, we wish to represent Laplace's equation in
a discretised form suitable for computation subject to Dirichlet boundary conditions.
One problem with the usual deﬁnition of the derivative, in computational studies,
is that it is not symmetric about the point of computation. By Taylor expanding
the potential, V (x, y, z), in terms of the neighboring points we can obtain a central
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diﬀerence expression for the second derivative.
V (x, y, z) ≈ V (x, y, z) + dx∂V
∂x
+
1
2
dx2
∂2V
∂x2
(4.3)
V (x− dx, y, z) ≈ V (x, y, z)− dx∂V
∂x
+
1
2
dx2
∂2V
∂x2
. (4.4)
Adding equations 4.3 and 4.4 and rearranging gives an approximation to the central
diﬀerence expression for the second derivative
∂2V
∂x2
≈ V (x+ dx, y, z)− 2V (x, y, z) + V (x− dx, y, z)
dx2
. (4.5)
This is easily extended to the three dimensional Cartesian case. Using a uniformly
spaced grid, deﬁned as dx = dy = dz = h, the Laplace equation becomes
∇2V ≈ 1
h2
[−6V + V+dx + V−dx + V+dy + V−dy + V+dz + V−dz] = 0. (4.6)
The subscripts of V have been introduced to denote the change in the arguments of V
which have also been omitted here for compactness. Solving Eqn. 4.6 for V leads to
an iterative solution to the Laplace equation
V =
1
6
(V+dx + V−dx + V+dy + V−dy + V+dz + V−dz) . (4.7)
Equation 4.7 would be the exact second order solution for V (x, y, z) except that the
neighboring points are also unknown. Initially, only the boundary points are known
and upon repeated iterations of Eqn. 4.7 the solution propagates along the domain,
originating from the boundary points. Thus, for appropriate Dirichlet boundary condi-
tions and repeatedly reevaluating Eqn. 4.7, V converges on the interior grid points to
the exact solution [73, 78, 75]. The rate of convergence will depend on the number of
grid points, their separation from the boundaries and the accuracy of the initial guess
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for the values of the potential at each grid point.
Figure 4.2 shows two views of the solution to Laplace equation by successive re-
laxation with Dirichlet boundary conditions such that a unit potential is ﬁxed at the
grid points representing the coils of the Polywell and the potential vanishes at a cubic
chamber wall surrounding the Polywell. The iteration was terminated when the solu-
tion reached an error tolerance one of 1 part in 100,000. The error was evaluated to
be the global average in the diﬀerence between the new calculated potential and the
previously calculated potential in the iterative process.
From inspection one can see that the potential within the Polywell is fairly uniform.
Even when one evaluates the diﬀerence between the potential at the coil faces and the
center of the Polywell, which is a diﬀerence of only 2.7%.
4.3 Simulation results and analysis
In order to investigate possible external electron recirculation we extend our previous
orbit theory simulation to the population of electrons that have left the volume of the
Polywell. In order to advance the particle using the Boris integration scheme both
the magnetic and electric ﬁelds must be calculated for each time step. The magnetic
ﬁelds were calculated directly at the position of the particle using the Bio-Savant Law
by evaluating Eqn. 2.2 for each time step. The electric ﬁelds were pre-calculated
using central diﬀerences applied to the equation E = −∇V where V is the vacuum
potential as calculated in the previous section. For each time step the electric ﬁeld
was interpolated from the nearest grid points to the position of the particle contained
within the cell, using the shape function described previously in section 2.3.
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Figure 4.2: Top: A rendered three dimensional mid-plane cross section of the solution
to the Laplace equation for the Polywell coils. The grid units are R/11 with 99 interior
grid points. Bottom: Colour map of cross section of the solution to the Laplace equation
for the Polywell coils.
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In the previous electron simulation we terminated the Boris integration scheme
when the electron left the cubic volume of the Polywell. We now wish to extend the
electron trajectories into the surrounding space around the Polywell. By using the ﬁnal
phase-space information from the last simulation we replicate, as accurately as possible,
the initial values of both position and velocity that escaping particles would possess
from emerging from the interior Polywell region. Along with the initial phase-space
information the associated Polywell parameters of each particle were also stipulated.
Thus the same coil current, radii and spacing Polywell parameters were employed
for each particle. The initial energy of the particle, K, was assumed to be equal to
the Polywell coil potential, Vcoils. However, due to diﬀering initial spatial positions
the potential energy of each electron was slightly varied. In order to standardise the
population, the bias on the Polywell, Vcoils, was modiﬁed for each electron such that
Vcoils =
100
Vˆ (0, 0, 0)
, (4.8)
where Vˆ (0, 0, 0) is the unit potential at the center of the Polywell. This simply rescales
the potential well so that the potential in the central part of the well is equal to
the kinetic energy of the electron. However, during the previous simulation it was
assumed that the potential within the interior of the Polywell was constant. The slight
diﬀerence between the potential at the center of the Polywell and the potential at the
ﬁnal calculated position (on the surface of cubic boundary around the coils) results in
the electron having a small fraction of extra kinetic energy, KX , deﬁned as
KX = V (0, 0, 0)− V (xf ), (4.9)
where xf is the ﬁnal position of the electron as calculated in the previous simulation.
If an electron gun is used to inject electrons into the Polywell, using the Polywell
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bias as the extracting electrode (as performed in previous Polywell experiments [55, 54])
then KX can physically result from excess kinetic energy resulting from the birth of the
electron from thermionic emission from a ﬁlament. Thus, KX is the kinetic energy an
electron attains prior to entering the potential well generated by the ﬁeld coils. Also,
if an electron population evolves from a mono-energetic distribution towards a thermal
distribution then a fraction of electrons will be upscattered and possibly acquire enough
energy to escape the potential well. Thus, KX plays an important physical role in
determining if the electron will collide with the chamber wall and hence contribute to
electron loss from the system. It should be noted that the collisionality of fast electrons
is very low, and are lost from the interior of the Polywell long before they slow down,
whereas energy upscattering is slower, even than the other collision frequencies, so that
the fast electrons will remain very close to their initial energies until leaving the interior
Polywell.
For the case when the Polywell bias was Vcoils = 0, one may envision that electrons
follow the magnetic ﬁeld lines outward and back into the interior of the Polywell.
However, it was immediately observed that all electrons were lost to the chamber wall
with very little deviation from their original emerging trajectory. This is a consequence
of the selection of initial conditions of the electrons chosen for the simulation. Indeed,
all electrons that escape the magnetic cusp vacuum ﬁelds are necessarily located in
the loss cone. This implies that the electrons are weakly connected to the magnetic
ﬁeld lines and hence only experience a minimal force due to spatial gradients in the
magnetic ﬁeld. Thus, they strongly maintain their initial radial trajectory outward
from the Polywell and intersect with the chamber wall. The degree to which particles
maintained their initial trajectory was only enhanced as the coil currents were increased
due to selecting particles with even smaller pitch angles. In order for recirculation to
play a feasible role in mitigating electron transport losses the Polywell may be positively
biased with respect to the chamber wall in order to electrostatically draw electrons back
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to the Polywell.
Figure 4.3 shows an example trajectory for electrons circulating in exterior Polywell
magnetic ﬁelds. An example of Bussard's claims of electron recirculation [49] can be
seen in the top ﬁgure of an electron re-entering the Polywell along a corner cusp. Note
the radial recirculation distance is of order several coil radii from the center of the
Polywell. Figure 4.4 illustrates an electron trapped, for the duration of the simulation,
outside of the Polywell. This is due to the electron being reﬂected from the cusp,
resulting in the particle being excluded from the interior of the Polywell. This is due
to the magnetic moment of the particle being changed from the original value during
the exterior transit. In a dense plasma, this may also result from collisions between
particles.
However, in the zero beta limit this can only result from the particle entering a
magnetic ﬁeld region that is non-adiabatic as deﬁned previously by Eqn. 3.1. In
this spatial region the magnetic moment is not constant and the electron assumes a
new magnetic moment value as it recirculates back into the Polywell. This results in a
possibly higher magnetic moment which prohibits re-entry into the interior of Polywell.
Any charged particle approaching the Polywell from the outside experiences a force,
F = −µ∇B where −∇B now points outward resulting in a magnetic mirror eﬀect,
which can potentially reﬂect particles away from the Polywell. Thus, it is conceivable
that a population of electrons may become trapped in the surrounding space exterior
to the Polywell. Alternatively, if the total energy of the electron E > q4V and
the moment magnetic is not of suﬃcient magnitude then the particle will escape the
potential well and collide with the chamber wall.
We have restricted the simulation to using only the 100 eV electrons for a 1 cm
radius Polywell with coil currents of 1, 10 and 100 kA. Table 4.1 shows the tabulated
results of the simulation. There is a remarkable maximum in the number of recirculated
electrons with 10 kA coil current in that the vast majority of electrons successfully re-
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Figure 4.3: An example of an electron orbit in the external magnetic ﬁeld of a positively
biased Polywell using the Boris integrator scheme. Electrons were initiated from the
phase-space information of lost electrons from the previous simulation. The top ﬁgure
shows an electron leaving a face cusp and returning through a corner cusp, demon-
strating recirculation. On the bottom, the corresponding radial position as a function
of time of the external electron orbit. The coil current and radii were 100 kA and 1
cm, respectively.
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Figure 4.4: Top: Part of an external electron orbit under going mirror reﬂections from
the cusp ﬁeld geometry that prohibits particle reentry. Bottom: The corresponding
radial information of the electron expressed as multiples of the coil radii, R. The coil
current and radii were 100 kA and 1 cm, respectively.
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I (kA) 1 10 100
Total N 1199 319 362
Unresolved 33 7 11
Recirculated (%) 57.3 99.0 22.9*
Lost (%) 41.4 0.940 77.6*
t¯r/tn 150 12.4 8.82
SEM (t¯r/tn) 10.9 1.15 0.403
r¯max/R 2.67 2.81 4.66
SEM (r¯max/R) 0.0251 0.0206 0.0348
Table 4.1: The tabulated results from the recirculation simulation of 100 eV electrons
exterior to a 1 cm radius Polywell. N is the total population of electrons simulated for
the given coil current, I. The number of particles which were still in orbit outside of the
Polywell were designated as Unresolved particles. The recirculation and lost fractions
were calculated by ﬁrst subtracting the unresolved particles from the total population.
tr is recirculation time for the particle. Thus, t¯r/tn is the average recirculation time
of the population that successfully re-entered the Polywell, expressed as a fraction of
conﬁnement time as deﬁned in Eqn. 3.18. *It was observed that 45 electrons were
reﬂected before the magnetic peak, behind the coil face. Consequently, these electrons
were excluded from the analysis. SEM is the standard error mean. And r¯max is
the average of the maximum radial distance of electron population that successfully
re-entered the Polywell.
entered the Polywell interior. However, with increased coil current the performance is
dramatically reduced. This may again be attributed to the initial conditions for our
selection of the electron population. If the coil current is high, then the particle's initial
velocity at r0 will be mainly parallel with the magnetic ﬁeld lines resulting in a small
value for the magnetic moment of the particle. This can be shown using conservation of
energy and knowing that the magnetic potential term must be less than the total energy
of the particle, set equal to K, in the zero beta simulations. Again, using conservation
of magnetic moment we obtain an upper bound for µof the escaping particles:
µBm < K (4.10)
µ <
K
Bm
(4.11)
µ <
KR
IB′m
. (4.12)
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This implies the electron is weakly coupled with the magnetic ﬁeld and hence, may
escape the electrostatic potential well. Of those that returned, the maximum radial
distance was nearly the radius of the vacuum chamber. This suggests that if a larger
vacuum chamber volume was employed fewer trajectories would intersect with the wall,
resulting in a higher electron recirculation current.
To test the validity of this we should be able to derive a rough approximation of
t¯r/tn assuming a constant radial velocity, and no external mirror reﬂections
t¯r
tn
≈ 2r¯max
vtn
(4.13)
≈ 3.14 (4.14)
for the I = 10 kA coil current case. This is the same order of magnitude as the
simulation results.
However, it is clear for the low coil current example, the external electrons undergo
many external mirror reﬂection before returning to the device. This is evident from the
comparatively long recirculation time scale of t¯r/tn ≈ 150. This maybe anticipated due
to the much weaker magnetic ﬁelds. For the particle to remain adiabatically invariant
the magnetic length scale, (which is independent of coil current) must be much greater
than the Larmor radius: Lm  rg ∝ R
√
K/I. Hence, as the coil current is decreased,
the Larmor radius may become comparable to Lm, much closer to the magnetic ﬁeld
peak. Thus, the non-adiabatic region shrinks as 1/I around the Polywell, enabling a
larger population of electrons to be trapped exterior to the Polywell for possibly one
to two orders of magnitude times longer than the conﬁnement time.
Even for the 10 kA coil current case, where there seems to be a good balance between
vacuum chamber size and Polywell coil current for maximising electron recirculation,
the average recirculation time is approximately 10 times longer than the corresponding
conﬁnement time as shown in Table 4.1. Also, using the optimum r¯max/R value, the
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ratio between Polywell device size and vacuum chamber size is approximately
(5/4)3
(2.81)3
≈ 0.09. (4.15)
Thus, over 90% of the vacuum chamber volume is needed for the recirculation of elec-
trons. This scaling seems to make recirculation of electrons an unfeasible mechanism
to mitigate electron transport power losses for large Polywells. However, it should be
noted that electron recirculation has been successfully observed in our simulations and
may provided a feasible mechanism to mitigate electron transport losses in smaller
sized Polywell devices.
4.4 Electrostatic plugging of the cusp
The presence of electrons recirculating exterior to the Polywell would not seem to be
the most eﬃcient condition in order to establish and maintain a central virtual cathode
for the parameters simulated. Although Bussard's claim that electron recirculation can
mitigate electron losses has, to some extent, been shown to be valid in the previous
section, it is still not ideal due to the recirculation electron current spending a sub-
stantial time outside of the Polywell device and the volume of the vacuum chamber
needed to facilitate recirculation. Whilst recirculating, the electrons do not contribute
to the central charge density and also a fraction of electrons can become trapped in the
external space of the Polywell and, possibly, lost to the chamber wall. In this section we
consider a possible method to improve upon Bussard's electron recirculation proposal;
similar that mentioned in Doland's review [50]. Please note, in this section electron
losses need not be exclusively to the chamber wall. Instead, losses may also pertain to
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Figure 4.5: The on-axis magnetic, electric and combined potential plots for a unit test
charge with a constant magnetic moment of µ = 30.3 eVT−1. The magnetic ﬁeld was
generated by Polywell coils with radii of 1 cm and coil current 100 kA. The potential
well was set to -100 eV at the coils relative to the grounded chamber wall at 4.5 cm
from the center of the device. It is important to note that particles can be trapped in
the local minima in the combined potential plot. Physically, this occurs if the magnetic
moment is small enough that the peak in the combined plot is less than the particle's
total energy. If the particle enters a non-adiabatic region, far from the coils, then the
particle can acquire a new magnetic moment value. An increased value can prohibit
possible recirculation of current back into the Polywell and thus the charge is trapped
outside the Polywell until the magnetic moment of the particle is reduced suﬃciently.
repeller plates used to electrostatically impede outward electron current as the physics
remains unchanged so long as the geometry is approximately similar and the potential
diﬀerence between the Polywell and chamber wall/repeller plates is equal.
One possible method to reduce recirculation time and increase the internal conﬁne-
ment time of electrons is to superimpose the position of the peak in the magnetic ﬁeld
with the chamber wall/repeller plates. Taking advantage of the fact that the peak in
the magnetic ﬁeld lies outside the coil faces of the Polywell, it is conceivable that even
a ﬂat chamber wall could be positioned at this location to reduce the overall size of
the vacuum chamber and hence reduce costs. If repeller plates are chosen, then there
will be at least 14 repeller plates of size comparable to the cusp area, positioned on the
faces and corners of the device; more if one wants to plug the edge cusps as well. In
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this example, the Polywell will be essentially surrounded by a similar shaped geometry
and potential, when compared to positioning the chamber wall at the same distance
behind the coils. Thus, we will assume that there will be negligible diﬀerence between
positioning repeller plates and the chamber at the same distance around the Poly-
well. For the remaining analysis we will assume the Polywell is completely surrounded
with a grounded, cubic vacuum chamber positioned at the peak in the magnetic ﬁeld
generated by the ﬁeld coils of the Polywell.
Figure 4.5 shows both magnetic and electrostatic potentials as seen by a test particle
with magnetic moment µ. In this example the grounded chamber wall is set to be 4.5R
from the center and hence, the peak of the potential well does not overlap with the
magnetic potential peak located a distance approximately 1.5R from the center. This
creates the possible condition for particles to be trapped in the local minimum between
these two peaks. As the total potential, U , seen by the particle in the adiabatic region
is simply the sum of the magnetic and electric potentials, then in order to create the
highest potential wall, Um, to impede electron losses, we expect
Um = µBm + ∆V, (4.16)
where ∆V is deﬁned to be potential diﬀerence between the initial adiabatic position,
r0, and the repeller plate, which is now positioned at the peak of the magnetic ﬁeld,
Bm, i.e. ∆V ≡ V (rm) − V (r0). In the high beta limit r0 has been shown to be very
close to the center of the device in Sec. 3.6.3. Thus, we will approximate V (r0) to be
the vacuum potential in the center of the Polywell.
By taking advantage of the potential diﬀerence we have eﬀectively made an electro-
magnetic cusp trap, which we will refer to by name henceforth. The modiﬁed trap is
expected to have enhanced conﬁnement performance for a single plasma species. This
is desirable as we wish to only conﬁne electrons with this technique in order to improve
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the eﬃciency of the virtual cathode. Oppositely charged plasma species like ions are,
by design, expected to be solely conﬁned by local potential well formed by the virtual
cathode and thus are not aﬀected by this modiﬁcation as they do not traverse much
further beyond the core of the Polywell if we assume minimal ion upscattering.
Our next aim is to develop new analytic expression for the transmission probability
of the electromagnetic cusp in order to analyse the expected improved performance.
We start by using conservation of energy at the initial adiabatic point, r0, and the ﬁnal
turning point,rf :
qV (r0) + eK0 = qV (rf ) + µB (rf ) , (4.17)
where at the ﬁnal turning point the particle has no kinetic energy parallel to the
magnetic ﬁeld. We can re-write the ﬁnal energy term in Eqn. 4.17 as
µB (rf ) =
eK⊥0
B (r0)
B (rf ) (4.18)
= eK0 sin
2 (θ)
B (rf )
B (r0)
(4.19)
by taking advantage of the adiabatic invariant condition, demanding that µ is con-
served, and also that K⊥0 = K0 sin2 (θ). Substituting Eqn. 4.19 into Eqn. 4.17 and
solving for sin2 (θ) we obtain
sin2 (θ) =
B (r0)
B (rf )
(
1− q [V (rf )− V (r0)]
eK0
)
. (4.20)
If the pitch angle, θ, of the particle is less than the critical angle, θc, then the particle
will be in the loss cone and may consequentially be lost to the system.
In order to determine the new transmission probability, which now includes the
electrostatic potential correction, we need to ﬁnd a new expression for the sin2 (θc)
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term in Eqn. 3.7. Replacing B (rf ) by Bm, and B (r0) by B0 in Eqn. 4.20, we ﬁnd the
critical pitch angle of a conﬁned particles is given by
sin2 (θc) =
B0
Bm
(
1∓ ∆V
K0
)
(4.21)
=
B0
Bm
(
1∓ 1
α
)
. (4.22)
In Eqn. 4.22 we have chosen to express the central kinetic energy, K0 of the particle as
a fraction of the potential well depth by introducing a new dimensionless parameter,
α ≡ K0/ |∆V |. The ∓ stipulates if the central vacuum potential is a minimum (−)
or maximum (+) with respect to particle. For the analysis for this section, we shall
assume the zero beta limit and neglect plasma collective eﬀects.
Therefore, the new probability of conﬁning a particle in the electromagnetic cusp
is given by
P loss = 1−
√
1− B0
Bm
(
1− 1
α
)
(4.23)
≈ B0
2Bm
(
1− 1
α
)
(4.24)
if sin2 (θc) is small. It is important to note that Ploss is a function of not only the
adiabatic magnetic ﬁeld ratio but also of energy. We must take care in order to interpret
Eqn. 4.23 as it is an immediate consequence that if α < 1 then the probability is
negative! This must be physically interpreted as the particle having identically zero
chance to escape the electromagnetic cusp trap. Essentially this implies a cut oﬀ energy
such that if the total energy of particle is less than ET < ∆U , where ∆U ≡ q∆V , (which
is always positive in our case) then the particle is trapped with certainty. An example
of the improvement in particle conﬁnement is shown in Fig. 4.6 along with a graph of
the fraction of extra particles reﬂected in comparison with just the magnetic cusp trap
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Figure 4.6: On the left, an example comparing transmission probability, Ploss, functions
of both electromagnetic cusp (EM Cusp) and magnetic cusp (Mag. Cusp) trap with a
constant magnetic ratio B0/Bm = 0.01. Note the transmission probability is identically
set to zero if α < 1 for the EM cusp function. The ﬁgure on the right shows the
improvement in particle conﬁnement deﬁned as 1 − Ploss EM/Ploss Mag., and expressed
as percentage. This can be interpreted as the percentage of extra particles reﬂected in
the electromagnetic cusp trap in comparison to the magnetic cusp trap, as function of
α.
scenario.
Also, particle species with charge such that the central potential is a maximum,
(i.e. particles that would be repelled from the Polywell coils) may still be conﬁned
even though the electrostatic force is acting to extract the particle from the interior
of the Polywell. However, the conﬁnement performance is dramatically reduced as
Ploss = 1, when α = B0/ (Bm −B0).
In the limit as α → ∞ Eqn. 4.23 converges to the magnetic mirror scenario as
expected. Also, if the particles are upscattered there is still a signiﬁcant improvement
in the transmission probability. For example, 10% of the population of particles, with
an energy that is an order of magnitude greater than the potential well depth, will
return. These particles would otherwise be lost if the additional electrostatic conﬁne-
ment method is not employed. Thus, we expect a thermalised electron population to
perform signiﬁcantly better in the electromagnetic (EM) cusp in comparison to the
magnetic cusp trap.
This introduces the interesting idea of using the EM cusp trap for conﬁning ions
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at thermonuclear energies. By simply applying a negative bias to the Polywell coils
relative to the chamber wall, ions should also exhibit signiﬁcantly increased conﬁnement
times. Thus, the coils of the Polywell act like the traditional gridded cathode structure
with magnetic cusp ﬁelds shielding the coils from the energetic ion population. The
magnetic cusp ﬁelds also enhance ion conﬁnement through the ion coupling with the
magnetic ﬁelds. Electrons could be introduced into the center of the EM trap in order
to mitigate the central space charge due to the ion density forming a virtual anode.
Perhaps by exploiting the mass dependence in B0 in Eqn. 4.23, the species densities
and the magnetic cusp ﬁelds of the EM trap could be optimised to balance electron
transport losses with fusion energy gain. However, for the remaining analysis we will
restrict ourselves to focus solely on electron conﬁnement in the EM cusp trap for the
formation of a virtual cathode for IEC fusion purposes as originally envisioned by
Bussard.
The previous zero beta conﬁnement time in Eqn. 3.18 is easily modiﬁed to include
the electrostatic plugging eﬀects. By replacing Ploss with the new derivation result we
obtain
tn = 5× 10−7 ×
√
IR
3
2
K
3
4
(
1− ∆V
K
)
. (4.25)
Thus, as ∆V/K → 1 the particle is indeﬁnitely conﬁned due to at least some energy
being stored in the magnetic potential term, µB.
However, there are two drawbacks to using electrostatic plugging. As the grounded
boundary is brought closer to the ﬁeld coils, the potential in the center of the device
sags. Figure 4.7 shows the calculated potential proﬁle along a face cusp for these two
examples. In the x = R/11 example in Fig. 4.7, where the separation distance between
the ﬁeld coils and the boundary is 0.24R, the potential drops to 27% of the applied
potential to the coils. Contrast this with a sag of 77% if the boundary is separated by
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Figure 4.7: Calculated potential proﬁles along a magnetic face cusp for two diﬀerent
boundary separation values. The lower blue curve is reduced due to only being a
distance of 0.24R from the ﬁeld coils. The green curve represents the potential proﬁle
for a boundary separation distance of 3.3R.
a distance of 3.3R. In order to compensate for the reduction of the vacuum potential
in the center of the device the Polywell ﬁeld coils must be ﬂoated to a higher potential
deﬁned as
Vcoils =
Vvw
Vˆ (0, 0, 0)
, (4.26)
where Vcoils is the potential of the ﬁeld coils and Vvw is the desired vacuum potential
in the center of the device, relative to the grounded boundary. The increased potential
diﬀerence and reduced distance between the ﬁeld coils and the chamber wall may
present arcing problems in Polywell experiments.
Another drawback is that the potential well depth can be signiﬁcantly reduced
and the potential proﬁle changed. Figure 4.8 illustrates two example positions of the
chamber wall, Rw, with identical charge densities. Any solution to Poisson's equation
must vanish at the grounded chamber wall. For example, the solution to Poisson's
equation for a localised uniform charge density using a core radius Rc, with open
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Figure 4.8: Radial potential proﬁles along a magnetic face cusp for two diﬀerent Rw
values. On the left, Rw = 4.5R and the right Rw = 1.5R. Vv is the vacuum potential
where Vcoils is scaled to ensure the potential is 100 V in the center. Vp is the potential
derived using Eqn. 4.29 when r < Rc and an adjusted 1/r potential, matched to the
boundary conditions, for Rc ≤ r ≤ Rw. Vwell = 100 V for both ﬁgures, which also
implies equal charge densities. Rc was set to be equal the radius the coil radius, R,
and Vt = Vv + Vp.
boundary conditions is simply equivalent to a point charge potential
Vopen (r) =
ρR3c
30r
. (4.27)
However, for the potential to vanish at the chamber wall where Rc 5 Rw <∞, we
must globally subtract the point potential at Rw. Thus, the potential inside the core,
for r ≤ Rc is
Vp (r) =
ρR2c
60
(
3− r
2
R2c
)
− ρR
3
c
30Rw
(4.28)
=
Vwell
3
(
3− r
2
R2c
− 2Rc
Rw
)
. (4.29)
In the limit as Rw → Rc the central potential in the virtual cathode, Vcenter, is dimin-
ished by a factor of 1/3 relative to the open boundary example. This reduction in the
central potential can be mitigated by increasing the uniform electron charge density
by a factor of 3.
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4.5 Low beta and thermalised electromagnetic cusp
power loss
As seen in the previous section, the introduction of space-charge eﬀects changes the
potential proﬁle within a low beta Polywell volume. The potential proﬁle plays an
important role when evaluating ∆U , which is required for calculations involving cusp
losses. However, in order to calculate ∆U , Rc must be known. Figure 4.9 plots diﬀerent
plasma potential proﬁles with three key values of Rc where we assumed that the core
density is much greater than the cusp density: ncore  ncusp. It is clear that the total
energy of the particle is equal to the potential at the maximum of the potential proﬁle.
As Rc is reduced the total energy of the electron converges to the central vacuum
potential, in this case 100 V. The potential well is deﬁned to be the Vwell = Vcenter−Vmax
where we have set Vcenter = 0 by adjusting the electron charge density in the core. Also
note, V (r0) ≈ Vmax in the case where Rc = R/10. A virtual cathode core of R/10
has also been reported and used in literature [57, 46] and is used here to simplify
our analysis. Thus, we assume, if Rc ≈ R/10 then ∆V = V (r0) ≈ Vmax ≈ Vcoils.
For a collision-less, mono-energetic electron distribution the power loss due to electron
transport will be the same as Eqn. 3.30 except weighted by a factor of (1− 1/α) so
long as α > 1; otherwise Pl = 0.
However, Rider has suggested that for thermonuclear fusion plasma conditions the
electron thermalisation timescale is three to six orders of magnitude faster than the
electron loss timescales [58]. Thus, it is expected, to at least some degree, electron
thermalisation will play a role in virtual cathode performance. We wish to analyse the
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Figure 4.9: Radial potential proﬁles along a magnetic face cusp for three diﬀerent
values of virtual well core radii, Rc. r0/R ≈ 0.27 for each plot and r0 was calculated
using Eqn. 3.4 with coil current equal to 100 kA. The central vacuum potential was set
to 100 V and the virtual cathode core charge densities were scaled such that plasma
potential vanishes at r = 0. It is assumed that the core density is much greater than
the cusp density: ncore  ncusp.
improvement of an electromagnetic cusp in comparison to a magnetic cusp in conﬁning
a thermalised electron population and consequentially calculate virtual cathode power
losses.
In order to derive an analytical expression for electron power loss due to electron
transport in a thermalised electron plasma, we must substitute a modiﬁed expression
for the rate of electron loss, dN/dt, into Eqn. 3.20. It is assumed at equilibrium the
virtual cathode will reach a steady state of number of electrons conﬁned inside the
device, Nmax, and the rate of electron population loss is also, proportional to Nmax.
Also, electrons with energy less than ∆U will be trapped with certainty, hence they do
not contribute to the Power loss. Thus, the total power loss due to electron transport
is given by
Pl =
∞ˆ
∆U
dEνPlossf (E)NmaxE, (4.30)
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where Nmax is given previously in Eqn. 3.29, ν is the frequency of transit given by
v/2R =
√
E/2meR
−1 and f (E) is the thermalised distribution for the electron energy
given by
f(E)dE =
2√
pi
β
3
2
T
√
E exp [−βTE] dE (4.31)
and βT = 1/kBTe. We shall assume, for simplicity, the plasma temperature to be
proportional to the kinetic temperature; thus βT = 3/(2∆U). When the Polywell
is operating in steady sate, we will assume that the temperature of the plasma does
not change. Although there is an energy loss mechanism due to electron transport,
there will also be a replenishing injection current with power equal to the energy loss
rate. Consequently, we will simplify our analysis and assume that the temperature of
the plasma remains constant. This also implies that Nmax is constant in steady state
operation.
Let us substitute our expressions into Eqn. 4.30 and evaluate the integral
Pl =
∞ˆ
∆U
dE
B0
2Bm
(
1− ∆U
E
)√
E
2eme
1
R
2√
pi
β
3
2
T
√
E exp [−βTE] 20R∆U
10e2
E(4.32)
≈ 27.0
I
0
√
2
pie5me
∆Uβ
3
2
T
∞ˆ
∆U
(
1− ∆U
E
)
E5/2 exp [−βTE] dE (4.33)
≈ 2.0× 105√e(∆V )
3
I
 7√
6exp [1]3
+
√
pi
3
erfc
[√
3
2
] (4.34)
≈ 5.5× 10−5 (∆V )
3
I
Watts, (4.35)
where B0/Bm ≈ 270.1
√
∆V/eI−1and erfc [x] is the complementary error function de-
ﬁned as erfc [x] = 1 − erf [x]. One major feature of this result is that the electron
transport power loss is independent of device size, R. This is because we have held
∆V constant, forcing the electron population producing the virtual cathode to scale
linearly with device size. However, the frequency factor, ν, also varies as the inverse
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of device size and these two terms act to cancel out the overall dependence on R. If
we decouple the plasma density from ∆V , for example by introducing an additional
equal number of ions and electrons into the device with constant density nn, then Nmax
will scale as Nmax ∝ nnR3 in the limit where the neutral density, nn  nc where nc
is the electron density required to produce the virtual cathode in a vacuum. However,
this ignores any electrostatic shielding eﬀects of the plasma but does serve to illustrate
that the electron transport power loss should scale with R2 as the density is increased
beyond nc.
The cubic scaling of ∆V in Eqn. 4.35 is very close to our previous power-law scaling
in Eqn. 3.30. However, there is a signiﬁcant change in power-law scaling for the coil
current parameter. The inverse scaling of coil current, I, greatly improves upon the
previous power loss scaling in Eqn. 3.30. For example, if ∆V = 10 kV then the power
loss for a thermalised electron distribution is approximately 60 W, in order to maintain
the virtual cathode.
Figure 4.30 shows plots of Eqn. 4.35 and compares the performance of magnetic
cusps with and without electrostatic plugging for a thermalised electron energy distri-
bution. We can see the contribution of the repeller plates reducing the power loss in
Eqn. 4.32 by the introduction of the −∆U/E term. Also, in the absence of repeller
plates the energy cutoﬀ ∆U would be set to zero in the lower integration limit, as we
must now integrate over the whole domain of the Maxwellian distribution. The ∆U
dependence is retained through the expressions for βT and Nmax, both being linear
functions of ∆U . This results in the power loss for the electromagnetic cusp case be-
ing approximately 46.5% of the magnetic cusp power loss for all ∆U , for a thermal
distribution of electrons.
Finally, as the electron transport power loss rises, so too must the current density,
J , inside the magnetic cusps. The Child-Langmuir Law describes space-charge limited
ﬂow for the case when collision-less electrons are emitted with negligible velocity from
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Figure 4.10: Electron transport power loss comparison between mono-energetic dis-
tribution, thermal magnetic cusp and thermal electromagnetic cusp electron energy
distribution with kBTe = 2e∆V/3. A Polywell coil current of 1 MA and radius 1 m
was used for the calculation.
a grounded, cathode plate in a vacuum diode, and also assuming constant current
density:
J =
40
9
√
2e
me
∆V 3/2
d2
, (4.36)
where d is the plate distance separation between the cathode and the anode. At ﬁrst this
does not seem to describe our scenario where electrons start with a considerable kinetic
energies, (assumed here to be equal to ∆V ) at what is eﬀectively an anode, and then to
come to rest at the repeller plate, which is a grounded cathode relative to ∆V . However,
this actually closely describes our scenario, only in reverse. Classical mechanics and
electrodynamics are both invariant under time and space (parity) symmetry. Thus, in
our case, the electron current can be considered to be ﬂowing in the opposite direction,
relative to the Child-Langmuir case and the spatial symmetry reverses this direction,
yielding the same conditions as in the original derivation of the Child-Langmuir law.
We must also assume a constant velocity for all particles, thus we restrict our analysis
to the mono-energetic case.
However, there are two diﬀering assumptions. First, the vacuum potential is not
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linear with distance between our eﬀective anode and cathode. The vacuum potential
proﬁle, in our case, can be seen in the blue plot on the domain rmax 5 r 5 1.5R
in Fig. 4.9 where rmax ≈ 0.6R is deﬁned to be the axial position at the peak in the
potential. The potential in this spatial region arises due to the sum of the central virtual
cathode and the Polywell potential, and is not linear in with distance. Second, we
must assume the magnetic potential plays a negligible role in mitigating space-charge
current. This is reasonable as the magnetic moment for particles that can physically
escape the electromagnetic trap must be much smaller than the average value in order
to escape the electrostatic well. Thus, any escaping electrons are weakly coupled to
the magnetic ﬁeld. If this isn't the case then the magnetic ﬁeld would only serve to
reduce the current density and hence our calculation yields an upper limit on J .
We can express the current density due to electron transport power loss, Jl as
Jl =
Pl
14∆V A
, (4.37)
where A is the area of the cusp, which we will approximate to several times the area
of the Larmor radius such that A = kpir2g , r
2
g = 2 sin
2 (θc)me∆V/eB
2
m and 1 5 k < 10,
as also done in Rider [58]. The factor of 1/14 is introduced in Eqn. 4.37 due to the
electron cusp power loss being shared equally amongst all 14 cusps and θc is the critical
pitch angle. For our power scaling laws to avoid space-charge limited ﬂow we demand
that Jl 5 J , thus
I3K−4
(
1− 1
α
)−1
Pl 5
112kpi5.630
9Bˆm
3
√
2me
e
(4.38)
. 99.7k
b3
(4.39)
. 3.16 (4.40)
when k = 1, Bˆm = b×10−7 is the maximum normalised magnetic ﬁeld strength, and we
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have set b = 3.16. Importantly, the electrostatic correction coeﬃcient, (1− 1/α), will
cancel if the electron distribution is mono-energetic. Substituting the zero beta power
loss formula into Eqn. 4.40 yields a space-charged limited relation of approximately
I5
K5/2R
. 1.1× 1010. (4.41)
Hence it is expected that for 10 keV electrons, space charge eﬀects should begin to take
place when the coil current is approximately I = 104R1/5 . This implies that a further
reduction of electron cusp power loss should result from space-charge limited ﬂow in
an electrostatic plugged cusp, low beta, Polywell.
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Conclusions and further work
The introductory chapter gave an overview of the motivation and operation of IEC fu-
sion devices designed to spherically converge and focus ions from an electrical discharge.
This approach was contrasted with the two, open and closed, magnetic conﬁnement
schemes. It was shown that the Polywell design utilises physics from both conﬁne-
ment schemes. The magnetic ﬁeld pressure is designed to create a virtual cathode by
trapping negative space charge in the center of the device, thus eliminating conduc-
tion losses to a physical cathode structure, and potentially oﬀers improved conﬁnement
performance.
The magnetic ﬁeld structure was calculated using the Biot-Savart Law and a bal-
ance between peak magnetic ﬁeld strengths for the three diﬀerent magnetic cusps was
estimated to be when the Polywell coil spacing was R/4. In chapter 2 the author ad-
dressed the electron conﬁnement time and electron transport power loss scaling laws
in both zero and low beta Polywell devices. The zero beta Polywell parameter space of
electron injection energy (K), Polywell coil radius (R) and coil current (I), were simu-
lated using a Boris integration scheme in order to determine electron conﬁnement time,
average electron position and electron cusp power losses as a function of the variable
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set. This parameter space was examined over several orders of magnitude of variation
in each parameter. It was shown that electric ﬁelds arising from pulsing the ﬁeld coils
contributed negligibly to conﬁnement time for the parameter ranges investigated.
The average radial adiabatic distance, r0, (the distance from the center of Polywell
in which the magnetic moment of particle becomes invariant) was analytically derived
to be a function of the Polywell parameters and pitch angle. It was shown, using
orbit theory simulations and an ensemble average value for the pitch angle, that the
magnetic moment is a conserved quantity beyond the average radial adiabatic distance.
The scaling law for the electron conﬁnement time was derived empirically and found to
be proportional to tn ∝
√
IR
3
2K−
3
4 . A similar scaling law was derived by considering
electron cusps losses as mirror losses where the magnetic moment was re-sampled upon
each cusp reﬂection.
The zero beta derived scaling law is only accurate if the electron critical ﬂux surface
is inside the device radius, and thus
√
I/K > 85. Furthermore, the single particle model
considered is only valid for low electron densities. Further improvements to this model
would include collective plasma eﬀects such as space-charge and diamagnetic eﬀects on
the plasma potential, solved in a self-consistent manner. Thus, this analysis neglects
collective electron plasma eﬀects such as electric ﬁelds and diamagnetic exclusion of
the magnetic ﬁelds.
The zero beta scaling law predicts an exponential decrease of electron numbers
over time. From this, power loss rates and densities were calculated for maintaining a
virtual cathode. It is predicted that power-loss densities can be greatly reduced with
increased Polywell size.
The dependence of the average electron turning radius of electron position on the
Polywell size was obtained analytically and also conﬁrmed by the zero beta simulations.
The analysis showed that reﬂected electrons, on average, may stop at a radial distance
along the magnetic cusp and be reﬂected back towards the central magnetic null. The
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residence time of the electrons is greatest at the point of reﬂection, and accordingly we
could infer a radius at which a `shell' of electrons would form.
Extending the analysis to the low beta Polywell regime, we have recalculated the
electron conﬁnement time and average radial turning distance with the inclusion of
the virtual cathode potential arising due to an assumed uniform charge density in the
center of the device. Due to the presence of the central virtual cathode the electron
dynamics in the core of the device was altered and an expression for the new period
of electron core oscillation was analytically derived along with a new adiabatic radial
distance. It was found that for electron reﬂection to take place r0 . R/4 for a Polywell
spacing parameter of s = 1.87. Using the derived period of electron core oscillations,
a new conﬁnement time scaling-law for a low beta Polywell electrons was found to be
proportional to tn ∝ IRK−1.
This model can be readily extended by considering, in general, a non-uniform space
charge in the center of the device. The exact dynamics of electron core density may be
solved in the low beta limit by solving the coupled VlasovPoisson equations. Thus,
realistic electron injection currents may be solved in the future, yielding insight into
the virtual cathode core as a function of coil current and electron injection current.
We have also investigated Bussard's claim that electron recirculation exterior to
the Polywell volume can signiﬁcantly mitigate electron transport power losses. This
was done both analytically and through numerical integration similar to our previous
computer simulation. In order to replicate the initial conditions of electrons leaving
the Polywell through the magnetic cusps, we used the ﬁnal phase-space information of
escaping particles as the initial conditions for our continued computer simulations.
It was immediately apparent that without a positive bias imposed on the Poly-
well coils the majority of electron trajectories intersected with the grounded chamber
wall placed several coil radii away from the center of the device; for our parameters
simulated. However, electron recirculation was observed upon applying a bias to the
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ﬁeld coils, thus generating a potential well and enhancing recirculation. The vacuum
potential of the ﬁeld coils was computed by solving Laplace's equation using successive
relaxation on a 3D grid with boundary conditions such that the potential at the coils
was Vp and zero at the vacuum chamber wall. The ﬁeld coil potential was dependent
on the initial position of the electron and hence, was rescaled for each particle. For our
analysis we restricted our simulations to 100 eV electrons using a Polywell coil radius
of 1 cm.
Although electron recirculation is possible if the Polywell is biased, it was observed
that the external electron population spends approximately an order of magnitude
longer outside the Polywell than inside the volume of the device, due to exterior mag-
netic reﬂections from the magnetic cusps. Also, the average maximum radial distance
increased with coil current to several coil radii. The volumetric ratio of interior Poly-
well volume to chamber size required for adequate electron recirculation was found to
be less than 10% for our best case simulated electron population. Thus, over 90% of
the volume inside the vacuum chamber would be dedicated to external electron recir-
culation. However, in a Polywell reactor, there must be suﬃcient space between the
coils and the walls for maintenance and reduction of heat loads to manageable levels.
Therefore, it is quite possible that 90% of the volume may be between the coils and
the walls, which would not compromise the economics excessively.
Our parameter space for the simulation was by no means exhaustive. Further
studies should aim to investigate a much larger range than what was undertaken here.
If the exterior electron population density is suﬃcient in certain locations, for example
just outside the magnetic cusps, then space-charge eﬀects might alter our conclusion.
By placing electrostatic repeller plates at the magnetic cusps, or equivalently, reduc-
ing the distance between the ﬁeld coils and the grounded vacuum chamber one should
be able to enhance conﬁnement of a single charged plasma species. Analytical mod-
iﬁcations to the transmission probability were derived and found to greatly enhance
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conﬁnement time. The recalculated electron transport power losses were found to be
signiﬁcantly reduced for a mono-energetic electron distribution. Also, calculations for
electron losses for a hypothetical, thermalised electron distribution were performed and
a scaling law derived in the low beta limit. For a thermal electron distribution it was
shown that the electromagnetic cusp trap power loss is always approximately 47% of
the power loss for the solely magnetic cusp trap.
Finally, the Child-Langmuir Law was employed in order to determine the thresh-
old for space-charge limited ﬂow in the magnetic cusps. An inequality was derived
that related the Polywell parameters to this threshold for a mono-energetic electron
distribution for an electrostatic plugged cusp, low beta Polywell.
A study of multi-species, space-charge dynamics is required to further investigate
virtual cathode potential well structure and lifetime. Plasma shielding eﬀects can
potentially play a critical role in the performance of the device. Thus, in the high
beta limit, one must in general solve the Boltzmann equation with the appropriate
collisional operator for each plasma species. Then inferences about the performance of
the Polywell design as a fusion device can be fully assessed.
An interesting extension to using the electromagnetic cusp trap is to change the
bias on the coils, relative to the chamber wall, such that ion conﬁnement is signiﬁcantly
enhanced instead of electron conﬁnement. The ion coupling with the magnetic cusp
ﬁelds not only shield the physical cathode coils but also lead to enhanced ion conﬁne-
ment within the electromagnetic trap. Electrons could be introduced into the center
of the EM trap in order to mitigate the central space charge due to the ion density
forming a virtual anode. Perhaps by exploiting the mass dependence in B0 in the
particle loss probability equations, the species densities and the magnetic cusp ﬁelds of
the EM trap could be optimised to balance electron transport losses with fusion energy
gain. It would also be expected that a signiﬁcant reduction in Bremsstrahlung radia-
tion losses would result due to the reduction of electron density relative to the virtual
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cathode case. Further studies of the electromagnetic cusp trap in both virtual cathode
and anode modes are required to assess the potential fusion performance improvements
proposed.
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A
Boris integration method example
The following is the MATLAB code employing the Boris integration scheme for the
solving the equations of motion for a charged particle in orthogonal, spatially uni-
form, electromagnetic ﬁelds. This simple plasma simulation code was partially used to
generate ﬁgures 2.4 and 2.5 in the Test cases and error analysis section (see Section
2.6).
% Written by David Gummersall (2013) to illustrate a working
% example of the Boris particle update method. The example
% given simply demonstrates the E x B drift of an electron 's
% guiding center. Feel free to extract the body 'as is ' in
% order to use it for your own means.
clear all;
% Constants
q = -1.60218e-19; % Electron charge.
me = 9.10938188e-31; % Electron mass.
fact = q/(2*me);
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%Initial vectors and fields. Values are for example only.
initvPerp = 1; % Initial perpendicular speed to Mag Field.
p_p = [0 0 0]; % Position vector p_p stands for particle
position.
p_v = [0 initvPerp 0]; % Velocity vector p_v stands for particle
velocity.
B = [0 0 1]; % Magnetic field vector at p_p.
E = [1 0 0]; % Electric field vector at p_p.
dt = 0.2*me/norm(q*B); % Time increment. Keep this less than 0.2/w
where w is the gyro -frequency given as e*B/me.
runMax = 1e4; % Number of steps.
% Initialisation of plotting and working variable
x = zeros(1,runMax +1); % Just used for plotting. Not needed.
y = x; % Just used for plotting. Not needed.
z = x; % Just used for plotting. Not needed.
diff = x; % Just used for plotting. Not needed.
theta = x; % Just used for plotting. Not needed.
theoryX = x; % Just used for plotting. Not needed.
theoryY = x; % Just used for plotting. Not needed.
diffx = x; % Just used for plotting. Not needed.
diffy = x; % Just used for plotting. Not needed.
dtReal = dt; % Tempory
dt = -0.5*dt; % The push back timestep that needs to be
run first to update the particle 's velocity only.
stepNum = 0;
while stepNum <= runMax
stepNum = stepNum + 1;
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% Just plotting stuff. Not needed
x(stepNum) = p_p(1);
y(stepNum) = p_p(2);
z(stepNum) = p_p(3);
%%%%% This needs to be run for each time step. %%%%%
T = fact*B*dt;
t2 = dot(T,T);
S = 2*T/(1+t2);
vminus = p_v + E*fact*dt;
vdash = [vminus (2)*T(3)-vminus (3)*T(2)+vminus (1) vminus (3)*T(1)
-vminus (1)*T(3)+vminus (2) vminus (1)*T(2)-vminus (2)*T(1)+
vminus (3)];
vplus = [vdash (2)*S(3)-vdash (3)*S(2)+vminus (1) vdash (3)*S(1)-
vdash (1)*S(3)+vminus (2) vdash (1)*S(2)-vdash (2)*S(1)+vminus
(3)];
p_v = vplus + E*fact*dt;
% The push back part is implemented here. dt is reset after
first run then particle position (p_p) is updated there
after.
if dt == dtReal
p_p = p_p + p_v*dt;
else
dt = dtReal;
end
% Test against theory
w = abs(fact *2);
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theta(stepNum) = w*dt*(stepNum -1);
% Comment out which ever section you are testing against.
% Larmor Radius
%rg = norm(initvPerp)/w;
%theoryX(stepNum) = rg*sin(theta(stepNum));
%theoryY(stepNum) = rg + -rg*cos(theta(stepNum)) - norm(E)/norm
(B)*theta(stepNum)/w;
% E cross B
rg = (initvPerp + norm(E)/norm(B))/w;
phi = pi/2;
theoryX(stepNum) = -rg + rg*sin(phi + theta(stepNum));
theoryY(stepNum) = -(rg*cos(phi + theta(stepNum)) + norm(E)/
norm(B)*theta(stepNum)/w);
diff(stepNum) = norm([ theoryX(stepNum),theoryY(stepNum) ,0] -
p_p);
diffx(stepNum) = theoryX(stepNum) - p_p (1);
diffy(stepNum) = theoryY(stepNum) - p_p (2);
end
%Graphing
hold all
figure (1)
grid on
xlabel('X')
ylabel('Y')
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zlabel('Z')
plot3(x,y,z)
plot3(theoryX ,theoryY ,zeros(1,runMax +1));
axis square
hold off
figure (5)
plot(theta/w,diff)
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B
Induced electric ﬁeld eﬀects
This appendix elaborates in more detail the negligible eﬀect in our simulation data of
including an induced electric ﬁeld due to a changing current and resulting B ﬁeld's
time dependence in the coils of the Polywell.
It was conceivable that the E×B drift acting on the electron's guiding center
could provide a useful mechanism for enhancing the conﬁnement of electrons inside
the Polywell. However, noting that the magnetic force term in the Lorentz force is
proportional to v |B|, the force due to the magnetic ﬁeld will be, for our simulation, six
orders of magnitude greater than the electric force term due to the upper limit imposed
on the simulated electron velocities.
Figure B.1 compares the simulation results of a static B ﬁeld against a rising B
ﬁeld for coil currents of 10 and 100 kA. The diﬀerence between the two example data
sets was minimal. This result was seen across the whole data set, independent of
coil radius and electron energies used in the zero beta simulation. Thus, we conclude
that the induced E ﬁeld has a negligible eﬀect on electron conﬁnement over the dI/dt
parameter ranges chosen for the simulation.
Although the electric ﬁeld force was negligible, compared to the magnetic ﬁeld
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Figure B.1: Fraction of 100 eV electrons contained within a 10 cm radius Polywell,
over the simulation duration. The two curves are nearly indistinguishable between the
pulsed and steady state coil currents simulated. Thus, there is negligible diﬀerence
in electron conﬁnement by pulsing the Polywell coil currents, over the range of values
used in the zero beta simulation.
force, there was still a possibility for heating or cooling eﬀects of electrons. Comparing
the initial velocity and ﬁnal velocity of electrons, an average change in energy can be
calculated using
F =
∣∣∣∣Kf −KiKi
∣∣∣∣ (B.1)
where F is the fractional change in energy, f and i represent the ﬁnal and initial states,
respectively. Figure B.2 shows the average absolute change in energy for diﬀerent
Polywell radii, R. It was seen that the energy of most electrons increased linearly with
with dI/dt during conﬁnement within the Polywell; regardless of initial energy. This
results in a very narrow Gaussian distribution where the standard deviation, σenergy,
was directly proportional to an increase in electric ﬁeld strength and Polywell radius
according to the empirically derived formula:
σenergy = 1.87× 10−8 ×R× dI
dt
(B.2)
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Figure B.2: Comparison of average absolute fractional change in electron energy with
order of magnitude increase of coil current for the given Polywell radii (R).
An increase in Polywell radius resulted in an increase in the energy change due to an
increase in the conﬁnement time. A least squares ﬁt to the plots in ﬁgure B.2 resulted
in the following relationship:
F = 4.57× 10−9 ×R× dI
dt
(B.3)
Even the maximum pulsed coil current used in this simulation resulted in negligible
energy change. This can be accounted for due to the motion of the electrons being
chaotic in nature within the Polywell system, which results in a net zero electric force
with a slight distribution around this value: σenergy. Thus, it is assumed that the
induced electric ﬁeld eﬀects are negligible for the duration of the simulation.
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Face cusp magnetic ﬁeld strength ﬁt
In this appendix we obtain the on-axis magnetic ﬁeld strength as a function of axial
distance from the center of the Polywell to the location of the ﬁeld coil. In order to
simplify our analysis we wish to work in normalised units such that R = I = 1 and
restrict ourselves to spacing parameter of s = 1.25. One can then apply the following
transformations to obtain the particular magnetic ﬁeld values, B, as a function of axial
distance, r, from the normalised values denoted with a hat symbol:
B (rˆ) = B′ (rˆ)× I
R
(C.1)
r = rˆ ×R. (C.2)
Figure C.1 shows the calculated magnetic ﬁeld values along with the least squares
ﬁtted red line to the data. An R-squared value of 1 was obtained when a forth order
polynomial ﬁt was chosen accordingly to be:
B′ (rˆ) = 10−7 × (−4.27× rˆ4 + 8.70× rˆ3 − 2.24× rˆ2 + 0.23× rˆ) . (C.3)
The ﬁtted function can be inverted to give rˆ (B′) using the general formula for roots
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Figure C.1: This ﬁgure shows the on-axis face cusp magnetic ﬁeld strength as a function
of distance from the center of the Polywell to the ﬁeld coil position. Both magnetic
ﬁeld strength, B, and axial distance, r/R, have been normalised such that R = I = 1.
The blue circles are the calculated magnetic ﬁeld values at each point and the red line
is the least squares ﬁt to the data. An R-squared value of 1 was obtained when a forth
order polynomial ﬁt was chosen.
to the quartic equation.
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Table of symbols
The following is a list of the main symbols used in this thesis along with a brief
description of use of each symbol. All units are stated in International System of Units
(S.I.) except for energy which is typically in units of eV unless stated otherwise in the
text.
Symbol Description
A = magnetic vector potential
A = eﬀective area of the magnetic cusp at maximum ﬁeld strength position
B = magnetic ﬁeld vector
B′ = scaled magnetic ﬁeld vector = B/α
Bˆ = unit magnetic ﬁeld = B×R/I
B0 = minimum magnetic ﬁeld strength for particle to behave adiabatically
Bm = maximum magnetic ﬁeld value along the cusp axis
BT = magnetic ﬁeld at particle turning distance
c = speed of light in vacuum
d = plate distance separation in Child-Langmuir Law
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Symbol Description
dl = inﬁnitesimal line segment vector
E = particle energy
ET = total energy of the particle
e = elementary charge
F = force vector
fα = distribution function for charge species α
G = universal gravitational constant
h = grid spacing used in solution to Laplace's equation
I = Coil current
Ie = experimental electron injection current into the Polywell
J = current density vector
Jl = electron transport loss current density
K = kinetic energy
K0 = kinetic energy of the particle at the adiabatic radial distance
K⊥0 = perpendicular kinetic energy of the particle at the adiabatic radial distance
KX = particle kinetic energy value in excess of central potential well
k = Coulomb's constant
kB = Boltzmann constant
Lm = magnetic length scale = |B/∇B|
m = mass of a particle
me = mass of electron
mi = mass of ion
N = number of electrons
Nmax = maximum number of electrons within the Polywell volume at equilibrium
n = particle number density
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Symbol Description
nc = electron number density required to produce the virtual cathode in a
vacuum
ncore = density in the virtual cathode core
ncusp = density along in the magnetic cusps
ne = electron number density
n0e = surplus electron density above neutrality
ni = ion number density
nmax = maximum electron density of electrons within the Polywell volume at
equilibrium
nn = neutral plasma number denisty
P = probability distribution function
Pbr = Bremsstrahlung radiation power loss
Pfus = fusion power
Pi loss grid = power loss to the grid through ion collisions
Pl = power loss due to electron transport losses
P loss = probability of loss
PMag = magnetic pressure
Pplasma = plasma pressure
Q = ratio of fusion power to plasma power losses in steady state
q = charge of a particle
qi = charge of ion species
R = Polywell coil radius
Rc = radius of the virtual cathode
Rw = distance to the chamber wall
r = displacement position vector
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Symbol Description
r0 = adiabatic radial distance
r¯0 = average adiabatic radial distance
rˆ0 = normalised average adiabatic radial distance
rE = equivalent electrostatic radius of the sun
rG = radius of the sun
rg = gyro-radius radius = Larmor radius= mv⊥/ |qB| = v⊥/ωc
rm = radial position of maximum potential energy
rmax = radial position at which the potential is a global maximum
r¯max = average maximum radial distance, external to the Polywell
rT = radial turning distance
rˆT = normalised average radial turning distance
s = spacing parameter = distance from center of the Polywell to a coil face,
expressed as a fraction of coil radius, R
Tp = plasma temperature
T = period of electron oscillation inside the Polywell = 1/ν
Te = electron temperature
tmax = maximum simulation time
tn = electron conﬁnement time
tn exp = experimental electron conﬁnement time
tr = external electron recirculation time
t¯r = average external electron recirculation time
U = electric potential energy
Um = maximum potential energy value
V = electric potential
Vˆ = unit electric potential such that 0 5 Vˆ 5 1
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Symbol Description
Vcenter = central potential in the virtual cathode
Vcoils = electric potential applied to the coils of the Polywell = Polywell coil
potential
Vexp = experimental coil potential
Vmax = maximum potential of the virtual cathode
Vp = virtual cathode potential
Vt = full potential due to the sum of the vacuum potential and virtual cathode
potential = Vv + Vp
Vv = vacuum potential
Vvw = arbitrary central vacuum potential
Vwell = central electric potential of the virtual cathode
v = velocity vector
v‖ = velocity component parallel to the magnetic ﬁeld
v⊥ = velocity component perpendicular to the magnetic ﬁeld
Z = proton number in the nucleus
α = ratio of kinetic energy to well depth at radial adiabatic distance =
K0/ |∆V |
αs = magnetic scale factor = 35µ0I/(64
√
2R)
β = ratio of plasma pressure to magnetic pressure
βT = thermodynamic beta = 1/kBT
∂s = inﬁnitesimal path length vector
∆L = simulation grid point spacing distance
∆t = simulation time step
∆U = potential energy diﬀerence between initial adiabatic position and repller
plates/chamber wall
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Symbol Description
∆V = potential diﬀerence between initial adiabatic position and repller
plates/chamber wall
0 = vacuum permittivity
θ = pitch angle = angle between velocity vector and magnet ﬁeld vector
θ = average pitch angle
θc = critical pitch angle
λ = reciprocal of conﬁnement time = 1/tn
λD = Debye length
µ = magnetic moment of a particle = mv2⊥/(2B)
µ0 = magnetic vacuum permeability
ν = conﬁnement frequency
ρ = charge density
ρE = equivalent average charge density of the sun
ρG = average mass density of the sun
ρˆl = power loss density due to electron transport losses from the Polywell at
equilibrium
σ = standard deviation
τfus = fusion time scale
τii = ion-ion collision time
ωc = electron angular cyclotron frequency = |qB| /me
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