We investigate the superconducting instability of a two-dimensional repulsive fermion gas with Rashba spin-orbit coupling αR. Using renormalization group approach, we find the superconducting transition temperature as a function of the dimensionless ratio Θ = 1 2 mα 2 R /EF where EF = 0 when the smaller Fermi surface shrinks to a (Dirac) point. The general trend is that superconductivity is enhanced as Θ increases, but in an intermediate regime Θ ∼ 0.1, a dome-like behavior appears. At a very small value of Θ, the angular momentum channel jz in which superconductivity occurs is quite high. With increasing Θ, jz decreases with a step of 2 down to jz = 6, after which we find the sequence jz = 6, 4, 6, 2, the last value of which continues to Θ → ∞. In an extended range of Θ, the superconducting gap predominantly resides on the large Fermi surface, while Josephson coupling induces a much smaller gap on the small Fermi surface. Below the superconducting transition temperature, we apply mean field theory to derive the self-consistent equations and find the condensation energies. The state with the lowest condensation energy is an unconventional superconducting state which breaks time reversal symmetry, and in which singlet and triplet pairings are mixed. In general, these states are topologically nontrivial, and the Chern number of the state with total angular momentum jz is C = 2jz.
I. INTRODUCTION
Unconventional superconductivity arising from purely repulsive fermion interactions was first studied by Kohn and Luttinger 1 . Although the bare interaction is repulsive, screening effects can give rise to attraction between fermions. In three dimensions, p-wave superconductivity is found at second order in the interaction 1 , while for a strictly parabolic dispersion in two dimensions (2D), it is known that repulsive interaction does not induce superconductivity to second order in the interaction, and one has to go to third order for the occurrence of superconductivity 2 . Since spin-orbit coupling plays an important role in many condensed matter systems, such as topological insulators, noncentrosymmetric systems, and some oxide interfaces, it is natural to ask: what is the role of spin-orbit coupling in this process? Does it enhance superconductivity? And what is the nature of the superconducting state? In this paper, we investigate the unconventional superconductivity in two-dimensional (2D) repulsive Fermi gas with Rashba spin-orbit coupling. (The superconductivity of Rashba model with attractive interaction has been addressed in Ref. [3] [4] [5] .) In an earlier Brief Report 6 , we have reported some main results of this work. In this paper, we include the details of the calculations. In addition, we clarify the pairing symmetry and topological properties of the unconventional superconducting states we found.
In Rashba model, the strength of the spin-orbit coupling is characterized by the parameter α R , which is tunable by the application of an external electric field perpendicular to the 2D system. We treat the Rashba spinorbit coupling α R non-perturbatively, so we can analyze the relative values of the mean-field transition temperature T c for an arbitrary value of the dimensionless ratio Θ = 1 2 mα 2 R /E F , where m is the (bare) fermion mass and E F is the Fermi energy, measured from the Dirac point. In the strictest sense, in 2D Kosterlitz-Thouless theory should be used to treat the phase transition, and the transition temperature T KT < T c . However, since we are working in the weak coupling limit, the pairing energy scale is much smaller than the zero temperature phase stiffness energy and 1 − T KT /T c ∼ T c /E F ≪ 1, justifying the approach presented here.
Our study is formulated within the renormalization group (RG) approach 7 . We integrate out high energy modes, and derive effective interactions for low energy modes. We perturbatively calculate the renormalization of the interactions, and derive the RG flow equations which describe how the interactions evolve with lowering the energy. The effective interactions, as well as the RG equations, can be decoupled in angular momentum channels. Although singlet and triplet pairs are mixed by spin-orbit coupling 4 , since the Hamiltonian commutes with the z-component of the total angular momentum, J z = L z + S z , we can label the pair states according to j z , the eigenvalue of J z . The decoupled effective interactions in each channel follow the same RG equation, but have different initial values. In some channels, they diverge at some energy scale as the RG flow runs. Among all the channels, the highest energy scale at which the divergence occurs is identified with the superconducting transition temperature.
The Fermi surface splits into two due to spin-orbit coupling, a large one and a small one, with helicity λ = +1 and -1, respectively. We find that the superconducting gap residing on the large Fermi surface always dominates, while momentum space Josephson coupling induces superconductivity on the small Fermi surface. The superconductivity is enhanced by spin-orbit coupling, since now it appears at second order of the repulsive interaction instead of third order. With Θ increasing from small values to infinity, the angular momentum channel j z in which Cooper pairs condense decreases as a arithmetic sequence with step 2, with an exception in the intermediate range of Θ (see Fig. 6 ). In the limit of large Θ, we find j z = 2. Our results can also be derived diagrammatically by summing the leading logarithms to all orders in perturbation theory, as has been done traditionally in treating Kohn-Luttinger effect 8, 9 . Also, our approach is similar to that of Ref.
10 (see also 11 ), which implements a two-step RG by first eliminating high energy modes down to an artificial cutoff and then running the RG flow from the cutoff. However, our single step RG is more economical.
In the superconducting state, mean field theory is applied to find the self-consistent equations and the condensation energies. There are two solutions to the selfconsistent equations, one fully gaps the Fermi surfaces and breaks time reversal symmetry (TRS), and the other has gap nodes and does not break TRS. The former has a lower condensation energy, hence is the physical state. In this state, only one of the two ±j z pairing components is finite, and singlet and triplet pairings are mixed. For example, j z = 2 state is a mixture of d x 2 −y 2 + id xy singlets, p x + ip y spin-up triplets and f x 3 −3xy 2 + if 3x 2 y−y 3 spin-down triplets. These TRS breaking states are topologically nontrivial, with the Chern number C = 2j z .
It is convenient to define a three-component vector D λ in such a way that the gap function on helicity-λ Fermi surface is ( D λ · Σ)(iσ y ), where Σ = (σ x , σ y , 1). For a general noncentrosymmetric superconductor, the gap function is usually defined as (ψ1 + d · σ)(iσ y ) where ψ is the order parameter for spin-singlet pairing while d is that for spin-triplet pairing. In our case, the z-component of the d-vector is zero since all the triplets are polarized. So we combine the x-and y-component of d with ψ to form the new vector D λ . In this way the gap function can be represented by D λ , which can be viewed graphically. We find
where ∆ λ is the pairing amplitude on the helicity-λ Fermi surface. We plot D ± (without the phase factor) around the two gapped Fermi surfaces schematically in Fig.1 . This paper is organized as follows. In Sec.II, we set up the Hamiltonian and solve the eigenenergies and eigenstates for the noninteracting Hamiltonian. In Sec.III, we formulate the problem using path integrals, and perturbatively expand the action to second order. Two diagrams, the particle-particle bubble and particle-hole bubble, contribute to the renormalization of the interaction. In Sec.IV, we explicitly calculate the particle-hole bubble, which will show up in our final expression for the superconducting transition temperature. In Sec.V, the higher order expansion is calculated, to serve as the RG flow. In Sec.VI, RG approach is applied, and the decoupled flow equations are found and solved in each angular momentum channel. In Sec.VII, the effective couplings and superconducting transition temperature T c are computed. The symmetry and topological properties of the unconventional superconducting states are illustrated in Sec.VIII. We summarize the paper in Sec.IX. The mean field theory below T c , including the Ginzburg-Landau theory, is derived in Appendix A.
II. HAMILTONIAN
We start from the single particle Hamiltonian of a twodimensional Fermi gas with spin-orbit coupling,
where the free electron term is
the spin-orbit coupling term is
where σ's are Pauli matrices, and the interacting term H int is dealt with later. Here θ k is the angle between k and k x -axis. The eigenenergies of the non-interacting Hamiltonian are
2 and the corresponding eigenstates are
The Fermi surface is split into two two Fermi surfaces by spin-orbit coupling, with different helicities. In second quantization form,
where c † kλ and c kλ creates and annihilates fermions with spin λ =↑ or ↓ and momentum k, respectively. Diagonalized in the helicity basis, the kinetic Hamiltonian becomes
where a † kλ and a kλ creates and annihilates fermions with helicity λ = 1 or −1, and momentum k, respectively. We will only focus on the general case with ǫ kλ > 0, and will not discuss the case with ǫ kλ < 0. for λ = ±1,The density of states of the two bands are
Here ν 2D = m 2π is the density of states per spin in 2D for α R = 0. The total density of states at any energy is 2ν 2D , the same as that of a 2D free electron gas, as expected. For simplification, we assume that the interaction between fermions is short range repulsive interaction, instead of Coulomb interaction. The interacting Hamiltonian reads
where u > 0. The components of k belong to the Bornvon Karman set {2πn/L} where n is an integer and L is the linear size of the system. In the weak coupling limit, uν 2D ≪ 1. In terms of the helicity eigenmodes, the interacting Hamiltonian is written as
where the scalar product of two spinors is
Antisymmetrizing the interaction, we have
III. PERTURBATIVE EXPANSION TO SECOND ORDER
In the perturbative expansion, we integrate out the high energy modes between the energy cutoff A and Ω ≪ A about the two Fermi surfaces, and derive an effective interaction for low energy modes. Suppose that the noninteracting action is S 0 and the interacting action is S int . Let the action be expressed as follows: (15) where φ < and φ > represent low energy modes and high energy modes, respectively, and S 0 is a quadratic function of its arguments that separates into low energy and high energy pieces and S int is quartic, which mixes the two. The partition function is
Cumulant expansion gives
to the second order, where denotes averages with respect to the high energy modes with action S 0 . Now we return to the full Hamiltonian
then the partition function is
where
In the above expressions, β = 1/(k B T ), and µ F is the exact chemical potential which acts to preserve average particle density. We adopt a shorthand expression for the multiple summations
and a(j) = a kj αj (τ j ), where α j = {µ, ν, λ, ρ}. At first order, the effective interaction is just the bare interaction.
In the Cooper channel we have
Another term at first order is the tadpole diagram, as shown in Fig.2 , which gives a correction to the chemical potential. The correction is δµ
, which is positive, and which guarantees that the average particle density remains fixed. In general, we are not aware of any argument why interactions should not renormalize the areas of the individual Fermi surfaces, while of course maintaining their sum fixed, but to first order we find no such renormalization. At second order, the term S int 2 cancel out unconnected diagrams in S 2 int , and we are left with connected diagrams, including particlehole and particle-particle diagrams, which renormalize the effective interaction in the Cooper channel. Following Shankar's notation 7 , we have
where both ZS and ZS' contribute to the particle-hole bubble. The particle-hole and particle-particle bubbles are shown in Fig.3 , with expressions
where the Green's functions are, for example
where i j indicates the helicity of particle j. Note that ZS' term differs from ZS term by exchanging two incoming 4 (or equivalently, two outgoing) particles, with a minus sign which results from Fermi statistics.
A. Particle-Hole Bubble
Now we need to evaluate the diagrams. The Kronecker delta and the momentum conservation facilitate the simplification of the expressions,
We can also set the imaginary times on all Grassman terms to τ . Therefore,
As mentioned, the only difference between ZS and ZS' is the exchange of two incoming or outgoing particles in the interaction and a minus sign in front. Thus we have
Combining ZS and ZS' terms, we find
where we have set
Thus the term multiplying the four Grassman numbers in the Cooper channel is automatically odd under both k → −k and
where the phase factor
Later, we will show that F µλαβ (k, k ′ , p) is a real function times the complex factor e i(θ k ′ −θ k ) , which is expected since the bare interaction is of such form (see Eq. (23)), and the renormalization of u should be real.
B. Particle-Particle Bubble
Now we turn to the particle-particle bubble -the BCS term. In the Cooper channel, we have
In the above expression, N ± are the densities of states of the two bands at the Fermi energy. The BCS term is the lowest-order term which gives rise to a logarithm. In the case with attractive electron-electron interaction, this term will result in the superconducting instability. However, in our case, where the interaction between electrons is repulsive, to search for the superconducting instability we need to go to higher order terms with logarithms. To second order, the full correction to the action can be written as
where we write
in which
We now calculate the phase factor
is a function of θ k −θ k ′ while not a function of θ k and θ k ′ separately, because of the rotational invariance of the Fermi surfaces. Also, as mentioned, Π µλ (k, k ′ ) should be a real function multiplying the complex factor e i(θ k ′ −θ k ) . Before seeing this clearly in the expression of Π µλ (k, k ′ ), we need some algebra. Let
and shifting θ p to θ p + θ Q , we have
We have neglected the terms containing sin θ p , since
It is natural to rescale all the momenta by the "Rashba momentum" k R = mα R , then
Similarly, the Fermi energy can be rescaled as
so the rescaled Fermi momenta are, in terms of the rescaled Fermi energy,
The zero temperature occupation factors require either p < k F α and |p + Q| > k F β , or p > k F α and |p + Q| < k F β . Using the above rescaling, we can write
where Θ is defined as Θ = R /E F = 1/ǫ F , and Λ µλ (Θ, cos φ) is real and equals
k and k ′ reside on Fermi surface µ and λ respectively, so k = k F µ and k ′ = k F λ . Such form of Π µλ (k, k ′ ) suggests that the particle-hole contribution in the Cooper channel at second order can be rewritten as
and since cos(φ + π) = − cos φ, the Taylor expansion of the term in the square brackets contains only even powers of cos φ. As a result, it can be decoupled into even angular momentum channels
where the Fourier transform reads
µλ (Θ) is real for all j z .
B. Evaluation of Λ µλ in Elliptic Coordinates
To evaluate Λ µλ , we need to calculate the double integral in Eq.(55). We notice that neither the angular nor the radial part can be done analytically. But numerical computation of the double integral is time consuming. Therefore, to proceed, we choose to rewrite Λ µλ in elliptic coordinates. In order to do so we need to shift p to p − 1 2 Q and transform from the polar coordinates to elliptic coordinates,
Using
and the Jacobian
and changing the variables to y = cos ψ since ψ appears only as cos ψ, we have
For α = β, we perform the y-integral first, which can be done in terms of elementary functions; similarly, for α = −β, we perform the x-integral first. The remaining integral needs to be done numerically. The step functions impose the upper and lower limit on the integrals. The final result for the antisymmetrized combination Λ 
V. PERTURBATIVE EXPANSION TO HIGHER ORDER
Now we consider the 3rd and 4th order terms which renormalize the Cooper channel. These terms are represented by diagrams shown in Fig.5 , and used to derive the renormalization group (RG) equations governing the flows of Cooper channel couplings. At third order of the cumulant expansion, we have three terms with logarithms,
while at fourth order, we have five such terms, 
VI. RENORMALIZATION GROUP APPROACH
We project the renormalized coupling into angular momentum channels denoted by j z , and define V r(jz) µλ through the expression
From the perturbative expansion to 4th order, we see that V r(jz =0) µλ contains only the terms of even powers in u, while V r(0) µλ contains terms of all powers in u.
A. jz = 0
At j z = 0, only the second and fourth order terms contribute to the effective coupling in Cooper channel,
where ... represents terms of order u 4 which do not contain (large) logarithm as well as of higher order in u. If we define a dimensionless coupling matrix g
µλ , then the above equation can be written in a matrix form,
where " * " represents the matrix multiplication. Taking the logarithmic derivative of the right hand side, then to, and including, O(u 4 ), we have the RG flow equation
Then g r(jz) is diagonalized by a unitary transformation,
after which the eigenvalues of g r(jz) , g r(jz) ± , satisfy the RG equation separately,
The matrix g (jz) can be written as, in terms of its elements,
where 1 is the identity matrix. The eigenvalues of g
Then the RG equation (71) is readily integrated, which yields
where the initial eigenvalues of g r (jz ) µλ | Ω=A , for j z = 0, are
The density of states on the two Fermi surfaces are
. If g (jz) ± < 0 for some j z and Θ, then the associated renormalized coupling (74) diverges at a scale
where g (jz)
ef f,± = 2g
(jz)
± . While the assignment between T c and Ω * cannot reliably determine the prefactor of the exponential term, the relative dependence on α R is in the exponential factor, which we can determine. This allows us to compare the dependence of the ratio of superconducting transition temperatures on α R .
B. jz = 0
For j z = 0, the renormalized coupling is
To the 4th order, this can be written in a matrix form
where the elements of g (0) are
Diagonalizing g r(0) and assuming the eigenvalues are g r(0) ± , we have
Then the RG equation is
which is the same as Eq. (71), but with a different initial condition (79).
VII. EVALUATION OF THE EFFECTIVE COUPLINGS AND Tc
For each value of Θ, we compare g (jz ) ± in different angular momentum channels, and the most negative one determines the energy scale at which the superconducting instability occurs and corresponds to the highest T c , which is the physical transition temperature. To within our numerical accuracy, we find that Λ , latter of which becomes less negative. Therefore, no superconductivity occurs in j z = 0 channel. Since V ph ++ has most angle dependence, superconductivity resides predominantly on the large Fermi surface and is determined by some V (jz ) ++ turning negative. In Fig.6 we show the Θ dependence of the couplings for the g (jz )
− -channel which has the highest T c . The general trend is that T c increases with Θ, and the channel in which pairing instability occurs follows a decreasing arithmetic sequence with step 2. At small value of Θ, T c is small and j z is very high; while as Θ increases, T c increases and j z decreases. An exception happens at an intermediate range of Θ, starting with Θ ∼ 0.005, where we find the sequence j z = 6, 4, 6, 2, the last value of which continues to Θ → ∞, and a dome-like behavior in T c appears at Θ ∼ 0.1 in channel j z = 4. 
VIII. UNCONVENTIONAL SUPERCONDUCTING STATES
A. Time-reversal symmetry breaking Now we need to determine which linear combination of the two possible ±j z states has the lowest (most negative) condensation energy below T c . Adopting the arguments of Anderson and Morel that when the most attractive coupling is in j z channel, the error in the ground state energy involved in neglecting other channels is very small 12 , we study this problem below T c within mean-field theory. The details are presented in Appendix A. We replace the full angular dependence of the original pairing potential with just its projection on the most dominant j z channel, an approximation which we expect to hold away from the boundaries separating ground states with different angular momentum. The self-consistent mean-field equations are derived, and then solved both at T = 0 and near T c . We find either a solution which breaks TRS and fully gaps the Fermi surfaces, i.e. only one of the two ±j z pairing components is finite, or a solution with equal admixture of ±j z and with gap nodes. Comparing their condensation energies we find that the TRS breaking solution is lower by a factor of 1.5 just below T c and by e/2 ≈ 1.36 at T = 0. For values of Θ 0.005, the gap on the large Fermi surface is much larger than the gap on the small one due to the smallness of ratio V
For smaller value of Θ the two gaps may be comparable.
B. Pairing symmetry
Since the pairing occurs between fermions with the same helicity, singlets and triplets are mixed. Under time reversal operation, the creation and annihilation operators transform asKa kλ = −iλe
creates a Cooper pair, of which the angular wave function is 1 2
When Fourier transformed to real space, θ k is replaced by θ r , the polar angle in the center of mass coordinate system of the Cooper pair. Therefore, the Cooper pair is a coherent superposition of a quarter of spin-up triplet with orbital angular momentum ℓ = j z − 1, a quarter of spin-down triplet with ℓ = j z +1 and a half of singlet with ℓ = j z . Because j z is an even number, the wave function is antisymmetric under the exchange of the two fermions. As seen in Fig.6 , for large Θ, we have j z = 2, which means that the Cooper pair is a mixture of p x + ip y spinup triplet, d x 2 −y 2 + id xy singlet and f x 3 −3xy 2 + if 3x 2 y−y 3 spin-down triplet.
As mentioned in the introduction, a three-component vector D λ is defined in such a way that the gap function on helicity-λ Fermi surface is ( D λ · Σ)(iσ y ), where Σ = (σ x , σ y , 1). Comparing this with Eq.(82), we find
where ∆ λ is the pairing amplitude on the helicity-λ Fermi surface. We plot D ± (without the phase factor) around the two Fermi surfaces which, as shown in Appendix A, are fully gapped, schematically in Fig.1 . The dispersion is given in Eq.(A14). The pairing symmetry can also be seen from the mean field Hamiltonian, which is derived in Eq.(A8). It can be written as H = 1 2
T , and
In the above expression, ∆ j is defined as
for j = a, b (see Eq.(A11)), and ξ kλ = ǫ kλ − E F . We have changed the notation: use a and b to denote the large and small Fermi surfaces, while "+" and "−" to denote the two components of ±j z . In Appendix A we show that only one component of ∆ j± is finite in the physical state, corresponding to spontaneous TRS breaking. The two states with either ∆ j+ or ∆ j− vanishing have the same energy. Assume ∆ j+ is finite, then ∆ j = ∆ j+ e i(jz −1)θ k for j = a, b. Here, ∆ j+ with j = a, b corresponds to ∆ λ with λ = ±1 in Eq.(83), respectively. After a unitary transformation, the Hamiltonian is transformed back to spin basis,
where Ψ k = (c k↑ , c k↓ , c † −k↑ , c † −k↓ ) T , and
which is consistent with Eq.(82).
C. Topological invariant
To see TRS breaking explicitly, we express h(k) in terms of Dirac matrices,
We choose the five Dirac matrices Γ a , which anticommute with each other, to be
and
In this representation, the time reversal operator is T = (1 ⊗ iσ y )K where K is the complex conjugate operator. The five Dirac matrices are even under time reversal, while the ten commutators are odd. If the coefficients satisfy
then the Hamiltonian is time-reversal invariant. However, the nine nonzero coefficients in h(k) are
Since j z is an even number, three terms out of the nine do not satisfy Eq.(92), which are d 2 , d 5 and d 14 . Therefore, the Hamiltonian breaks TRS. Similar to (p x + ip y )-wave superconductors which also break TRS, these states should be topologically nontrivial in the weak-pairing phase 13, 14 . Since in the previous calculations we assumed the chemical potential µ > 0, the states are always in the weak-pairing phase and topologically nontrivial. To see this explicitly, we calculate the Chern number of the system. The Chern number formula is
where the summation is over all occupied bands, and the Berry phase of the n th band is
where ε n (k) and |n are the n th eigenenergy and eigenstate of h(k), respectively. We have a four-band problem, two lower bands are occupied while two higher ones , and
. The dimensionless Hamiltonian has the same Chern number as the original one, and is a function of the three parameters, C( 1 Θ ,∆ s ,∆ t ). To evaluate Eq.(94) for a particular j z , we have to resort to numerics. Although in principle the integral is over the whole k-space, the Berry curvature is negligible at large k due to the large denominator in Eq.(95), so one can cut off the integral at a certain value of k. Furthermore, we need to convert the integral to Riemann sum over discrete points of a fine grid in k-space. As long as the gaps on both Fermi surfaces are not closed, the Chern number is quantized and does not change.
We compute C( 1 Θ ,∆ s ,∆ t ) for j z = 2 as an example. In practice, if the system is close to the transition point, i.e. the gap is very small, then the Berry curvature is highly peaked, and it is hard to make the Riemann sum converge. So we choose moderate gaps. For instance, for
, the sum can be constrained in the region |k x | < 3 and |k y | < 3. If the interval between adjacent lines of the grid over which the sum is implemented is chosen to be 0.1, C = 4 ± 0.2; if the interval is 0.05, C = 4 ± 0.01. It converges to 4 as the interval becomes smaller and smaller. We find that as long as both Fermi surfaces are gapped, i.e., both ∆ a+ and ∆ b+ are nonzero, or equivalently,∆ s =∆ t , the Chern number is C = 4; if either gap or both gaps are closed, C is not quantized. The phase diagram in terms of∆ s and∆ t is shown in Fig.7 . The phase diagram along the two axes is easily understood: if only ∆ s is finite, the system is like two copies of (d+id)-wave superconductors, thus C = 2+2 = 4; if only ∆ t is finite, the system consists of a (p + ip)-wave superconductor and a (f + if )-wave superconductor, thus C = 1 + 3 = 4. Physically, at large Θ, j z = 2; as shown in Appendix A, ∆ b+ is much smaller than ∆ a+ , and the sign of ∆ b+ is determined by the sign of the Josephson coupling V (jz =2) +− which can be either positive or negative, so the state has C = 4, and is near but can be either on the left or right of the black line in the phase diagram.
In general, C = 2j z for the state with total angular momentum j z .
IX. SUMMARY
In summary, we have studied the superconducting instability of a 2D repulsive Fermi gas with Rashba spinorbit coupling. We implement a one-step renormalization group approach, and derive flow equations for the Cooper channel couplings in each angular momentum channel. The superconducting transition temperature T c is then identified with the highest energy scale of all the angular momentum channels at which the renormalized couplings diverge. We find that in general, T c increases with the dimensionless ratio Θ, but there is an anomaly at Θ ∼ 0.1 where a dome appears. Starting from small Θ, unconventional superconductivity occurs in a quite high angular momentum channel j z , which decreases by a step 2 all the way to 2 as Θ increases, with an anomaly between j z = 6 and 4. In an extended range of Θ, the superconducting gap predominately resides on the large Fermi surface, while momentum space Josephson coupling induces a smaller gap on the small Fermi surface. We develop a mean-field theory below T c and study the superconducting state. Self-consistent equations are derived and solved both at T = 0 and just below T c . In both cases, we find that the TRS breaking state, with full gaps on both Fermi surfaces, has the lowest condensation energy. The state with total angular momentum j z consists of singlets with orbital angular momentum ℓ = j z , spin-up triplets with ℓ = j z − 1 and spin-down triplets with ℓ = j z + 1. These chiral superconducting states are topologically nontrivial, and have nonzero Chern number C = 2j z . equations. We find two solutions, of which one breaks TRS and the other does not. We then calculate the condensation energy at T = 0 and just below T c , and find that in both cases the TRS breaking state has a lower condensation energy.
Self-consistent equations
We start from the Hamiltonian
Let a k+ = a k and a k− = b k . We replace the sum over all angular momentum channels with only the most dominant term, in which superconductivity occurs. Then
Neglecting the fluctuations, we have the mean field version of the interacting Hamiltonian
Summing only over half of the Brillouin zone, we have
Now, let
where j = a, b. The unitary transformation which diagonalizes the Hamiltonian is
where the elements of the matrix satisfy
Solving this equation, we get
In the above equation, α j is the difference between α j± , the phases of ∆ j± , defined by
The eigenvectors of the matrix are
The self-consistent equations are
where the integrals are over half of the Brillouin zone.
Condensation energies at zero temperature
The diagonalized Hamiltonian is
The ground state energy of the condensate is then 
Using self-consistent equations (A20) and (A21) with n F (E ka ) = n F (E kb ) = 0 at T = 0, we can write the the condensation energy as 
where a− = 0 (or vice versa). The first one breaks only rotational symmetry and the spectrum has nodes, while the second breaks TRS and the spectrum is gapped. The physical state is the one that has a lower condensation energy. In the first case,
The four equations (A58-A61) can be regarded as the variational derivatives of the GL function with respect to |∆ a+ |, |∆ a− |, |∆ b+ | and |∆ b− |, respectively. Therefore, we can deduce the GL function 
Let R j = |∆ j+ | 2 + |∆ j− | 2 and θ j = tan 
For any positive R a and R b , to minimize F , we need θ a = θ b = 0 or π 2 , which corresponds to the TRS breaking state found in last section. The other solution is ∆ j+ = ∆ j− , or equivalently θ a = θ b = π 4 , corresponds to the maximum of F . The coefficient of the quartic term is 1.5 times larger in the latter case than in the former case. In the TRS breaking state,
To find T c , consider only the quadratic term in F ,
and T c is obtained by setting F ′ = 0. In terms of T c , the GL function can be written as 
and the condensation energy is
Obviously, this is 1.5 times lower than in the case without TRS breaking where B is replaced by 1.5B.
