We show that DNF formulae can be quantum PAC-learned in polynomial time under product distributions using a quantum example oracle. The current best classical algorithm (without the standard example oracle) runs in superpolynomial time. Our result extends the work by Bshouty and Jackson (1998) that proved that DNF formulae are efficiently learnable under the uniform distribution using a quantum example oracle. Our proof is based on a new quantum algorithm that efficiently samples the coefficients of a µ-biased Fourier transform.
Introduction
Whether the class of boolean functions that can be expressed as polynomial size formulae in disjunctive normal form (DNF) is probably approximately correct (PAC) learnable in polynomial time, or not, is one of the central unresolved questions in the PAC learning framework introduced by Valiant [1984] . Currently, the best classical algorithm for this problem has running time 2Õ (n 1/3 ) [Klivans and Servedio, 2001] . A number of variants of this problem have been studied, by relaxing the requirements, e.g. learning with respect to restricted classes of distributions, and/or by enhancing the power of the learning algorithms, e.g. providing access to membership query, random walk, or a quantum example oracle [Jackson, 1997 , Awasthi et al., 2013 , Bshouty et al., 2005 , Bshouty and Jackson, 1998 ].
Two cases in which it is possible to show DNF learnability under specific assumptions are particularly relevant to our setting. First, when the distribution is uniform, or more generally, a product distribution, a quasi-polynomial n O(log(n) ) algorithm is known [Verbeurgt, 1990] . Second, in the membership query (MQ) model, where the learner can query an oracle for a value of the unknown function at a given point in the domain, Jackson [1997] gave a polynomial time algorithm for DNFs that works over both the uniform and product distributions.
The question of PAC learning has been extended to learners with access to quantum resources by Bshouty and Jackson [1998] . The main results in quantum learning theory are reviewed by Arunachalam and de Wolf [2017b] . The two main requirements for a quantum PAC-learner are the ability to query an oracle that can provide examples in quantum superposition and access to a quantum computer to run the learning algorithm. Two measures of interest in the PAC framework are the sample complexity and time complexity. The sample complexity is the worst-case number of examples required to learn a class of functions. The time complexity is the worst-case running time of a learner for that function class; clearly the sample complexity is at most the time complexity, but may in principle be significanly smaller. It has been shown that the quantum PAC model gives only a constant factor advantage in terms of sample complexity with respect to the classical analogue [Arunachalam and de Wolf, 2017a] . Certain results suggest that a classical/quantum separation exits when considering the time complexity of some learning problems. When learning with respect to the uniform distribution, the class of polynomial-size DNF formulae [Bshouty and Jackson, 1998 ] and k-juntas [Atıcı and Servedio, 2007] under the uniform distribution are known to be efficiently quantum PAC-learnable (note that the learnability of k-juntas is implied by the result on DNFs). In the classical setting, in both these cases, current best known algorithms are quasi-polynomial time algorithms (assuming k = ω(1)); while no formal hardness results are known in the standard PAC framework, it would be highly surprising if a polynomial time algorithm for these algorithms in the classical setting was discovered. Information-theoretic lower bounds are known in more restricted models, such as the statistical query model, which suggest these classes cannot be learnt in polynomial time [Blum et al., 1994] . In the context of learning in the presence of noise, Cross et al. [2015] proved that parity functions under the uniform distribution can be efficiently learned using a quantum example oracle. Classically, the problem is widely believed to require subexponential, but superpolynomial, time [Blum et al., 2003 , Lyubashevsky, 2005 . The result of Cross et al. [2015] has been extended to linear functions and to more complex error models by Grilo and Kerenidis [2017] .
Overview of our results
We show that DNF formulae under the product distribution can be learned in polynomial time in the quantum PAC model. Our proof builds on the work by Feldman [2012] for learning DNFs under the product distribution using membership queries. Feldman's proof is in turn based on a result by Kalai et al. [2009] that shows that DNFs can be approximated by heavy low-degree Fourier coefficients alone. Notably, Feldman's result also applies to learning settings where the examples are drawn from a product distribution, i.e. a distribution that factorises over the elements of the input vector.
The only part of Feldman's algorithm that makes use of MQ is the subroutine that approximates the Fourier spectrum of f . The approximation is obtained using the KushilevitzMansour (KM) algorithm [Kushilevitz and Mansour, 1993] , for the case of uniform distributions, and the extended Kushilevitz-Mansour (EKM) algorithm [Kalai et al., 2009] , for the case of product distributions). Bshouty and Jackson showed that it is possible to approximate the Fourier coefficients of f using quantum Fourier sampling. This technique, introduced by Bernstein and Vazirani [1997] , allows one to sample efficiently from the distribution defined byf 2 (a) using the Quantum Fourier Transform (QFT).
In order to extend the result by Bshouty and Jackson [1998] for learning under product it is necessary to find a quantum technique to sample according to the coefficients of a Fourier transform defined over an inner product where each term is weighted according to the product distribution. Bahadur [1961] and Furst et al. [1991] showed that the Fourier transform can be extended to product distributions, thus defining the µ-biased Fourier transform.
In this work we introduce the µ-biased quantum Fourier transform. We show the validity of our construction in two steps. First, we explicitly construct a unitary that implements the single qubit transform. Then we argue that this construction can be efficiently implemented on a quantum circuit with logarithmic overhead. By exploiting the factorisation of product distributions, we show how to build an n-qubit transform as a tensor product of n single qubit transforms.
The main technical contribution of this paper is a quantum algorithm to approximate the heavy µ-biased low-degree Fourier spectrum of f without using membership queries. This can be interpreted as a quantum version of the EKM algorithm for approximating the low-degree Fourier coefficients of f . We provide rigorous upper bounds on the scaling of the algorithm using the Dvoretzky-Kiefer-Wolfowitz theorem, a concentration inequality that bounds the number of samples required to estimate a probability distribution in infinity norm. The learnability of DNFs under the product distribution immediately follows from an application of the quantum EKM algorithm to Corollary 5.1 in Feldman [2012] .
Related work
The learnability of DNF formulae under the uniform distribution using a quantum example oracle was first studied by Bshouty and Jackson [1998] , who in the same paper, also introduced the quantum PAC model. Their approach to learning DNF was built on the harmonic sieve algorithm previously developed by Jackson [1997] . At the core of Jackson's algorithm lies a useful property of DNFs which guarantees that, for every s-term DNF and for every probability distribution D, there exists a parity χ a such that |E D [f χ a ]| ≥ 1/(2s + 1). This implies that for every f and D there exists a parity that weakly approximates f . In the harmonic sieve algorithm, the boosting algorithm of Freund [1995] , is then used to turn the weak learner into a strong one. The only part of the harmonic sieve algorithm that requires membership queries is the KM algorithm used to find the weakly approximating parity function. Bshouty and Jackson consider the setting where the examples are given by a quantum example oracle and replace the KM algorithm with quantum Fourier sampling due to Bernstein and Vazirani [1997] .
Jackson et al. [2002] studied the learnability of DNFs in the quantum membership model (where the the quantum example oracle is replaced by an oracle that returns f (x) for a given x). By using the quantum Goldreich-Levin algorithm developed by Adcock and Cleve [2002] , they were able to obtain a better bound on the query complexity with respect to the best classical algorithm. We recall that the classical KM algorithm can be derived from the GoldreichLevin theorem, an important result that reduces the computational problem of inverting a one-way function to the problem of predicting a given hard-predicate associated with that function [Goldreich and Levin, 1989] . The result of Adcock and Cleve [2002] shows that this reduction can be obtained more efficiently when considering quantum functions and quantum hard-predicates. A different quantum implementation of the Goldreich-Levin algorithm was given by Montanaro and Osborne [2010] .
Organisation
We describe notation and important background concepts in Section 2. In Section 4 we define the µ-biased quantum Fourier transform and discuss some of its properties. In Section 5 we introduce an efficient quantum algorithm to sample from the Fourier coefficients of the µ-biased Fourier transform and show how this can be used to prove the PAC-learnability of DNF formulae under product distributions. We conclude in Section 6 where we discuss how to implement the QEX oracle. In Appendix A we bound the error introduced by approximating µ.
Preliminaries

Notation
We denote vectors with lower-case letters. For a vector x ∈ R n , let x i denotes the i-th element of x. A vector is sparse if most of its entries are 0. If x is sparse we can describe it using only its nonzero coefficients. We call this the succint representation of x. For an integer k, let [k] denotes the set {1, . . . , k}. We use the following standard norms. The ℓ 0 norm (g(n) ) to indicate that the asymptotic scaling of |f | is upper-bounded, up to a constant factor, by g(n). Similarly, f (n) = Ω(g(n)) indicates that the asymptotic scaling of |f | is lower-bounded, up to a constant factor, by g. The notation f (n) = Θ(g(n)) indicates that f is bounded both above and below by g asymptotically. The notationsÕ(g(n)) andΩ(g(n)) hide logarithmic factors.
For a set V and x ∈ V we denote by D(x) a probability distribution over V . The notation x ∼ D indicates that x is sampled according to D. The expected value of a random variable f is denoted as
. When D is the uniform distribution we omit the distribution in the subscript and use E[·]. The probability that an event A occurs is denoted by Pr[A].
Fourier analysis over the Boolean cube
Let x ∈ {−1, 1} n and let f and g be real-valued functions defined over the Boolean hypercube f, g : {−1, 1} n → R. The space of real functions over the Boolean hypercube is a vector space with inner product f, g =
where the expectation is taken uniformly over all x ∈ {0, 1} n . A parity function χ a : {−1, 1} n → {−1, 1} labels a x ∈ {−1, 1} n according to a characteristic vector a ∈ {0, 1} n and is defined as χ a (x) = (−1) a·x . The set of parity functions {χ a (x)} a∈{0,1} n forms an orthonormal basis for the space of real-valued functions over the Boolean hypercube. This fact implies that we can uniquely represent every function f as a linear combination of parities, the Fourier transform of f . The linear coefficients, known as the Fourier coefficients, are given by the projections of the function into the parity base and are denoted withf (
. We say that a Fourier coefficient is "heavy" if it has large magnitude |f (a)|. The set of Fourier coefficients is called the Fourier spectrum of f and is denoted byf , which can also be seen as a 2 n dimensional vector in R 2 n . For a set S ⊆ {0, 1} n ,f (S) denotes the vector of all Fourier coefficients with indices in S. The degree of a Fourier coefficientf (a) is a 0 . Let
2 . This implies that for any f :
The Fourier spectrum of a function f can be approximated using the KM algorithm. The KM algorithm, based upon a celebrated result by Goldreich and Levin [1989] , requires membership query (MQ) access to f (i.e. it requires an oracle that for every x ∈ {−1, 1} n returns f (x)).
Then, there exists an algorithm with oracle access to f that, with probability at least 1 − δ, returns a succinctly represented vectorf such that f −f ∞ ≤ ǫ and f 0 ≤ 4/ǫ 2 . The algorithm runs inÕ(n 2 log(1/δ)/ǫ 6 ) time and makesÕ(nlog(1/δ)/ǫ 6 ) queries to f .
µ-biased Fourier analysis
A product distribution D µ over {−1, 1} n is characterised by a real vector µ ∈ (−1, 1) n . Such a distribution D assigns values to each variable independently, so for x ∈ {−1, 1} n we have
Bahadur [1961] and Furst et al. [1991] showed that the Fourier transform can be extended to product distributions, thus defining the µ-biased Fourier transform. The book by O'Donnell [2014] gives a brief introduction to µ-biased Fourier analysis and its applications. For an inner product f,
i forms an orthonormal basis for the vector space of real-valued functions on {−1, 1} n . In this way every function f : {−1, 1} n → R can be represented as
. For vectors of µ-biased Fourier coefficients we extend the same notation introduced for standard Fourier coefficients. Parseval's identity extends to product distributions
The KM algorithm has been extended to product distributions by Bellare [1991] , Jackson [1997] and Kalai et al. [2009] . We follow the presentation of Feldman and give the version of Kalai et al. [2009] .
Then, there exists an algorithm with oracle access to f that, with probability at least 1 − δ, returns a succinctly represented vectorf µ such that f µ −f µ ∞ ≤ ǫ and f µ 0 ≤ 4/ǫ 2 . The algorithm runs in time polynomial in n,1/ǫ and log(1/δ).
Quantum computation and quantum Fourier transform
A generic n-qubit state is a complex vector, also known as the state vector, acting on a Hilbert space of dimension 2 n equipped with an Hermitian scalar product ·|· . We use the Dirac notation to denote quantum states and write |ψ to denote the quantum state ψ. Given a basis {|b i } i∈[2 n ] the elements of |ψ correspond to its projections over the basis elements. Each element of |ψ corresponds to a different measurable outcome. The probability of measurement outcome i is p(i) = |ψ i | 2 , where ψ i = ψ|b i ∈ C is the projection of |ψ onto |b i . Let |ψ and |φ be two interacting quantum states, their joint description |τ is given by the tensor product of the respective state vectors |τ = |ψ ⊗ |φ .
The evolution of quantum states is governed by quantum operators. Quantum operators acting on a n-qubit states are 2 n dimensional unitary matrices and are denoted with capital letters. Let x ∈ {0, 1} n , the QFT over Z n 2 is defined as H ⊗n |x = 2 −n/2 a∈{0,1} n (−1) x·a |a , where H is the Hadamard transform H = 1 √ 2 1 1 1 −1 . We often work in the computational basis {|i } where, for an n-qubit system, each basis element corresponds to an n-bit string. A single qubit system can take two values |0 and |1 . When working on the Boolean hypercube {−1, 1} n we take 0 ≡ −1 and 1 ≡ 1. A quantum register is a collection of qubits. Given a Boolean-valued function f : {−1, 1} n → {−1, 1} that can be efficiently computed by a classical circuit, a quantum membership oracle O f is a unitary map that applied on n + 1 qubits acts as follow: O f : |i |0 → |i |f (i) . By combining a membership oracle with the Hadamard transform it is possible to produce a quantum phase
). This operation is also known as phase kickback. For ease of notation, in the following we will not write explicitly the ancilla register |− .
Given a probability distribution whose density is efficiently integrable there exists an efficient technique developed by Grover and Rudolph [2002] to generate a quantum superposition which approximate the distribution. Lemma 1. Let D(x i ) over {0, 1} n be a probability distribution over {0, 1} n whose density is efficiently integrable. Then, there exists an efficient quantum algorithm that returns the quantum state
PAC learning and quantum PAC learning
In the PAC model developed by Valiant [1984] a learner tries to approximate with high probability an unknown concept f from a training set of m random labelled examples {(x i , f (x i ))} i∈ [m] . The examples are given by an example oracle EX(f, D) that returns an example (x, f (x)), where x is randomly sampled from a probability distribution D over {−1, 1} n . A concept class C is a set of concepts. A learning algorithm A gets as input the training set and outputs a hypothesis h that is a good approximation of f with probability ǫ. We say that a concept class C is PAClearnable if, for every D, f , h, δ, when running a learning algorithm L on m ≥ m C examples generated by D, we have that, with probability at least 1 − δ, Pr x∼D [h(x) = f (x)] ≤ ǫ. PAC theory introduces two parameters to classify the efficiency of a learner. The first one, m C , is information-theoretic and determines the minimum number of examples required to PAC-learn the class C. We refer to m C as the sample complexity of the concept class C. The second parameter, the time complexity, is computational and corresponds to the runtime of the best learner for the class C. We say that a concept class is efficiently PAC-learnable if the running time of L is polynomial in n, 1/ǫ and 1/δ. 1 Two extensions of the PAC model are relevant for our purposes. In the MQ model the learner has access, in addition to the example oracle EX(f, D), to a membership oracle MQ(f ) that for every x returns the value f (x). In the quantum PAC model, the examples are given by a quantum example oracle QEX(f, D) that returns the superposition x D(x) |x, f (x) . It has been proven [Bshouty and Jackson, 1998 ] that membership queries are strictly more powerful than a quantum example oracle (i.e. a quantum example oracle can be simulated by a membership oracle but the converse is not true). When D(x) is the product distribution we use EX(f, µ) and QEX(f, µ).
A DNF formula f : {−1, 1} n → {−1, 1} is a disjunction of terms where each term is a conjunction of Boolean literals and a literal is either a variable or its negation (e.g., f (x) = (x 2 ∧ x 3 ∧ ¬x 1 ) ∨ (¬x 4 ∧ x 1 )). The size of a DNF s is the number of terms
Overview of Feldman's algorithm
Our proof of the learnability of DNFs under the product distribution builds on an algorithm by Feldman [2012] that greatly simplified the learnability of DNFs. At the core of Feldman's algorithm lies a result by Kalai et al. [2009] that shows that DNFs can be approximated by heavy low-degree Fourier coefficients alone. More formally, they proved that, for any s-term DNF f , it is possible to find a function g that is ǫ-close to f provided that f −ĝ ∞ ≤ ǫ/(2s + 1). This fact gives a direct learnability condition and avoids an involved boosting procedure to turn a weak learner into a strong one (as in the harmonic sieve algorithm by Jackson [1997] ). Feldman further refined this fact about DNFs Theorem 3 (Theorem 3.8 in [Feldman, 2012] 
). Let c ∈ (0, 1] be a constant, µ be a c-bounded distribution and ǫ > 0. For an integer s > 0 let f be an s-term DNF. For d = [log(s/ǫ)/ log(2/(2 − c))] and every bounded function
By this theorem the learnability of DNF reduces to constructing a g that approximates the heavy low-degree Fourier spectrum of f . This is exactly the approach followed by Feldman that we now proceed to sketch. The first step of the procedure is to run the EKM algorithm to estimate the heavy Fourier spectrum of f . The EKM algorithm returns a succinct representation of the spectrum and the learner selects only the coefficients that have degree degree ≥ d. This is the only step of the algorithm that requires membership queries and is the subroutine that will be replaced by the quantum EKM algorithm that will be derived in Section 5.
Once the learner has estimated the Fourier spectrum of f , it proceeds with the construction of g. The procedure is simple and based on an iterative process. Note that by Parseval
Starting with a g such that |f µ (a) −ĝ µ (a)| ≥ γ it is possible to construct a g ′ such that g ′ is closer than g to f in l 2 norm with the following rule:
Then by Eq. 1 we have that
The problem with this procedure is that the function g ′ might have value outside [−1, 1] but Feldman showed that the function can be adjusted to the right range by performing a single projection after all the updates. Once a precision has been reached such that an application of Theorem 3 gives E µ [|f (x) − g(x)|] ≤ ǫ, the algorithm outputs sign(g) as hypothesis. From this, we get the following in regards to learning f , Pr
The running time of all the above operations is polynomial in n and inverse polynomial in the error parameters resulting in the following corollary Corollary 4 (Corollary 5.1 in [Feldman, 2012] Finally, we note that the requirement of c-bounded distributions is imposed in order to control the magnitude of modulus of the µ-biased Fourier basis {|φ µ,a (x)|} that, otherwise, would diverge for µ → ±1.
Quantum µ-biased Fourier transform
In this section we introduce the µ-biased quantum Fourier transform and show how this can be used to derive a quantum algorithm for sampling from the probability distribution defined by the Fourier coefficients of the µ-biased transform. We recall that the µ-biased Fourier transform is defined as
where
Our construction of the n-qubit µ-biased QFT exploits a fundamental property of product distributions, namely that the orthonormal basis {φ µ,a (x)} it defines can be factorised on the individual bits. This fact allows us to give an explicit form of the n-qubit transform as a tensor product of n single qubit transforms. We begin by constructing the single qubit transform. Later we will show how to construct efficiently an n-qubit transform out of n single qubit ones. In the following we assume that the function f : {−1, 1} n → {−1, 1} is Boolean-valued. Our results can be extended to real-valued functions over the Boolean hypercube using a discretisation procedure. As shown in [Bshouty and Jackson, 1998 ] the error induced by the approximation can be controlled.
The action of the single qubit µ-biased QFT can be explicitly constructed
Here we defined H µ as the single qubit µ-biased QFT operator whose description in the computational basis is readily given by:
By taking the functional forms of D µ (x) and φ(x) we can write
It is easy to verify that this matrix is unitary and positive semidefinite. We also note that, as consequence of the Solovay-Kitaev theorem [Kitaev, 1997] , it is possible to approximate H µ from a fixed finite set of universal quantum gates with logarithmic overhead. We can construct the extension of the µ-biased QFT to the case of n qubits by taking the tensor product of n single qubit operators. Let x ∈ {−1, 1} n and a ∈ {0, 1} n , if we denote as a i the i-th digit of a, D µ i (x) as the probability associated to the i-th bit, and φ µ,a i (x) its respective basis element, we can write:
By exploiting the product structure of D µ (x) and {φ µ,a (x)} that is, D µ (x) = i D µ i (x) and {φ µ,a (x) = i φ µ i ,a i (x)} we can write the n qubit µ-biased QFT as:
We remark that it is possible to construct the n qubit transform only because the product distribution and the {φ µ,a (x)} basis factorises. Without this factorisation we could still write Eq. 4 but we would not know how to implement this transformation efficiently on a quantum computer (the Solovay-Kitaev theorem guarantees that only single qubit unitary can be efficiently approximated by a universal set of gates).
Finally, we note that the construction of the µ-biased transform assumes knowledge of the vector µ. It is possible to estimate µ i for each i using random samples from D µ . In Appendix A, we prove that the error introduced by this approximation can be controlled if D µ (x) is c-bounded.
As a simple application of the µ-biased QFT, we show how to sample from the probability distribution defined by the coefficients of the single bit µ-biased Fourier transform (recall that Parseval's equality holds in the µ-biased setting). x |x . Then apply Lemma 1 to get
Measuring the state, one obtains a with probabilityf 2 µ (a)/2.
In order to use this result in the context of quantum PAC learning we need to replace the membership oracle O f with a quantum example oracle. The following lemma, that extends Lemma 1 in [Bshouty and Jackson, 1998 ] to the µ-biased case, serves this purpose. Differently from Lemma 2 we present directly the n-dimensional case. Proof. Let f ′ (x) = (1 − f (x))/2 be the truth table representation of f (x) with (−1) f ′ (x) = f (x). Given access to QEX(f, µ) it is always possible to construct an oracle for QEX(f ′ , µ) (this is equivalent to a relabelling of the qubits). Apply QEX(f ′ , µ) on a |0, . . . , 0, 0 to get
Then apply H n µ on the first register:
An application of the standard QFT on the second register gives:
where we used the orthonormality of the {φ µ,a (x)} basis and φ µ,0 (x) = 1. Measuring the first register we obtain |a, 1 with probabilityf 2 µ (a)/2
Quantum computation of µ-biased Fourier spectrum
In this section we give a quantum algorithm to approximate the µ-biased Fourier spectrum of a function. This can be interpreted as a quantum version of the EKM algorithm. As a simple application of the quantum EKM algorithm we obtain the learnability of DNFs under product distributions in the quantum PAC model. We will make repeated use of the Dvoretzky-Kiefer-Wolfowitz (DKW) theorem, a concentration inequality that bounds the number of samples required to estimate a cumulative distribution in ℓ ∞ norm. The DKW Theorem was first proposed by Dvoretzky et al. [1956] with an almost tight bound. Birnbaum and McCarty [1958] conjectured that the inequality was tight. This conjecture was proved by Massart et al. [1990] . The DKW theorem is usually given for continuous probability distribution but its validity extends also to discrete distributions (a detailed discussion can be found in [Kosorok, 2007] ).
Let X Pr max
To make notation consistent, we write
By using the DKW theorem we can prove a useful lemma that bounds the number of samples needed to estimate a probability distribution in ℓ ∞ norm.
Lemma 4. Let f (x) be a probability distribution over {−1, 1} n and let τ > 0, δ > 0. Then, there exits an algorithm that with probability
Proof. Let {e 1 , . . . , e 2 n } be an ordering of elements of the Boolean hypercube {1, 1} n . We have that
An application of the triangle inequality gives
By Theorem 5 we have that, with probability 1 − δ, Pr(
from which it is easy to that m = O(log(1/δ)/τ 2 ).
The combined application of Lemma 3 and Lemma 4 allows us to prove the following result: Proof. We begin by estimating the a's related to the heavy Fourier coefficients of f . Let p(a) = |f µ (a)| 2 be the probability distribution defined by the µ-biased Fourier coefficients of f . Lemma 3 gives a procedure that, with 1 QEX query and O(n) gates, samples |a, 1 with probability q(a, 1) = |f µ (a)| 2 /2 and |0 . . . 0, 0 with probability q(0, 0) = 1/2. Applying Lemma 4 on the distribution q with τ = ǫ 2 /8 we obtain that O(log(1/δ)ǫ 4 ) samples are required to have an estimate q(a, i) −q(a, i) ∞ ≤ ǫ 2 /8 in high probability. This implies that
. By selecting the characteristic vectors that correspond to coefficients such that |f µ (a)| 2 > ǫ 2 /2 (and discarding the element |a, 0 ) we can output a list of a's such that, with probability ≥ 1 − δ, all the corresponding Fourier coefficients have |f µ (a)| > ǫ and there are no coefficients such that |f µ (a)| ≤ ǫ/2. By Parseval's equality this implies that the list may contain at most 4/ǫ 2 elements.
The final step requires the estimation of the Fourier coefficients. For a given a, the Fourier coefficientf µ (a) = E µ [f (x)χ a (x)] can be obtained by sampling using the QEX oracle to simulate EX (to get an example (x, f (x)) it would suffice to measure a state prepared with QEX) in time O(log(1/δ)/ǫ 2 ) (the number of examples required for the estimate is a standard application of the Chernoff bound).
Combining the bounds to estimate the a's to the one to estimate the Fourier coefficients we obtain that the algorithm requires O(log 2 (1/δ)/ǫ 8 ) QEX queries and O(nlog 2 (1/δ)/ǫ 8 ) gates (each estimate of thef (a) must be repeated O(4/ǫ 2 ) times).
Theorem 6 can be straightforwardly used in the method developed by Feldman [2012, Corollary 5 .1] to obtain the learnability of DNF under product distributions. We recall that the collection of the heavy Fourier coefficients of the DNF f is the only step of Feldman's algorithm that requires MQ. The remaining of the algorithm makes use of the coefficients to construct a function g that approximates f .
Construction of quantum example oracles
A large class of quantum algorithms for learning problems involving classical data or functions require quantum data oracles that can efficiently update the training set in superposition. Here, we define efficient as logarithmic in the dimension of the training set or in the dimension of the support of the function. The QEX oracle is one of such oracles and can be implemented using the quantum random access memory (QRAM) [Giovannetti et al., 2008] . The QRAM is a quantum procedure that allows one to encode in superposition N data points into log(N ) qubits in time O(log(N )). More specifically, let {m j } be the content of a memory structure with N elements. The action of the QRAM on a state i α i |i, 0 is
Let f be a Boolean-valued function f : {−1, 1} n → {−1, 1}. The action of a QEX oracle for a target concept f and probability distribution D(x) is
In order to use the QRAM to update classical data we need a classical memory structure that stores the truth table of f . Provided this classical memory, we can construct the QEX oracle in two steps. Starting from the state |0 . . . 0, 0 , use Lemma 1 on the first register to obtain x D(x) |x, 0 . Finally, an application of the QRAM returns the state x D(x) |x, f (x) . Note that because the QRAM can load data in logarithmic time, it is possible to build a superposition that encodes a Boolean function supported on {−1, 1} n in polynomial time. In this sense, the total runtime of the algorithm for learning DNFs remains polynomial.
A possible drawback of a QRAM implementation is that it is not clear whether a QRAM can actually be built. A discussion of the challenges related to the construction of a QRAM can be found in the review article by Ciliberto et al. [2018] .
The QRAM can be substituted with a standard quantum membership oracle in the procedure above. Although the use of the membership oracle would be limited to the construction of the QEX oracle (which Bshouty and Jackson proved to be unable to simulate efficiently a classical membership oracle) it is still unclear whether a QEX oracle can be built without using a membership oracle.
We want to estimate the error introduced by approximating H n µ with H ñ µ (note that the µ-biased QFT is now parametrised byμ) in terms of the operator norm. Let A be an operator, the operators norm A is defined as:
A |ψ |ψ .
The error analysis then requires to bound the quantity:
In order to prove the bound we introduce a useful lemma:
Lemma 5. Let A = A n · · · A 1 be a product of unitary operators A j . Assume that for every A j there exits an approximationÃ j such that A j −Ã j ≤ ǫ j . The follow inequality holds
Proof. We prove by induction. The base step follows from the assumptions. For the inductive step let X k = A k · · · A 1 andX k =Ã k · · ·Ã 1 . Because the inductive hypothesis holds we have
By making use of the triangular inequality, the induction hypothesis, and noting that the product of unitaries is unitary we have
Let H j = I ⊗ · · · I ⊗ H µ j ⊗ I ⊗ · · · I andH j = I ⊗ · · · I ⊗ Hμ j ⊗ I ⊗ · · · I. By Lemma 5 we have that
The bound on H j −H j can be simplified using the following property of the operator norm A ⊗ B = A B , 
Eq. 7 guarantees that if one can obtain an approximation µ with linear precision, i.e. with ǫ = O(1/n), it is possible to control the approximation error. An approximation of µ in linear precision can be obtained using a polynomial, in n, number of examples m = O(log 2 (1/δ)/n 2 ).
