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Capı´tol 1
Introduccio´
Si be´ e´s fa`cil dir que, en l’actualitat, existeixen un munt de serveis de la Web que permeten
allotjar i compartir fitxers a la Xarxa, no ho e´s tant quan, a part d’aixo`, es pot afegir que oferei-
xen la possibilitat de contribuir-hi mitjanc¸ant l’aportacio´ de maquinari que actuı¨ com a suport
d’emmagatzematge. En aquest aspecte destaca Distupload, sistema d’intercanvi de fitxers en el
que els dispositius d’emmagatzematge so´n lliurats per una part o la totalitat dels membres de la
comunitat que configura. La figura 1.1 ho representa gra`ficament.
Figura 1.1: Participacio´ dels membres de Distupload
Ara be´, no es tracta d’un sistema P2P, en el que so´n els mateixos usuaris els que custodien
els fitxers que comparteixen. A Distupload, el contingut dels fitxers no queda emmagatzemat
ı´ntegrament en un sol dispositiu, sino´ que es fragmenta i dissemina al llarg dels disponibles.
Amb la qual cosa, la propietat dels esmentats fitxers no depe`n de la seva localitzacio´ fı´sica,
eximint als membres de qualsevol autoria no consentida. Per suposat, els fragments produı¨ts
2estan subjectes a re`plica. E´s a dir, a trobar-se en me´s d’un dispositiu d’emmagatzematge si-
multa`niament, en nom de la disponibilitat dels continguts. En qualsevol cas, aquest comporta-
ment e´s transparent des del punt de vista dels usuaris, el sistema es responsabilitza de la gestio´
subjacent. En major part, se n’ocupa el sistema de fitxers que incorpora, que ha de ser distribuı¨t
(DFS) per definicio´.
Tot i que es preveu l’u´s d’altres canals interactius, Distupload esta` concebut per ser accedit
mitjanc¸ant un navegador Web. Cosa que introdueix el concepte de desca`rrega directa. Tal
com passa en sistemes d’intercanvi populars, com ara Google Drive, Dropbox o Amazon S3, les
operacions de ca`rrega i desca`rrega de fitxers tenen lloc al capdamunt del protocol HTTP, i es
produeixen d’una sola vegada, sense interrupcions. Per tant, la disponibilitat e´s un dels aspectes
me´s sensibles de Distupload, ja que esta` especialment renyit amb la seva morfologia. Malgrat
l’aleatorietat que emana del fet que el contingut dels fitxers es troba repartit entre suports dels
quals no se’n garanteix la integritat, el sistema vetlla per maximitzar la probabilitat de que`
qualsevol fitxer estigui disponible en tot moment, de principi a fi, i de forma immediata. I, per
si tot aixo` no fos suficient, ho fa possible sense la necessitat de programari de client addicional,
complements de navegador o biblioteques auxiliars.
Distupload contempla l’existe`ncia de dos tipus de membre, en funcio´ de la seva participacio´
en la comunitat. D’una banda, els participants passius, que es limiten a l’intercanvi de fitxers.
D’altra banda, els membres que posen, a disposicio´ del sistema, una o me´s computadores ha-
bilitades per obrar en termes de dispositiu d’emmagatzematge, als que s’anomena participants
actius. O`bviament, no hi ha cap restriccio´ que impedeixi als membres que participen activament
dur a terme accions relatives a la participacio´ passiva. Aixı´ doncs, la salut del sistema depe`n,
en bona mesura, de la proporcio´ entre els uns i els altres. Amb el propo`sit de promoure la con-
tribucio´ per part dels membres de la comunitat, el sistema centra esforc¸os a fer que el proce´s
d’habilitacio´ de dispositius sigui el me´s simple possible, i per que` suposi el mı´nim impacte en
l’experie`ncia d’usuari.
Tanmateix, e´s plausible la consideracio´ d’un tercer tipus de participant, el col·laborador.
Aquest fa refere`ncia a qualsevol individu que, sense necessitat de formar part de la comunitat,
esta` subscrit en la concessio´ de recursos, el desenvolupament del sistema o la popularitzacio´ del
servei. Tota participacio´ e´s benvinguda.
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1.1. Origen i evolucio´ de la idea
A principis de gener de 2012, Pau Escrich, Enginyer de Xarxes en la Fundacio´ Guifi.net —
Xarxa de Telecomunicacions de Comuns Oberta Lliure i Neutral, http://guifi.net/ —, es posa en
contacte amb uns quants companys de la Facultat d’Informa`tica de Barcelona per anunciar la
intencio´ de desenvolupar un sistema d’intercanvi de fitxers, al que anomenaria Distupload. La
motivacio´, el tancament del popular portal d’allotjament Megaupload, a causa de les acusacions
per infraccio´ de drets d’autor, fet que va ser considerat un important greuge a la llibertat de la
Xarxa. El comunicat va acompanyat de la proposta de participacio´ en l’empresa, per forjar una
alternativa que no sigui vulnerable de patir cap mena d’intromissio´ per part d’autoritats alienes
a la comunitat d’usuaris.
De bon comenc¸ament, la iniciativa e´s rebuda amb una gran acceptacio´. Tot seguit te´ lloc un
debat en que` es busca la manera de sustentar la capacitat d’emmagatzematge en la donacio´ de
recursos per part de tercers, d’una banda, i el mecanisme que ha de donar lloc a la dispersio´ dels
continguts de fitxers en diferents localitzacions, de l’altra. Encara que a curt termini no queda
res concretament definit, sorgeixen algunes idees, entre les quals esta` l’u´s del protocol XMPP
(Extensible Messaging and Presence Protocol) per a les comunicacions.
Malauradament, la falta de disponibilitat per part dels involucrats propicia la reduccio´ gradual
de l’activitat. No obstant aixo`, se segueixen fent avenc¸os puntuals, en un a`mbit d’intervencio´
reduı¨t. Durant els mesos vinents apareix la nocio´ de sistema de fitxers distribuı¨t, que prendra`
cada cop me´s relleva`ncia, fins al punt de convertir-se en el tema central. No e´s fins a mitjans
de 2014 quan queda enllestida una primera definicio´ consistent de Distupload, recolzada en
l’estudi preliminar d’un sistema de fitxers avinent als seus requeriments, i en la que es mantenen
els principis fonamentals del projecte.
1.2. Conjuntura tecnolo`gica
Des de sempre, la ca`rrega i la desca`rrega de fitxers sobre el protocol HTTP han estat processos
integrals controlats per un sol servidor. Aixo` suposa un problema en el cas de Distupload, en
particular, per al sistema de fitxers subjacent. Per be´ que no e´s acceptable exigir a l’usuari que
disposi de res me´s que d’un navegador Web sense acomodacio´ pre`via, el sistema ha de comptar
amb una solucio´ autosuficient que doni resposta a aquesta dificultat.
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Altrament, l’amplada de banda i la late`ncia en la xarxa segueixen sent, avui dia, factors que
han de ser tractats amb especial atencio´. En cas contrari poden presentar-se colls d’ampolla que
impedeixin que el sistema sigui funcional. La tecnologia actual ofereix instruments per, si me´s
no, pal·liar aquesta contrarietat, com ara mecanismes de transport en paral·lel o algorismes de
decisio´ basats en heurı´stiques. Distupload ho ha de tenir molt present, ja que fa un u´s exhaustiu
de la xarxa i depe`n crı´ticament de les condicions en que` es troba.
1.3. Objectius del projecte
El propo`sit d’aquest projecte e´s formalitzar les bases per al desenvolupament d’una primera
versio´ del sistema Distupload, conforme a les caracterı´stiques descrites. Els objectius definits
consisteixen a realitzar
• La investigacio´ de diferents solucions que donin resposta als problemes que planteja la
complexitat inherent de Distupload,
• La proposta de disseny del sistema, que inclogui la integracio´ d’un sistema de fitxers
distribuı¨t i la creacio´ d’un portal Web de gestio´
• I la preparacio´ de la infraestructura que, encara que parteixi d’un esquema ba`sic, permeti
provar la viabilitat del servei i escalar-lo fa`cilment.
Tot aixo` avalat per la implementacio´ d’un prototip que corrobori la validesa de la resolucio´
formulada. No es contempla el desenvolupament d’un programari plenament funcional, sino´
la codificacio´ d’una estructura de partida que posi e`mfasi en els detalls me´s rellevants de la
investigacio´, en els quals recau un major grau d’incertesa.
1.4. Experiment en un testbed de CONFINE
Per posar a prova al sistema, el projecte incorpora, de forma preconcebuda, la creacio´ d’un
experiment en un medi d’assaig del Projecte CONFINE — Projecte europeu enfocat a l’ex-
ploracio´ i al foment d’un model de xarxa comunitari, http://confine-project.eu —, anomenat
testbed. Es tracta d’un entorn comunitari, consistent en un seguit de nodes connectats en una
xarxa, que atorga la possibilitat de posar en joc un sistema distribuı¨t en un context realista. Cal
fer un estudi de les especificacions que el defineixen, per tal d’acomodar la infraestructura del
sistema a les seves particularitats i desplegar el programari correctament.
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1.5. Contingut del document
En primer lloc es fa una ana`lisi funcional, amb matisos te`cnics, de que` ha de ser el sistema
Distupload. Me´s endavant, es posen de manifest els requeriments que ha de satisfer el sistema
de fitxers i se’n proposa un de refere`ncia. Tot seguit es tracta el nucli del sistema, referent a
l’aplicacio´ de gestio´, i es donen les claus per a la integracio´ del sistema de fitxers. En u´ltim lloc,
es presenta la infraestructura sobre la qual ha de descansar el sistema, i s’elabora el proce´s de
desplegament en el testbed de CONFINE.
Es do´na per suposat que el lector disposa de coneixements relatius al desenvolupament de
programari, i a l’administracio´ de sistemes i xarxes. Els conceptes complexos, o que so´n objecte
d’estudi, van acompanyats de les descripcions pertinents, en la mesura del possible, sense entrar
en excessiu nivell de detall.
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Capı´tol 2
Definicio´ general
La morfologia del sistema Distupload e´s la d’un sistema Web convencional amb algunes
particularitats. Des del punt de vista de l’usuari, es tracta d’un portal al que` s’accedeix des
d’un client HTTP. Per participar de forma passiva no cal software addicional, nome´s cal tenir
un navegador Web d’u´ltima generacio´, que sol estar disponible de forma predeterminada en
qualsevol sistema operatiu. Com la major part dels sistemes Web, disposa d’una base de dades
per a l’emmagatzematge de les dades pro`pies del seu domini. La particularitat me´s important
esta` en que`, a me´s, fa u´s d’un sistema de fitxers distribuı¨t, que do´na suport a les funcionalitats
relacionades amb l’emmagatzematge dels fitxers intercanviats.
2.1. Actors implicats
A priori nome´s es fa distincio´ entre dos tipus d’actors, els membres i els administradors. Els
administradors tenen la potestat de supervisar l’estat del sistema i executar tasques de correc-
cio´. Els membres constitueixen el conjunt d’actors del que formen part els participans, actius i
passius.
2.1.1. Autenticacio´ i autoritzacio´
Els usuaris han d’identificar-se com a tal per a que` el sistema pugui determinar a quina infor-
macio´ i funcionalitats els do´na acce´s en funcio´ dels seus privilegis i permisos.
Es fa servir una adrec¸a de correu electro`nic i una credencial de contrasenya per a recone`ixer
la identitat d’un usuari de forma fefaent. Quan un potencial membre decideix donar-se d’alta a
Distupload ha de facilitar aquestes dues dades per a que` el sistema pugui resoldre la seva identi-
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tat en els posteriors processos d’autenticacio´. Un usuari pot canviar les seves credencials tantes
vegades com sigui necessari un cop s’ha donat d’alta. El sistema garanteix que les credencials
so´n personals i intransferibles, pero` tambe´ e´s responsabilitat del seu propietari que no arribin a
mans no desitjades.
2.1.2. Privacitat
Els membres estan immersos en un context de privacitat. La informacio´ confidencial d’un
participant nome´s pot ser consultada i modificada pel mateix participant. A me´s, es pot fer u´s
d’una capa addicional a l’HTTP anomenada TLS que ofereix un nivell de confidencialitat en la
comunicacio´ entre usuari i sistema.
La privacitat sobre fitxers distribuı¨ts s’aconsegueix tot afegint els termes “identificador d’u-
suari”, “identificador de grup” i “mode”, emulant el model utilitzat pels sistemes de fitxers que
implementen l’esta`ndard POSIX. El propietari d’un fitxer esta` determinat pel seu identificador
d’usuari, el grup ho esta` pel seu identificador de grup. Un usuari forma part d’un o me´s grups —
el primer dels quals e´s el grup principal de l’usuari — i diversos usuaris poden formar part d’un
mateix grup. Es pot fer lectura o escriptura d’un fitxer en funcio´ del mode que s’ha establert
sobre aquest, per part del membre propietari, de qualsevol membre del grup o de qualsevol altre
subjecte. La figura 2.1 il·lustra aquest esquema.
Figura 2.1: Privacitat en els fitxers distribuı¨ts
2.2. Canal de comunicacio´
Ha quedat pale`s que la interaccio´ entre els actors i el sistema es realitza mitjanc¸ant el protocol
HTTP. Les operacions consisteixen en peticions que inclouen les dades requerides pels casos
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d’u´s. El sistema respon enviant documents d’hyper text en format HTML i altres recursos
com ara fulles d’estil CSS, scripts en JavaScript (ECMAScript), imatges, fonts tipogra`fiques,
etc. La comunicacio´ e´s sı´ncrona, e´s a dir, quan els actors envien una peticio´ el sistema respon
immediatament. Si la resposta no arriba amb certa brevetat, es considera que la comunicacio´ no
s’ha complert.
Eventualment el sistema respon amb l’enviament de missatges de correu electro`nic, utilitzant
el protocol SMTP, a l’adrec¸a que identifica a l’usuari que inicia el proce´s o a la d’altres usuaris.
Els continguts so´n similars als de la interaccio´ mitjanc¸ant HTTP. En aquest cas, pero`, no es
tracta d’una comunicacio´ sı´ncrona.
2.2.1. Sessio´ d’usuari
A totes les operacions exceptuant la de l’alta d’usuari, els correspon un autor, que e´s l’actor
del cas d’u´s al que` corresponen. Tal com s’ha vist en la seccio´ anterior, per a que` un usuari
pugui efectuar operacions del sistema ha d’haver estat autenticat pel mateix. No obstant aixo`,
no e´s necessari que l’usuari indiqui la seva adrec¸a de correu electro`nic i la contrasenya cada
vegada que vol interactuar.
Una vegada l’usuari s’ha autenticat, el sistema crea un context de comunicacio´ anomenat ses-
sio´. La interaccio´ te´ lloc dins d’una sessio´ i, per tant, a cada peticio´ li correspon un autor. Tot i
que el protocol HTTP e´s un protocol sense estat, e´s possible implementar aquesta caracterı´stica
mitjanc¸ant l’u´s de cookies. A grans trets, les cookies so´n fitxers que el navegador Web emma-
gatzema al dispositiu on esta` instal·lat, a insta`ncia del servei amb el qual es comunica. Quan
l’usuari s’autentica, el servei crea un identificador de sessio´ que fa persistent en la seva a`rea
d’emmagatzematge i que tambe´ fa persistent al dispositiu de l’usuari com a cookie de sessio´.
A partir d’aquest moment, les peticions d’usuari inclouen el valor de la cookie, de manera que
el servei pot determinar en quina sessio´ s’esta` efectuant la comunicacio´ i, per tant, l’usuari que
n’e´s autor.
Les peticions que no inclouen un identificador de sessio´ so´n considerades ano`nimes. Quan
el sistema rep una peticio´ ano`nima, respon amb una sol·licitud d’autenticacio´ en forma de for-
mulari HTML on es demana adrec¸a de correu electro`nic i contrasenya. La sessio´ desapareix
quan l’usuari ho demana explı´citament o quan ha passat un perı´ode de temps determinat des de
l’u´ltima interaccio´ sobre la sessio´ en qu¨estio´.
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2.2.2. Transport del contingut de fitxers
El contingut dels fitxers esta` allotjat en els espais d’emmagatzematge que han estat aportats
pels participants actius. A me´s, pot haver-hi fragmentacio´. El contingut d’un mateix fitxer
es pot trobar disseminat en diferents dispositius. Com a consequ¨e`ncia, no es pot optar per
un model de transmissio´ simple. Algun agent s’ha d’encarregar de recollir els fragments de
diverses localitzacions per unir-los i de dividir el contingut per disseminar-lo.
Una manera d’afrontar aquesta qu¨estio´ podria ser la de posar en joc un mitjancer entre l’u-
suari i el sistema de fitxers que dugue´s a terme aquesta tasca. Per a evitar la creacio´ d’un coll
d’ampolla caldria considerar l’u´s de mu´ltiples insta`ncies d’aquest agent que es repartissin la
feina.
En qualsevol cas, e´s fonamental pensar en l’escalabilitat del sistema. La solucio´ ideal pas-
sa pel fet de no haver d’anar necessitant recursos addicionals a mesura que creix la demanda
de transport en el proce´s d’assemblatge i disseminacio´. D’altra banda, e´s preferible evitar ce-
dir aquesta responsabilitat a les computadores que gestionen l’espai d’emmagatzematge dels
participants actius, ja que aixo` podria comprometre l’experie`ncia d’usuari dels mateixos. En
definitiva, sembla que la millor opcio´ consisteix a fer que els mateixos usuaris se’n facin ca`rrec.
Afortunadament, la tecnologia actual ho permet, sense la necessitat de programari addicional.
Els clients HTTP, fent u´s de JavaScript, poden recollir els fragments provinents de la xarxa
per unir-los en un sol fitxer local i partir el contingut d’un fitxer local per enviar-lo a mu´ltiples
destinacions.
2.3. Esquema de components
Des d’un punt de vista global, el funcionament del sistema es fonamenta en la cooperacio´ de
cinc elements independents de programari que interactuen entre ells. La figura 2.2 mostra la
seva disposicio´ i els protocols de comunicacio´ que fan servir en cada cas.
La coordinacio´ general e´s responsabilitat de l’aplicacio´. Aquesta s’encarrega de rebre les
peticions de l’usuari, processar-les, dur a terme les tasques corresponents, tot comunicant-se
amb la resta dels o`rgans del sistema, i donar-li una resposta consequ¨ent. L’aplicacio´ consisteix
en un conjunt de components entre els quals es troba un servei Web que tracta la interaccio´ amb
el navegador Web de l’usuari, a trave´s del protocol HTTP, i el programari que defineix la lo`gica
de domini i la gestio´ de recursos. En determinades ocasions l’aplicacio´ delega l’execucio´ de
tasques al navegador Web. Algunes funcionalitats es completen mitjanc¸ant l’execucio´ d’scripts
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Figura 2.2: Esquema general
que facilita l’aplicacio´. El cas me´s important e´s el de la lectura i escriptura de continguts en el
sistema de fitxers, en el que la responsabilitat recau directament sobre el navegador Web.
Quan el sistema ha de donar una resposta de forma diferida o be´ vol determinar la veracitat de
la identitat de l’usuari, la infraestructura de correu electro`nic esdeve´ un mitja` de comunicacio´
adient. L’aplicacio´ realitza l’enviament de missatges, fent u´s del protocol SMTP, als receptors
de correu corresponents a l’adrec¸a que facilita l’usuari. Aquest pot accedir als esmentats mis-
satges amb programari que implementi els protocols utilitzats pel servei de corresponde`ncia,
com ara POP3, IMAP, etc. Tambe´ e´s possible fer-ho amb el mateix navegador Web a trave´s
d’un mediador HTTP.
La base de dades de domini i el sistema de fitxers formen part del conjunt de fonts de dades
del sistema i s’inclouen en el cata`leg de recursos de l’aplicacio´. Aquı´ intervenen els gestors
de recursos, destinats a facilitar al programari de la lo`gica de domini l’explotacio´ de les fonts
de dades mencionades, ja que so´n capac¸os de treballar amb els seus protocols especı´fics de
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comunicacio´.
2.3.1. Base de dades de domini
Les dades de domini, tals com la relacio´ de membres i els grups dels que` formen part, es
fan persistents en una base de dades transaccional a la que es pot consultar posteriorment. El
sistema de gestio´ de bases de dades (DBMS) garanteix que les dades siguin consistents segons
la definicio´ del domini, i aporta un nivell considerable d’abstraccio´ a l’hora d’obtenir, afegir,
modificar i eliminar dades.
Els administradors tenen acce´s directe a la base de dades. Els membres, per contra, nome´s
poden influir en el seu contingut com a consequ¨e`ncia dels efectes derivats d’interactuar amb
l’aplicacio´.
2.3.2. Externalitzacio´ del sistema de fitxers
El sistema de fitxers e´s una entitat a la qual accedeixen directament l’aplicacio´, d’una banda,
i el navegador Web, per l’altra. Mentre que la gestio´ del sistema de fitxers va a ca`rrec del
programari de la lo`gica de domini, el transport del contingut de fitxers es fa des del mateix
navegador Web sense passar per cap intermediari.
E´s un conjunt autosuficient i cohesionat, format per les computadores amb capacitat d’emma-
gatzematge i connexio´ a xarxa aportats pels participants actius, i els agents dedicats a orquestrar-
les. Per habilitar les computadores com a dispositius d’emmagatzematge, s’hi ha d’instal·lar el
programari dedicat, que ha d’estar distribuı¨t per Distupload — directament o mitjanc¸ant el dis-
tribuı¨dor original —. Aquest programari mante´ la comunicacio´ amb els agents de control del
sistema de fitxers i amb els navegadors Web, i reserva l’espai de disc que el participant es
compromet a aportar.
En aquest cas en particular, el sistema de fitxers, a part de distribuı¨t e´s transaccional. Si be´
no e´s un requisit indispensable, ofereix unes propietats que incrementen considerablement la
robustesa i l’homogeneı¨tat del sistema.
2.3.3. Transaccionalitat i seguretat
En totes les operacions que es realitzen sobre el sistema es garanteixen dues caracterı´stiques
transversals. Transaccionalitat i seguretat.
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Els canvis en l’estat del sistema que es donen com a consequ¨e`ncia de l’execucio´ d’una accio´,
o be´ s’apliquen en la seva totalitat, o be´ no s’apliquen. Les accions so´n ato`miques pel que
fa al contingut de les fonts de dades. D’altra banda, encara que s’executin diverses accions
concurrentment, el sistema ha de mantenir la consiste`ncia de les dades. Cal tenir en compte que
el fet d’accedir a diverses fonts de dades transaccionals — base de dades de domini i sistema
de fitxers — implica l’u´s d’un protocol per a la gestio´ de transaccions distribuı¨des (DTP).
Pel que fa a la seguretat, els accessos que es fan a qualsevol dels components del sistema
han d’estar avalats per l’autenticacio´ del que accedeix i per l’autoritzacio´ que s’aplica segons
les polı´tiques del sistema. Aquesta condicio´ es do´na en cada comunicacio´ entre component i
component. Per exemple, el navegador Web ha d’estar autenticat per a rebre autoritzacio´ per
part de l’aplicacio´, pero` l’aplicacio´ tambe´ s’ha d’autenticar per a que` la base de dades de domini
o el sistema de fitxers l’autoritzi a realitzar certes operacions.
Els atributs de transaccionalitat i seguretat amb els que s’inicia l’accio´ poden mutar o propagar-
se en el transcurs de la sequ¨e`ncia d’esdeveniments, pero` ambdo´s conceptes estan presents en tot
moment.
2.3.4. Creixement sostingut
El sistema ha d’estar preparat per a poder cre´ixer horitzontalment sense comprometre el ren-
diment del servei. Es tracta de poder afegir recursos, de maquinari essencialment, respectant
l’esquema lo`gic del sistema i amb el mı´nim impacte possible.
Existeixen dues te`cniques que ho resolen de forma efectiva. El clustering i el balanceig de
ca`rrega. Les dues estan ı´ntimament relacionades. La primera consisteix en reproduir un node
en diverses insta`ncies, i fer que totes cooperin de manera que es comportin com una de sola, de
forma transparent. Ja sigui actuant totes elles com a re`pliques o ja sigui fent-ho com a parts del
total. La segona procura que la ca`rrega del clu´ster estigui homoge`niament repartida entre les
insta`ncies del grup. La unio´ de les dues permet incrementar la capacitat d’un node tot mantenint
les seves especificacions funcionals.
En la figura 2.3 es pot veure un exemple de node (Node N) format per tres insta`ncies (N1, N2
i N3) i un balancejador de ca`rrega. Quan el Node C es dirigeix a realitzar un acce´s al Node N,
consulta al balancejador de ca`rrega a quina insta`ncia ha de fer-ho. El balancejador de ca`rrega
determina que la insta`ncia amb millor disponibilitat e´s la N3 i li ho comunica, de manera que el
Node C conclou que ha d’establir la comunicacio´ amb la insta`ncia N3.
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Figura 2.3: Clu´stering i balanceig de ca`rrega
A priori, es poden aplicar aquestes dues te`cniques a l’aplicacio´ i a la base de dades de domini.
A me´s, la mateixa naturalesa del sistema de fitxers que es planteja preveu la factibilitat de
distribuir la ca`rrega en diferents nodes. Esta` implı´cit en el fet que el contingut dels fitxers esta`
distribuı¨t en diferents dispositius d’emmagatzematge. Sera` tambe´ necessari determinar si aixo`
e´s aplicable als agents de control a l’hora de valorar les diferents opcions.
2.4. Casos d’u´s principals
A continuacio´ s’exposen els casos d’u´s me´s representatius de Distupload, agrupats per tema.
En general no s’entra a escala de detall, sino´ que s’explica a grans trets quina e´s la interaccio´
entre l’usuari i el sistema. D’altra banda, nome´s es consideren els escenaris principals, deixant
de banda els casos en els que` es do´na algun error o cal realitzar alguna accio´ alternativa.
A excepcio´ del d’alta de membre, tots els casos d’u´s que es presenten so´n aplicables al mem-
bre del sistema. En cada cas es do´na per fet que l’usuari s’ha autenticat com a membre abans
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de realitzar les accions pro`pies del cas. L’autenticacio´ consisteix a emplenar un formulari on
es demana l’adrec¸a de correu electro`nic i la contrasenya, tal com s’explica a la seccio´ 2.1.1.
Una vegada l’usuari ha estat identificat com a membre del sistema, pot dur a terme les accions
posteriors sense la necessitat de repetir el proce´s d’autenticacio´, d’acord amb la caracterı´stica
de sessio´ d’usuari descrita a la seccio´ 2.2.1.
Davant l’abse`ncia del que es coneix comunament com a “panell d’administracio´”, es consi-
dera que els casos d’u´s de l’administrador so´n tots aquells que es derivin del propo`sit de vetllar
pel correcte funcionament del sistema i realitzar les tasques que s’escaiguin. L’acce´s als com-
ponents e´s directe — no passa per la lo`gica de domini —, i esta` subjecte a les polı´tiques d’acce´s
de cadascun d’ells.
2.4.1. Alta i baixa de membre
L’alta de membre e´s un pas requerit per a que` qualsevol individu pugui participar de forma
activa o passiva com a membre de Distupload. E´s l’u´nic cas en el qual, o`bviament, no cal ser
membre per dur a terme les operacions implicades.
El sistema demana l’adrec¸a de correu electro`nic, propietat de l’ano`nim, i una contrasenya,
de la seva eleccio´, que utilitzara` durant el proce´s d’autenticacio´ per a validar la seva identitat
de forma fefaent. El sistema ha de poder verificar l’existe`ncia de l’adrec¸a i que efectivament e´s
propietat del sol·licitant. D’altra banda, tenint en compte que aquest cas d’u´s e´s d’acce´s ano`nim,
e´s recomanable aplicar mecanismes que procurin evitar un u´s malintencionat.
Un cop complet el procediment, e´s donat d’alta el compte de membre amb l’adrec¸a de correu
electro`nic i contrasenya donats. El membre podra` modificar la seva adrec¸a i la seva contrasenya
quan ho consideri oportu´, amb la consegu¨ent verificacio´ d’existe`ncia i propietat de l’adrec¸a de
correu electro`nic.
Per a donar de baixa el compte, el membre nome´s ha de demanar-ho al sistema. En resposta,
el sistema demana al membre que li indiqui la seva contrasenya altra vegada com a garantia de
confirmacio´.
2.4.2. Gestio´ de l’a`rea de fitxers
Tot membre del sistema disposa d’una a`rea personal destinada a l’emmagatzematge de fitxers.
Es tracta d’una jerarquia o arbre de directoris que poden incloure fitxers de contingut, altrament
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anomenats fitxers regulars. El directori arrel e´s el que no esta` inclo`s en cap altre directori, i
li’n correspon un, i nome´s un, a cada membre. Els fitxers, en general, tenen un nom que els
identifica dins del directori en el qual es troben. En l’a`mbit de tota la jerarquia, els fitxers
s’identifiquen pel camı´ que cal seguir des de l’arrel per arribar-hi. La figura 2.4 descriu aquest
model.
Figura 2.4: Arbre de fitxers
La gestio´ de l’a`rea de fitxers aglutina diversos casos d’u´s. A excepcio´ del directori arrel, els
fitxers existents, tant directoris com regulars, poden ser renombrats i esborrats. Tambe´ es poden
moure, e´s a dir, canviar el directori en el qual estan inclosos. I, finalment, es poden crear nous
directoris dins de qualsevol altre directori. Dos fitxers d’un mateix directori no poden tenir el
mateix nom i, per tant, el sistema ha d’impedir-ho i suggerir solucions si e´s possible en cas que
es doni aquesta situacio´ com a consequ¨e`ncia. La creacio´ de fitxers regulars s’exposa en la seccio´
2.4.3. La interaccio´ entre membre i sistema pot ser similar a la que ofereixen els exploradors de
fitxers convencionals amb interfı´cie gra`fica.
A tenir en compte, tot i que no queda explı´citament definida la forma de tractar aquesta qu¨es-
tio´, ha d’haver-hi un lı´mit pel que fa a l’espai que pot ocupar la suma de tots els fitxers d’un
usuari. Diversos criteris poden condicionar la quantitat d’espai per usuari: Activitat, partici-
pacio´, reputacio´, etc. En qualsevol cas, l’a`rea de fitxers e´s previsiblement el lloc idoni per a
mostrar la capacitat de que` disposa un usuari tenint en compte el que ja ha utilitzat.
2.4.3. Ca`rrega i desca`rrega de fitxers
La ca`rrega i desca`rrega de fitxers implica el transport de continguts des del navegador Web
del membre involucrat als dispositius d’emmagatzematge aportats pels participants actius, i
viceversa, respectivament.
Capı´tol 2. Definicio´ general 17
La creacio´ de fitxers passa per la ca`rrega dels mateixos al sistema. En alguns contextos
s’anomena operacio´ d’escriptura. Quan un membre vol incloure un fitxer a la seva a`rea ha
d’indicar al sistema quin e´s el directori on el vol dipositar, quin nom ha de tenir i facilitar el
fitxer en qu¨estio´. Opcionalment, es pot obviar el nom del fitxer, i en tal cas fer servir el nom
del fitxer local per determinar el nom del fitxer carregat. Si ja hi ha algun fitxer al directori on
es vol fer la ca`rrega que tingui el mateix nom que es prete´n donar al nou fitxer, el sistema ha
d’actuar de la mateixa manera que ho fa en la gestio´ de fitxers quan apareix duplicitat de noms.
La ca`rrega de fitxers esta subjecta a les limitacions d’espai que la suma dels fitxers d’un
usuari pot ocupar. Si aquesta operacio´ suposa sobrepassar el lı´mit establert, es cancel·la imme-
diatament en la seva totalitat.
Inversament, la desca`rrega d’un fitxer consisteix a dipositar en un directori local un fitxer
de contingut allotjat en el sistema. Sime`tricament a la d’escriptura, en aquest cas s’anomena
tambe´ operacio´ de lectura. El membre indica al sistema quin e´s el fitxer que vol descarregar
d’entre els disponibles en l’a`rea de gestio´, el directori local on ho vol fer i el nom que tindra` el
fitxer descarregat si s’escau. Les regles que s’apliquen al nom i destinacio´ del fitxer obtingut
so´n especı´fiques del sistema operatiu en el qual estigui operant l’usuari.
2.4.4. Grups d’intercanvi
Tal com es defineix a la seccio´ 2.1.2, els fitxers estan sotmesos a una polı´tica de privacitat
que ve determinada pels permisos de lectura i d’escriptura aplicats als membres que en so´n
propietaris, als membres dels grups als quals pertanyen i a qualsevol subjecte no relacionat. Els
efectes que tenen els permisos de lectura i d’escriptura sobre els directoris so´n ana`legs als que
tenen sobre els fitxers regulars. Tenir acce´s de lectura a un directori implica poder consultar
els fitxers que conte´, mentre que el permı´s d’escriptura atorga la possibilitat d’afegir, esborrar i
reanomenar aquests fitxers.
Els fitxers que crea un membre en la seva a`rea de gestio´ esdevenen automa`ticament de la seva
propietat i se’ls estableix el grup principal del propietari. Les polı´tiques d’acce´s predetermina-
des limiten la possibilitat de lectura i d’escriptura del nou fitxer al propietari i als membres del
seu grup.
La creacio´ de grups d’intercanvi consisteix en la instauracio´ de zones compartides, on es
poden incloure fitxers accessibles per diversos membres, ja sigui amb permisos de lectura, d’es-
criptura o ambdo´s. Quan un membre vol donar d’alta un grup d’intercanvi, li ho demana al
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sistema, tot indicant-li un nom descriptiu i una llista d’adreces electro`niques pertanyents als
membres als quals vol incloure al grup. El sistema crea un grup amb la descripcio´ donada, al
que afegeix al membre sol·licitant i notifica l’esdeveniment als membres convidats. A mesura
que els membres accepten l’oferta, el sistema els va incloent al grup d’intercanvi.
Els membres del sistema poden consultar els grups que han donat d’alta o als que han accep-
tat incloure’s. Per afegir fitxers al grup el propietari dels mateixos ha d’indicar al sistema els
fitxers que vol afegir, el grup al qual vol fer-ho i si concedeix a la resta de membres del grup la
possibilitat de fer-ne lectures, escriptures o ambdues coses. Tambe´ pot treure’ls del grup o be´
canviar-los de grup. En qualsevol cas, un fitxer nome´s pot estar vinculat a un sol grup al mateix
temps.
Queda sense determinar la possibilitat d’intercanviar fitxers amb usuaris ano`nims. Tanmateix,
e´s factible establir casos d’u´s que ofereixin aquesta caracterı´stica aplicant el model definit.
D’altra banda, en cas que un membre es disposi a convidar a un ano`nim — indicant una adrec¸a
de correu electro`nic que no consta com a propietat de cap membre —, el convidat podra` optar
per donar-se d’alta al sistema amb l’adrec¸a a la qual se li ha notificat l’esdeveniment, i aixı´ fer
efectiu l’intercanvi.
2.4.5. Participacio´ activa
Fins ara s’han descrit els casos d’u´s corresponents als membres que participen de forma
passiva. En aquesta seccio´ s’exposen els casos d’u´s que permeten que un membre participi
activament. E´s a dir, oferint espai d’emmagatzematge en favor de l’increment de la capacitat
total del sistema.
Un membre que decideixi participar de forma activa, ha de formalitzar l’alta un node d’em-
magatzematge. En general, es tracta d’una computadora a la que¡al s’ha de poder accedir a
trave´s de la xarxa i que ha de disposar d’una quantitat raonable de capacitat d’emmagatzematge
disponible. Un cop determinada la computadora candidata, ha d’habilitar-la com a dispositiu
contribuı¨dor del sistema. Aixo` s’aconsegueix mitjanc¸ant la instal·lacio´ del programari facilitat
per Distupload, dedicat a aquesta finalitat. Per realitzar l’alta, el membre ha de fer la sol·licitud,
que inclou la contrasenya, que es fara` servir com a credencial del node, i la quantitat de re-
cursos que posa a disposicio´ del sistema. Un cop fet aixo`, el sistema do´na d’alta un nou node
amb aquesta credencial i caracterı´stiques. Li assigna un codi que l’identifica inequı´vocament i
se l’entrega al membre involucrat. A partir d’aquest moment, el membre pot procedir a crear
el vincle entre el dispositiu i el sistema, indicant al programari quin e´s el codi identificatiu i la
credencial del node.
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L’alta de nodes d’emmagatzematge no es limita a una sola insta`ncia. Un membre pot aportar
me´s d’una computadora, repetint el procediment anterior. De cara a tenir el control de les
insta`ncies que ha creat, un membre pot consultar els nodes d’emmagatzematge que ha donat
d’alta. Tambe´ te´ l’opcio´ de donar-los de baixa i, en tal cas, el sistema deixa de comptar amb
ells i realitza les tasques de redistribucio´ necessa`ries per evitar tant com sigui possible la pe`rdua
general de continguts.
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Capı´tol 3
Sistema de fitxers
Al llarg de la “Definicio´ general” es do´na forma al que ha de ser el sistema de fitxers i de quina
manera interve´ en el sistema en general. En aquest capı´tol es detallen els requeriments que ha
de satisfer i se’n proposa un que ho faci. Tot i que es tracta d’un component fonamental, les
especificacions del sistema general no han d’estar condicionades en cap cas per la morfologia o
el comportament del sistema de fitxers. Dit d’una altra manera, si s’escau, es faran adaptacions
del sistema de fitxers, de manera sigui compatible amb les necessitats de Distupload, pero` mai
a l’inreve´s.
Me´s enlla` dels requeriments imposats, el sistema de fitxers esta` sotme`s a dues primitives.
D’una banda, tal com ja ha estat mencionat anteriorment, ha de ser distribuı¨t. La seva composi-
cio´ suposa la col·laboracio´ de mu´ltiples nodes. I d’altra banda, ha de respectar a una interfı´cie
esta`ndard. Tenint en compte la seva versatilitat, la seva acceptacio´ i la seva simplicitat, entre
altres aspectes, i que encaixa perfectament amb la definicio´ del sistema, es pren com a model
la part que involucra a la gestio´ de fitxers en l’esta`ndard de sistemes operatius de “The Open
Group Base Specifications Issue 6 IEEE Std 1003.1, 2004 Edition [1]”. Els apartats que fan
refere`ncia al sistema de fitxers en el Capı´tol 2 responen a aquest model. Val a dir que la gestio´
d’usuaris i grups no e´s pro`piament una responsabilitat del sistema de fitxers. Aquest en coneix
l’existe`ncia i estableix la relacio´ mitjanc¸ant identificadors d’usuari i de grup — UIDs i GIDs
respectivament —, pero` res me´s. Aquesta e´s responsabilitat del component que en fa u´s o d’un
tercer. La figura 3.1 en fa una representacio´.
E´s fonamental que el sistema de fitxers sigui eficient i tolerant a fallades. El bon encaix amb
el sistema general e´s una condicio´ necessa`ria, pero` no suficient. La probabilitat de pe`rdua de
dades ha de ser prou baixa par a garantir, dins d’uns marges raonables, que els continguts que els
usuaris posen a disposicio´ del sistema es mantenen intactes malgrat els possibles incidents que
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Figura 3.1: Model del sistema de fitxers
es puguin donar sobre els dispositius d’emmagatzematge. A me´s, e´s important que ofereixi una
bona experie`ncia pel que fa a la rapidesa, tant en els accessos de lectura com els d’escriptura,
en la mesura que sigui possible.
I e´s molt recomanable que el projecte que el sustenta estigui actiu. E´s a dir, que gaudeixi
d’actualitzacions frequ¨ents i que no caigui en desu´s, ja que, en cas contrari, pot ser vı´ctima de
l’obsolesce`ncia. Tambe´ ho e´s el fet que disposi d’una bona documentacio´ i, a poder ser, que
estigui sostingut per una comunitat d’intercanvi de coneixement amb bona salut.
3.1. Requeriments
Tots els sistemes de fitxers que satisfacin els requeriments que es detallen a continuacio´ so´n
possibles candidats per a formar part de Distupload. Tot i que e´s preferible que ho facin de
forma nativa, e´s acceptable que els requeriments siguin satisfets mitjanc¸ant l’u´s de components
addicionals que actuı¨n com adaptadors, o be´, si les circumsta`ncies ho permeten, fent una bi-
furcacio´ del codi font per aplicar les modificacions necessa`ries. En qualsevol cas, el que e´s
imprescindible e´s que, d’una manera o altra, l’encaix sigui possible.
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Si compleix les condicions, el sistema de fitxers e´s apte per a ser integrat. Aquesta manera
d’operar obre la possibilitat de prescindir d’una eleccio´ presa en un moment determinat en favor
d’una alternativa que s’hagi pogut trobar posteriorment.
3.1.1. Fragmentacio´ de contingut
A l’hora de portar a terme les operacions d’escriptura, el contingut dels fitxers ha de ser
dividit en fragments per a destinar-los a diferents dispositius d’emmagatzematge. Una de les
principals qualitats que prete´n oferir Distupload consisteix a evitar tant com sigui possible que
es pugui vulnerar la privacitat dels continguts en cas que un dispositiu d’emmagatzematge sigui
intervingut per un subjecte alie` a la comunitat. E´s per aixo` que, com me´s disseminat estigui el
contingut d’un fitxer, millor. La figura 3.2 mostra com podrien quedar allotjats els fragments
tres fitxers — FA, FB i FC — en quatre dispositius d’emmagatzematge — D1, D2, D3 i D4 —.
La mida dels fragments e´s indiferent, i no e´s obligatori que tots tinguin la mateixa.
Figura 3.2: Fragmentacio´ del contingut dels fitxers
Certament, la fragmentacio´ pot anar en detriment de la disponibilitat. Si un dispositiu d’em-
magatzematge falla, es pot veure comprome`s el contingut de molts fitxers, en la seva totalitat.
Aixı´ doncs, e´s molt recomanable que el sistema de fitxers faci re`plica dels fragments sobre
diferents dispositius. Si be´ la re`plica afecta negativament en la capacitat global del sistema,
l’augment en la tolera`ncia a fallades e´s prou significatiu per a obviar la qu¨estio´.
Sigui com sigui, la fragmentacio´ contribueix a l’eficie`ncia en les operacions de lectura i
d’escriptura, en tant que comporta la possibilitat de transferir paral·lelament els continguts des
de i a diferents dispositius d’emmagatzematge.
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3.1.2. Espais d’emmagatzematge passius
La instal·lacio´ del programari que habilita com a dispositius d’emmagatzematge a les com-
putadores aportades pels participants actius ha de suposar el mı´nim impacte possible. El par-
ticipant ha de poder delimitar l’amplada de banda i l’espai de disc que posa a disposicio´ del
sistema. Cal preveure que les computadores no estaran destinades plenament a aquest objectiu
en la majoria dels casos, especialment si els membres que hi participen so´n usuaris convencio-
nals.
D’altra banda, la capacitat de co`mput requerida pel programari ha de ser insignificant. Els
ca`lculs referents a la localitzacio´, la particio´ i assemblatge de fragments, entre d’altres, han
de recaure sobre agents externs del mateix sistema de fitxers. El programari dels dispositius
d’emmagatzematge es limitaria a “obeir les instruccions” d’aquests agents. A part d’aixo`, e´s
aconsellable que es tracti de programari compilat i, a poder ser, que ho estigui a partir d’algun
llenguatge de programacio´ natiu, de cara a afavorir al ma`xim l’eficie`ncia. En qualsevol cas,
tenen cabuda perfectament els llenguatges interpretats o que s’executin sobre ma`quines virtuals,
sempre que no sobrepassin una quantitat raonable de co`mput requerit.
El sistema de fitxers ha de cone`ixer i gestionar la magnitud dels recursos que els dispositius
d’emmagatzematge posen a disposicio´, amb independe`ncia de la disponibilitat dels mateixos.
En altres paraules, els agents de control han de ser informats dels canvis que es produeixen en
termes de configuracio´ dels dispositius d’emmagatzematge, i aixı´ conferir-los la capacitat de
prendre decisions sobre el destı´ dels fragments, encara que els dispositius no siguin operatius
en un moment donat.
3.1.3. Fa`cil contribucio´
El programari de participacio´ activa no nome´s ha de ser poc impactant quant als recursos que
sol·licita, la instal·lacio´ del mateix tambe´ ha de ser ra`pida i senzilla. El membre que decideix
habilitar una computadora no hauria d’estar obligat a facilitar me´s dades de les que fossin estric-
tament necessa`ries, tot deixant aquesta tasca al proce´s d’alta de dispositiu d’emmagatzematge
orquestrat pel sistema general. En definitiva, l’operacio´ ha de ser el me´s desatesa possible, quasi
automa`tica si escau.
Ha de ser molt fa`cil obtenir el programari. Cal tenir en compte les diferents plataformes o
sistemes operatius sobre el que es pot executar i donar suport a tots aquells que gaudeixin de
me´s popularitat. E´s preferible que requereixi les mı´nimes depende`ncies de programari, e´s a dir,
que sigui el me´s auto`nom pel que fa a programari pre`viament instal·lat.
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3.1.4. Lectura i escriptura mitjanc¸ant HTTP
L’usuari accedeix al sistema mitjanc¸ant el protocol HTTP, amb un navegador Web. Les ope-
racions de ca`rrega i desca`rrega de fitxers no so´n una excepcio´. La lectura i escriptura de fitxers
als dispositius d’emmagatzematge tambe´ s’han de poder fer per HTTP, tal com es mostra en la
figura 3.3.
Figura 3.3: Lectura i escriptura per HTTP
A me´s, tenint en compte que la responsabilitat de dividir i unir els fragments de fitxer ha de
recaure sobre el programari que s’executa per part del navegador Web, els dispositius han de
poder rebre i enviar aquests fragments amb aquest protocol de comunicacio´.
El programari dels dispositius d’emmagatzematge ha d’incloure un servei HTTP que permeti
la interaccio´ AJAX entre el navegador Web i el sistema de fitxers. Fet que te´ una implicacio´
important, el navegador Web ha d’establir comunicacio´ amb amfitrions que estan en dominis
diferents del que es troba l’aplicacio´ Web. Aixo` no esta` perme`s, a no ser que els serveis HTTP
dels dispositius d’emmagatzematge facin saber, fent u´s del mecanisme CORS (Cross-Origin
Resource Sharing) [2], que accepten connexions de l’aplicacio´ Web localitzada en el domini de
Distupload. El sistema de fitxers ha de contemplar aquesta particularitat.
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3.1.5. Robustesa
De la mateixa manera que hauria d’oco´rrer amb qualsevol font de dades, el sistema de fitxers
ha de disposar de mecanismes de seguretat. Qualsevol component que hi vulgui accedir ha
de comptar amb les credencials i l’autoritzacio´ necessa`ria. E´s preferible que tambe´ inclogui
instruments que permetin mantenir la privacitat dels continguts en cas que la comunicacio´ sigui
interceptada il·lı´citament per tercers.
Si be´ no es tracta d’una caracterı´stica estrictament necessa`ria, e´s molt recomanable que el
sistema de fitxers tingui un comportament transaccional. Aixo` implica que les operacions que
es realitzen es puguin agrupar en una sola operacio´ ato`mica, en la que tenen lloc totes en cas
d’e`xit o cap ni una en cas que alguna falli.
D’altra banda, el sistema hauria de saber viure en un entorn en el qual els recursos i la connec-
tivitat no so´n factors estables. Entre altres coses, hauria de disposar d’estrate`gies de reconnexio´,
repartiment de la ca`rrega, protocols de recuperacio´, etc. En resum, amb independe`ncia de les
circumsta`ncies, el sistema hauria de poder garantir el seu correcte funcionament sense la inter-
vencio´ de l’administrador, si me´s no, durant perı´odes de temps considerables.
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No e´s tasca fa`cil trobar un sistema de fitxers que satisfaci fidelment tots els requeriments es-
mentats. Si be´ existeixen multitud de sistemes en l’actualitat que puguin encaixar d’una manera
o altra amb Distupload, difı´cilment n’hi haura` algun que s’adapti a la perfeccio´. Per exemple,
Hadoop Distributed File System (HDFS) [3], e´s una opcio´ que s’aproxima considerablement a
la solucio´. E´s robust, suporta fragmentacio´ i re`plica, permet habilitar dispositius d’emmagatze-
matge passius, etc. Malauradament, no inclou la comunicacio´ amb ells mitjanc¸ant el protocol
HTTP i els introdueix la depende`ncia d’una ma`quina virtual de Java (JVM). Tambe´ criden l’a-
tencio´ d’altres com Google FS (GFS) [4], que mostra qualitats favorables pero` que, en qualsevol
cas, ha estat creat per a u´s exclusiu de Google Inc.
I, sens dubte, la llista de possibilitats no s’acaba aquı´. Es pot optar per molts d’altres que, amb
l’aplicacio´ d’adaptacions o la inclusio´ de components auxiliars, tenen cabuda com a sistema de
fitxers de Distupload. Malgrat aixo`, aquest estudi queda fora de l’abast del projecte. Per contra,
s’ha optat per l’u´s d’un sistema de fitxers fet a mida, la constitucio´ del qual satisfa` tots els
requeriments, prescindint de cap element addicional.
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Es tracta de Hive File System (Hive FS) [5]. La seva concepcio´ esta` motivada per la necessitat
d’introduir un sistema de fitxers que satisfaci els requeriments de Distupload. De tota manera,
no e´s el seu propo`sit u´ltim. HiveFS pot ser utilitzat en molts altres contextos: En una xarxa
corporativa, en un repositori comunitari o fins i tot en un entorn de cara`cter dome`stic. En
aquesta seccio´ s’explica el seu funcionament i es posen de manifest les claus per a fer efectiva
la seva interaccio´ amb la resta de components del sistema. Es presenten les caracterı´stiques que
caldra` tenir en compte a l’hora de pensar en la integracio´ amb el sistema general, pero`, de forma
complementa`ria al llistat de requeriments, serveix de refere`ncia en cas que es vulgui reco´rrer a
altres opcions me´s adients o be´ a un disseny millorat.
Val a dir que Hive FS es troba en fase inicial, ja que el seu naixement esta` lligat al de Distu-
pload. Fet que sembla estar renyit amb la recomanacio´ que aconsella fer servir un sistema de
fitxers que gaudeixi d’activitat i no estigui amenac¸at per l’obsolesce`ncia. De tota manera, es
do´na per fet que tambe´ estan lligats pel que fa a l’evolucio´ i manteniment.
3.2.1. Morfologia
En la composicio´ de Hive FS es poden identificar tres tipus d’elements amb responsabili-
tats clarament diferenciades. D’una banda estan el coordinador i la base de dades, que so´n
els que s’encarreguen de gestionar les comunicacions i mantenir l’estat del sistema de fitxers.
D’altra banda estan els dispositius d’emmagatzematge, que tenen la responsabilitat d’allotjar
els continguts dels fitxers pro`piament. La figura 3.4 il·lustra l’esquema.
Totes les dades referents a l’estat del sistema de fitxers estan custodiades per una base de
dades relacional a la que nome´s te´ acce´s el coordinador. Incorpora l’arbre de directoris i fit-
xers, juntament amb els propietaris, grups i permisos corresponents. Tambe´ conte´ la relacio´
de subjectes, concepte que s’explica en l’apartat 3.2.2, incloent-hi el cata`leg de dispositius
d’emmagatzematge donats d’alta. I el conjunt de transaccions i operacions que s’han efectuat
en cadascuna d’elles, tema que es tracta en l’apartat 3.2.3. La base de dades pot constar de
mu´ltiples insta`ncies ide`ntiques. L’agrupacio´ d’insta`ncies es sincronitza i actua com si es tracte´s
d’una sola insta`ncia. Per aconseguir-ho, la insercio´ i l’actualitzacio´ de dades es produeix a to-
tes les insta`ncies de forma equivalent, sense dependre mai de l’estat de la mateixa insta`ncia.
Per exemple, si en una operacio´ cal cone`ixer la data actual, el que la invoca e´s el responsable
d’indicar-la en cada cas, no ho determina la mateixa insta`ncia a partir del seu sistema operatiu.
En canvi, la lectura es pot fer sobre una sola insta`ncia, fet que incrementa considerablement la
velocitat d’acce´s i redueix la probabilitat de crear un coll d’ampolla.
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Figura 3.4: Morfologı´a de Hive FS
El coordinador esta` format per un conjunt de nodes que estableixen connexions amb la base
de dades i que accepten connexions — sempre al capdamunt de TCP — dels dispositius d’em-
magatzematge i dels components externs que accedeixen al sistema de fitxers. No mantenen
cap estat, a excepcio´ de la sessio´ que s’estableix per a les connexions entrants, tal com s’explica
en l’apartat 3.2.2. E´s per aixo` que no els fa falta reco´rrer a cap mecanisme de sincronitzacio´.
El sistema de fitxers al que correspon un coordinador esta` determinat per la base de dades a la
que es connecta. Els nodes de coordinacio´ actuen com a fac¸ana del sistema de fitxers, al que
s’accedeix indicant aleato`riament les coordenades — previsiblement, l’adrec¸a i el port — d’un
dels nodes o be´ mitjanc¸ant un balancejador de ca`rrega.
El contingut dels fitxers regulars es fa persistent en els dispositius d’emmagatzematge. A
banda dels continguts que allotgen, no disposen d’estat. Tots els detalls relatius a la seva confi-
guracio´, localitzacio´, etc. es troben a la base de dades del sistema de fitxers. Cada vegada que
es do´na d’alta o de baixa un dispositiu nou, o es modifica alguna de les seves caracterı´stiques
rellevants, es fa constar a la base de dades a trave´s d’algun node de coordinacio´. En els apartats
3.2.4 i 3.2.5 s’explica com interactuen els usuaris amb els dispositius d’emmagatzematge en les
operacions de lectura/escriptura — admetent transfere`ncies fragmentades per HTTP — i com
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ho fan entre ells per donar lloc a la redunda`ncia, respectivament. Efectivament, es tracta dels
components que donen pas a la participacio´ activa. Aportar i habilitar una computadora implica
exposar-la al pu´blic, desplegar-hi el programari corresponent al dispositiu d’emmagatzematge i
establir el vincle amb el sistema de fitxers.
3.2.2. Subjectes
L’assumpte de la seguretat, pel que fa a l’autenticacio´ i l’autoritzacio´, es resol mitjanc¸ant
el concepte de subject (subjecte). El sistema de fitxers contempla l’existe`ncia de tres tipus de
subjecte. A saber, user, manager i storage. Tot subjecte disposa d’un identificador u´nic, un
nom exclusiu i unes credencials. La figura 3.5 fa patent aquest model.
Figura 3.5: Subjectes de Hive FS
L’autenticacio´ implica indicar el nom de subjecte i el valor d’alguna de les seves credencials.
Si hi ha coincide`ncia, el subjecte que sol·licita l’acce´s e´s benvingut i rep l’identificador que el
distingeix. El tipus de subjecte de que` es tracta, i les relacions que te´ amb els altres elements del
sistema de fitxers, determinen l’autoritzacio´ de la qual gaudeix. Aquesta operacio´ e´s necessa`ria
cada vegada que el subjecte procedeix a establir una connexio´. Un cop s’ha establert amb e`xit,
es crea una sessio´ que atorga l’autoria de les operacions posteriors al subjecte autenticat. El
temps de vida de la sessio´ equival al temps de vida de la connexio´.
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Els subjectes d’usuari so´n aquells que poden actuar sobre el sistema de fitxers en nom d’un
o me´s usuaris. En cada operacio´ que es du a terme, el subjecte ha d’explicitar a quin usuari
representa i sobre quins grups es troba. Si el subjecte no esta` autoritzat a actuar en nom de
l’usuari indicat, l’accio´ e´s denegada. Pel que fa als grups, el sistema calcula la interseccio´ entre
el conjunt ordenat de grups que s’inclouen en l’operacio´ i els que estan aparellats al subjecte
implicat. Si el conjunt e´s buit, tampoc es permet efectuar l’operacio´. El primer grup resultant
correspon al grup principal. Les accions que pot fer un usuari so´n les que fan referencia als
fitxers i les seves caracterı´stiques, tals com el canvi de nom, de permisos, etc. Es distingeix
com a usuari “root” a aquell que actua amb identificador d’usuari — que no identificador de
subjecte — 0 (zero), usuari que no esta` sotme`s a la polı´tica de propietat a l’hora de fer consultes
o realitzar canvis.
Per dur a terme accions de gestio´, me´s enlla` de les que afecten l’arbre de fitxers, cal accedir
com a subjecte de gestio´. Aquest, entre altres coses, esta` autoritzat a afegir o eliminar subjectes
d’usuari o d’emmagatzematge, o establir les relacions entre subjectes i usuaris, grups o dispo-
sitius d’emmagatzematge. Nome´s el subjecte de gestio´ amb identificador 0 (zero) pot afegir,
modificar o eliminar altres subjectes de gestio´.
De la mateixa manera que els components externs que intenten accedir al sistema de fitxers
han d’autenticar-se com a subjectes d’usuari o de gestio´, els dispositius d’emmagatzematge
han d’acreditar la seva identitat quan es disposen a iniciar la comunicacio´ amb el coordinador.
En particular, han d’establir la connexio´ com a subjectes d’emmagatzematge. Els dispositius
d’emmagatzematge actuen de manera passiva, i nome´s responen a les directrius dels nodes
de coordinacio´. Aixı´ doncs, han de poder-los-els fer consultes i notificar esdeveniments. Els
subjectes d’emmagatzematge relacionen l’autoria d’aquestes interaccions amb els dispositius
d’emmagatzematge que les originen.
3.2.3. Serveis
El sistema de fitxers Hive FS posa a disposicio´ dels components externs dues puntes de
servei — ports diferents — per interactuar amb ell. Un e´s el servei que permet realitzar les
operacions comunes de fitxers i al que cal autenticar-se com a subjecte usuari. L’altre e´s el servei
que possibilita l’execucio´ de tasques de cara`cter administratiu i que requereix autenticacio´ de
subjecte de gestio´. Tots dos utilitzen un protocol propi del sistema de fitxers, al capdamunt de
TCP. En l’ape`ndix A s’explica el funcionament d’aquest protocol i es detallen els contractes
dels serveis en qu¨estio´. Tal com mostra la figura 3.6, el component que exposa els serveis i que
gestiona la comunicacio´ de l’exterior e´s el conjunt de nodes de coordinacio´.
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Figura 3.6: Serveis de Hive FS
Una caracterı´stica molt important de Hive FS e´s la transaccionalitat. Cada operacio´ invocada
sobre els serveis esta` vinculada a una transaccio´. Quan es confirma una transaccio´ totes les
operacions que la constitueixen esdevenen definitives en l’ordre en que` s’han anat incloent.
Fins aleshores, cap d’elles te´ un efecte concloent sobre l’estat del sistema de fitxers. Per contra,
si la transaccio´ es retrotreu, no es produeix canvi en l’estat del sistema i es descarten totes les
operacions implicades.
A tenir en compte, les operacions del servei d’usuari no poden incloure’s en transaccions del
servei de gestio´, i tampoc les operacions del servei de gestio´ poden incloure’s en transaccions
del servei d’usuari. En qualsevol cas, existeix la possibilitat de fer que transaccions del servei
d’usuari i transaccions del servei de gestio´ formin part d’una sola transaccio´ global. Aixo` e´s
admissible gra`cies al fet que la gestio´ de transaccions del sistema de fitxers implementa un pro-
tocol de transaccions distribuı¨des (DTP). Concretament, el definit per l’especificacio´ X/Open
XA [6]. Es tracta d’un protocol estandarditzat de confirmacio´ en dues fases (2PC), aplicable
tambe´, entre d’altres, a multitud de gestors de bases de dades relacionals. Per tant, no nome´s
obre la possibilitat d’agrupar transaccions del servei d’usuari i transaccions del servei de ges-
tio´, sino´ que tambe´ permet incloure transaccions d’altres sistemes o components a la mateixa
transaccio´ global, sempre que se’ls pugui aplicar el protocol esmentat.
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En consequ¨e`ncia, per a poder fer u´s del sistema de fitxers s’ha de comptar amb un gestor de
transaccions que implementi X/Open XA. A totes les operacions exposades pels serveis de Hive
FS se’ls ha d’indicar l’idetificador de transaccio´ X/Open XA, anomenat XID. Aquest para`metre
determina la transaccio´ a la qual correspon l’operacio´, dins de la transaccio´ global. Els serveis
implementen de forma nativa les accions pro`pies d’aquest protocol (start, end, prepare, commit,
rollback...), de manera que no calen adaptacions per poder integrar el sistema de fitxers com un
“recurs XA” en un sistema distribuı¨t. La seccio´ A.3 de l’ape`ndix tracta aquest tema.
A me´s, les transaccions que gestiona el sistema de fitxers tenen la virtut de ser intercalables
entre diferents connexions. Una transaccio´ no esta` associada a una connexio´. E´s per aixo` que
en cada invocacio´ d’una operacio´ s’ha d’indicar l’identificador de la transaccio´ (XID) a la que
correspon. Gra`cies a aquesta propietat, encara que es perdi una connexio´, la transaccio´ continua
vigent i pot ser represa en una altra connexio´.
3.2.4. Lectura/escriptura
En la lectura i l’escriptura de fitxers tambe´ intervenen els dispositius d’emmagatzematge,
fet que es fa explı´cit en la figura 3.7. Mentre que la comunicacio´ es mante´ amb els nodes de
coordinacio´, de la mateixa manera que passa amb la resta d’operacions, la transfere`ncia te´ lloc
directament entre els components externs i els dispositius d’emmagatzematge. Durant aquest
proce´s, els dispositius d’emmagatzematge es posen en contacte amb la coordinacio´ del sistema
de fitxers per seguir les seves directrius i comunicar els resultats.
Les operacions de lectura/escriptura formen part del servei d’usuari. Tanmateix, no reben
com a para`metre, ni donen com a resposta, els octets corresponents al contingut del fitxer sobre
el qual operen. En lloc d’aixo`, fan u´s d’una estructura de dades que indica els dispositius dels
quals s’ha de rebre o als que s’ha d’enviar els fragments de contingut. La figura 3.8 mostra
el model d’aquesta estructura, anomenada estrofa de transfere`ncia. Cal remarcar que, tot i
que es tracta de dues operacions oposades, es fa servir la mateixa estructura, per be´ que tambe´
so´n sime`triques. Les estrofes de transfere`ncia es distingeixen globalment amb un identificador
u´nic. Cadascuna d’elles esta` formada per un conjunt ordenat de trossos de transfere`ncia. Cada
tros te´ indicada la mida, una etiqueta i un seguit de ports d’emmagatzematge corresponents als
possibles origens o destinacions, per a la lectura o l’escriptura respectivament. Un port consta
d’un amfitrio´, un port (fı´sic) i la identificacio´ del protocol que suporta.
La rao´ de ser de l’etiqueta (token) consisteix a garantir la legitimitat d’una operacio´ de lec-
tura o d’escriptura per a un tros de transfere`ncia. Els dispositius d’emmagatzematge accepten
comunicacions aleato`ries de qualsevol font, i l’etiqueta e´s la que permet determinar si aquestes
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Figura 3.7: Servei de Hive FS per a la lectura/escriptura
so´n lı´cites o no. Si una comunicacio´ no e´s lı´cita, el dispositiu d’emmagatzematge la rebutja
d’immediat. A banda d’aixo`, l’etiqueta permet determinar als coordinadors quin e´s el fitxer
sobre el que es realitza l’operacio´ i a quina posicio´ correspon cada tros.
A continuacio´ es detalla, junt amb el model de la figura 3.9, la sequ¨e`ncia d’esdeveniments que
tenen lloc durant el proce´s de lectura i d’escriptura. Tot plegat es pot dividir en tres blocs. En
primer lloc, es fa la sol·licitud de lectura/escriptura als coordinadors. Amb la informacio´ obtin-
guda, en cas d’e`xit, es coneix sobre quins dispositius d’emmagatzematge es pot treballar i quins
trossos del contingut a llegir/escriure els correspon. En segon lloc, es procedeix a la lectura/es-
criptura efectiva sobre els dispositius esmentats. I, en tercer lloc, es consulta perio`dicament als
coordinadors, altra vegada, si el proce´s ha tingut e`xit o ha fallat. Les interaccions poden donar-
se en qualsevol ordre o, fins i tot, simulta`niament, sense el risc d’obtenir resultats indefinits.
Els components externs que inicien el proce´s so´n els responsables de gestionar els errors que es
puguin donar i so´n lliures d’establir el protocol me´s adient pel que fa al flux d’execucio´, nombre
d’intents, temps d’espera, etc.
Partint d’una operacio´ de lectura o d’escriptura (rwop), en la que s’indica el descriptor del
fitxer (fd) — s’obte´ mitjanc¸ant l’apertura del fitxer (OPEN) —, la mida de bloc a llegir o escriure
(sz), i l’origen o la destinacio´ de les dades llegides o escrites (data), segons el cas, es presenta
una sequ¨e`ncia ordenada de les interaccions que tenen lloc durant el proce´s.
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Figura 3.8: Estrofa de transfere`ncia de Hive FS
1. El component extern fa la sol·licitud de lectura o d’escriptura (rw) al coordinador, fent u´s
de les operacions READ o WRITE respectivament, tot indicant el descriptor de fitxer (fd)
i la mida (sz).
2. Aquest respon amb una estrofa de transmissio´ (ts), o be´ amb un codi d’error descriptiu
(error) en cas que l’operacio´ no sigui permesa, que la peticio´ no sigui correcta, etc.
3. Per a cada un dels trossos de l’estrofa (ts.chunk[i]), el component extern determina sobre
quin dispositiu d’emmagatzematge i protocol (ts.chunk[i].port[x]) es fara` la transmissio´.
Procedeix un per un, mitjanc¸ant l’operacio´ especı´fica del protocol, a llegir o escriure
(rwbuf ) les dades (data) del tros corresponent al dispositiu seleccionat. El para`metre
data e´s de sortida en el cas de la lectura i d’entrada en el cas de l’escriptura.
4. El dispositiu d’emmagatzematge consulta (rwquery) a un coordinador la legitimitat de la
transfere`ncia del tros amb l’etiqueta que l’acompanya (ts.chunk[i].token).
5. Si la transmissio´ e´s legı´tima, el coordinador informa el dispositiu de la posicio´ de disc
(pos) — el dispositiu d’emmagatzematge gestiona la posicio´ internament — en la que
comenc¸a el contingut que s’ha de llegir o l’espai en el qual s’ha d’escriure. En cas con-
trari, li ho fa saber (denied).
6. Si el coordinador determina que la transfere`ncia e´s il·legı´tima, el dispositiu passa directa-
ment al punt 9 amb fallada (failure). Per contra, si la legitima, el dispositiu fa efectiva la
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Figura 3.9: Lectura/escriptura a Hive FS
lectura/escriptura a disc (rwdisk) amb la destinacio´/font de dades (data), la posicio´ (pos)
i la mida (ts.chunk[i].size) establerts. Aquesta operacio´ pot tenir e`xit o be´ fallar a causa
d’algun error (res).
7. El dispositiu d’emmagatzematge comunica (rwcompl) al coordinador el resultat (res) de
la lectura o de l’escriptura amb l’etiqueta corresponent (ts.chunk[i].token).
8. El coordinador realitza el canvi d’estat pertinent en el sistema de fitxers i confirma la
recepcio´ (acknowledge) d’aquest resultat al dispositiu.
9. Si tot ha anat be´, el dispositiu d’emmagatzematge respon amb e`xit (success) al component
extern. Contra`riament, si hi ha hagut algun problema, li respon amb fallada (failure).
10. El component extern consulta (rwret) a un coordinador si l’operacio´, amb l’identificador
de transfere`ncia (ts.id), ha tingut e`xit o ha fallat. En aquest cas es fan servir les operacions
READSTAT i WRITESTAT.
36 3.2. Candidat de refere`ncia
11. En cas d’e`xit, la resposta correspon al nombre d’octets consecutius de contingut (len)
que s’han llegit o escrit fins al moment. En cas contrari, informa de l’error amb el codi
descriptiu corresponent (error).
Amb els resultats obtinguts de fer efectiva la lectura o l’escriptura de trossos sobre els dis-
positius d’emmagatzematge, e´s possible determinar el nombre d’octets consecutius que s’han
llegit o escrit, o si hi ha hagut un error, sense fer u´s de l’operacio´ de consulta final. No obs-
tant aixo`, aquesta operacio´ aporta homogeneı¨tat i permet cone`ixer el resultat sense la necessitat
d’haver participat en la lectura/escriptura sobre dispositiu. E´s possible consultar el resultat de
l’operacio´ mentre te´ vige`ncia la transaccio´ a la qual correspon.
Aixı´ mateix, encara que el contingut queda efectivament emmagatzemat en els dispositius un
cop completada exitosament una operacio´ d’escriptura, les consequ¨e`ncies no es fan visibles per
a posteriors operacions de lectura fins que s’invoca l’operacio´ CLOSE sobre el descriptor del
fitxer en el qual s’ha escrit.
Tot plegat do´na cabuda a una gran varietat d’aplicacions. En el cas de Distupload, l’es-
trate`gia resideix en el control per part de l’aplicacio´ i la transfere`ncia de continguts per part del
navegador Web. El programari del navegador Web, a peticio´ de l’usuari, inicia el proce´s de lec-
tura/escriptura fent la sol·licitud corresponent a l’aplicacio´. Aquesta s’encarrega de traslladar-la
al sistema de fitxers i, en lloc de fer-la servir ella mateixa, entrega l’estrofa de transfere`ncia al
navegador Web per a que` dugui a terme la lectura/escriptura efectiva mitjanc¸ant comunicacions
AJAX als dispositius d’emmagatzematge. Un cop acaba, li ho notifica a l’aplicacio´. En resum,
aplicacio´ i navegador Web actuen com una u´nica entitat des del punt de vista del sistema de
fitxers.
Els casos d’u´s de Distupload no introdueixen la necessitat de modificar el contingut dels fit-
xers. La ca`rrega de fitxers suposa l’escriptura del contingut dels mateixos en la seva totalitat.
Gra`cies a la seva forma d’actuar, el sistema de fitxers aporta la fragmentacio´ de fitxers de forma
implı´cita. Aixo` e´s aixı´ perque`, per regla general, els coordinadors promouen l’escriptura tros-
sejada de manera que el contingut es dissemini tant com sigui possible, i raonable, al llarg dels
dispositius d’emmagatzematge.
3.2.5. Redunda`ncia
Perio`dicament, en funcio´ de la disponibilitat, els dispositius d’emmagatzematge sol·liciten
“proactivament” a algun coordinador instruccions per augmentar el volum de redunda`ncia del
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sistema de fitxers. Tot i que no esta` explı´citament indicat, existeix una tercera punta de servei
en els coordinadors que esta` destinada a aquesta tasca, i a la que cal accedir com subjecte
de dispositiu. De fet, es tracta del mateix servei que inclou les operacions que fan servir els
dispositius d’emmagatzematge per comprovar la veracitat d’una peticio´ de lectura/escriptura i
d’informar del resultat de l’acce´s a disc, o be´ de notificar al sistema l’amfitrio´ i el port amb els
que es pot accedir pu´blicament al servei de transfere`ncia.
En la figura 3.10 es pot veure com el mateix dispositiu es comunica amb la resta de compo-
nents per a dur a terme la tasca. Guarda certa analogia amb la lectura/escriptura de continguts
per part dels components externs. En concret, fent u´s del servei de dispositius, consulta al coor-
dinador que` pot fer en favor de la redunda`ncia. El coordinador suggereix una se`rie de taques de
re`plica, en les que s’indiquen els para`metres d’un fragment a llegir (dispositiu origen, posicio´ i
mida) i la destinacio´ (dispositiu i posicio´). El dispositiu te´ via lliure per acomplir tantes tasques
com li sigui possible i anar notificant dels resultats als coordinadors. En u´ltima insta`ncia, la
replicacio´ no es fa a nivell de fitxer, sino´ a escala de fragment i, en consequ¨e`ncia, no es veu
sotmesa a la complecio´ de fitxers sencers.
Figura 3.10: Servei de Hive FS per a la redunda`ncia
En qualsevol cas, com que no e´s una caracterı´stica decisiva a l’hora d’integrar el sistema de
fitxers a Distupload, no s’entra en detall per a descriure-la. A me´s, la versio´ inicial de Hive FS
no preveu el control extern de la replicacio´. En conclusio´, queda momenta`niament catalogada
com a caracterı´stica opaca del sistema de fitxers.
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Capı´tol 4
Portal Web
Des del punt de vista funcional, es podria dir que l’element me´s rellevant de Distupload no e´s
un altre que el mateix portal Web. Ara be´, al que s’esta` fent refere`ncia realment aquı´ e´s l’element
que al·ludeix a l’aplicacio´ en l’esquema de components. De fet, el sistema no necessa`riament
ha de recolzar la interaccio´ amb l’usuari en tecnologies basades en la Web. Existeixen altres
maneres de complir amb aquest propo`sit, com ara l’u´s d’aplicacions d’escriptori o de dispositiu
mo`bil, o be´ directament a trave´s de la integracio´ amb altres sistemes interactius complets. En
qualsevol cas, donada la popularitat de la qual, gaudeix la Web, i tenint en compte que les
diferents solucions no so´n excloents, sembla una bona idea apostar per aquest canal com a
opcio´ predeterminada.
En aquest capı´tol es donen les pautes per aconseguir una implementacio´ robusta del sistema
general i donar encaix al sistema de fitxers distribuı¨t. Es tenen en compte, a part de l’aplicacio´,
tots els components que giren al voltant de la mateixa, e´s a dir, la base de dades de domini,
el servei de correu electro`nic, el navegador Web i, en termes d’integracio´, el sistema de fitxers.
Encara que no s’introdueixen tots i cadascun dels detalls que donen resposta al desenvolupament
dels casos d’u´s, sı´ que s’inclouen els fonaments que el fan possible, en la seva totalitat, sense
l’aparicio´ d’obstacles que puguin esdevenir determinants.
4.1. Disseny de l’aplicacio´
De cara al disseny general, e´s pertinent pensar en una arquitectura de tres capes. La figura
4.1 exposa la classificacio´ dels components principals del sistema en les capes corresponents.
La capa de dades acull les tres fonts de dades que alimenta i de les que es nodreix l’aplicacio´.
La mateixa aplicacio´ constitueix la capa de lo`gica de negoci. I la mateixa, amb la cooperacio´
del navegador Web, do´na forma a la capa de presentacio´.
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Figura 4.1: Arquitectura de tres capes a Distupload
Tots els components que intervenen en el sistema, a banda de l’aplicacio´, so´n elements de
programari de propo`sit general que ja disposen d’una o diverses implementacions. E´s per aixo`
que el disseny recau exclusivament sobre aquest component. En u´ltima insta`ncia, el que cal e´s
aconseguir que la col·laboracio´ de tots ells doni com a resultat el servei esperat.
Multitud de tecnologies donen suport al model de sistema que es planteja aquı´. En aquest
projecte s’ha pres la decisio´ de fer u´s de la plataforma JavaEE [8]. Conjunt de tecnologies
del qual afavoreix considerablement el disseny i la implementacio´ d’un sistema orientat a l’ar-
quitectura en capes, en el que intervenen recursos de naturalesa diversa. Conve´ ressaltar que
aquesta plataforma esta` regida per les ma`ximes de transaccionalitat i seguretat, caracterı´stiques
fonamentals per a que` el sistema gaudeixi d’un nivell de fiabilitat a l’alc¸ada de les expectatives.
Efectivament, aixo` implica l’u´s de llenguatges que es puguin compilar a “bytecode”, compati-
ble amb la ma`quina virtual de Java (JVM), com ara Groovy, Scala o Clojure. De tota manera,
amb l’objectiu d’oferir un disseny basat en OOP (Object Oriented Programing), familiar per a
un ampli ventall d’espectadors, es pren el llenguatge Java com a refere`ncia.
4.1.1. Entitats de domini
La col·leccio´ d’objectes de la que esta` format el domini de Distupload no e´s especialment
complex. Tot orbita al voltant de dos conceptes fonamentals: Usuari i fitxer. El modelatge del
concepte de fitxer queda relegat al sistema de fitxers, amb la qual cosa simplement cal treballar
en el concepte d’usuari i la relacio´ que guarda amb l’esmentat fitxer.
Capı´tol 4. Portal Web 41
La figura 4.2 mostra el model del sistema de fitxers des del punt de vista de l’aplicacio´. El
domini de l’aplicacio´ ente´n de camins de fitxers, i de la pertinenc¸a d’aquests a certs usuaris
i grups, pero` no coneix l’estructura interna que els regeix. En canvi, sı´ que proporciona les
dades relatives als usuaris i grups del sistema, aixı´ com l’afiliacio´ dels uns als altres. El nexe
d’unio´ entre tots dos universos es fa possible gra`cies a l’u´s dels identificadors pu´blics UID i
GID. D’una banda, a cada usuari i a cada grup de Distupload els correspon el seu UID i GID,
respectivament. D’altra banda, cada fitxer te´ assignat l’UID de l’usuari que n’e´s el propietari
i el GID del grup a que` pertany. Tot plegat do´na forma a un sistema de gestio´ de fitxers amb
registre d’usuaris i grups.
Figura 4.2: Model del sistema de fitxers (Perspectiva de l’aplicacio´)
A part dels lligams entre usuaris, grups i fitxers, el domini inclou detalls que concerneixen
els membres de Distupload, cadascun dels quals correspon a un, i nome´s un usuari del sistema.
Per be´ que els membres so´n persones o col·lectius, el model d’usuari pot reunir, entre altres
coses, particularitats accesso`ries com ara nom de benvinguda, edat, etc. Tanmateix, el que no
pot faltar e´s tota aquella informacio´ que permeti posar lı´mit a la capacitat d’emmagatzematge
que pot consumir. Com a mı´nim cal disposar, per cada usuari, de la suma d’octets dedicats a
allotjar el contingut de la totalitat dels fitxers que so´n de la seva propietat.
Tambe´ cal tenir consta`ncia dels dispositius d’emmagatzematge que els participants actius
aporten la comunitat. Quan algun membre decideix posar en joc una computadora amb aquest
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propo`sit, ho sol·licita al sistema, fent saber l’amplada de banda i la capacitat d’emmagatzematge
que oferira`. Aixo` desencadena la invocacio´ de l’operacio´ STORAGECREATE (o l’equivalent)
sobre el sistema de fitxers. Doncs be´, el model de domini estableix la relacio´ entre el subjecte
de dispositiu resultant — aplicable al sistema de fitxers Hive FS, en el que existeix el concepte
de subjecte per als dispositius —, mitjanc¸ant el seu nom, i l’usuari que ha fet l’aportacio´, tal
com il·lustra la figura 4.3. Aquest esquema permet determinar inequı´vocament els dispositius
amb els quals col·labora cada participant.
Figura 4.3: Model de participacio´ activa (Aplicable a Hive FS)
Un gestor de bases de dades relacionals s’encarrega de la persiste`ncia i organitzacio´ de les
dades del domini. A priori, s’admet qualsevol tipus de DMBS que suporti SQL, llenguatge amb
el qual esta` definit l’esquema de base de dades de domini (Ape`ndix B). Donada la naturalesa
del sistema, on les dades estan clarament estructurades, les consultes han de ser prou ra`pides i
la velocitat d’insercio´ no e´s un factor crı´tic, sembla una opcio´ raonable.
Es preveu l’u´s d’alguna implementacio´ de JPA (Java Persistence API) [10], especificacio´ de
JavaEE que simplifica drama`ticament la gestio´ de la persiste`ncia per als objectes del domini.
Es tracta d’una capa d’abstraccio´ que actua sobre JDBC. Per regla general, cada classe del
model, a la que s’anomena entitat, correspon a una taula de la base de dades, i cada insta`ncia
d’una classe correspon a una fila de la respectiva taula. Aquesta tecnologia fa quasi transparent
l’aplicament dels canvis realitzats en els objectes del domini sobre la base de dades, i aporta
potents mecanismes d’obtencio´ de dades, amb comprovacio´ de tipus inclosa. Ideal per a centrar
l’atencio´ en la lo`gica de negoci.
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4.1.2. Reialme de seguretat
Quan els actors del sistema accedeixen als diferents components que el constitueixen, actuen
com a subjectes del mateix. Efectivament, el concepte e´s ide`ntic al que es tracta en el sistema
de fitxers Hive FS. En la plataforma de Java EE tot subjecte te´ associades una se`rie d’autories
(principal), cadascuna de les quals disposa d’un nom, com a mı´nim, i d’un lot de dades d’intere`s
per al context de seguretat.
Un subjecte pot exercir un o diversos rols sobre l’aplicacio´, que el doten de l’autoritzacio´
necessa`ria per accedir a determinats elements del sistema. Distupload nome´s en contempla un,
el de “participant”, que e´s exigit en qualsevol acce´s. El mecanisme que utilitza la plataforma
per resoldre els rols d’un subjecte se sustenta en un seguit de regles, definit per les aplicacions,
que associa mu´ltiples combinacions de noms d’autoria i grups de seguretat — grup de seguretat
i grup de sistema de fitxers so´n conceptes diferents — a un o me´s rols. El reialme de seguretat
s’encarrega d’agregar autories al subjecte i decideix de quins grups de sistema forma part. En
aquest cas existeix un u´nic grup de sistema, el de “membre”, que inclou a tot usuari registrat, i
que atorga el rol de “participant” al subjecte que el representa. Per poder corroborar l’existe`ncia
d’un usuari i obtenir les dades de la seva autoria, el reialme de Distupload treu profit de la base
de dades de domini, a la que li fa les consultes necessa`ries per assolir aquesta tasca.
En el moment en que` un actor sol·licita l’acce´s a un component protegit, es comprova si
el subjecte subjacent esta` dotat d’algun rol autoritzat. Si no ho esta`, la plataforma inicia el
proce´s d’autenticacio´. La tecnologia JAAS (Java Authentication and Authorization Service)
[7] despatxa aquesta qu¨estio´, mitjanc¸ant els mo`duls d’entrada (LoginModule), que so´n els que
s’encarreguen d’adquirir el nom i credencials del subjecte amb els que el reialme de seguretat
podra` dur a terme l’autenticacio´. Cada reialme de seguretat te´ assignada una relacio´ de mo`duls
d’entrada als quals es delega aquesta responsabilitat. El reialme de Distupload compta amb un
mo`dul d’entrada en el que es sol·licita una adrec¸a de correu electro`nic i una contrasenya. A
tenir en compte, l’adrec¸a de correu electro`nic e´s el que es fara` servir com a nom de l’autoria de
“participant”. En consequ¨e`ncia, el model d’usuari ha d’incloure aquests dos camps, de manera
que sigui possible la seva verificacio´.
Per suposat, la capa de presentacio´ e´s la que s’ocupa de derivar als membres del sistema al
lloc on es poden ingressar les dades d’acce´s, de recollir-les i d’entregar-les al mo`dul d’entrada
fixat pel reialme de seguretat. Tambe´ e´s la responsable de notificar que hi ha hagut un problema
en cas que el proce´s no tingui e`xit, ja sigui perque` no existeix cap usuari amb l’adrec¸a de correu
electro`nic donada o be´ perque` la contrasenya no e´s correcta.
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4.1.3. Controladors de negoci
Si hi ha alguna cosa que es pugui considerar el cor del sistema, e´s, sens dubte, la col·laboracio´
de controladors de negoci de l’aplicacio´. Tots i cadascun dels casos d’u´s de Distupload passen
per la invocacio´ d’algun dels seus me`todes. L’acce´s als controladors es produeix des de la capa
de presentacio´, lo`gica dels quals implica l’acce´s als recursos integrants de la capa de dades. So´n
el director d’orquestra del sistema.
En el context de Java EE, els Enterprise JavaBeans (EJB) [11] esdevenen el tipus d’objecte
idoni per desenvolupar aquest paper. Un dels trets me´s llampants en les versions me´s recents
de Java EE resideix en la simplicitat a l’hora d’aplicar el paradigma de la inversio´ de control
(IoC). De forma resumida, la inversio´ del control consisteix essencialment en l’u´s de recursos
de programari, a trave´s dels contractes exposats per les seves interfı´cies, sense cone`ixer d’avant
ma` la implementacio´ que els satisfara`. Doncs be´, de la mateixa manera que passa amb les fonts
de dades i les cues de missatgeria, entre d’altres, els EJBs tambe´ es tracten com a recursos que
poden ser incorporats — se sol denominar “injeccio´ de depende`ncies” — amb aquesta filosofia.
A me´s, en relacio´ a l’assumpte de la seguretat, e´s possible delimitar els rols que estan autoritzats
a invocar els seus me`todes. I encara me´s interessant, les operacions so´n transaccionals per regla
general, amb el suport de la tecnologia Java Transaction API (JTA) [12]. A no ser que s’indiqui
una altra cosa, la invocacio´ d’un dels seus me`todes suposa la creacio´ d’una nova transaccio´, o
l’adhesio´ a una transaccio´ existent en cas que l’autor de la invocacio´ ja n’hagi creat una. On la
transaccio´ es confirma si l’execucio´ de l’operacio´ te´ e`xit o es retrotreu si falla.
En la figura 4.4 es mostra l’organitzacio´ de components de l’aplicacio´ i la relacio´ que guarden
amb els controladors de negoci. El controlador central, al que s’anomena controlador de domini
(DomainBean), e´s un EJB de sessio´, amb estat o sense, que concentra totes les operacions de
negoci i que nome´s e´s accessible amb el rol de “participant”. La capa de presentacio´, que en
un inici consta d’una aplicacio´ Web (WebApplication), es comunica amb la capa de la lo`gica de
negoci a trave´s de la interfı´cie que implementa el controlador de domini. Aquest interacciona
amb els components de la capa de dades mitjanc¸ant les interfı´cies dels recursos que els gestio-
nen, un dels quals e´s un altre EJB de sessio´, corresponent al controlador del sistema de fitxers
(FilesystemBean), i que tambe´ e´s nome´s accessible amb el rol de “participant”.
Un context de persiste`ncia (PersistenceContext) e´s un o`rgan que assumeix la gestio´ de fonts
de dades compatibles amb JDBC per a l’u´s amb JPA. Nome´s en cal un, el de la base de dades de
domini. El gestor d’entitats (EntityManager) proveeix al controlador de domini dels contractes
que es fan servir per treballar amb els objectes del domini. El context de JTA, que acompanya
a l’execucio´ dels me`todes dels controladors, ja s’ocupa del cicle de vida de les transaccions en
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Figura 4.4: Controladors de negoci i components relacionats
les quals se sostenen les operacions resultants de base de dades.
Cada vegada que el sistema ha d’enviar algun missatge de correu electro`nic a un individu o
col·lectiu, aprofita una sessio´ de correu (JavaMail) habilitada a tal efecte. Per exemple, en l’alta
de membre, el primer que ha de fer el sol·licitant e´s indicar la seva adrec¸a de correu electro`nic.
El controlador de domini genera una etiqueta de verificacio´, desa la peticio´ i envia un missatge
de correu electro`nic a l’adrec¸a de correu indicada. Aquest missatge inclou una adrec¸a, creada
a partir de l’etiqueta, que do´na acce´s al formulari d’alta. Quan el sol·licitant envia les dades a
trave´s del formulari esmentat, el controlador, gra`cies a l’etiqueta, pot recone`ixer la peticio´ de la
qual es tracta i fer efectiva l’alta del membre amb les dades donades. El me´s previsible e´s que
hi hagi una sola sessio´ de compte SMTP per a tots els casos d’u´s que puguin requerir-ho.
Donada la ca`rrega de responsabilitat que te´ el sistema de fitxers en el panorama de Distupload,
s’estableix la separacio´ d’aquest aspecte amb la creacio´ d’un controlador dedicat. En la seccio´
4.2 s’aprofundeix en aquest assumpte.
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4.1.4. Aplicacio´ Web
La rao´ de ser de la capa de presentacio´ rau en la necessitat de proveir al sistema d’un canal
de comunicacio´ que permeti la interaccio´ entre actors externs i la capa de la lo`gica de negoci.
S’estableix l’u´s d’una aplicacio´ Web com a instrument d’acce´s predeterminat per als membres
de Distupload. L’esquema de la figura 4.5 exhibeix la connexio´ entre els membres i l’aplicacio´,
passant per la capa de presentacio´. L’aplicacio´ Web i el navegador Web treballen de forma
conjunta. El navegador realitza peticions a la primera, derivades de les accions de l’usuari. I
aquesta respon amb recursos Web, com ara documents HTML, fulles d’estil CSS, scripts en
JavaScript i imatges en format PNG, interpretats i traduı¨ts per la segona, de manera que aportin
la informacio´ requerida i la possibilitat d’executar noves accions. Aquest intercanvi es produeix
sobre el protocol HTTP. A l’altre costat, l’aplicacio´ Web es posa en contacte amb la capa de
lo`gica de negoci a trave´s de la interfı´cie del controlador de domini.
Figura 4.5: Comunicacio´ entre presentacio´ i lo`gica de negoci
La tecnologia me´s habitual que respon a la necessitat de crear aplicacions Web — es do´na per
fet que es prete´n l’u´s del protocol HTTP — sobre Java EE e´s la de mini-aplicacio´ de servidor
(Servlet). No obstant aixo`, es tracta d’un recurs excessivament obert i poc especialitzat. Des
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de la seva aparicio´ s’han estat desenvolupant diverses infraestructures al capdamunt d’aquesta
tecnologia, amb l’objectiu d’aconseguir me´s abstraccio´ i prototipatge del marc de treball. Avui
dia n’hi ha que ofereixen caracterı´stiques molt interessants. A tenir en compte, sobretot, les
que inclouen aspectes com la creacio´ i u´s de components “reutilitzables”, tals com botons,
formularis i panells, i les que apliquen la separacio´ entre model, vista i controlador (MVC).
En aquest projecte es promou l’eleccio´ de JSF (Java Server Faces) [13], infraestructura que,
tot i permetre altres substrats, esta` pensada per anar al capdamunt de Servlet. Per una banda, en
la vista, s’inclouen les pa`gines (view) amb l’a`rbre de components que, gra`cies a la intervencio´
dels representadors (renderer), es tradueix en elements interpretables per un navegador Web. De
l’altra, en el model, te´ lloc el despatx d’esdeveniments i l’execucio´ de comandes, els quals poden
donar lloc a la invocacio´ d’operacions del controlador de domini. La finalitat del controlador e´s
la de gestionar el cicle de vida de les peticions HTTP i orquestrar la funcio´ de la vista i el model
durant aquest perı´ode. Tot aixo` queda representat, a grans trets, en la figura 4.6.
Figura 4.6: Aplicant MVC a l’aplicacio´ Web amb Java Server Faces
A part d’aixo`, Java Server Faces introdueix la definicio´ del flux de navegacio´. En la creacio´
de grups d’intercanvi, per posar un exemple, quan un membre decideix posar en comu´ un o
diversos fitxers, el flux e´s capac¸ de resoldre que el segu¨ent element a visualitzar e´s el formulari
de creacio´ de grup. En aquest moment es pot donar un nom descriptiu al grup i afegir les
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adreces de correu electro`nic d’aquells membres amb els quals es vol compartir els fitxers que
s’inclouran posteriorment. Finalment, es poden prendre dues eleccions, confirmar l’operacio´
o cancel·lar-la. En funcio´ de l’eleccio´, el flux determina si e´s mostra un missatge d’e`xit o be´
simplement es fa desapare`ixer el formulari. Tambe´ cap la possibilitat que, en cas d’error, el flux
dirigeixi la vista a un quadre d’avı´s informatiu.
D’igual manera que passa amb els controladors de la capa de la lo`gica de negoci, l’aplicacio´
Web gaudeix del mecanisme de seguretat basat en rols. La proteccio´ de recursos, a part de les
classes de control, inclou adreces d’acce´s a pa`gines. Quan un actor prete´n accedir a un element
protegit, es desencadena el mecanisme de seguretat descrit per JAAS. En el cas de Distupload, si
el subjecte que accedeix a qualsevol adrec¸a no disposa del rol de “participant”, es dirigeix la na-
vegacio´ a la pa`gina d’entrada, on s’ha d’introduir l’adrec¸a de correu electro`nic i la contrasenya.
Un cop s’ha autenticat, l’usuari disposa d’una sessio´ basada en reconeixement per cookie que
li permet obviar aquest pas en els accessos subsequ¨ents. De la gestio´ d’aquesta caracterı´stica ja
s’encarrega la tecnologia de Servlet, de forma transparent. Les autories adquirides pel subjecte
en l’aplicacio´ Web es mantenen en les invocacions als controladors de domini, amb la qual cosa
no cal un segon proce´s d’autenticacio´ per obtenir el rol que li atorga l’autoritzacio´ necessa`ria.
4.2. Integracio´ del sistema de fitxers
Sens dubte, l’encaix del sistema de fitxers dins del domini de l’aplicacio´ e´s un dels factors me´s
importants en el disseny del sistema. No nome´s es tracta de fer que un invoqui les operacions de
l’altre, sino´ que cal tenir en compte aspectes com la transaccionalitat, la propagacio´ del context
de seguretat i la gestio´ de connexions. Pero` sobretot e´s fonamental confeccionar un arranjament
consistent, i a la vegada flexible, dels elements involucrats.
El primer nivell de separacio´ recau sobre el controlador relacionat amb el sistema de fitxers
(FilesystemBean). Mentre que la interfı´cie e´s una pec¸a que ha de procurar mantenir-se estable,
la implementacio´ pot variar lliurement en funcio´ de la seva versio´ i de l’opcio´ escollida pel que
respecta al sistema de fitxers. Les connexions entre el controlador i els nodes del sistema de
fitxers les gestiona el component especı´fic del recurs. Tot plegat queda representat en la figura
4.7. El recurs de refere`ncia (FilesystemResource) exposa els contractes de Hive FS, els del
servei d’usuari amb la interfı´cie FSUserConnection i els del servei de gestio´ amb la interfı´cie
FSManagerConnection.
E´s lı´cit marcar la separacio´ que abstrau les especificacions del sistema de fitxers escollit en
les fronteres del mateix recurs. E´s a dir, en lloc de proposar una implementacio´ de controlador
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Figura 4.7: Controlador del sistema de fitxers
per a cada tipus de sistema de fitxers, fer-ho directament en la implementacio´ del recurs, el
qual implementaria una interfı´cie semblant a la del controlador homo`leg. Aquest plantejament
simplifica el panorama, pero` ho fa en detriment de la cohesio´ del recurs. Per entrar en detall en
el seu disseny s’opta per la solucio´ del principi.
4.2.1. Adaptador de recurs
Una altra caracterı´stica que fa de la plataforma Java EE una solucio´ de gran valor e´s la seva
pote`ncia a l’hora de connectar sistemes d’informacio´ empresarials (EIS) amb les aplicacions
que allotja. L’especificacio´ de JCA (Java EE Connector Architecture) [14] estableix un seguit
de contractes que han de ser satisfets per la implementacio´ dels recursos i que fan possible que
la plataforma els tracti com a qualsevol altre recurs, com ara els EJBs, les fonts de dades JDBC
i les cues de missatgeria. La figura 4.8 sintetitza la relacio´ entre els elements implicats. Aixı´
doncs, per a que` el controlador del sistema de fitxers pugui accedir al mateix com si es tracte´s
d’un recurs, cal implementar el component corresponent d’acord amb les necessitats de JCA.
Hi ha dues facetes que poden caracteritzar als adaptadors de recurs, la d’entrada i la de sortida.
En aquest cas nome´s cal tenir en compte la de sortida, ja que e´s l’adaptador de recurs el que
es connecta al sistema de fitxers, i no pas a l’inreve´s. Les connexions s’estableixen a trave´s
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Figura 4.8: Adaptadors de recurs. Java Platform, Enterprise Edition The Java EE Tuto-
rial, Release 7. http://docs.oracle.com/javaee/7/tutorial/img/jeett_
dt_053.png
d’un socket TCP a les puntes de servei instaurades en els nodes de coordinacio´ del sistema de
fitxers. No obstant aixo`, aquestes connexions no es creen en el moment en que` so´n necessa`ries,
sino´ que es fa servir una piscina de connexions, de la que es poden anar obtenint connexions
llestes per ser utilitzades i posteriorment alliberades, que no tancades. Al principi es crea un
nombre especificat de connexions a la piscina que, a mesura que se’n requereixen me´s, pot anar
creixent, tot i que sol haver-hi un lı´mit definit.
Cal diferenciar les connexions fı´siques de les connexions lo`giques, que en la figura 4.9 estan
representades per ManagedConnection i Connection respectivament. Les fı´siques so´n les que
es troben en la piscina de connexions i que contenen el socket connectat a la punta de servei. En
canvi, les lo`giques so´n les que queden a disposicio´ de les aplicacions i que permeten accedir,
indirectament, a les connexions fı´siques. Una connexio´ fı´sica pot tenir associades una o me´s
connexions lo`giques, quan esta` en u´s. Gra`cies a que` en totes les invocacions de les operacions
de Hive FS involucrades cal indicar l’identificador de transaccio´, i les dades d’usuari en el cas
del servei d’usuari, e´s perfectament factible que me´s d’una connexio´ lo`gica faci refere`ncia a la
mateixa connexio´ fı´sica. Tanmateix, la implementacio´ hauria de promoure l’associacio´ d’una
sola connexio´ fı´sica a cada connexio´ lo`gica, de cara a evitar la sobreca`rrega d’alguna d’elles.
Per a cada punta de servei hi ha implementada una connexio´ fı´sica i una connexio´ lo`gica.
Una parella per al servei d’usuari i una altra per al servei de gestio´. La lo`gica de la connexio´
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Figura 4.9: Adaptador de recurs en escena
fı´sica s’encarrega de traduir les invocacions als me`todes de la interfı´cie d’acce´s (FSConnection)
a l’enviament de les sequ¨e`ncies d’octets que codifiquen els missatges equivalents, segons les
especificacions de Hive FS. Ara be´, e´s d’obligat compliment que, abans de res, la connexio´
s’hagi associat a un subjecte del sistema de fitxers. E´s per aixo` que, quan es crea la connexio´
fı´sica en la piscina, aquesta ha d’enviar immediatament el missatge d’autenticacio´ pertinent.
N’hi ha prou amb un subjecte d’usuari i un altre de gestio´ per interactuar amb el sistema de
fitxers en nom de l’aplicacio´ de Distupload.
Mentre que el gestor de recursos (ResourceManager) es dedica a lliurar connexions a les
aplicacions que les sol·liciten, el gestor de transacions (TransactionManager) es responsabilitza
de la propagacio´ de les transaccions als sistemes d’informacio´ subjacents. Com que Hive FS
e´s un sistema transaccional distribuı¨t que suporta el processament XA, sense cap adaptacio´
addicional pot ser gestionat com un recurs XA (XAResource). Els me`todes que implementa la
connexio´ fı´sica, pertanyents a aquesta interfı´cie, redunden en la invocacio´ de les operacions de
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transaccio´ equivalents posades a disposicio´ pel servei d’usuari i pel servei de gestio´. Donada
la naturalesa de Hive FS, no suposa cap problema que en la mateixa transaccio´ intervinguin
connexions diferents, sempre i quan el subjecte associat sigui el mateix, cosa que hauria de ser
aixı´ en tot cas.
La propagacio´ del context de seguretat esta` inclosa en l’a`mbit de la infraestructura de JCA.
En consequ¨e`ncia, les autories del subjecte implicat arriben a la lo`gica de l’adaptador de recurs.
Les operacions del servei d’usuari requereixen les dades referents a l’usuari en qu¨estio´, a saber
un UID i diversos GIDs, i la manera de disposar d’elles e´s incloure-les en la mateixa autoria. En
el proce´s d’autenticacio´ JAAS del membre cal aprofitar per obtenir aquestes dades i assignar-les
a l’autoria, de manera que puguin ser utilitzades en la codificacio´ dels missatges d’invocacio´ de
les operacions d’usuari.
4.2.2. Transfere`ncia de fitxers
Convencionalment, segons la definicio´ del protocol HTTP 1.1 [15], la transfere`ncia de fitxers
e´s un proce´s monolı´tic, en el que participa un sol servidor Web. La desca`rrega d’un fitxer no
deixa de ser una peticio´ de recurs normal i corrent. Incloent la capc¸alera “Content-Disposition:
attachment” s’aconsegueix que el navegador desi el fitxer en el sistema local en lloc d’intentar
interpretar-lo. Altrament, per la ca`rrega de fitxers es fa servir un tipus de codificacio´ especial en
la peticio´, anomenat multipart/form-data, que produeix l’enviament sequ¨encial i esglaonat del
contingut dels fitxers al destinatari HTTP. Malauradament, cap d’aquests dos comportaments
so´n aplicables als mecanismes de transfere`ncia de Distupload, a no ser que intervingui un agent
intermediari. De tota manera, aquesta solucio´ pot donar lloc a colls d’ampolla, i la creacio´ d’un
cu´mul balancejat perjudicaria greument a la capacitat de creixement del sistema.
Afortunadament, els navegadors Web d’u´ltima generacio´ posen a disposicio´ del programari
JavaScript dues tecnologies que resolen aquest problema, sense la necessitat d’intermediaris ni
de complements addicionals. D’una banda, esta` la prese`ncia de la interfı´cie XMLHttpRequest
[16] — integrant del conjunt de tecnologies AJAX —, que permet realitzar peticions a qualsevol
servei HTTP del mateix domini o que estigui habilitat pel mecanisme CORS. D’altra banda,
esta` l’assiste`ncia de les interfı´cies de File API [17], amb les que es pot accedir a la informacio´ i
contingut dels fitxers locals del sistema. La figura 4.10 mostra la cooperacio´ de les tecnologies
esmentades, en l’esquema de comunicacio´, durant el proce´s de transfere`ncia.
Sigui MAXSIZE la mida ma`xima que poden tenir els fitxers allotjats per Distupload. Quan
un usuari demanda la desca`rrega d’un fitxer, a partir d’una peticio´ AJAX, l’aplicacio´ fa una
sol·licitud de lectura del fitxer indicat, de mida MAXSIZE, al sistema de fitxers. Aquest respon
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Figura 4.10: Transfere`ncia amb AJAX i File API
amb una estrofa de transfere`ncia que l’aplicacio´ incloura` directament en la resposta, fent servir
la notacio´ JSON. Amb l’estrofa, el programari JavaScript es pot dedicar a obtenir els trossos
localitzats en els dispositius pertinents, tambe´ amb AJAX, per escriure’ls paral·lelament al fitxer
local, fent u´s de File API.
Sigui MAXSIZE la mida ma`xima que poden tenir els fitxers allotjats per Distupload. Quan un
usuari demanda la ca`rrega d’un fitxer, a partir d’una peticio´ AJAX, l’aplicacio´ fa una sol·licitud
d’escriptura del fitxer indicat, de mida determinada per File API, que no pot superar MAXSIZE,
al sistema de fitxers. Aquest respon amb una estrofa de transfere`ncia que l’aplicacio´ incloura`
directament en la resposta, fent servir la notacio´ JSON. Amb l’estrofa, el programari JavaS-
cript es pot dedicar a llegir els trossos indicats del fitxer local, amb File API, per enviar-los
paral·lelament, tambe´ via AJAX, als dispositius pertinents.
A difere`ncia de la resta de casos d’u´s, la transfere`ncia de fitxers suposa la invocacio´ mu´ltiple
de me`todes del controlador de domini, dins d’una mateixa transaccio´. Per tant, en aquest cas
particular, cal gestionar manualment el cicle de vida de la transaccio´. A me´s, el controlador ha
de mantenir l’estat, de manera que es puguin retenir les transaccions en les quals estan immersos
tots els processos de transfere`ncia iniciats per un usuari.
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Capı´tol 5
Prova de concepte
Arribats a aquest punt, e´s moment de pensar com posar en joc tots els elements que intervenen
en el sistema, i aixı´ poder comprovar que funciona correctament. En aquest capı´tol s’expliquen
els passos a seguir, en termes generals, per aconseguir-ho. Hi ha aspectes que no es tracten, si
me´s no de forma exhaustiva, com ara la seguretat en la xarxa o l’optimitzacio´ de programari.
Tanmateix, aixo` no impedeix la posterior aplicacio´ de possibles millores.
Abans de res, cal fer inventari dels artefactes a desplegar. Es consideren artefactes aquelles
unitats de programari contenidores d’elements tals com funcions, classes, documents, imatges,
etc., que col·laboren per assolir un objectiu determinat. La taula 5.1 do´na una breu descripcio´
dels artefactes propis de l’aplicacio´ de Distupload i del sistema de fitxers Hive FS.
Nom de l’artefacte Descripcio´
distupcore.jar Interfı´cie del controlador de domini.
distupcoreri.jar Implementacio´ de refere`ncia dels controladors de negoci.
distuphive.jar Interfı´cies del recurs Hive FS per a JCA.
distuphivera.rar Implementacio´ de refere`ncia del recurs Hive FS per a JCA.
distuprealm.jar Definicio´ dels elements del reialme de seguretat.
distuprealmgf.jar Infraestructura del reialme sobre GlassFish Application Server.
distupweb.war Applicacio´ del portal Web.
hivesrt.tar.gz Biblioteca de temps d’execucio´ per als serveis de Hive FS.
hivenode.tar.gz Serveis de coordinacio´ de Hive FS.
hivestore.tar.gz Serveis de dispositiu d’emmagatzematge de Hive FS.
Taula 5.1: Descripcio´ dels artefactes del sistema
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La relacio´ de depende`ncia que mantenen tots ells, esta` representada en la figura 5.1. Gra`cies
a la inversio´ del control, pel que respecta als controladors de la lo`gica de negoci i a l’adaptador
de recurs, so´n els artefactes d’interfı´cie i no els d’implementacio´ els que generen depende`ncia.
Cosa que permet realitzar canvis en les implementacions sense causar impacte en els artefactes
dependents. Des d’una perspectiva global, l’aplicacio´ depe`n de sistema de fitxers, en tant que
l’adaptador de recurs ha d’ajustar-se als contractes que defineixen les operacions disponibles en
els serveis dels nodes de coordinacio´ de Hive FS.
Figura 5.1: Depende`ncies entre els artefactes del sistema
O`bviament, reco´rrer a un sistema de fitxers diferent es tradueix en un arranjament d’artefactes
diferent, tot i que es poden mantenir intactes distupcore.jar, distuprealm.jar, distuprealmgf.jar
i distupweb.war. Part de distupcoreri.jar tambe´ romandria estable si el controlador de domini i
el de sistema de fitxers estiguessin en artefactes separats. De tota manera, s’eludeix aquest tema
per qu¨estions de simplicitat.
Cal notar que hivestore.tar.gz i hivesrt.tar.gz so´n paquets de codi font que s’han de compilar
i enllac¸ar en el sistema operatiu amfitrio´. La idea, pero`, e´s que estiguin construı¨ts per a diverses
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arquitectures i empaquetats en mu´ltiples formats, de manera que siguin suportats per una a`mplia
varietat de sistemes operatius i gestors de programari, sense passar per un proce´s que exigeixi a
l’usuari comptar amb eines de desenvolupament.
5.1. Topologia
Si be´ la conjuntura encoratja la proliferacio´ dels components en mu´ltiples nodes, en el proce´s
d’arrencada del projecte n’hi ha prou amb un de sol. E´s clar que aixo` no s’aplica als dispositius
d’emmagatzematge. Amb tota probabilitat, donada la seva naturalesa, cadascun d’ells es trobara`
en un node propi. La figura 5.2 en fa un croquis. Els artefactes de l’aplicacio´ es despleguen en el
servidor d’aplicacions, mentre que els del sistema de fitxers s’instal·len en el sistema operatiu,
el del node central en el cas dels artefactes del coordinador i en els nodes d’emmagatzematge
en el cas dels artefactes del programari de dispositiu.
Figura 5.2: Topologia inicial
Es pressuposa, per norma general, que es treballa amb el sistema operatiu Debian [18]. El que
es fa servir en els nodes d’emmagatzematge no depe`n de l’administrador, sino´ dels participants
actius. E´s per aquest motiu que e´s desitjable que el programari de dispositiu suporti una a`mplia
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gamma de sistemes operatius.
5.1.1. Serveis centrals
Tots els components indispensables per al funcionament inicial del sistema queden inclosos
en el node de serveis centrals. Es tracta d’un plantejament de mı´nims. El mapa pot expandir-se
i involucrar nodes addicionals, pero` no es pot contraure me´s. En efecte, l’element principal e´s
l’aplicacio´ de Distupload, seguit del sistema de fitxers, que en el cas de Hive FS fa refere`ncia als
coordinadors. Un sol coordinador e´s suficient. Ambdo´s integrants requereixen la disponibilitat
d’un gestor de bases de dades. Doncs be´, no hi ha cap problema en que` aplicacio´ i coordinador
facin u´s del mateix. En u´ltim lloc, es recomana la incorporacio´ d’un servei HTTP que actuı¨ com
a fac¸ana d’acce´s Web al sistema.
D’entre totes les infraestructures en les quals es poden desplegar els artefactes de l’aplicacio´,
s’ha escollit la que ofereix GlassFish Application Server [19]. A part d’implementar Java EE —
gaudeix del patrocini d’Oracle Corporation —, do´na suport a la creacio´ de cu´muls i el balanceig
de ca`rrega amb AJP, que pot anar a compte d’un Apache HTTP Server [20]. Pel que fa al gestor
de bases de dades, Hive FS esta` pensat per treballar amb PostgreSQL [21], que e´s perfectament
suportat per JDBC i, en consequ¨e`ncia, per l’aplicacio´.
Figura 5.3: Mapa de serveis centrals
Els usuaris accedeixen al sistema a trave´s del frontal Web, pel port predeterminat del protocol
HTTP, e´s a dir, el 80. El frontal delega les peticions HTTP al servidor d’aplicacions, i processa
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les respostes resultants, per respondre pertinentment a l’usuari. Frontal i servidor d’aplicacions
es comuniquen amb el protocol AJP, pel port 8009. Aixo` do´na cabuda a un cu´mul d’insta`ncies
en el servidor d’aplicacions, entre les quals el frontal Web pot repartir la ca`rrega. En aquest cas
nome´s n’hi ha una, a la que recau tota la feina. L’aplicacio´ desplegada estableix una piscina de
connexions als serveis del coordinador del sistema de fitxers. Al servei d’usuari li correspon el
7281 i al servei de gestio´ el port 7282. El port 7283 obre la porta al servei de dispositiu, al que
es connectara` el programari dels dispositius d’emmagatzematge. Tant el servidor d’aplicacions
com el coordinador del sistema de fitxers es connecten al gestor de bases de dades pel port 5432,
per executar les consultes SQL que faci falta.
No esta` de me´s insistir en la capacitat de re`plica i acumulacio´ dels components del sistema, i
en diversos nodes si cal. El servidor d’aplicacions en insta`ncies balancejades pel frontal HTTP,
pero` tambe´ la coordinacio´ del sistema de fitxers i el gestor de bases de dades. Com ja s’ha vist,
els coordinadors de Hive FS no tenen estat, cosa que els fa totalment aptes per fer-los actuar en
un cu´mul. Els accessos que fan a base de dades tambe´ estan ideats per a que` siguin independents
els uns dels altres. Quant a l’u´s de la base de dades, e´s perfectament viable aplicar una estrate`gia
de re`plica, en la que les consultes es realitzen a una sola insta`ncia i l’actualitzacio´ es practica a
totes i cadascuna d’elles a partir del processament distribuı¨t de les transaccions.
5.1.2. Nodes d’emmagatzematge
En principi, un node d’emmagatzematge correspon a un, i nome´s a un dispositiu entre els
quals hi ha disponibles en el sistema. Tanmateix, e´s possible que no sigui aixı´, aixo` e´s, me´s
d’un dispositiu per node. En qualsevol cas, un dispositiu no pot estar repartit en diversos nodes.
La figura 5.4 resumeix la relacio´ del dispositiu amb la resta de components del sistema des del
punt de vista del node d’emmagatzematge.
Figura 5.4: Mapa del node d’emmagatzematge
Tal com es pot veure en el mapa de serveis centrals, i que es corrobora en el mapa del node
d’emmagatzematge, el dispositiu es comunica amb el coordinador del sistema de fitxers pel port
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7283. Els navegadors Web, en les operacions de ca`rrega i desca`rrega de fitxers, es connecten
al dispositiu pel port indicat en l’estrofa de transfere`ncia. En u´ltima insta`ncia, esta` subjecte als
protocols suportats pel mateix, i al que consideri oportu´ el participant actiu a l’hora d’habilitar
els ports d’acce´s en el moment que fa l’aportacio´.
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Ha quedat pale`s que, per posar a prova el sistema, fa falta un mı´nim de n+1 nodes, on n e´s el
nombre de dispositius d’emmagatzematge que es pretenen posar en joc de bon comenc¸ament i
sota la tutela de l’administrador. De fet, una computadora e´s suficient, ja que es pot recrear una
aproximacio´ amb l’ajut d’alguna eina de virtualitzacio´. Potser me´s interessant e´s valer-se d’un
conjunt de computadores fı´siques, accessibles des d’una xarxa. Ara be´, des de la perspectiva de
la lo`gica del sistema, tot aixo` e´s secundari, i no hauria de tenir cap efecte en el disseny.
En els u´ltims temps ha guanyat molta acceptacio´ el model de computacio´ en el nu´vol, que
centra l’atencio´ en el concepte de node, tot deslligant-lo del medi fı´sic. No importa la quantitat
i les caracterı´stiques de les computadores sobre les quals s’estableix una agrupacio´ de nodes,
sino´ els nodes en si mateixos. Malgrat que la cerca queda fora de l’abast del projecte, resulta
oportu´ advertir que existeix una gran quantitat de programari i de proveı¨dors d’infraestructura
dedicats a aplicar aquesta estrate`gia. Per defecte, ja es compta amb un entorn que esdeve´ idoni
per fer un estudi de viabilitat del sistema Distupload. Es tracta del testbed de CONFINE [22],
projecte europeu que es focalitza en l’exploracio´ dels models per a la Internet del Futur, que
so´n social, econo`mica i te`cnicament sostenibles. Esta` concebut per a la recerca, cosa que el
converteix en una solucio´ feta a mida per a l’objectiu que es persegueix. E´s me´s, es podria dir
que ambdo´s so´n sistemes afins, per be´ que l’esquema de participacio´ de Distupload simpatitza
amb el del testbed de CONFINE, si me´s no, pel que fa a l’aportacio´ de recursos.
L’arquitectura del testbed de CONFINE contempla l’existe`ncia de dos tipus de dispositius.
D’una banda, els research devices, tambe´ anomenats nodes, que so´n les computadores en les
quals s’executen els experiments. D’altra banda, els community devices, que so´n els disposi-
tius que es connecten a la xarxa de CONFINE i s’encarreguen de vincular els dispositius de
recerca amb les comunitats. Els research devices alberguen als slivers amb via contenidors
Linux (LXC), de manera que donen cabuda a una o me´s aplicacions, que s’executen de for-
ma concurrent i aı¨llada. Aquests nodes estan agrupats en slices, que estableixen un context
de connectivitat en xarxa privada. L’u´nica restriccio´ e´s que dos slivers d’un mateix slice han
d’estar obligato`riament en research devices diferents. Tot aixo` esta` orquestrat pel controlador
de CONFINE, que inclou les eines necessa`ries per gestionar la infraestructura. La figura 5.5
complementa aquesta breu descripcio´. En definitiva, caldra` preparar un slice de sistema amb un
Capı´tol 5. Prova de concepte 61
sliver per cada node.
Figura 5.5: Community-Lab user roles. CONFINE Wiki – Introduction. https://wiki.
confine-project.eu/_media/usage:confine_terms.png
D’entre els disponibles, el rol apropiat per al “desplegador” de Distupload e´s el de researcher,
que compta amb els permisos requerits per crear els slices i els slivers en els que desplegara` els
components del sistema. El rol technician s’atribueix a aquells individus disposats a fer alguna
aportacio´ de maquinari, en concepte de dispositiu de recerca. Tot plegat es pot fer igualment
amb un usuari administrator, al que tambe´ se li atorguen privilegis per dur a terme tasques de
manteniment, entre les quals esta` la gestio´ d’usuaris i grups.
5.2.1. Preparacio´ de l’entorn
Abans de sol·licitar l’autoritzacio´ necessa`ria per desplegar els components del sistema en el
testbed d’alguna comunitat, la guia de bones pra`ctiques de CONFINE recomana haver preparat i
provat, la configuracio´ corresponent, en un entorn de proves anomenat VCT (Virtual CONFINE
Testbed). Es tracta d’un contenidor Linux que emula amb exactitud la mateixa infraestructura.
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Fara` falta crear un slice per a tot el conjunt, al que s’anomenara` distupload-slice. Posteriorment,
caldra` donar d’alta un sliver per al node de serveis centrals, me´s un per cada node de dispositiu
d’emmagatzematge que es vulgui habilitar d’inici. Tenint en compte que tots formaran part del
mateix slice, per cada sliver sera` necessari afegir un node a l’entorn. La figura 5.6 exhibeix el
resultat de crear els dos nodes per a la creacio´ dels slivers imprescindibles:
1. distupload-slice@pfc-node-1: Serveis centrals
2. distupload-slice@pfc-node-2: Dispositiu d’emmagatzematge 1
Figura 5.6: Slivers de l’entorn de prova
No es poden desplegar els artefactes propis del sistema sense haver afegit pre`viament tots els
elements de programari dels que depenen. En tot cas, instal·lar-los manualment sobre el mateix
node, en el moment que es posa en execucio´, tampoc e´s una solucio´ acceptable. El motiu e´s
que, cada vegada que s’engeguen els slivers d’un slice, el contingut del sistema es crea de zero
a partir d’una plantilla. Aixı´ doncs, el que cal fer e´s construir aquesta plantilla.
Els slivers so´n contenidors Linux. Per tant, el sistema operatiu ja ve donat de forma implı´cita.
El programari addicional es tradueix en l’estructura de fitxers que queda superposada en l’arrel
del sistema. Les plantilles so´n, en u´ltima insta`ncia, l’empaquetatge d’aquesta estructura. Una
te`cnica plausible consisteix a elaborar una instal·lacio´ rudimenta`ria sobre el contenidor mentre
esta` en funcionament i, en acabat, crear el paquet amb els fitxers agregats. A part d’aixo`, tambe´
e´s possible afegir dades especı´fiques d’un experiment, i configuracions complementa`ries, amb
el propo`sit d’evitar la creacio´ de noves plantilles per a cada matı´s existent entre diferents nodes
que comparteixen la mateixa estructura.
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Referent a la connectivitat, el ventall d’opcions e´s considerable. Depe`n en gran mesura de la
concepcio´ del testbed per part de la comunitat que el desenvolupa. El sistema Distupload nome´s
exigeix que es pugui accedir pu´blicament als slivers pel port 80. Les connexions de dispositiu,
pel port 7283, passen per la xarxa privada de l’slice. La resta so´n locals.
5.2.2. Configuracio´ de la base de dades
Previsiblement, alguna de les u´ltimes versions del gestor de bases de dades PostgreSQL estara`
disponible en diversos repositoris de programari. Un cop instal·lat, e´s necessari aplicar unes
poques modificacions per deixar-lo a punt.
La transaccionalitat distribuı¨da implica la “preparacio´ de transaccions”. E´s obligatori indicar
que el nombre ma`xim de transaccions que el DBMS pot deixar preparades de forma simulta`nia
e´s major que zero, en el fitxer postgresql.conf. Per exemple:
max_prepared_transactions = 20
Sigui template1 la plantilla on residiran tots els objectes, tant de l’aplicacio´ com del sistema
de fitxers. En primer lloc es creen els rols d’acce´s de base de dades. Un d’administracio´, admin,
per realitzar tasques de manteniment, com les que es duen a terme en aquesta seccio´. I altres
dos, distup i hivenode, per l’aplicacio´ i el coordinador de Hive FS respectivament.
CREATE USER ADMIN WITH PASSWORD '********';
CREATE USER HIVENODE WITH PASSWORD '********';
CREATE USER DISTUP WITH PASSWORD '********';
La mateixa base de dades, a la que s’anomenara` distupdb, servira` al domini de l’aplicacio´ i al
sistema de fitxers. L’administrador sera` el seu propietari, i podra` fer modificacions estructurals.
Els altres dos rols nome´s hauran de poder modificar el contingut.
CREATE DATABASE DISTUPDB OWNER ADMIN;
Tot i que en el plantejament inicial els accessos so´n merament locals, pot resultar u´til obrir
un acce´s extern per a l’administrador, i aixı´ evitar la necessitat d’accedir mitjanc¸ant SSH des
del sistema operatiu. L’exemple segu¨ent, referent al fitxer pg hba.conf, defineix un conjunt de
regles possible, amb autenticacio´ per contrasenya.
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host template1 admin all md5
host distupdb admin all md5
host distupdb hivenode 127.0.0.1/16 md5
host distupdb distup 127.0.0.1/16 md5
Finalment, e´s hora de llanc¸ar els scripts de creacio´ de l’esquema. De cara a evitar col·lisions,
e´s necessari crear dos esquemes diferents. Un anomenat distupload per a l’aplicacio´ i l’altre,
de nom hivefs, per al sistema de fitxers. Perque` cada component faci refere`ncia a l’esquema
oportu´, cal definir l’ordre de cerca de l’usuari corresponent, de la segu¨ent manera:
ALTER USER hivenode SET search_path = hivefs;
ALTER USER distup SET search_path = distupload;
L’esquema public e´s accessori, no hi ha cap problema en eliminar-lo.
5.2.3. Instal·lacio´ del sistema de fitxers
Tenint en compte que el programari de coordinador de Hive FS esta` disponible en paquets
de codi font, el sistema ha de comptar amb de les eines apropiades de construccio´. En concret,
un compilador de C++, l’enllac¸ador del sistema i el configurador de paquets pkg-config. Es pot
prescindir d’aquestes eines en el moment de crear la plantilla de l’sliver, nome´s fan falta els
binaris resultants.
Previ a la construccio´ del programari, esta` la preparacio´ de l’entorn. Sigui hive l’usuari de
sistema que custodia al servei, i la variable HOME el camı´ al seu directori d’inici. Cal crear o
modificar el fitxer ${HOME}/share/config.site de manera que compti amb el segu¨ent:
export PKG_CONFIG_PATH=$HOME/share/pkgconfig:$PKG_CONFIG_PATH
test -z "$CPPFLAGS" && CPPFLAGS=-I$HOME/include
test -z "$LDFLAGS" && LDFLAGS=-L$HOME/lib
L’u´nica depende`ncia e´s la biblioteca libpq, que permet la comunicacio´ amb el gestor de bases
de dades PostgreSQL. Un cop preparat, es pot procedir a instal·lar els paquets. Suposant que
s’han copiat en el directori ${HOME}/src, sent aquest el directori actual, s’han d’executar les
instruccions:
tar xvf hivesrt-X.Y.tar.gz
pushd hivesrt-X.Y
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./configure --prefix=$HOME
make && make install
popd
tar xvf hivenode-X.Y.tar.gz
pushd hivenode-X.Y
./configure --prefix=$HOME
make && make install
popd
El coordinador, al que se li atorga l’identificador “NODE1”, ha de publicar un servei d’usuari
en el port 7281, un servei de gestio´ en el port 7282 i un servei de dispositiu en el port 7283.
A me´s, s’ha d’establir la connexio´ amb el gestor de bases de dades a trave´s del port 5432. Tot
aixo` queda definit en el fitxer ${HOME}/service.xml, de forma semblant a la que es mostra a
continuacio´.
<service>
<key>NODE1</key>
<user-listener>
<host>node-public-ip</host>
<port>7281</port>
</user-listener>
<manager-listener>
<host>node-public-ip</host>
<port>7282</port>
</manager-listener>
<device-listener>
<host>node-public-ip</host>
<port>7283</port>
</device-listener>
<database>
<host>localhost</host>
<port>5432</port>
<name>distupdb</name>
<username>hivenode</username>
<password>********</password>
</database>
</service>
Cal que l’script d’inici executi la instruccio´ su -c "hivenode service.xml" - hive per posar en
marxa el servei. El sistema ha de ser capac¸ de localitzar els binaris a partir de les variables PATH
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i LD LIBRARY PATH, en la sessio´ de l’usuari hive, cosa que s’aconsegueix amb les segu¨ents
definicions:
export PATH=HOME/bin:$PATH
export LD_LIBRARY_PATH=$HOME/lib:$LD_LIBRARY_PATH
Finalment, perque` l’aplicacio´ gaudeixi d’autoritzacio´ per efectuar operacions en el sistema
de fitxers, s’ha de donar d’alta un subjecte d’usuari i de gestio´, amb identificador zero i nom
distup. Al que cal donar-li l’aval d’usuari i grup amb identificadors de root.
5.2.4. Instal·lacio´ de l’aplicacio´
A continuacio´ s’expliquen els passos a seguir per instal·lar el servidor d’aplicacions i desple-
gar els artefactes relacionats. Abans d’aixo`, pero`, es tracten els preparatius del frontal imple-
mentat per Apache HTTP Server. Es do´na per fet que la seva instal·lacio´ es fa a partir d’algun
gestor de paquets de programari, sense cap problema afegit.
El segu¨ent pas consisteix a crear el site, que actuara` com a porta d’entrada per als membres
del sistema. El nom de servidor de Distupload pot ser distupload.net, mentre que el port d’acce´s
ha de ser el 80. En tot cas, la funcio´ del frontal e´s fer d’intermediari. Com aixo` es fa mitjanc¸ant
el protocol AJP, cal que el servidor disposi dels mo`duls mod proxy i mod proxy ajp, i que el
site ho contempli de la segu¨ent manera:
<VirtualHost *:80>
...
ServerName distupload.net
...
ProxyPass /member ajp://localhost:8009/distupload
ProxyPassReverse /member ajp://localhost:8009/distupload
...
</VirtualHost>
D’aquesta manera, les peticions rebudes, el camı´ de les quals e´s /member, es passen al ser-
vidor d’aplicacions, en el context /distupload, que e´s el que haura` de ser indicat a l’hora de
desplegar l’aplicacio´ Web. En definitiva, l’adrec¸a d’acce´s e´s http://distupload.net/member, on
el nom de domini distupload.net s’ha de resoldre a la IP pu´blica de l’sliver.
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El segu¨ent pas e´s descarregar GlassFish Server de la pa`gina oficial i seguir les instruccions
d’instal·lacio´ indicades en la documentacio´. No e´s excessivament complicat. De tota manera,
sı´ que e´s bo saber que les implementacions de JDBC no van incloses en la distribucio´. Aixo` es
soluciona descarregant la de PostgreSQL, disponible en la seva Web, i copiant-la al directori de
biblioteques del domini de GlassFish. La ma`quina virtual de Java e´s necessa`ria per a l’execucio´
del servidor, pero` a me´s e´s necessa`ria la prese`ncia del Java Development Kit (JDK). Amb una
mica de sort, e´s fa`cilment incorporable a partir d’algun gestor de programari.
Per integrar-lo amb el frontal s’ha d’afegir un “jk network listener” en el port 8009, tal com
s’ha indicat en la configuracio´ del site de l’Apache HTTP Server. La forma de fer-ho pot variar
lleugerament d’una versio´ a l’altra, aixı´ que e´s me´s efectiu consultar-ho en la documentacio´ de
l’administracio´ de GlassFish Server.
E´s hora de desplegar els artefactes. La figura 5.7 posa en relleu la situacio´ de cadascun dins
del servidor d’aplicacions. Amb l’objectiu de simplificar el desplegament, l’ape`ndix C disposa
d’un seguit de comandes que automatitzen el proce´s. E´s important tenir en compte la relacio´ de
depende`ncia que hi ha entre els elements. Executar una comanda pot tenir com a requisit haver
executat una altra pre`viament.
Figura 5.7: Pila de desplegament dels artefactes
Tot seguit es passa llista de les comandes, en l’ordre en que` s’han d’executar. E´s recomanable
revisar el contingut de cadascuna d’elles, ja que alguns detalls poden estar subjectes a canvis.
En qualsevol cas, so´n molt u´tils per descriure les accions que cal dur a terme.
create-settings Crea una se`rie d’atributs que seran utilitzats per l’aplicacio´.
create-mail-session Crea la sessio´ utilitzada per a l’enviament de correu electro`nic.
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create-jdbc-connection-pool Crea la font de dades de domini.
deploy-hivera Desplega l’adaptador de recurs del sistema de fitxers.
create-hive-connection-pool Crea el vincle amb el sistema de fitxers.
deploy-coreri Desplega l’aplicacio´ de la lo`gica de negoci.
deploy-web Desplega l’aplicacio´ Web.
Aixı´ com distuphivera.rar, distupcoreri.jar i distupweb.war es despleguen amb les eines que
posa a disposicio´ el servidor d’aplicacions, l’artefacte distuprealmgf.jar s’inclou manualment.
Nome´s cal copiar-lo al directori de llibreries del domini de GlassFish, exactament igual que
el mo`dul de JDBC implementat per PostgreSQL. Addicionalment, se li ha d’indicar que e´s
d’obligat compliment passar pel mo`dul d’entrada de Distupload quan un subjecte s’autentica
en el context de seguretat distuploadRealm. En el fitxer login.conf del directori de configuracio´
del domini de GlassFish hi ha d’haver la segu¨ent directiva:
distuploadRealm {
net.distupload.security.auth.DistuploadLoginModule required;
};
En havent fet aixo`, cal donar d’alta el reialme de seguretat distupload-realm, que e´s al que fan
refere`ncia els mo`duls de l’aplicacio´ Web i els controladors de la lo`gica de negoci. La comanda
create-realm, que no apareix en la llista anterior, executa la tasca de creacio´, tot associant-lo al
context de seguretat distuploadRealm.
Per acabar, de forma parella a la instal·lacio´ del coordinador del sistema de fitxers, esta` el
llanc¸ament de l’script de creacio´ de l’esquema de base de dades. En principi no cal donar d’alta
cap contingut, l’aplicacio´ hauria de ser autosuficient partint d’una base de dades buida.
5.2.5. Habilitacio´ de dispositius
Moltes de les indicacions donades en la instal·lacio´ del coordinador del sistema de fitxers so´n
aplicables en aquesta seccio´. Contra`riament al del de coordinacio´, el programari de dispositiu no
depe`n cap biblioteca externa. L’artefacte e´s el hivestore.tar.gz, tot i que el de suport e´s el mateix.
Tambe´ canvia la configuracio´. En aquest cas nome´s cal indicar la localitzacio´ del coordinador i
els atributs del subjecte que representa al dispositiu, tal com es mostra a continuacio´.
<device>
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<subject>
<name>device1</name>
<password>********</password>
</subject>
<node>
<host>node-public-ip</host>
<port>7283</port>
</node>
</device>
Com aquests dispositius es creen manualment, cal donar-los d’alta explı´citament en la base de
dades. En l’exemple, el subjecte de dispositiu te´ el nom device1 i la credencial de contrasenya
donada. El mateix passa amb l’script d’inici del servei, s’ha d’elaborar a ma`.
En el cas d’u´s de participacio´ activa el, mecanisme e´s completament diferent. Un cop l’usuari
ha aportat tota la informacio´ requerida, i el sistema ha donat d’alta el dispositiu, es fa l’entrega
d’un paquet que ja s’encarrega d’instal·lar i configurar el servei automa`ticament. L’objectiu, en
u´ltima insta`ncia, e´s propiciar la contribucio´ per part dels participants.
5.3. Posta a prova
En primer lloc, e´s important trobar l’estabilitat del sistema. La connectivitat ha de ser ferma,
els canvis han de reflectir-se correctament i els resultats de les operacions han de ser, si me´s no,
semblants als esperats. E´s lı´cit verificar tot aixo` de forma manual. Ara be´, a mesura que es van
corregint els errors i es van aplicant millores, creix la necessitat de disposar de te`cniques que
facin d’aquest, un proce´s automa`tic.
Tot i que no e´s objecte d’estudi, e´s bo tenir consta`ncia de l’existe`ncia d’eines que permeten
automatitzar el cicle de prova, com ara Selenium, JUnit, Spock, etc. De fet, e´s molt recomanable
que els casos de prova, als que se sotmeten aquestes eines, es defineixin amb antelacio´. E´s a dir,
aplicar la metodologia TDD (Test-driven development).
5.3.1. Integracio´ contı´nua
I com que el projecte no acaba despre´s d’assolir una primera versio´ estable, val la pena estar
preparat per a les segu¨ents iteracions. A part de comptar amb gestors de versions de codi font,
una comunitat de desenvolupament seriosa ha d’estar adossada a un bon sistema d’integracio´
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contı´nua (CI), que descansi sobre eines com Jenkins o Bamboo, entre d’altres. Aixo`, junt amb
una forta base de coneixement, e´s fonamental per a la integracio´ del tercer tipus de participant,
el col·laborador, que e´s, en definitiva, de qui depe`n la continuı¨tat de Distupload.
Capı´tol 6
Conclusio´
En termes generals, es pot concloure que se satisfa` amb e`xit el propo`sit del projecte. Queden
definides doncs, les bases per al desenvolupament d’una primera versio´ del sistema Distupload.
Es cobreixen tots els objectius definits, en l’a`mbit teo`ric, i en gran part pel que fa al pra`ctic.
Si be´ es do´na per demostrada la factibilitat de la produccio´ del sistema, resta un llarg camı´ per
constatar fefaentment la seva viabilitat.
Amb una mica d’enginy i un conjunt de tecnologies relativament recents, e´s possible do-
nar resposta a les necessitats te`cniques de Distupload. Tots els problemes intrı´nsecs a la con-
trove`rsia que suscita la unio´ dels paradigmes de fragmentacio´ de fitxers i desca`rrega directa
troben solucio´ gra`cies als nous esta`ndards de la Web, que conceben l’acce´s programa`tic al sis-
tema de fitxers local per part dels navegadors i la comunicacio´ ası´ncrona amb servidors HTTP
aleatoris. Per un altre costat, existeix una a`mplia varietat d’eines i plataformes, sense cost, que
faciliten drama`ticament la creacio´ de sistemes distribuı¨ts, tot aplicant mecanismes d’acumula-
cio´, balanceig de ca`rrega, replicacio´, etc. Acompanyades, a me´s, de documentacio´ extensa i de
qualitat. L’esforc¸ en el disseny del sistema disminueix considerablement si es fa una seleccio´
encertada de les tecnologies, juntament amb una efectiva explotacio´ de les mateixes.
Tot i que no ho fa amb el nivell de detall que mereix, el disseny del sistema, tant pel que
respecta al sistema de fitxers, com al portal Web, recull els aspectes me´s importants de Distu-
pload. Serveix com a punt de partida per a l’extensio´ funcional i e´s una excel·lent guia per a la
codificacio´. Alguns punts es poden perfilar, altres es poden tractar amb me´s profunditat, pero` no
sembla que l’abse`ncia d’algun no contemplat pugui fer coixejar al sistema. Temes crı´tics com la
comunicacio´ TCP entre aplicacio´ i sistema de fitxers, passant per l’adaptador de recurs, gaudei-
xen del codi que demostra la seva validesa. Per contra, els que fan refere`ncia a la transfere`ncia
de contingut de fitxers no disposen de la implementacio´ que valida el correcte funcionament de
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FileAPI. De tota manera, aquesta, i la resta de les resolucions en les quals es basa el disseny,
estan sustentades per especificacions tecnolo`giques de confianc¸a.
No hi ha dubte que, donada la conjuntura actual, trobar plataformes d’execucio´ per al pro-
gramari e´s la me´s insignificant de les comeses. Des dels sistemes operatius, fins als servidors
d’aplicacions, passant pels gestors de bases de dades. Gairebe´ tota necessitat troba resposta,
lliure de costos, i fortament documentada. Cosa que es fa palesa en aquest projecte. A excepcio´
del sistema de fitxers, cadascun dels components que donen forma al sistema compta amb una
opcio´, d’entre moltes disponibles, que s’ajusta a la perfeccio´.
Malauradament, per comprovar que Distupload e´s un servei viable, cal una quantitat de temps
molt superior a la disposada. Suposant que s’arriba a l’obtencio´ d’una versio´ funcional, calen
setmanes, si no mesos, per fer un estudi rigoro´s de la seva supervive`ncia. De fet, aquest podria
ser el tema d’un altre projecte que se centre´s en la codificacio´, que no l’ana`lisi i el disseny del
sistema. Sigui com sigui, les ma`ximes de consiste`ncia en que` para atencio´ aquest projecte miren
d’assegurar-ne, si me´s no de forma teo`rica, la sostenibilitat.
6.1. Dificultats
D’entre els obstacles que s’han presentat en el transcurs de la realitzacio´ del projecte, val
la pena mencionar la dificultat de posar en pra`ctica el desplegament en el VCT (Virtual CON-
FINE Testbed). Certament, no resulta excessivament complicat engegar l’entorn en un Linux
Container local. Ara be´, no es pot dir el mateix en el moment d’establir les comunicacions
entre l’amfitrio´ i els slivers, o d’efectuar la resolucio´ de dominis tant en els slivers com en el
controlador de l’VCT. Cap combinacio´ d’encaminament d’una banda, ni modificacio´ de fitxers
resolv.conf o interfaces han guarit el problema. E´s per aixo` que l’explicacio´ del proce´s ha hagut
de basar-se en la documentacio´ del testbed i en exemples d’experiments existents.
Tambe´ ha estat noto`ria la dificultat resultant de cercar un sistema de fitxers que encaixe´s prou
be´ amb els requeriments de Distupload. Val a dir que bona part de l’esforc¸ preliminar se centra
en la creacio´ d’un de fet a mida, i no pas a un que es pugui acomodar amb relativa facilitat. Aixo`
e´s aixı´ perque`, encara que es planteja com un component substituı¨ble, es tracta d’un element
fonamental que ha de funcionar amb la ma`xima efica`cia i les mı´nimes adaptacions possibles.
Ara per ara, no sembla que hi hagi una alternativa realment efectiva.
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6.2. Llic¸ons apreses
Gairebe´ des de la concepcio´ de Distupload s’instaura el protocol XMPP com un pilar de co-
municacio´ entre els components del sistema. Les virtuts de que` disposa el converteixen en un
candidat incondicional. Extensible, segur, descentralitzat, obert... Tot semblen avantatges. El
que comenc¸a sent una tasca d’implantacio´ acaba convertint-se en un seguit de continus intents
fracassats per adaptar aquest protocol a les necessitats reals del sistema. E´s a dir, en lloc de
fer que la tecnologia serveixi al sistema, acaba esdevenint la temptativa de fer que el sistema
serveixi a la tecnologia. L’error de base e´s pretendre l’u´s d’un protocol de comunicacio´ diferida
en un context en el qual e´s necessa`ria la comunicacio´ immediata de “peticio´-resposta”. Sor-
prenentment, un cop descartada aquesta solucio´, i substituı¨da per l’u´s d’un protocol propi amb
codificacio´ DER, el disseny del sistema recupera el ritme que li correspon.
Poc despre´s, durant la ideacio´ del sistema de fitxers, entra en escena el descobriment d’un
concepte que suposa una revolucio´ en els seus fonaments. Es tracta del processament distribuı¨t
de transaccions. En primer lloc, li atorga un grau de consiste`ncia molt superior al previst ini-
cialment. En segon lloc, el transforma en un sistema capac¸ d’integrar-se en qualsevol altre que
suporti el mateix model transaccional. Per exemple, el definit en l’esta`ndard X/Open XA. De
sobte, el sistema de fitxers distribuı¨t convencional reneix com un sistema de fitxers distribuı¨t ve-
ritable. El projecte no exigeix que estigui present aquesta caracterı´stica, pero` el fet d’incloure-la
potencia considerablement la robustesa del sistema.
6.3. Properes passes
A part de formalitzar una implementacio´ inicial, hi ha temes susceptibles de ser revisats. Per
exemple, la seguretat en les comunicacions, o els mecanismes de recuperacio´. Pero` tambe´, i no
menys important, la publicacio´ del servei. El disseny realitzat en aquest projecte versa sobre el
funcionament del portal Web en termes de gestio´ de fitxers, pero` no s’ocupa de la faceta pro`pia
d’un portal que do´na a cone`ixer un projecte o una organitzacio´.
Tambe´ queda oberta la proposta de suport per a diversos tipus de terminal, la gestio´ dels fitxers
en el sistema operatiu de l’usuari, la definicio´ d’heurı´stiques que condicionin la disponibilitat i
la localitzacio´ dels continguts, la socialitzacio´ de la xarxa, i un llarg etce`tera. Sens dubte, hi ha
molta feina per fer.
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Ape`ndixs
A. Contractes del sistema de fitxers
El sistema de fitxers Hive FS posa a disposicio´ del pu´blic tres puntes de servei a les que
es pot accedir via connexio´ TCP. A saber, el servei d’usuari, el servei de gestio´ i el servei de
dispositiu. Cada una de les puntes e´s accessible a trave´s d’un o diversos ports, d’entre tots el
nodes de coordinacio´.
En aquest ape`ndix es descriuen les bases del protocol de comunicacio´ utilitzat i els contractes
d’intere`s per als casos d’u´s de Distupload. Aixo` inclou algunes operacions del servei d’usuari
i del servei de gestio´. No inclou cap operacio´ del servei destinat als dispositius, ja que el
programari encarregat d’habilitar-los es fa responsable de la corresponde`ncia relacionada amb
aquest servei. En canvi, sı´ que es tracten, al final, les operacions de lectura/escriptura que posa
a disposicio´ el programari de dispositiu, i que intervenen en la comunicacio´ entre el navegador
Web i els dispositius d’emmagatzematge.
Per dur a terme la interaccio´ amb els serveis exposats pels nodes de coordinacio´, es fa servir
un superconjunt estandarditzat de regles de codificacio´ bina`ria de BER (Basic Encoding Rules)
anomenat DER (Distinguished Encoding Rules) [24] . En la definicio´ dels contractes s’especi-
fiquen, emprant la notacio´ ASN.1 (Abstract Syntax Notation One) [23], les estructures de dades
a les quals s’han d’ajustar els missatges que s’envien i que es reben durant la invocacio´ de les
operacions associades.
A.1. Autenticacio´
Tota comunicacio´ mantinguda amb els nodes de coordinacio´ s’ha de recolzar en un “context
de subjecte”. E´s a dir, per a que` un component pugui invocar operacions del sistema de fitxers ha
d’estar autenticat com a subjecte reconegut pel mateix. El primer que cal fer despre´s d’establir
una connexio´ amb un node de coordinacio´ e´s garantir aquesta premissa.
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Tan bon punt un coordinador accepta una connexio´, roman a l’espera, durant un temps deter-
minat, del missatge d’autenticacio´ (Authentication). Aquest missatge inclou el nom del subjecte
que es disposa a iniciar la sessio´ (subjectName) i el valor d’una credencial (credential).
Authentication ::= SEQUENCE {
subjectName CHARACTER STRING,
credential OCTET STRING
}
Si el missatge no e´s correcte, o si no hi ha cap subjecte amb el nom i credencial donats, la
connexio´ es talla immediatament. En cas contrari, si l’autenticacio´ te´ e`xit, el sistema respon
amb l’identificador que correspon al subjecte implicat (AuthenticationSuccess).
AuthenticationSuccess ::= INTEGER
L’autoria de les operacions que s’invoquen sobre una connexio´ en la qual s’ha completat el
proce´s d’autenticacio´ pertany al subjecte autenticat. Aixo` e´s aixı´ fins que es talla la connexio´.
A.2. Estructura
Totes les operacions del servei d’usuari i del de gestio´ comparteixen la mateixa estructura
(Operation). Han d’indicar l’identificador de la transaccio´ X/Open XA (transactionId) en la
que s’efectuen, l’identificador de l’operacio´ (operationId) — a cada operacio´ li correspon un
identificador diferent — i el cos de l’operacio´ (body). La composicio´ del cos de l’operacio´
depe`n l’identificador de la mateixa.
Operation ::= SEQUENCE {
transactionId [0] IMPLICIT XID,
operationId [1] IMPLICIT INTEGER,
body [2] IMPLICIT OperationBody
}
OperationBody ::= SEQUENCE OF ANY DEFINED BY operationId
L’identificador de transaccio´ X/Open XA (XID) esta` format per tres camps. L’identificador
de format (formatId), l’identificador de la transaccio´ global (gtrid) i el qualificador de la branca
(bqual). Els camps gtrid i bqual poden tenir un ma`xim de 64 octets.
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XID ::= SEQUENCE {
formatId [0] IMPLICIT INTEGER,
gtrid [1] IMPLICIT OCTET STRING,
bqual [2] IMPLICIT OCTET STRING
}
Les respostes dels missatges d’operacio´ (OperationResponse) tambe´ tenen una estructura
comuna. L’estat (status) indica si l’operacio´ ha anat be´ (zero) o hi ha hagut algun problema
(codi d’error). El missatge (message) do´na una breu descripcio´ del resultat de l’operacio´. En
u´ltim lloc esta` el valor de retorn (returnValue), que e´s especı´fic de l’operacio´ en qu¨estio´.
OperationResponse ::= SEQUENCE {
status [0] IMPLICIT INTEGER,
message [1] IMPLICIT CHARACTER STRING,
returnValue [2] IMPLICIT OperationReturnValue
}
OperationReturnValue ::= ANY DEFINED BY operationId
Nome´s es detalla el significat dels codis d’error en els casos en que` pugui ser decisiu per a la
integracio´ a Distupload. En la resta de casos simplement es te´ en compte si l’operacio´ ha tingut
e`xit o be´ ha fallat a causa d’un error, sense me´s distincio´.
A.3. Accions de transaccio´
Les operacions dels serveis d’usuari i dels serveis de gestio´ s’invoquen en l’a`mbit d’una
transaccio´ distribuı¨da. Amb el propo`sit de gestionar el cicle de vida de les transaccions del siste-
ma de fitxers, els serveis esmentats posen a disposicio´ del gestor de transaccions les operacions
necessa`ries per poder implementar el protocol per al processament de transaccions distribuı¨des
X/Open XA.
Les transaccions no es poden intercalar entre els diferents serveis. O sigui, les transaccions
creades en el servei d’usuari no so´n accessibles pel servei de gestio´, i a l’inreve´s, les creades en
el servei de gestio´ tampoc ho so´n pel servei d’usuari. En qualsevol cas, transaccions creades en
un servei i altre poden estar incloses en una mateixa transaccio´ global.
Tant per al servei d’usuari com el de gestio´, els identificadors de les operacions d’accio´ de
transaccio´ van des de l’1 fins al 2000. El cos de les operacions de transaccio´ nome´s inclou
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el seguit de para`metres que poden ser necessaris. El nombre i tipus de para`metres depe`n de
l’identificador de l’operacio´.
OperationBody ::= TXOperationParameters
TXOperationParameters ::= SEQUENCE OF ANY DEFINED BY operationId
START
Inicia (flags = TMNOFLAGS), uneix (flags = TMJOIN) o repre`n (flags = TMRESUME) la
feina de la transaccio´ corresponent.
operationId = 1
TXOperationParameters ::= SEQUENCE {
flags [0] IMPLICIT INTEGER
}
OperationReturnValue ::= NULL
END
Suspe`n (flags = TMSUSPEND), finalitza amb e`xit (flags = TMSUCCESS) o finalitza amb
fallada (flags = TMFAIL) la feina de la transaccio´ corresponent.
operationId = 2
TXOperationParameters ::= SEQUENCE {
flags [0] IMPLICIT INTEGER
}
OperationReturnValue ::= NULL
FORGET
Descarta la feina feta durant el transcurs de la transaccio´.
operationId = 3
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TXOperationParameters ::= SEQUENCE {
}
OperationReturnValue ::= NULL
PREPARE
Prepara la transaccio´ per a la posterior confirmacio´.
operationId = 4
TXOperationParameters ::= SEQUENCE {
}
OperationReturnValue ::= NULL
COMMIT
Confirma la transaccio´. Si s’estableix onePhase a true, es fa servir el protocol de confirmacio´
en una fase, amb la qual cosa no e´s necessari haver preparat la transaccio´ pre`viament.
operationId = 5
TXOperationParameters ::= SEQUENCE {
onePhase [0] IMPLICIT BOOLEAN
}
OperationReturnValue ::= NULL
ROLLBACK
Retrotreu la transaccio´.
operationId = 6
TXOperationParameters ::= SEQUENCE {
}
OperationReturnValue ::= NULL
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A.4. Operacions del servei d’usuari
El servei d’usuari posa a disposicio´ dels components externs el conjunt d’operacions pro`pies
d’un sistema de fitxers basat en UNIX. El valor del camp status en la resposta es correspon amb
el de la variable errno un cop acabada l’execucio´ de l’operacio´ de sistema equivalent.
A les operacions del servei d’usuari se’ls assigna els identificadors que van des del 2001
al 4000. El cos inclou les dades de l’usuari en nom del qual s’efectua l’operacio´ (user) i els
para`metres especı´fics de cada operacio´ (parameters). El nombre i tipus de para`metres depe`n de
l’identificador de l’operacio´.
OperationBody ::= SEQUENCE {
user [0] IMPLICIT UserData,
parameters [1] IMPLICIT UserParameters
}
UserParameters ::= SEQUENCE OF ANY DEFINED BY operationId
Les dades d’usuari indiquen en nom de quin usuari (uid) del sistema de fitxers s’invoca l’o-
peracio´ i en quins grups (gid) es troba. El subjecte d’usuari implicat ha de comptar amb l’aval
del sistema de fitxers, pel que fa a l’usuari en nom del qual pot actuar i els grups en els quals
es pot trobar. Es fa la interseccio´ del conjunt de grups indicat i el conjunt de grups que consten
en el sistema de fitxers per al subjecte en qu¨estio´. El primer grup resultant determina el grup
predeterminat de l’usuari. Per tant, tot i que es tracta d’un conjunt, es te´ en compte l’ordre
d’aparicio´ dels grups dins de la col·leccio´.
UserData ::= SEQUENCE {
uid [0] IMPLICIT INTEGER,
gid [1] SET OF INTEGER
}
OPEN
Crea el vincle entre el fitxer localitzat en el camı´ donat (path) i un descriptor de fitxer. S’in-
dica si es prete´n llegir (oflag = O RDONLY), escriure (oflag = O WRONLY) o ambdues coses
(oflag = O RDWR). En el cas que de l’apertura per a escriptura, si el fitxer no existeix, el crea
de nou, si no, continua l’escriptura des del final. El propietari sera` l’usuari que ha creat el fitxer
i el grup, el grup principal del mateix usuari. Retorna el descriptor de fitxer resultant.
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O_RDONLY = 1
O_WRONLY = 2
O_RDWR = 3
operationId = 2001
UserParameters ::= SEQUENCE {
path [0] IMPLICIT CHARACTER STRING,
oflag [1] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
CLOSE
Tanca el fitxer associat al descriptor de fitxer donat (fildes). Aixo` fa que les escriptures fetes
sobre el fitxer siguin visibles per part de posteriors lectures sobre el mateix. Retorna 0 (zero) en
cas d’e`xit i -1 en cas contrari.
operationId = 2002
UserParameters ::= SEQUENCE {
fildes [0] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
MKDIR
Crea el directori en el camı´ (path) i amb els permisos (mode) donats. El propietari sera`
l’usuari que ha creat el directori i el grup, el grup principal del mateix usuari. Retorna 0 (zero)
en cas d’e`xit i -1 en cas contrari.
operationId = 2003
UserParameters ::= SEQUENCE {
path [0] IMPLICIT CHARACTER STRING,
mode [1] IMPLICIT INTEGER
}
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OperationReturnValue ::= INTEGER
UNLINK
Elimina l’enllac¸ d’un fitxer, donat el camı´ corresponent (path). Un cop eliminats tots els
enllac¸os, s’elimina el fitxer en qu¨estio´. En el cas dels fitxers regulars, se suprimeix el contingut
dels mateixos. En el cas dels directoris, s’eliminen els enllac¸os als quals fan refere`ncia les seves
entrades. Retorna 0 (zero) en cas d’e`xit i -1 en cas contrari.
operationId = 2004
UserParameters ::= SEQUENCE {
path [0] IMPLICIT CHARACTER STRING
}
OperationReturnValue ::= INTEGER
CHOWN
Canvia el propietari (owner) i el grup (group) del fitxer localitzat en el camı´ donat (path).
Retorna 0 (zero) en cas d’e`xit i -1 en cas contrari.
operationId = 2005
UserParameters ::= SEQUENCE {
path [0] IMPLICIT CHARACTER STRING,
owner [1] IMPLICIT INTEGER,
group [2] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
CHMOD
Canvia els permisos (mode) del fitxer localitzat en el camı´ donat (path). Retorna 0 (zero) en
cas d’e`xit i -1 en cas contrari.
operationId = 2006
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UserParameters ::= SEQUENCE {
path [0] IMPLICIT CHARACTER STRING,
mode [1] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
READ/WRITE
En les operacions de sol·licitud de lectura i d’escriptura apareix l’estructura que materialitza
l’estrofa de transmissio´ (TransferStanza). E´s exactament la mateixa per al valor de retorn de
tots dos casos.
TransferStanza ::= SEQUENCE {
identifier INTEGER,
chunks SEQUENCE OF TransferChunk
}
TransferChunk ::= SEQUENCE {
size INTEGER,
token OCTET STRING,
ports SEQUENCE OF TransferPort
}
TransferPort ::= SEQUENCE {
host [0] IMPLICIT CHARACTER STRING,
port [1] IMPLICIT INTEGER,
protocol [2] IMPLICIT INTEGER
}
El valor zero per al camp protocol indica que les transmissions es fan mitjanc¸ant HTTP, tal
com es descriu en la seccio´ A.6.
READ
Realitza la sol·licitud de lectura sobre el descriptor de fitxer donat (fildes), de mida en octets
indicada (nbyte). Retorna l’estrofa de transmissio´ resultant.
operationId = 2007
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UserParameters ::= SEQUENCE {
fildes [0] IMPLICIT INTEGER,
nbyte [1] IMPLICIT INTEGER
}
OperationReturnValue ::= TransferStanza
READSTAT
Consulta l’estat del proce´s de lectura per a la transfere`ncia indicada (transferId). Retorna el
nombre d’octets consecutius que s’han llegit fins el moment.
operationId = 2008
UserParameters ::= SEQUENCE {
transferId [0] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
WRITE
Realitza la sol·licitud d’escriptura sobre el descriptor de fitxer donat (fildes), de mida en octets
indicada (nbyte). Retorna l’estrofa de transmissio´ resultant.
operationId = 2009
UserParameters ::= SEQUENCE {
fildes [0] IMPLICIT INTEGER,
nbyte [1] IMPLICIT INTEGER
}
OperationReturnValue ::= TransferStanza
WRITESTAT
Consulta l’estat del proce´s d’escriptura per a la transfere`ncia indicada (transferId). Retorna
el nombre d’octets consecutius que s’han escrit fins al moment.
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operationId = 2010
UserParameters ::= SEQUENCE {
transferId [0] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
A.5. Operacions del servei de gestio´
El servei de gestio´ dota al sistema de fitxers de les operacions necessa`ries per donar d’alta,
de baixa i modificar subjectes i altres elements que van me´s enlla` dels que corresponen a un
sistema de fitxers convencionals.
Els identificadors de les operacions del servei de gestio´ van des del 4001 al 6000. Al cos de
l’operacio´ nome´s li correspon la sequ¨e`ncia de para`metres, tipus i nombre dels quals depe`n de
l’identificador de l’operacio´.
OperationBody ::= ManagerParameters
ManagerParameters ::= SEQUENCE OF ANY DEFINED BY operationId
USERADD
Afegeix l’usuari (uid) a la llista d’usuaris en nom dels quals pot actuar el subjecte donat
(subjectName). El subjecte afectat ha de ser un subjecte d’usuari existent.
operationId = 4001
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING,
uid [1] IMPLICIT INTEGER
}
OperationReturnValue ::= NULL
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USERDEL
Elimina l’usuari (uid) de la llista d’usuaris en nom dels quals pot actuar el subjecte donat
(subjectName). El subjecte afectat ha de ser un subjecte d’usuari existent.
operationId = 4002
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING,
uid [1] IMPLICIT INTEGER
}
OperationReturnValue ::= NULL
GROUPADD
Afegeix el grup (gid) a la llista de grups als quals pot perta`nyer qualsevol usuari en nom del
qual actuı¨ el subjecte donat (subjectName). El subjecte afectat ha de ser un subjecte d’usuari
existent.
operationId = 4003
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING,
gid [1] IMPLICIT INTEGER
}
OperationReturnValue ::= NULL
GROUPDEL
Elimina el grup (gid) de la llista de grups als quals pot perta`nyer qualsevol usuari en nom del
qual actuı¨ el subjecte donat (subjectName). El subjecte afectat ha de ser un subjecte d’usuari
existent.
operationId = 4004
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING,
gid [1] IMPLICIT INTEGER
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}
OperationReturnValue ::= NULL
STORAGECREATE
Do´na d’alta un dispositiu d’emmagatzematge associat a un nou subjecte de dispositiu, que crea
amb el nom (subjectName) i credencial (credential) donats. S’estableixen les caracterı´stiques
capacitat d’emmagatzematge en octets (capacity), taxa ma`xima de lectura en octets per segon
(maxReadRate) i taxa ma`xima d’escriptura en octets per segon (maxWriteRate). Retorna l’i-
dentificador del subjecte de dispositiu creat.
operationId = 4005
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING,
credential [1] IMPLICIT OCTET STRING,
capacity [2] IMPLICIT INTEGER,
maxReadRate [3] IMPLICIT INTEGER,
maxWriteRate [4] IMPLICIT INTEGER
}
OperationReturnValue ::= INTEGER
STORAGEFEATS
Entrega les caracterı´stiques capacitat d’emmagatzematge en octets (capacity), taxa ma`xima
de lectura en octets per segon (maxReadRate) i taxa ma`xima d’escriptura en octets per segon
(maxWriteRate) amb el que ha estat configurat el dispositiu del subjecte donat (subjectName).
El subjecte ha de ser un subjecte de dispositiu existent.
operationId = 4006
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING
}
OperationReturnValue ::= SEQUENCE {
capacity [0] IMPLICIT INTEGER,
maxReadRate [1] IMPLICIT INTEGER,
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maxWriteRate [2] IMPLICIT INTEGER
}
STORAGEDROP
Do´na de baixa el dispositiu d’emmagatzematge associat al subjecte donat (subjectName). El
subjecte afectat ha de ser un subjecte de dispositiu existent.
operationId = 4007
ManagerParameters ::= SEQUENCE {
subjectName [0] IMPLICIT CHARACTER STRING
}
OperationReturnValue ::= NULL
A.6. Lectura/escriptura (HTTP)
Els dispositius d’emmagatzematge han de suportar el protocol de transfere`ncia que es descriu
aquı´. Es tracta del protocol ba`sic de transfere`ncia sobre HTTP, que s’identifica amb el valor 0
(zero) en els ports de l’estrofa de transmissio´.
El servei HTTP que s’encarrega de gestionar les peticions de transmissio´ inclou el mecanis-
me CORS, tot acceptant les peticions de les aplicacions servides des de qualsevol domini. Aixı´
doncs, no cal preocupar-se de la restriccio´ que impedeix als navegadors Web que els scripts
servits per Distupload es puguin de comunicar, mitjanc¸ant AJAX, als dispositius d’emmagatze-
matge, que estaran, previsiblement, en dominis (i adreces) diferents.
GET
La transfere`ncia de lectura d’un tros es realitza mitjanc¸ant el me`tode GET. Cal indicar el camı´
“/read”, l’amfitrio´ (host) i l’etiqueta del tros en base 64 (base64-token).
GET /read?token=<base64-token> HTTP/1.1
Host: <host>
Si la transfere`ncia te´ e`xit, el servei respon amb codi d’estat 200 OK, on el contingut del
missatge correspon al contingut del tros llegit en base64 (base64-data).
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HTTP/1.1 200 OK
<base64-data>
POST
La transfere`ncia d’escriptura es du a terme mitjanc¸ant el me`tode POST. El camı´ ha de ser
“/write”. En aquest cas e´s necessari indicar l’amfitrio´ (host), i l’etiqueta (base64-token) i el
contingut del tros (base64-data), ambdo´s en base 64.
POST /write HTTP/1.1
Host: <host>
token=<base64-token>&data=<base64-data>
Nome´s si la transfere`ncia ha tingut e`xit, el codi d’estat de la resposta e´s 200 OK. El contingut
del missatge, en cas d’haver-lo, no te´ cap relleva`ncia.
B. Esquema de la base de dades de domini
De reunir tots els elements que donen forma al model de domini de l’aplicacio´, i determinar
una normalitzacio´ pertinent per una base de dades SQL, sorgeix l’esquema proposat en aquest
ape`ndix. Tot i que esta` provat en una base de dades PostgreSQL 9.1.13, la intencio´ e´s que
sigui compatible amb qualsevol DBMS que suporti l’esta`ndard ISO/IEC 9075:1992 (SQL-92)
[25]. No s’inclouen detalls com ara comentaris o procediments, disparadors, ı´ndexs, restriccions
adicionals, etc. que, si be´ contribueixen a la creacio´ d’una base de dades me´s ra`pida i robusta,
no aporten explicacio´ a les caracterı´stiques rellevants del model resultant.
B.1. Alta de membre
El proce´s d’alta inclou un pas en el qual el futur membre ha d’indicar l’adrec¸a de correu
electro`nic que l’identificara` en el sistema. Quan finalitza la sol·licitud d’alta, es desa a la base
de dades l’adrec¸a de correu electro`nic i la data en la que s’ha realitzat, destinada a determinar la
caducitat de la peticio´. Es crea una etiqueta u´nica que permetra` identificar-la, i que nome´s ha de
ser coneguda per l’individu implicat. No hi ha cap necessitat d’enregistrar me´s d’una sol·licitud
per individu i, per tant, es pren l’adrec¸a de correu electro`nic com a clau externa.
CREATE TABLE TB_ADMISSION(
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CL_MAILADDR CHARACTER VARYING NOT NULL,
CL_TOKEN CHARACTER VARYING NOT NULL,
CL_WHEN DATE NOT NULL,
PRIMARY KEY (CL_MAILADDR),
UNIQUE (CL_TOKEN)
);
B.2. Usuaris registrats
En la taula d’usuaris es desen les dades relatives a tots els membres del sistema. Cadascun
d’ells esta` identificat per un UID, i li correspon una adrec¸a de correu electro`nic, que no pot tenir
cap altre usuari conegut, i una contrasenya codificada. Tambe´ es desa la capacitat utilitzada,
que representa la suma d’espai que ocupa la totalitat dels fitxers dels quals n’e´s propietari.
CREATE TABLE TB_USER(
CL_UID INTEGER,
CL_MAILADDR CHARACTER VARYING NOT NULL,
CL_PASSWORD CHARACTER VARYING NOT NULL,
CL_USEDCAP INTEGER NOT NULL,
PRIMARY KEY (CL_UID),
UNIQUE (CL_MAILADDR)
);
B.3. Afiliacio´ als grups
Quan es do´na d’alta un grup, e´s necessari indicar-li una descripcio´ per a que` el membre que
el crea tingui coneixement del seu propo`sit. El sistema li assigna automa`ticament un GID que
no identifiqui a cap altre grup. Els grups predeterminats no requereixen descripcio´, per tant, el
model permet no assignar-hi un valor.
CREATE TABLE TB_GROUP(
CL_GID INTEGER,
CL_DESCRIPTION CHARACTER VARYING,
PRIMARY KEY (CL_GID)
);
Tot usuari pot formar part d’un o diversos grups donats d’alta amb anterioritat. En la pra`ctica,
formen part de com a mı´nim el seu propi grup. Tanmateix, el model no ho exigeix. La pertinenc¸a
esta` ordenada amb un ı´ndex, encara que, en realitat, nome´s hauria de servir per determinar el
grup predeterminat de l’usuari, que e´s el que te´ l’ı´ndex me´s petit — el primer si s’ordenen
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ascendentment per ı´ndex.
CREATE TABLE TB_MEMBERSHIP(
CL_UID INTEGER,
CL_GID INTEGER,
CL_INDEX INTEGER NOT NULL,
PRIMARY KEY (CL_UID, CL_GID),
UNIQUE (CL_UID, CL_INDEX),
FOREIGN KEY (CL_UID)
REFERENCES TB_USER(CL_UID),
FOREIGN KEY (CL_GID)
REFERENCES TB_GROUP(CL_GID)
);
B.4. Aportacio´ de dispositius
El sistema de fitxers Hive FS identifica els dispositius d’emmagatzematge a trave´s d’un o
diversos subjectes de dispositiu que te´ associats. Aixı´ doncs, la relacio´ que determina l’aportacio´
d’un participant actiu inclou el seu UID i el nom d’un dels subjectes associats al dispositiu en
qu¨estio´. Un mateix subjecte de dispositiu no pot estar associat me´s d’una vegada, ni al mateix
usuari ni a cap altre.
CREATE TABLE TB_USERSTORAGE(
CL_UID INTEGER,
CL_SUBJECTNAME CHARACTER VARYING,
PRIMARY KEY (CL_UID, CL_SUBJECTNAME),
UNIQUE (CL_SUBJECTNAME),
FOREIGN KEY (CL_UID)
REFERENCES TB_USER(CL_UID)
);
C. Comandes de desplegament
El servidor d’aplicacions GlassFish ofereix diversos mecanismes per desplegar components i
aplicar configuracions. En aquest ape`ndix es treu profit d’un que permet executar les comandes
administratives corresponents mitjanc¸ant un servei REST exposat en HTTP.
Tota comanda requerida per al desplegament dels artefactes de l’aplicacio´ esta` recollida en
l’script BASH que es presenta a continuacio´. Cal tenir en compte que algunes dades han de ser
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modificades, per exemple les contrasenyes, que no so´n visibles. Altres poden estar subjectes a
canvis, com ara noms d’usuari, adreces, etc. En qualsevol cas, pot servir de patro´ en la creacio´
d’altres scripts me´s sofisticats.
GFA_HOST=localhost
GFA_PORT=4848
GFA_USERNAME=admin
function gf-curl
{
curl -kv \
-u $GFA_USERNAME \
-X $1 \
-H 'Accept: application/json' \
-H 'X-Requested-By: GlassFish REST HTML interface' \
$3 \
https://$GFA_HOST:$GFA_PORT/management/domain/$2
}
case $1 in
create-settings)
echo "Creating settings..."
gf-curl POST resources/custom-resource \
" \
-F id=setting/DistuploadMailPassword \
-F restype=java.lang.String \
-F factoryclass=\
org.glassfish.resources.custom.factory\
.PrimitivesAndStringFactory \
-F property=value=******** \
"
echo ""
gf-curl POST resources/custom-resource \
" \
-F id=setting/TokenAddress \
-F restype=java.lang.String \
-F factoryclass=\
org.glassfish.resources.custom.factory\
.PrimitivesAndStringFactory \
-F property=value='http://distupload.net/member\
/newmember.jsf?t=\${token}' \
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"
;;
create-mail-session)
echo "Creating mail session..."
gf-curl POST resources/mail-resource \
" \
-F id=mail/DistuploadMailSession \
-F host=mail.fib.upc.es \
-F user=miquel.ferran \
-F from=miquel.ferran@fib.upc.es \
-F property=\
mail.smtp.starttls.enable=true:\
mail.smtp.port=1025:\
mail.smtp.auth=true \
"
;;
create-jdbc-connection-pool)
echo "Creating JDBC connection pool..."
gf-curl POST resources/jdbc-connection-pool \
" \
-F id=DistuploadDBPool \
-F resType=javax.sql.XADataSource \
-F datasourceClassname=org.postgresql.xa.PGXADataSource \
-F property=\
user=distup:\
password=********:\
portNumber=5432:\
databaseName=distupdb:\
serverName=localhost \
"
echo ""
gf-curl POST resources/jdbc-resource \
" \
-F id=jdbc/DistuploadDBPool \
-F poolName=DistuploadDBPool \
"
;;
create-hive-connection-pool)
echo "Creating Hive connection pool..."
gf-curl POST resources/connector-connection-pool \
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" \
-F id=HiveUserPool \
-F resourceAdapterName=distuphivera \
-F connectiondefinitionname=net.distupload.fs\
.HiveUserConnectionFactory \
-F property=\
domain=distupload.net:\
host=localhost:\
port=7281:\
subjectName=distup:\
password=******** \
"
echo ""
gf-curl POST resources/connector-resource \
" \
-F id=file/HiveUserPool \
-F poolname=HiveUserPool \
"
echo ""
gf-curl POST resources/connector-connection-pool \
" \
-F id=HiveManagerPool \
-F resourceAdapterName=distuphivera \
-F connectiondefinitionname=net.distupload.hive\
.HiveManagerConnectionFactory \
-F property=\
domain=distupload.net:\
host=localhost:\
port=7282:\
subjectName=distup:\
password=******** \
"
echo ""
gf-curl POST resources/connector-resource \
" \
-F id=file/HiveManagerPool \
-F poolname=HiveManagerPool \
"
;;
deploy-hivera)
echo "Deploying Hive RA..."
gf-curl POST applications/application \
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" \
-F name=distuphivera \
-F force=true \
-F id=@distuphivera/target/distuphivera.rar \
"
;;
deploy-coreri)
echo "Deploying Core RI..."
gf-curl POST applications/application \
" \
-F name=distupcoreri \
-F force=true \
-F id=@distupcoreri/target/distupcoreri-.jar \
"
;;
deploy-web)
echo "Deploying WEB..."
gf-curl POST applications/application \
" \
-F name=distupweb \
-F contextroot=/member \
-F force=true \
-F id=@distupweb/target/distupweb-.war \
"
;;
create-realm)
echo "Creating realm..."
gf-curl POST configs/config/server-config\
/security-service/auth-realm \
" \
-F id=distupload-realm \
-F classname=net.distupload.security.auth.realm\
.DistuploadRealm \
-F property=\
datasource=jdbc/DistuploadDBPool:\
jaas-context=distuploadRealm \
"
;;
*)
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echo "Unknown command '$1'"
;;
esac
echo ""
Llista d’acro`nims
2PC Two-Phase Commit (Protocol)
AJAX Asynchronous JavaScript And XML
AJP Apache JServ Protocol
API Application Programming Interface
ASN.1 Abstract Syntax Notation One
BASH GNU Bourne Again Shell
BER Basic Encoding Rules of ASN.1
CI Continuous Integration
CORS Cross-Origin Resource Sharing
CSS Cascading Style Sheet
DBMS Database Management System
DER Distinguished Encoding Rules of ASN.1
DFS Distributed File System
DTP Distributed Transaction Processing
EIS Enterprise Information System
EJB Enterprise JavaBean
FS File System
IoC Inversion of Control
IP Internet Protocol address
JAAS Java Authentication and Authorization Service
Java EE Java Enterprise Edition
JDBC Java Database Connectivity
JDK Java Development Kit
JPA Java Persistence API
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JSF Java Server Faces
JSON JavaScript Object Notation
JSP Java Server Pages
JTA Java Transaction API
JVM Java Virtual Machine
HTML Hyper Text Markup Language
HTTP Hyper Text Transfer Protocol
LXC Linux Containers
MVC Model-View-Controller
OOP Object Oriented Programming
P2P Peer to peer
POSIX Portable Operating System Interface (Basat en UNIX)
REST Representational State Transfer
SMTP Simple Mail Transfer Protocol
SQL Structured Query Language
SSH Secure Shell
TCP Transmission Control Protocol
TDD Test-driven development
TLS Transport Layer Security
VCT Virtual CONFINE Testbed
XA Standard for a distributed transaction processing (DTP)
XID XA transaction identifier
XMPP Extensible Messaging and Presence Protocol
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