This paper addresses issues with monitoring systems that identify and track illegal drones. The development of drone technologies promotes the widespread commercial application of drones. However, the ability of a drone to carry explosives and other destructive materials may pose serious threats to public safety. In order to reduce these threats, we propose an acoustic-based scheme for positioning and tracking of illegal drones. Our proposed scheme has three main focal points. First, we scan the sky with switched beamforming to find sound sources and record the sounds using a microphone array; second, we perform classification with a hidden Markov model (HMM) in order to know whether the sound is a drone or something else. Finally, if the sound source is a drone, we use its recorded sound as a reference signal for tracking based on adaptive beamforming. Simulations are conducted under both ideal conditions (without background noise and interference sounds) and non-ideal conditions (with background noise and interference sounds), and we evaluate the performance when tracking illegal drones.
Introduction
In recent years, the development of drones has received considerable attention due to their diverse applications. This accomplishes a reduction in drone manufacturing costs [1] . The advancements in drone technology have an established record for providing beneficial eye-in-thesky services, but they have also increased serious apprehensions with respect to privacy and safety [2] , such as the threat of chemical, biological, or nuclear attacks [3] .
In order to eliminate threats by illegal drones, many authorities have been striving to achieve a solution in drone monitoring and drone-attack countermeasures. In [2] , a system to combat unmanned aerial vehicles (UAVs) was designed based on wireless technology; it can realize detection, recognition, and jamming of UAVs. In [4] , the concept of the low-altitude air surveillance control (LASC) system was presented. Moreover, technology based on the microphone array for sound-source positioning has been widely used in different scenarios [5, 6] . In [7] , beamforming with a circular microphone array was employed to localize environmental sources of noise from different directions. Zhang et al. [8] used a microphone array and acoustic beamforming to capture superior speech sounds and to localize the speakers in distributed meetings. Gebbie et al. [9] utilized a microphone array for small-boat localization.
In this paper, we design a monitoring system based on capturing acoustic sound signals to identify illegal drones. For detection, we use microphone arrays that do not depend on the size of the drone, but rather on the sound of the propeller, and can therefore serve as an effective means of detection and recognition, determining whether it is drone or not, and which can then track the drone. For detection and classification, the first step is feature extraction [10] in order to identify the components of the acoustic signal. Differences in system methodologies in the literature results in difficult to compare the proposed strategy with the other researches. In the literature, there are several techniques based on acoustic data for feature extraction, such as harmonic line association [2, 11] , the wavelet transform [12] , and the melfrequency cepstral coefficient (MFCC) [13] method. The second step is classification, and for this, many mathematical models can be used, such as the support vector machine (SVM) [14] , the Gaussian mixture model [15] , and the hidden Markov model (HMM) [16] . The procedure for direction of arrival (DOA) estimation with drones is composed of beam-scan algorithms and subspace algorithms [17] . The beam-scan algorithms form a conventional beam, scan the appropriate region, and plot the magnitude squared output. Thus, minimum variance distortionless response (MVDR) [18] , and root MVDR [19] are examples. Moreover, subspace algorithms comprise a set wherein the orthogonality between the signal and noise subspaces is exploited [17] . Thus, multiple signal classification (MUSIC), root-MUSIC, capon, and estimation of signal parameters via rotational invariance technique (ESPRIT) [20] are most efficient for estimating the DOA of the signals using array antennas. However, we use the recursive least squares (RLS) algorithm [21] based on minimum mean square error (MMSE) [22] criteria for estimating the DOA of drones. The RLS algorithm is a kind of non-blind adaptive algorithm, and it requires a reference signal [23] to find the target location. Kaleem and Rehmani presented schemes for drone localization and tracking [24] . Therefore, it is very difficult to compare the proposed acoustic-based scheme for positioning and tracking of illegal drones strategy with the other researches. Unlike the resource-allocation and interference-mitigation schemes , this paper addresses the positioning of drones with an HMM for classification and with beamforming for tracking, using an acoustic circular microphone array.
Main contributions
Our proposed framework is based on three major steps.
-First, we use microphones in a uniform circular array (UCA) to form a beam pattern to scan the sky and find sound sources. -Second, we use the HMM for classification in order to recognize the sound source, and determine whether it is an illegal drone or something else. -Finally, if it is an illegal drone, then we record its sound with the array's microphone elements (MEs) and use the recorded sound as a reference signal for tracking, based on RLS beamforming. -Simulations are conducted under both ideal conditions (without background noise and interference sounds) and non-ideal conditions (with background noise and interference sounds), and we evaluate the performance when tracking illegal drones.
The rest of the paper is organized as follow. Section 2 provides the details of the system architecture that includes topological structure of a circular microphone array and array signal model. In Section 3, we describe the details of proposed acoustic signal-based procedure for drone positioning. The experiments and simulations are conducted in Section 4. Finally, we conclude the paper in Section 5.
2 System methodology for acoustic signal-based positioning of illegal drones
In this paper, we detect illegal drones based on sound recognition with an HMM for classification and with beamforming for tracking using a circular microphone array. We consider 32 MEs (m = 1, 2, 3, ..., 32) for sensing sounds. Figure 1 shows the system architecture for illegal-drone identification using acoustic signals, in which MEs are distributed uniformly on the circle, using an angle of ϕ m ¼ 2ðm−1Þπ 12 between the MEs, and the radius of the circular array is about 0.18 m. x m (n) is the signal sample received by the mth element of the array, where n is the time index. The sampling rate of the ME is 44 KHz in the data acquisition process. The direction of arrival of an object in the air is calculated by azimuth and elevation angles. Thus, azimuth is on the x-y plane with respect to the x-axis and is denoted as ϕ, and elevation with respect to the z-axis is represented as θ.
At first, switched beamforming (SBF) is used for scanning the objects in the sky. Scanning is executed from 0°t o 90°elevation and 0°to 360°azimuth. Indeed, the SBF is supposed to scan for illegal drones, but other objects can also be in the sky, such as birds and airplanes. Generally, airplanes fly at a very high altitude, so birds can be the main interference source while scanning for targets in the air. Our scenario considers not only an illegal drone (the target sound signal) but a bird (an interference sound signal), as shown in Fig. 1 . Moreover, a uniform circular array (UCA) can provide 360°in azimuthal coverage and can estimate both azimuth and elevation simultaneously.
Circular microphone array method details
In this paper, we utilize a circular microphone array with a ring pattern for scanning the 3-D area, because it has uniform resolution throughout the entire azimuthal dimension, and it also provides the best performance when the exact position of the source is unknown [49] . There are usually six to 36 MEs used in a UCA for acoustic beamforming. In this paper, we consider 32 MEs because that number gives good-enough scanning accuracy and has the least complexity in our scenario. Figure 2 shows the orientation of the circular microphone array in which the 32 MEs are uniformly placed. The x-, y-, and z-axes represent the coordinates of the beamforming array in which the x-axis and y-axis denote the horizontal plane, and the z-axis indicates the height.
Detail of array signal model
Consider a signal source with angle (θ, ϕ) that impinges upon the MEs in an UCA, and let F(θ, ϕ) denote the array factor. Each ME is weighted with a complex weight, W(m) for m = 0, 1, 2, 3, ..., M − 1.
Since the M MEs are equally spaced around the UCA, with radius R, the azimuth angle ϕ k of the mth ME is given as:
The phase between the MEs is given as follows:
where a ¼ 2π λ and λ = wavelength. It follows that the array factor for a UCA with M equally spaced MEs is given as: 
where A m is the amplitude of the impinged signal at the mth ME, and hence, A m e jα m represents the complex weight for the mth ME. In order to direct the main beam at angle (θ 0 , ϕ 0 ) in space, the phase of the weight for the mth ME can be selected as:
3 Proposed acoustic signal-based methodology for drone positioning
To track illegal drones based on sound recognition, in our proposed framework, we first scan the objects (sound sources) in the sky via SBF. Then, we use the HMM for classification to identify the sound source and determine whether it is an illegal drone or something else. Finally, if it is an illegal drone, its sound is recorded by the MEs, and this recorded sound is used as a reference signal for tracking, based on adaptive RLS beamforming. Scanning with SBF is based on maximum output power criteria, and the scanning range for elevation is from 0 o to 90 o , and for azimuth, from 0 o to 360 o . When SBF completes the scan, the system detects the presence of the sound sources. It might be a plane or a bird, etc., or an illegal drone, and thus, in order to identify the sound source, the well-known HMM technique is employed. If the HMM classifier identifies the sound as an illegal drone, then adaptive beamforming requires reference signals, because RLS is non-blind beamforming. Hence, reference signal acquisition is based on the scanning and classification processes. Moreover, even if there are other interfering sound signals, we can still track the target by using the reference signal and updating the DOA estimation according to the target movements. Figure 3 shows the overall procedure of the proposed acoustic signal-based scheme for illegal-drone positioning. The following subsections explain the scanning, classification, and tracking procedures in detail.
Method of scanning the objects in the sky

Details of switched beamforming based on maximum power criteria
The scanning or acquisition is done based on SBF. Sound source localization is achieved based on maximum output power. In the SBF scheme, the weight vector is given to the MEs in order to change the direction of the beam and scan the corresponding grid. Thus, output power is calculated in each grid to find the maximum value. This process is repeated until all the areas are scanned, and then, we compare the output power of each scanning result. The grid that gives the maximum output power indicates the location of the sound source in 3-D space, i.e., the peak of the beam coincides with the direction of the object. The output signal of the beamformer is given as:
where W(θ, ϕ) is a weight vector, and X (n) is the output of the m th element at the n th snapshot.
The output power of each scanned area is calculated as:
where W H represents the complex conjugate of the weight vector and E(.) denotes the expectation. R (n), the covariance matrix of the signal in the nth snapshot, is given as follows:
Hence, we can calculate the output power of the beamformer according to (6) by changing θ and ϕ in order to find the maximum power, which initially identifies the target position.
Details of scanning accuracy by switched beamforming
In this subsection, we discuss the scanning accuracy of SBF. The simulations are performed under both ideal conditions (without background noise and interference) and non-ideal conditions (with background noise and interference). Figure 4 shows the beam-scanning route, which starts from 0°elevation and 0°azimuth. At first, beam scanning follows the route by increasing the elevation angle and azimuth angle with resolutions of 5°and 15°, respectively. The arrows indicate the movement of the beams scanning for sound sources in 3-D space, calculating the output power in each grid on the route. Finally, we compare the output power of each grid and select the grid that has the maximum output to determine whether there is a sound source or not.
We consider a single sound source (target) and calculate the output power following the beam-scanning route. Figure 5 shows the output signal in each beamscanning grid according to the elevation and azimuth from SBF. From Fig. 5c , we can clearly see that the flying object is observed in that grid with elevation and azimuth of 45°and 180°, respectively, because the power of the output signal is larger than the pre-defined threshold. Indeed, we also check the output power in other grids, but the output power of the signal is low, as shown in Fig. 5a , b, d. Moreover, Fig. 6 illustrates the different beam patterns for the flying-object directions based on varying the number of array elements. Indeed, the beam-scanning performance over the whole area (i.e., azimuth from 0°to 360 o and elevation from 0°to 90 o ) depends on the radius of the UCA and the number of MEs. In this paper, we use a radius of 0.18 m and find the number of MEs that provides good-enough beamscanning performance. From Fig. 6a , we can clearly see that 12 MEs are not enough, because the yellow region of the maximum peak (which indicates the location of the sound source) is almost equal to the peak power of the other grids. On the other hand, Fig 6b still does not provide good-enough scanning performance with 24 MEs, because the peak power of the yellow region is not high enough, compared to the peak power of the other grids in whole area.
However, Fig. 6c has the best scanning performance with 32 MEs, because the peak power of the yellow region is high enough, compared to the background. Thus, we select 32 MEs at a 0.18 m radius to scan for sound sources in the sky.
In addition, in order to verify the selection of 32 MEs with a 0.18 m radius, we check the peak to average power ratio (PAPR) versus the number of MEs at different radii of a circular array, such as 0.18 m, 0.2 m, 0.22 m, and 0.25 m, as seen in Fig. 7 . PAPR is defined in (8) , and thus, the maximum value of PAPR above the threshold indicates the direction of the flying object: Peak to Average Power Ratio
It is obvious that PAPR increases by increasing the number of MEs and by decreasing the radius of the UCA. However, between eight and 20 MEs provide similar PAPR performance at different radii (0.18 m, 0.2 m, 0.22 m, and 0.25 m) of the circular array, as shown in Fig. 7 . Using from 20 to 32 MEs at different radii (0.18 m, 0.2 m, 0.22 m, and 0.25 m) for the circular array has a significant impact on PAPR performance, and an array with a 0.18 m radius shows the best PAPR performance. Moreover, we can clearly observe that when we increase the number of MEs to more than 32, PAPR again becomes identical. Hence, we select 32 as the right number of MEs for the UCA in our scenario. Now, we consider the environment when scanning for two targets in order to check the accuracy of beamscanning results. Figure 8 shows a color map of the output power, in which the yellow region indicates the location of the targets. Similarly, we consider a scenario with one target and one interference source, and test the scanning; the results are in Fig. 9 , in which the yellow part identifies the locations of the target and the interference. The accuracy of the scanning results is quite satisfactory, even in environments with multiple targets and interference sources, and the error is less than 3°, which is acceptable.
Method of identification of sound sources using HMM classifier
For feature extraction, a 36 MFCC scheme is applied [50] . The recognition of the drone sound is accomplished despite background noise, and we evaluate the performance of the classifier. The feasibility and effectiveness of the proposed algorithm is seen in the experiment results.
Details of feature extraction of drone sounds
MFCC is a commonly used sound-signal feature extraction method that can extract features in the cepstral domain, and it is a mathematical trick to extract the envelope of the spectrum in the logarithm domain. The details of the MFCC procedure are described in Fig. 10 .
At first, a short-time Fourier transform (STFT) is employed to transform the time domain signal into the frequency domain, including framing, windowing, and fast Fourier transform (FFT). Figure 11 shows a spectrogram of drone and bird sounds. The output signal after STFT is represented as follows:
where x i (n) and w i (n) are the acoustic data and window functions, respectively, used in the i th frame with total The Hamming N-point window function is written as:
A mel-scale filter bank is utilized, and is written as follows:
Realizing the m th filter of the filter bank is denoted as:
where f(⋅) and M are mel-scale frequency and total number of filters, respectively. Take the logarithm of the mel spectrum using (13):
where N is the FFT length of R i fft (k). Then, a discrete cosine transform (DCT) is applied to get the n th cepstral coefficients, as follows:
where N represents the cepstral coefficients. Generally, Eq. (15) is used to calculate the delta coefficients in MFCCs:
In our research, we propose additional delta coefficients, as follows:
; others c n −c n−1 ; n > N−L
; others
where δ is the step for calculating the difference of coefficients.
So, 36 MFCCs, including standard MFCCs and delta MFCCs for feature extraction, are applied in this paper [50] .
Details of drone sound recognition using HMM
The HMM is a statistical model for an ordered sequence of variables, where states and inputs are hidden and observable, respectively. The sequence of observation vectors is denoted as:
where T is the state sequence. Usually, the HMM model is presented as:
where N, M, A, B, and Π, respectively, are the hidden states, distinct observations per state, a state transition matrix, the emission probability distribution per state, and the probability of initial state distribution, which is written as:
Details of training and test stages for classifier optimization
The parameters of the model are determined by the training data, and the input data for the model are the extracted features of the training data. The trained models represent the most likely sound identity, and are used to evaluate new incoming acoustic data. In this paper, the training dataset is described as some clusters, each of which represents a certain type of sound (D train ). Table 1 shows the training data of each cluster. The procedure for the HMM-based drone sound recognition approach is shown in Fig. 12 .
We use a drone, a plane, a car, a bird, and rain in the training dataset. Clusters 1 to 5 are for the sounds of drones, planes, cars, birds, and rain, respectively, as described in Table 1 . For better performance, we used three kinds of sounds for drones, planes, birds, and rain clusters, but for the car cluster, five kinds of sounds are collected in order to keep the total sound-data length for each cluster equal, due to the shorter time durations for car sounds. Figure 13 shows the training procedure in the HMM where the training issue is solved with the Baum-Welch algorithm.
In the training stage, the classifier (with a mixture of five HMMs, λ s ) is trained, while the subsequent testing stage, where the Viterbi algorithm is applied, is to find the state sequence that maximizes the probability of the given sequence when the model is known.
The goal in a recognition process is to retrieve the input sound, which is represented by a sequence of feature vectors, O test . The process is to find the HMM with the highest probability, given the sequence, i.e.,
And the model that gives the maximum probability is the one the test data belong to (i.e., the test data are classified in the cluster that is represented by the selected model). Figure 14 is a block diagram of the testing procedure, given the trained HMMs and the test dataset.
Experiments and performance evaluation of the proposed acoustic signal-based methodology for drone positioning
We investigated drone-sound recognition with the 36-MFCC scheme in which 100 data samples were used for each cluster. The sound detection probably is defined as:
Incoming sound has been classified to λ s Sound of cluster s existence
The effect of training dataset suitability is examined by varying the number of sounds per cluster. Moreover, the power of the sound signal is normalized in order to avoid the effect of different sound energy. Normalized power is described as follows:
where X(n) is the signal and N is the number of samples. Figure 15 shows the amplitude spectrum before normalization. Thus, a normalization factor (NF) is given as:
where P interference is the power of interference sounds (plane, car, bird, rain) and P drone is the power of the drone sound. Table 1 Five clusters of sounds in the training dataset Figure 16 shows the amplitude spectrum after normalization. Hence, all the sounds have the same power as drone sounds after normalization. Table 2 describes the results of the detection probability with 36 MFCCs. In ideal conditions (without background noise and interference), the detection probability of a drone can reach 100%, but in an actual environment, noise and interference are inevitable. Hence, we built background sounds by combining various interference sounds. Considering the power of each sound in a practical environment, the energy ratio is given as follows:
where S p is the sound of a plane, S c is the sound of a car, S b is the sound of a bird, and S r is the sound of rain. It means that background noise consists of each interference sound at a power ratio of 1 for a plane, 1 for a car, 0.1 for a bird, and 0.3 for rain. In reality, the power from a bird and from rain is usually less than that of a plane or a car. Testing datasets S 1 , S 2 , and S 3 with various interference sounds are described as follows:
which represent an SNR of − 3.3 dB, 2.8 dB, and 16.8 dB, respectively. Figure 17 shows detection probability versus interference power ratio. When interference power ratios are 0.1 and 0.5, then the detection probabilities for a drone sound are 100% and 90%, respectively. Moreover, when the power combining ratio is 1, the detection probability for a drone sound becomes 67% only. Hence, if there are fewer interference sounds, then the detection probability, of course, gets better. Since the location of the drone changes over time, the weight vector must be updated periodically. The data used to estimate the weight vector are influenced by noise, so it is suitable to utilize the current weight vector in order to find the next weight vector. The fundamental rule of adaptive beamforming technology is based on specific criteria to adjust the array weights in real time, which gives the best output signal. Generally, adaptive beamforming algorithms can be divided into two types: non-blind algorithms in which a reference signal is required, and blind algorithms in which a reference signal is not necessary. In this paper, we use non-blind algorithmbased adaptive beamforming in order to track illegal drones.
In the literature, there are several criteria for optimal weights, such as MMSE, maximum signal-tointerference ratio (MSIR), and minimum variance, and there are also many adaptive algorithms to update the weight in real time, such as the least mean squares algorithm (LMSE), direct sample covariance matrix inversion, and RLS. It is well-known that RLS offers a better convergence rate. In this paper, we use an RLS adaptive algorithm based on MMSE criteria for tracking illegal drones [22, 23] .
The weights are chosen to minimize the mean squared error (MSE) between the beamformer output and the reference signal:
Taking the expected values for both sides of the equation, and carrying out some basic algebraic manipulation, we have the following:
where r = E{d * (t)x(t)} and R = E{x(t)x H (t)} are usually referred to as the covariance matrix. The MSE is given by setting the gradient vector of the previous equation (with respect to W) equal to zero:
It follows that the solution is W opt = R −1 r, which is referred to as a Wiener-Hopf equation, or the optimum Wiener solution [51] .
RLS algorithm application to update the weight
In the RLS algorithm, the correlation matrix and the correlation vector are calculated recursively [23] . The correlation matrix and the correlation vector are given as:R 
Factoring out the terms corresponding to i = n, we have the following recursion for updating bothRðnÞand rðnÞ:
Using Woodbury's identity, we obtain the following recursive equation for deriving the inverse of the covariance matrix:
where gain vector q(n) is as follows:
To develop the recursive equation for updating the least squares estimate, W ∧ ðnÞ , we use the equation W opt = R −1 r to express W(n):
Update the weight vector as follows: Figure 18 shows the structure of adaptive beamforming in which x m (n) represents the output signal of each ME, and w m is the weight of the mth element. Reference-signal acquisition is based on the scanning and classification processes mentioned in the previous section. Hence, the reference signals are used in adaptive beamforming for tracking illegal drones.
Tracking results for the direction of arrival of an illegal drone
The key idea is to use reference signals in adaptive beamforming while estimating the DOA of illegal drones. The simulations are performed under both ideal conditions (without background noise and interference sounds) and non-ideal conditions (with background noise and interference sounds) in order to evaluate the MSE while tracking the illegal drone. The main simulation parameters are given in Table 3 . Error represents the difference between the actual path and an estimated path. Thus, elevation error, azimuth error, and mean squared error are calculated as follows:
Azimuth error ¼ 1 19
Mean squared error ¼ 1 19
where ae i is actual elevation, ee i is estimated elevation, aa i is actual azimuth, and ea i is estimated azimuth. Tracking is executed 19 times on different positions, as shown in Fig. 19 . Table 4 describes the tracking results based on an ideal environment (without noise and interference sounds). Actual elevation and actual azimuth refer to the actual direction of the drone, whereas estimated elevation and estimated azimuth describe the estimated results based on the simulation. From Fig. 19 , we can clearly see that tracking the drone position starts from a 0°elevation angle and a 0°a zimuth angle and reaches 90°elevation and 360°azimuth. The estimation paths almost overlap the actual path of the drone. This ensures us that the RLS algorithm is more suitable for tracking of illegal drones owing to the high accuracy of the estimated path under an ideal environment. However, there are still some errors in tracking results; these might be due to several factors, such as the spectral content of the signal and computation error.
In order to check the robustness of the tracking procedure in practical noisy environments, we consider additive white Gaussian noise (AWGN) in our scenario. Figure 20 shows the performance of MSE versus SNR. Moreover, the RLS algorithm generates mostly accurate DOA estimates at various SNR values. From Fig. 20 , we can observe that by increasing the SNR, MSE lessens, and thus, tracking performance gets better. At a 2 dB SNR, if the MSE is 0.01 rad, tracking performance is almost similar to tracking performance under the ideal case. In addition, MSE of 0.05 rad is also acceptable, because the performance of the tracking system is still good enough, even in a noisy environment. Similarly, we consider one target and one interference source in the environment in order to consider the effect of interference. Figure 21 analyzes the impact of an interfering sound signal on tracking system performance while tracking the target signal. The interfering sound signal degrades tracking system performance when it is near the target sound signal. Table 5 describes the MSE by varying the position of the interference. This results in errors in elevation angle and azimuth angle for the target's position. Indeed, the error in elevation is greater than the error in azimuth of the target signal's direction. Even though the drone is located in the interference region, the tracking system can still localize the target continuously.
Conclusions
In this paper, we design a monitoring system to detect and track illegal drones. The monitoring system combines sound-signal processing and array-signal processing technologies to scan for sound sources in the sky, and then identifies them to distinguish between drones or something else. In our simulation, we monitor illegal drones by considering both ideal conditions (without background noise and interference sounds) and nonideal conditions (with background noise and interference sounds). Scanning is performed from 0°to 90°elevation and from 0°to 360°azimuth via SBF. The scanning identifies the direction of the sound sources by pointing the beam and recording the sounds of the objects. These recorded sounds are utilized in the classifier in order to identify the objects. The classifier is based on speechdetection technology in which an HMM model is used.
The simulation results show that detection of the sound signal is accurate to around 95% in ideal environments. In addition, detection is more than 80% accurate even at a low SNR of 2 dB under non-ideal conditions. Moreover, the classifier not only identifies drones but also recognizes whether the sound source is a plane, car, bird, or rain. In practical environments, the drone is a moving object. Thus, it is necessary to use the adaptive beamforming technique to track the drone, relying on the reference signals that are acquired from the classifications. We also conducted a tracking simulation by considering a practical environment, such as AWGN and interference from birds. When the SNR increases, MSE becomes smaller, which enhances the tracking performance. From Fig. 20 , at a 2 dB SNR, if the MSE is 0.01 rad, tracking performance is almost similar to tracking performance under ideal conditions. In addition, an MSE of 0.05 rad is also acceptable, because the performance of the tracking system is still good enough, even in a noisy environment. Even though the drone is located in an interference region, the tracking system can still localize the target continuously. 
