Similarity search is a powerful paradigm for image and multimedia databases, time series databases, and DNA and protein sequence databases. Objects are represented by high-dimensional feature vectors based on color, texture, and shape, in the case of images, for example object similarity is usually implemented via k-nearest neighbor (k-NN) queries, determined by the distance of the endpoints of the feature vectors. The cost of processing k-NN queries via a sequential scan increases with the number of objects and the number of dimensions. Multi-dimensional indexing structures can be used to improve the efficiency of k-NN query processing, but lose their effectiveness as the dimensionality increases. The curse of dimensionality manifests itself in the form of increased overlap among the nodes of the index, so that a high fraction of index pages are touched in processing k-NN queries. The increased dimensionality results in a reduced fanout and an increased index height. We propose a stepwise dimensionality increasing (SDI)-tree index, which aims at reducing the number of disk accesses and CPU processing cost. The index is built using feature vectors transformed via principal component analysis. Dimensions are retained in non-increasing order of their variance according to a parameter p, which specifies the incremental fraction of variance at each level of the index. The optimal value for p is determined experimentally. Experiments on three datasets have shown that SDI-trees access fewer disk pages and incur less CPU time than SR-trees, VAMSR-trees, vector approximation (VA)-Files and the recently proposed iDistance method. In CPU time SDI outperforms the sequential scan and OMNI methods.
INTRODUCTION
The proliferation of novel database applications has necessitated new algorithms and paradigms. We are concerned here with content-based image retrieval in image and multimedia databases, sequence similarity search in DNA and protein databases, and similarity matching in time series databases. Objects are represented by N-dimensional feature vectors, where N can be quite high (in the hundreds) and similarity is defined by the Euclidean distance or more complex distance functions [1] . In the case of image databases, for example, features are based on color, texture and shape.
The processing of k-nearest neighbor (k-NN) queries on the feature vector space is a popular similarity search paradigm [1] , whose performance is investigated in this study. k-NN queries can be carried out by scanning the dataset of M objects and N-dimensional feature vectors, but the CPU time and hence the elapsed time for this operation might be unacceptably high for the online processing of k-NN queries. Building a multi-dimensional index on the dataset is a popular method to reduce the cost, which ensures that only points in appropriate neighborhoods are inspected [1] .
With the increasing dimensionality of feature vectors, most multi-dimensional indices lose their effectiveness. The so-called dimensionality curse [2] is due to an increased overlap among the nodes of the index and a low fanout, which results in increased index height. For a typical feature vector-based hierarchical index structure each node corresponds to a page. For Permissions, please email: journals.permissions@oxfordjournals.org Advance Access published on May 25, 2006 doi:doi:10.1093/comjnl/bxl022 and s ¼ sizeof(dataType), the fanout for different index structures is as follows:
Hyperrectangles. R Ã -trees consist of a hierarchy of hyperrectangles, with those at the higher levels embedding lower level ones [3] . A hyperrectangle is specified uniquely by the lower left and upper right coordinates of two extreme points positioned diagonally in N-dimensional space. Alternatively the centroid and its distance from the N 'sides' of the hyperrectangle may be specified. The cost is the same in both cases, so that the fanout is F % S/(2 Ã N Ã s).
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Hyperspheres. Similarity search (SS)-trees consist of a tree of hyperspheres [5] , with each node embedding the nodes at the lower level. SS-trees have been shown to outperform R-trees. Each hypersphere is represented by its centroid in N-dimensional space and its radius, i.e. the fanout is F % S/ ((N + 1) Ã s).
Hyperspheres and hyperrectangles. Spherical-rectangular (SR)-trees [6] combine SS-trees with R-trees, which encapsulate all of the points in the index. The region of the index is the intersection of the bounding hyperrectangle and the bounding hypersphere, which results in a significant reduction in the size of the region, since the radius of the hypersphere is determined by the distance of the farthest point from its centroid. The space requirement per node is the sum of the space requirements in SS-trees and R Ã trees, so that the fanout is F % S/((3 Ã N + 1) Ã s).
SR-trees with page size S ¼ 8KB, s ¼ 8 byte double data Type and N ¼ 64 dimensions have a fanout of only five (F ¼ 5). A direct consequence is that the number of pages retrieved grows with the height of the tree: L ¼ dlog F (B)e, where B is the number of leaf nodes. A higher L contributes to access cost, although the highest levels of the tree are usually cached in main memory. The stepwise dimensionality increasing (SDI)-tree indexing structure proposed in this paper uses a reduced number of dimensions at the higher levels of the tree to increase the fanout, so that the tree height is reduced. The number of dimensions increases level by level, until full dimensionality is attained at the lower levels.
The intuition for SDI comes from real-life situations, where objects are categorized into a few broad classes based on a few features first, but as the classification is further refined, more and more features are added [7] . Each level has the features of the level above it, plus some additional distinguishing features. The differences become negligible at the lower levels of the tree.
Several dimensionality reduction methods have been utilized recently in database applications [2] . Principal component analysis (PCA) [8] , singular value decomposition (SVD) [9] , and Karhunen-Loève transform (KLT) [2] are different ways to achieve the same goal. When all of the objects are known in advance, these methods introduce the least normalized mean squared error (NMSE), in transforming the data from N to n < N dimensions [9, 10] . A brief description of these methods is given as part of related work in Section 2.
The design goals of the SDI-tree are higher efficiency in disk accesses to reduce I/O time and cache-friendliness to reduce CPU time. Similarly to D-trees [11] (see Section 2), SDI-trees utilize a few principal components with the highest variance at the top levels of the tree, but more and more components are added at the lower levels of the index, until all of the dimensions are stored at the leaf nodes. In this manner fanouts at the upper levels are large and more branches are pruned by retrieving just one disk page. Experimental results show that SDI-trees, especially with carefully tuned parameters incur fewer disk accesses than SR-trees and VAMSR-trees [6] . The fewer dimensions at the top levels of the index, which are accessed frequently for k-NN queries, result in an improved CPU time due to the fact that shorter vectors can be cached more efficiently [11] . The superior performance of SDI-trees is demonstrated by the experimental results in Section 4.
While a reduced number of dimensions results in a lower cost for processing k-NN queries, the search may no longer be exact, i.e. yield a recall [2] below 100% [10] . A postprocessing step to achieve exact k-NN processing given in [12] and extended in [13] is not required for SDI-trees, since the lowest level of the index has all of the dimensions (see Section 3).
The rest of the paper is organized as follows. Section 2 is a review of related work in this area, followed by a brief review of the SVD and PCA methods. Section 3 defines the SDI-tree and its nearest neighbor search algorithm. Section 4 evaluates the performance of the SDI-tree and compares it with other index structures. Conclusions and future work is discussed in Section 5.
RELATED WORK
There has been enormous activity in developing and evaluating multi-dimensional indices in the last two decades [1, 4, 14] . We describe two novel indexing structures, which bear the most similarity to SDI-trees. We also describe several methods against which the performance of the new index is compared. We next introduce the mathematics behind the SVD and PCA dimensionality reduction methods.
Background on index structures
The D-tree is a memory-resident index structure [11] , which addresses the problem of minimizing the miss rate in L2 caches as the dimensionality of feature vectors increases. 1 An R Ã -tree might be implemented as a spatial access method (SAM), rather than a point access method (PAM) [4] , so that points in the leaf nodes are represented inefficiently as hyperrectangles.
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Each level of the index represents the data space starting with a few dimensions and expanding to full dimensions, while keeping the fanout fixed. The nodes of the index increase in size from the highest level to the lowest level and the tree may not be height-balanced. This is not a problem since the index is main memory resident. The index with shorter feature vector lengths attains a lower cache miss ratio, a reduced CPI (cycles per instruction) and CPU time.
The D + -tree is an extension to D-trees, which partitions the data into clusters before applying PCA and building the index. This technique referred to as clustered SVD (CSVD) is described in [9] . An SVD-friendly clustering method to implement CSVD is specified in [15] and is referred to the local dimensionality reduction (LDR) method. An experimental evaluation of CSVD, which utilizes the k-means clustering method [2] , and LDR appears in [10] .
The telescopic vector (TV)-tree is a disk resident index with nodes corresponding to disk pages [7] . TV-trees partition the data space using telescopic minimum bounding regions (TMBRs), which have telescopic vectors as their centers. These vectors can be contracted and extended dynamically by telescopic functions defined in [7] , only if they have the same number of active dimensions (a). Features are ordered using KLT applied to the whole dataset, so that the first few dimensions provide the most discrimination. The discriminatory power of the index is heavily affected by the value of the parameter a, which is difficult to determine. In case the number of levels is large, the tree will still suffer from the curse of dimensionality. The top levels of TV-trees have higher fanouts, thus reducing the I/O cost for disk accesses. Experimental results on a dataset consisting of dictionary words are reported in the paper.
The SDI-tree differs from the D-tree in that it is a disk resident index structure with fixed node sizes, while the D-tree is a main memory resident index with variable node sizes and fixed fanouts. The SDI-tree differs from the TV-tree in that it uses a single parameter, specifying the fraction of variance to be added to each level, without the risk of having a large number of active dimensions.
In our experiments, we also compared SDI trees with the VAMSR-tree and the vector approximation (VA)-File [16] . The VAMSR-tree uses the same split algorithm as VAMSplit R-tree [17] , but it is based on an SR-tree structure, which is statically built in a bottom-up manner. The dataset is recursively split top-down using the dimension with the maximum variance and choosing a pivot, which is approximately the median.
The VA-File method represents each data object with the cell to which it belongs. Cells are defined by a multidimensional grid, where dimension i is partitioned 2 b i ways. Nearest neighbor queries sequentially scan the VA-File to filter the search space. This is followed by a refinement step, which retrieves the actual objects and returns the nearest neighbors.
The OMNI family of methods prune the distance calculations for both nearest-neighbor and range queries [18] . Data points are represented according to their distance from focal points, whose number is determined by the fractal dimension of the dataset [2] plus one.
iDistance partitions the data into multiple clusters using reference points [19] , e.g. the centroids of each cluster obtained using k-means clustering method [20] . Each cluster is indexed using a B + -tree with respect to the reference points and k-NN queries are carried out as range searches over the B + -tree. We compare the SDI method iDistance in Section 4.
Background on dimensionality reduction
SVD and PCA are different computational methods to achieve the same goal, i.e. to rotate a dataset onto its principal components, so that optimal dimensionality reduction can be attained by eliminating principal components with the smallest variance. Both methods can be used to transform the feature vectors of the original dataset (say X) into an uncorrelated frame of reference (say Y). The coordinates of Y are in fact the principal components, which without loss of generality are in non-increasing order of corresponding eigenvalues [2] .
Given an M · N dataset X with M objects each represented by N features, let m m j denote the mean for column j:
Let 1 M denote a column vector of length M with all elements equal to 1. SVD decomposes X À 1 M m m T , whose columns have zero means, as follows: Given that C denotes the covariance matrix of dataset X, PCA decomposes C as follows:
where V is the matrix of eigenvalues and V T is its transpose. The diagonal matrix L contains the eigenvalues of C in nonincreasing order: l 1 ! l 2 ! Á Á Á ! l N . All the eigenvalues are positive, since the covariance matrix C is positive semidefinite. It can be shown that l n ¼ s 2 n /M‚ 1 n N. The following transformation yields zero-mean, uncorrelated features, which are used for dimensionality reduction and indexing.
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SDI TREE
The SDI-tree shown in Figure 1 is a disk-resident index with each node corresponding to a disk page, which is suited for high-dimensional indexing. Starting with a few features at the highest level, the number of retained feature vector elements is increased to include all of the dimensions. In this section, we first describe the structure of the index, followed by index construction, and the algorithm for processing k-NN queries.
The index structure
A node of the index is an array of entries as shown in Figure 2 . The size of each entry is denoted by EntrySize, which is a function of the dimensionality. Given that the number of dimensions at level ' is n ' N and the page size S, the fanout at level i is F ' % S/EntrySize(n ' ). The nodes of the tree are organized as hyperspheres, but unlike the SS-tree [5] , both the centroid and the radius are calculated based on n ' dimensions. The number of points covered by this node is used to update the centroid when new data points are inserted.
To determine the number of dimensions n ' and the fanout F ' at level ', we employ a parameter p specifying the fraction of variance introduced at successive levels of the index, starting with the highest level, until 100% variance is achieved. At level ' ! 1, the number of dimensions is selected as the smallest n ' satisfying:
The l k , 1 k N, correspond to the eigenvalues of the covariance matrix. The ratio is equal to one for n ' ¼ N.
, this is the error introduced by the index at level '. Figure 3a shows the cumulative normalized variance versus the number of dimensions for dataset COLH64. With p ¼ 0.20 the number of dimensions at levels one through five is 2, 4, 8, 16 and 64. Figure 3b shows the same graph for dataset TXT55 with p ¼ 0.30. The number of dimensions at levels one through four in this case is 2, 8, 21 and 55.
Given the fanouts F ' at level ', which can be determined simply from the cumulative normalized variance graph for a certain value of p, it seems to be possible to compute the number of levels of the tree. This is not possible in practice, however, since given the number of clusters, a clustering algorithm may produce clusters with highly unequal sizes. Not all leaf nodes are at the same depth, and the height of the tree slightly varies. The method in [11] assigns a target value to the number of levels L of the index and then assign 1/L of the variance to each level, but this method has the same problem as that for SDI-trees.
Index construction
The SDI-tree is constructed by recursively partitioning the dataset Y (in the transformed domain) into F ' clusters based on n ' dimensions at level '. Since hypersphere clusters are preferred, the k-means clustering method [20] is utilized, with the initial set of centroids selected to maximize their pairwise SDI-tree 
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A. Thomasian and L. Zhang distances, as in [21] . For each subcluster C ',j , j ¼ 1, . . . , F ' , if it fits in a page, then a leaf node is created. Otherwise, we recursively construct the subtree rooted at C ',j . The algorithm for constructing the index is described as Algorithm 1.
The SDI-tree can be balanced by generating equal-sized clusters. We tried the method in [22] to ensure that the size of each subcluster does not exceed half of the original cluster. Let C m denote the subcluster with maximum size, which is obtained from cluster C ' . If jC m j < 1 2 jC ' j the assignment is done. Otherwise, 50% of the points closest to the centroid of cluster C m are reassigned to their closest clusters. It follows from our experiments that the balanced SDI-tree does not necessarily improve search performance, since balancing increases the radius of small clusters, which lead to more overlap and more page accesses.
k-NN search in the SDI-tree
Although we use dimensionality reduction when constructing the index, the k-NN search is still exact. The search begins at top levels of the SDI-tree with reduced dimensions, so we need to show that there are no false dismissals for k-NN queries. This is accomplished by the lower bounding property [2] . DEFINITION 3.1. (Lower bounding property) . The distance between two points at the lower dimensionality (l) is less than or equal to the distance at the higher dimensionality (h). Let kPQk d denote the distance between point P and Q at dimensionality d,
During the search, the lower bounding property is used to prune the set of clusters to be visited. In Figure 4 , P is a point in a hypersphere with radius R in the h-dimensional space, P 0 is the projected point in the l-dimensional subspace with radius R 0 . Since l h, R 0 R. Q is the query point in the original space, while Q 0 is the projected point in the subspace. The search radius R q is calculated in the original space. According to the lower bounding property, we have the following:
If kC 0 Q 0 k l À R 0 is larger than the search radius R q , then all the points in this cluster can be pruned away. We already have C 0 and R 0 in our data structure, so this can be easily achieved. The k-NN search algorithm, given as Algorithm 4, is based on the HS (Hjaltason and Samet) algorithm in [23] , which accesses as few pages as theoretically possible [24] . Two priority queues are used: (i) pque_index is a minimum priority queue for those nodes whose parent has been
(data fits in one page) 1: create a leaf node L; return L; 2: find the minimum dimension n ' up to which the calculated variance exceeds p · i; 3: calculate the fanout F ' ;
(average number of points in each cluster < half of the leaf capacity) 4: n ' ++; 5: calculate the fanout F ' ; 6: partition the data into F ' clusters using n ' dimensions; 7: create an internal node I ; each subcluster C 8: constructIndex(i+1, p, C); 9: fill out the entry in I ; 10: return I ; The SDI Index for High-Dimensional Data 613
processed, but the node itself has not. (ii) pque_knn is a maximum priority queue with fixed length k for the candidate nearest neighbors. Line 1 transforms the query point Q to Q 0 according to the eigenmatrix of the dataset. Lines 7 and 8 terminate the search process when the distance from the query to a node (either internal or leaf) is greater than the current search radius. This follows the lower bounding property. Lines 11 and 12 insert the nodes which have distance less than or equal to the current search radius to pque_index. Lines 15 and 16 insert the points with distance less than or equal to the current search radius to pque_index. Lines 17 and 18 adjust the search radius.
A PERFORMANCE STUDY
Three datasets are used in the experiments: COLH64 GABOR60 and TXT55. COLH64 is 68,041 · 64 color histograms extracted from 68,014 color images.
2 GABOR60 is 56,644 · 60 Gabor features extracted from MMS (top.dist > R q ) 6: break; (top.node is an internal node) each child c of top.node
//top.node is a leaf node each point P in the top.node (dist(Q, P) R q ) 8: insert (dist(Q, P), P) into pque_knn; //distance in origin space (pque_knn is full) //pque_knn has fixed length k 9: update R q ; (multimission modular spacecraft for Landsat 4) images from different parts of the country.
3 TXT55 is 79,814 · 55 gabor, spatial and wavelet features from 400 photos.
We compute the average number of disk accesses of k-NN queries with k ¼ 20 for SDI-trees SR-trees and VAMSR-trees for one thousand random query points selected without replacement from the corresponding datasets. The page size is 8 KB in all cases. The split factor and reinsert factor for the SR-tree are 40% and 30% respectively. Given that the already introduced nearest neighbor search algorithm for SDI-tree is based on the HS algorithm, instead of using the embedded RKV (Roussopoulos, Kelley and Vincent) algorithm [25] . we implemented the HS algorithm for SRtrees to make the comparison fair. The SR-tree is used as a reference point in our experiments, since it outperforms SS-tree and R Ã -tree [6] . The variance increment p affects the number of levels of the tree, but experimental results showed that the number of levels differs at most by two levels. This is also the difference between the maximum and minimum number of levels of the tree in the case of datasets used in our experiments. When p < 0.3, the number of disk accesses is very high, so in Figure 5 we plot the number of disk accesses versus p starting with 0.3. The minimum number of disk accesses is achieved at p ¼ 0.4, where the height of the tree ranges from 3 to 5. The graph for the Gabor dataset is not plotted, since p has little effect on the number of disk accesses, although p ¼ 0.8 yields a slightly better performance. Figure 6 compares the performance of SDI-trees, SR-trees and VAMSR-trees. 4 The SDI-tree has fewer levels, but more nodes than the other two indices. The number of nodes of the SDI-tree can be greatly reduced, to as much as one-fifth of the original size, by enforcing full utilization at the leaf nodes. This can be achieved by sorting the data along the maximum variance dimension and assigning the points one by one to the leaf nodes. Unfortunately the overlap increase results in a significant degradation in search performance (disk accesses and number of points touched). Since application search efficiency is more important than space on modern disk drives, we do not adopt the full utilization implementation.
In processing k-NN queries, the SDI-tree visits less internal nodes and leaf nodes, which leads to fewer disk accesses and fewer points checked. In terms of the total disk accesses, Figure 6 shows that the SDI-tree improves 14% over SR-tree, 20% over VAMSR-tree for COLH64, 41% over SR-tree, 35% over VAMSR-tree for TXT55.
The k-NN search performance has also been studied over datasets with varying number of dimensions, where after the transformation onto principal components, the dimensions with the highest variability are retained. Figure 7 depicts the detailed search performance in terms of page accesses, points visited, floating point operations and the CPU time for the TXT55 dataset. For the SDI-tree the value of p providing the optimal performance is selected.
The SDI-tree requires less CPU time than the other two methods, since it always touches fewer points and hence incurs fewer floating point operations. Another reason why it requires less CPU time is that it deals with shorter vectors. Since the SDI-tree also accesses fewer pages, it outperforms the other two methods in terms of elapsed time, which includes disk access time. The SDI-tree is suitable for highdimensional data, since with the dimensionality increasing, the performance gap between SDI-trees and other methods widens. The SDI Index for High-Dimensional Data 615
We next compare SDI trees with the VA-File method [16] . Although the VA-File visits fewer points in the dataset with the original precision, it has to sequentially scan the whole file, which contributes to CPU runtime. The performance (number of points visited, floating point operations and the search time of the VA-File) is highly dependent on the number of bits (b n ) per dimension 1 n N. We experimented with different values of b n and chose the best value (b n ¼ 4 for TXT55 dataset). The search time is plotted in Figure 7d and it is observed that the SDI-tree outperforms the VA-File method.
In Appendix C in [26] we use the TXT55 dataset to determine the effect of varying k in k-NN queries on CPU processing time. It was observed that CPU processing time for the sequential scan method remains flat and close to 75 ms per query point for 10 k 50. This cost remains flat and drops to 30 ms when an OMNI-scan method with the number of pivot points set to the fractal dimension of the dataset plus one is used [18] . The CPU cost for SDI trees is much lower, as can be observed from Figure 7 .
The results of running 1000 20-NN queries with the iDistance method with 8 KB pages and three datasets are given in Table 1 . Varying the number of clusters shows that the number of accessed pages diminishes initially, but soon reaches a flat region and even increases. More importantly the number of disk accesses exceeds the other methods considered in Figure 6 .
It follows from but there are more points per cluster, and vice versa. Comparison with Figure 6 shows that the number of points visited by iDistance is higher than SDI and the other methods considered in this study. Note that the number of points touched is a measure of CPU time.
CONCLUSIONS AND FUTURE PLANS
The SDI tree assigns a variable number of dimensions to the successive levels of an index, whose nodes are spherical and are obtained using the k-means clustering method. The dataset to be indexed is subjected to PCA, the dimensions are ordered in decreasing order of their variance and a fraction p of the variance of the dataset is assigned to each level.
Experimental results with three datasets show that SDItrees with carefully tuned parameters access fewer pages from disk, visit fewer points and incur fewer floating point operations, resulting in less CPU time than the SR-tree and VAMSR-tree. Combining the fact that it accesses fewer pages, the elapsed time (including disk IOs) will also outperform the other two methods. The SDI-tree is especially suitable for high-dimensional data, since with the dimensionality increasing, the performance gap between SDI-trees and other indices widens. Our experimental results show that the SDI method outperforms the iDistance method.
We have applied the PCA method to the whole datasets, as if the data are globally correlated. Real world data demonstrate local correlations in which case it is preferable to apply clustering before applying PCA locally [10, 15] . There has been limited activity for developing benchmarks for indexing structures and this remains an area of future activity.
In addition to the k-means clustering method [20] , we plan to experiment with the elliptical clustering method [27] , since it is better suited for transformed data, when some dimensions The SDI Index for High-Dimensional Data 617
