This paper asks the question: how salient is human gaze for Adjective Noun Concepts (a.k.a Adjective Noun Pairs -ANPs)? In an existing work the authors presented the behavior of human gaze attention with respect to ANPs using eye-tracking setup, because such knowledge can help in developing a better sentiment classification system. However, in this work, only very few ANPs, out of thousands, were covered because of time consuming eye-tracking based data gathering mechanism. What if we need to gather the similar knowledge for a large number of ANPs? For example this could be required for designing a better ANP based sentiment classification system. In order to handle that objective automatically and without using an eye-tracking based setup, this work investigated if there are saliency detection methods capable of recreating the human gaze behavior for ANPs. For this purpose, we have examined ten different state-of-the-art saliency detection methods with respect to the ground-truths, which are human gaze pattern themselves over ANPs. We found very interesting and useful results that the Graph-Based Visual Saliency (GBVS) method can better estimate the human-gaze heatmaps over ANPs that are very close to human gaze pattern. 185 parison is described in Section 5, respectively. The comparison clearly demonstrates which saliency detection method is able to recreate an agreement with positive sentiment ANPs while another performs better in regard of negative sentiment ANPs, with respect to corresponding ground-truth information. Finally we discuss the results in Section 6.
INTRODUCTION
In this work (Al-Naser et al., 2015) , the authors presented a study of ANPs and their attention pattern as analyzed from eye-tracking experiments. In particular they were interested in gaze behavior of subjects during ANP assessment to infer (1) the ANP's objectivity vs. subjectivity, which is derived from the correlation of fixations in context of positive or negative assessment, and (2) the implicit vs. explicit assessment of ANPs to study their holistic or localizable characteristics. This was realized by explicitly asking the subject to identify regions of interest (ROI) specific to the adjective during their eye-tracked ANP annotation. Once equipped with this knowledge, approaches can be developed to enhance the characteristic ROIs responsible for the adjectives to increase or decrease its sentiment for classification. However, in the previous work, they only targeted 8 out of 3000 ANPs (Borth et al., 2013) and they used only 11 human participants. What if we need to investigate the same for all ANPs? For example to design an improved ANP based sentiment classification system. Through our previous eye-tracking based setup, a manual creation of such a database is not feasible.
The goal of the previous work was to extract the information on how emotions and sentiment affect human fixation. Now, in this paper, we want to investigate if there are saliency detection methods capable of recreating the human gaze behaviour for ANPs and if specific methods are better suited to capture features of a specific ANP. That would be more efficient for applications, like sentiment classification, to predict this behavior automatically. We used in total ten different state-of-the-art saliency detection methods from the research literature (as described in Section 2). We select four different ANPs: (a) stormy landscape, (b) damaged building, (c) beautiful landscape and (d) cute baby (as shown in Figure 1) . In the previous work (Al-Naser et al., 2015) , the authors already gathered human gaze information in the from of heatmaps for these ANPs with respect to the user's decision on agreement, disagreement and combination of both which are also shown in Figure 1 . This work uses these results as ground-truth. The creation of the ground truth is described in Section 3. Finally, we compared the result of each saliency detection method for each ANP with the ground truth using different evaluation metrics, where different evaluation metrics are described in Section 4 and the com-
STATE-OF-THE-ART SALIENCY DETECTION METHODS
A large number of saliency detection methods have been proposed in the literature. In this paper, we selected ten different state-of-the-art saliency detection methods from the literature. These methods are briefly described here as follows. For the second prior, the center is focused due to humans paying attention at the center of an image. Lastly cold colors are less attractive than warm ones.
Each of these saliency detection methods produces an intensity map, same like a heatmap, where high to low range of saliency is represented by the dark red to dark blue color range respectively. The heatmap of each saliency detection method was compared with the ground-truth heatmaps, that were generated using human gaze attention (Al-Naser et al., 2015) . The next section will briefly summarize the previous work to show how the ground truth for ANPs was created.
GROUND TRUTH CREATION OF HUMAN GAZE ANP
First the ground truth images were created for four ANPs ("Beautiful Landscape", "Cute Baby", "Damaged Building" and "Stormy Landscape") from the eye gaze data that had been gathered in this publication (Al-Naser et al., 2015) . Each ANP contained ten different sample images and gaze data of 11 participants with their responses; for example if a participant was shown a "beautiful landscape" sample image, we recorded his gaze data plus his response whether he agreed that it is a beautiful landscape or disagreed and stated that it is not a beautiful landscape. Therefore for each ANP, each sample image had three different forms of ground-truths: (i) one for the gaze data where the people agreed with the ANP, (ii) one for disagreement and (iii) one for both agreement and disagreement combined, as shown in Figure 1 . 
COMPARISON METRICS
In the literature, there are a large number of performance evaluation metrics proposed for comparing structures like heatmaps. These comparison metrics are briefly described here as follows:
• Simple Difference based Comparison (SD): As the first comparison method we used a simple difference method. In detail, we first applied the different saliency techniques to the images and binarized the result as well as the ground truth, where intensity value '1' means high saliency/attention and '0' means no saliency/attention. The binarization was done in an global approach with a threshold determined by Otsu's method (Otsu, 1975) . After that we substracted the ground truth from the resulting map. From this result we summed up all the absolute values and divided it by a value D, where D was calculated with counting the pixels of the binarization where at least the ground truth or the result were 1. If at a position both images were 1, this pixel was nevertheless counted once.
It calculates the difference between saliency map as compared to ground-truth heatmap. In order to calculate the similarity between them, the result was negated, which makes it easier to analyze with other comparison metrics.
• Area under Curve based Comparison (AUC Judd & AUC Borji): We also used two Area under Curve methods to compare saliency maps with the ground truths. The first one is AUC Judd (Judd et al., 2012) and the second one is AUC Borji (Borji et al., 2013) . As in the first procedure this was done for a binarization where the threshold is determined by Otsu's method.
COMPARISON BETWEEN SALIENCY AND HUMAN GAZE
For each saliency method, we calculated the saliency maps for each image within each ANP and compared it with the corresponding three different forms of ground-truth using the different comparison metrics which were described in Section 4. Finally all the results for each ANP and for each different form of ground-truth were averaged. The results can be seen in Table 1 for an agreement form of ground-truth, Table 2 for a disagreement form of ground-truth, and Table 3 for an agreement and disagreement combined form of ground-truth. Highlighted are the best values corresponding to the winners of each ANP case. Additionally, figures 2, 3, 4 and 5 are showing the best and worst saliency detection method for each of the four ANPs depending on agreement (annotated with yes), disagreement (annotated with no) and combination. In the middle the ground truth is shown. In these Figures, the results of the saliencies were overlayed with a heatmap. On the right side are the best images and on the left side the worst ones. The order from top to bottom is: agreement, disagreement and combination, also the saliency method responsible for this image is noted. Furthermore to investigate the impact of binarization we repeated the above mentioned procedure after binarizing each of the saliency maps and ground truths.
The results can be seen in Table 4 for agreement form of ground-truth, Table 5 for disagreement form of ground-truth, and Table 6 for agreement and disagreement combined form of ground-truth. Lastly we investigated if a combination of two saliency detection techniques can further improve the current results. We experimented by combining a pair of saliency methods corresponding to two different saliency detection methods. All possible combina-tions of ten different saliency detection methods were tried out. The combination of two ground truth images was achieved in two different ways resulting in two different results. First we used the union to combine them, meaning that if a single pixel in one of the two maps was marked, the same pixel was marked in the resulting map. For the other combination we used the intersection, meaning that a pixel in the result will only be marked if the same pixel is marked in both saliency maps. The results for the union combination can be seen in Table 7 . Table 8 represents the intersection combination. These results were only calculated by the AUC Judd method. Results are shown for the combination of the methods GBVS(M4), Itti(M5) and Saliency detection method by combining simple Priors(M10). We decided to show only the results of these three methods because showing all possible combinations and their results would be simply too many entries for the scope of this paper. The decision of which combinations are shown is based on the results of Table 1 to 6 where these methods belong to the best. Furthermore the combinations of these three methods also belong to the best overall compared to the other possible combinations.
DISCUSSION
In this paper we investigated ten different saliency detection methods as compared to human gaze behavior as ground-truths to find out if there are saliency detection methods capable of recreating the human gaze behavior for different ANPs.
We determined that overall of the ten different saliency detection methods, a clear best method could not emerge. There are some trends like the saliency detection method by combining simple priors(M10) being quite good in the agreement case or Itti(M5) being good for the ANP damaged building. Another interesting observation, is that Attention Simple Global Rarity(M1) scores consistently best according to the simple difference method, but belongs to the worst according to both AUC methods. We conclude that some evaluation metrics may favor certain circumstances. Therefore we need to expand our experiment for future research and include more evaluation metrics to provide a fair result for all saliency detection methods. Contrary to the earlier results, the binarized environment favors GBVS(M4) which now emerges as the best method to recreate the human gaze for all ANPs including three different forms of ground-truths, i.e. agreement, disagreement and both agreement and dis-agreement combined. We think that GBVS scores that good, because of its graph based approach which may correlate to human eye movements. Therefore the question how binarization can positively affect saliency detection methods poses to be interesting and needs to be investigated. Unfortunately a combination of two saliency methods didn't yield much improvements. Nevertheless the combinations containing GBVS(M4) often resulted in the best scores. These results are very interesting and can be used for many different applications, such as developing a better sentiment classifier for ANPs using salient regions for feature extractions. Mancas, M., Couvreur, L., Gosselin, B., Macq, B., et al. (2007) . Computational attention for event detection. In Proc. Fifth Intl Conf. Computer Vision Systems.
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