Abstract. Climate over the past million years has been dominated by glaciation cycles with periods near 23,000, 41,000, and 100,000 years. In a linear version of the Milankovitch theory, the two shorter cycles can be explained as responses to insolation cycles driven by precession and obliquity. But the 100,000-year radiation cycle (arising from 
et al., 1976]. Each cycle is linearly correlated with one of the
parameters of the Earth's orbit that control the amount and distribufion of incoming radiation: the precession index cycle, the obliquity cycle, and the 100-kyr cycle of eccentricity [Imbfie et al., 1984] . These statistical correlations support the Milankovitch theory, the central tenet of which is that astronomically driven variations in insolation cause significant changes in climate [Milankovitch, 1930] . In an earlier paper [Imbrie et al., 1992 (hereafter referred to as Part 1)] we examine the 23-and 41-kyr cycles in a geographic array of time series spanning the past 400 kyr (Table 1) . From observations in this array, we conclude that each of these glaciafion cycles can be explained as a linear response to variations in summer insolation at high northern latitudes, as in classic Milankovitch theory (section 6.1). The influence of insolation at other latitudes and seasons is discussed in section 3.2.2.
Our purpose in this paper is to describe and explain the 100-kyr glaciation cycle by examining an array of oceanic time series that monitor different components of the global system over the past 400,000 years. In one of these time series, the •5•80 record of global ice mass, the 100-kyr cycle has roughly twice the amplitude of the other two cycles combined. A search for a satisfactory explanation of this dominant feature of late Pleistocene history has been a major research theme since its discovery [Kukla, 1968; Mesolella et al., 1969; Broecker and van Donk, 1970; Shackleton and Opdyke, 1973; Hays et al., 1976] . At first glance, the strong correlation between eccentricity and 8•80 in the 100-kyr band suggests that the solution to the 100-kyr problem would fit neatly into Milankovitch theory. In fact, finding a satisfactory explanation has proved to be a major scientific challenge. One basic difficulty is that the amplitude of the 100-kyr radiation cycle seems much too small and its phase too late to drive the 100-kyr glaciation cycle (section 2). Dozens of explanations have been suggested (section 4). Some models explain the cycle as a free, self-sustaining oscillation with no Milankovitch forcing [e.g., Saltzman and Maasch, 1988] . In models of this type, the 100-kyr cycle is Table 2 ). Moreover, the correlation in the 100-kyr band is a persistent feature of Earth history over the past several million years [Shackleton et Despite the strength and persistence of this correlation, attempts to use it as the basis for developing a theory of the 100-kyr cycle have experienced major difficulties. A review of these difficulties will provide a useful background for evaluating proposed models.
1. One difficulty in finding a simple Milankovitch explanation is that the amplitudes of all 100-kyr radiation signals are very small [Hays et al., 1976] . As an example, the amplitude of the 100-kyr radiation cycle at June 65øN (a signal often used as a forcing in Milankovitch theories) is only 2 W m '2 ( Figure 1 ). This is 1 order of magnitude smaller than the same insolation signal in the 23-and 41-kyr bands, yet the system's response in these two bands combined has about half the amplitude observed at 100 kyr. Another 100-kyr insolation signal that has often been proposed as a forcing is the total radiation received by the planet over 1 year. Because the major axis of the Earth's orbit is a constant, increases in eccentricity cause an increase in this total. But the amplitude of this signal is also very small (less than 0.1% of the modern value). Thus, if the 100-kyr cycle is in fact forced externally by radiation changes having this periodicity, some form of resonance would be required to explain the heightened sensitivity in this frequency band (some mechanism broadly comparable, say, to the resonance responsible for the 4.1-day sea level cycle in the equatorial Pacific [Wunsch and Gill, 1976] ). Hagelberg and Pisias [1991] have examined the statistical properties of PlioPleistocene time series in detail and have shown that these properties are, in fact, consistent with a linear resonance. The difficulty has been to find a physically plausible resonance mechanism that could amplify a low-amplitude free oscillation and achieve steady state in only three 100-kyr oscillations (section 7.1).
2. Another fundamental difficulty is that variations in eccentricity are not confined to periods near 100 kyr (Figure 2 ). In fact, during the late Pleistocene, eccentricity variations at periods near 100 kyr are of the same order of magnitude as those at 413 kyr ( Figure 3 ). (In estimating the phase and amplitude of orbital variations over the past 400 kyr, we have used the calculations of Berger [1978a] , which are slightly more accurate for this interval than those of Berger and Loutre [1991] .) Yet the 8•80 record for this time interval has no corresponding spectral peak near 400 kyr. Like the "curious incident" of the dog that did not bark in the night, the absence of a response to a stimulus is an important clue. Thus any model of the 100-kyr cycle that depends on eccentricity must account for the lack of a response at periods near 400 kyr (the "400-kyr problem" of Imbrie and Imbrie [1980] ). Again, one way around the problem is to postulate that the climate system exhibits some form of resonance at periods near 100 kyr. between orbitally forced responses and the dynamics of the atmosphere, oceans, ice sheets, and lithosphere. These models are able to account for the statistical linkage that clearly exists between eccentricity and climate through the control that eccentricity e exerts on the amplitude of the 23-kyr precession index cycle, P (P = e sin •0, where •0 is the longitude of perihelion measured from the moving vernal point [Berger, 1978a] ).
STRATEGY AND METHODS

Partitioning the Record
The basic strategy we use in this paper is to partition each climatic record into its dominant frequency components in the 23-, 41-, and 100-kyr bands (Figure 1 ). This makes it possible to examine each of the three major cycles separately and to obtain evidence about the way in which the system responds to the forcing in each band. In studies of modern climate, the same statistical methods we use have been helpful in sorting out and evaluating the physical mechanisms that are responsible for cyclic phenomena at periods ranging from days to several years [Wunsch and Gill, 1976; Horel, 1982; Rasmusson and Carpenter, 1982] . On timescales ranging from thousands to millions of years, the approach has been used to show that quasi-periodic cycles in the Milankovitch and tectonic bands are superimposed on a simple background continuum that is presumed to originate stochastically [Shackleton and Imbrie, 19901. Two circumstances make a partitioning strategy particularly appropriate for the Milankovitch problem. First, the nonlinear mechanisms driving the 100-kyr cycle must be very different from the linear mechanisms driving the 23-and 41-kyr cycles (section 2). Second, the geographic and seasonal pattern of insolation forcing in the precession band is very different from that in the obliquity band [Berger, 1979; Kukla and Gavin, 1992; Imbrie et al., 1993a] . For example, high obliquity results in greater insolation in the high latitudes of both hemispheres at the expense of low latitudes. These effects are strong in summer, negligible in autumn and spring, and in phase between the two polar hemispheres. These seasonal changes are accompanied by significant changes in the annual total insolation at all latitudes. In contrast, the precession of the equinoxes modifies seasonal insolation simultaneously over a broad band of latitudes that extends from one pole well into the opposite hemisphere. Moreover, the seasonal effects of precession are out of phase between the hemispheres, and the annual insolation totals are not affected.
Quite apart from these theoretical considerations, we have good stratigraphic evidence that the 41-kyr glaciation cycle has, in fact, evolved independently of the other two cycles over the past two million years (Figure 3) .
Another line of evidence demonstrates the physical reality of climatic processes acting independently at each of the primary frequencies (1/23 kyr, 1/41 kyr, 1/100 kyr). In spectra of certain climatic variables, this evidence takes the form of discrete peaks that occur at frequencies representing nonlinear interactions between pairs of the primary climatic cycles. These peaks (interaction tones) suggest an origin similar to those which reflect nonlinear interactions between pairs of primary musical tones [Taylor, 1965] Although the climatic processes responsible for such interactions have yet to be modeled satisfactorily, their existence does show that significant variation must originate as processes acting independently in the narrow frequency bands associated with major glaciation cycles.
The Phase Sequence
The remainder of this paper is an attempt to apply what we have observed and inferred in Part 1 about the mechanisms of the 23-and 41-kyr cycles, for which external forcings are clearly identified, toward a solution of a problem in which the identity of the forcing is one of the major unknowns. The approach is based on our finding that the geographic progression of 11 of the system's local responses in the 100-kyr cycle, relative to the phase of the global õ•80 response, is approximately the same as the progression in the 23-and 41-kyr cycles (Figure 4 ). From these observations, which are based on an admittedly very limited database, we draw an important inference that guides further analysis: all three cycles involve the same set of atmospheric, oceanic, and cryospheric processes. We draw a second important inference from the phase separation that occurs between the groups of early and late responses. From this two-step response pattern we infer that the early responses are paced by elements in the climate system with short time constants, while the late responses are paced by the longer time constant of the northern hemisphere ice sheets.
The observational basis for these inferences is the sequence of phases we have determined by cross-spectral analysis between õ•80 and each of the 14 other proxy records which are long enough to provide meaningful statistics. As discussed in section 4.4 of Part 1, it is important to know how much each of the climatic responses varies around its mean as the system's characteristics change over a climatic cycle. An estimate of this range, given in Table 2 as an 80% confidence interval, can be compared with observations made in section 8.1.
Although the phases given in Table 2 and the methods used to estimate these quantifies are described in detail in Part 1, it may be helpful at this point to summarize what the features of this phase sequence are, to review the way in which we have chosen to record this sequence, and to summarize the methods used to obtain this information.
3.2.1. Sequence of climate responses. Of the 14 long climate records examined (Table 2) (Figures 4a and 4b) , and the likelihood that the system responds to insolation at many different places and seasons (with sensitivities changing as the glacial cycle progresses), we choose instead to use a more objective set of reference vectors. These are the orbital configurations noted in Figure 4c (maximum eccentricity, maximum obliquity, and June perihelion).
With these definitions, zeros on the insolation phase wheels (Figures 4a and 4b) correspond to mid-June insolation for 65øN, which is a forcing we have good reason to believe is important in driving the glaciafion cycles [Kukla et al., 1981] . In fact, from the evidence and physical arguments reviewed in section 6.3 of Part 1 we conclude that northern hemisphere summer radiation is an important, but by no means exclusive, element in the external forcing for the glaciation cycles. Insolation curves for other latitudes and seasons must also play significant roles in forcing the glaciation cycles. 3.3. Data. The observations on which this study is based have already been published (see Table 1 
REVIEW OF 100-kyr MODELS
Two theoretical studies by J. Weertman form the basis of many models that simulate the time-dependent behavior of Pleistocene ice sheets. The first study [Weertman, 1964] shows that large ice sheets have time constants of the order of 10-20 kyr. Because these calculated values are of the same order as the characteristic times of precession and obliquity cycles (11.5 kyr and 20.5 kyr), the response of the climate system cannot be linear with respect to the buildup and decay of large ice sheets, unless that response involves a linear resonance [Imbrie and Imbrie, 1980; Oerlemans, 1991] . The key role that ice sheet time constants play in glacial dynamics is illustrated by models that generate free oscillations at periods near 100 kyr. The "restoring force" that produces such oscillations is simply the delayed interaction between negative feedbacks (which have long time constants because they are linked to ice mass) and positive feedbacks which have short time constants [Saltzman, 1978] .
The second study [Weertman, 1974] Most models of the 100-kyr problem can be placed in one of seven groups (Table 3) . Although some key assumptions are very different, these models are alike in that each invokes a set of internal feedbacks to convert some of the system's available potential energy, which originates externally and is assumed t9 be constant, into kinetic form and channel that energy into the 100-kyr band [Peixoto and Oort, 1984; Ghil and Childress, 1987] .
Models With Free Oscillations (Class I)
In models of class I, sets of feedbacks are designed so that the system, when subjected to any broadband forcing, yields a Group 7b. Snow budget calculated by an atmospheric model coupled to Pollard [1983] an ice sheet model Gal16e et al. [1991; * Interactions between orbitally forced oscillations and free oscillations of the air-sea-ice,crust system with period P i. t Other nonlinear interactions between orbitally-forced responses and the dynamics of atmosphere, oceans, ice sheets, and asthenosphere. free oscillation with period P i that is either damped (group 1) or self-sustaining (groups 2-4). For one type of nonlinear resonance (group 1), P i~50 kyr. For another type (group 2) a self-sustaining oscillation with Pi << 100 kyr interacts with the external forcing in such a way that some of the energy of the internal oscillation is transferred to the 100-kyr band.
The distinctive feature of models in groups 3 and 4 is that the system's internal feedbacks maintain an oscillation at a period near 100 kyr in the absence of any band-limited external forcing. For example, in models proposed by Saltzman and his colleagues [e.g., Saltzman et al., 1982 Saltzman et al., , 1984 , feedbacks among three system elements (representing the ice sheets, ocean, and atmospheric CO2) interact to produce a 100-kyr oscillation, even though the longest time constant (for the ice sheets) is set at a realistic value of 10 kyr. Although the model yields a 100-kyr cycle in the absence of any forcing (group 3), in the presence of orbital forcing the phase of this cycle is set by interactions between the internally driven cycle and the forced responses (group 4).
Models Without Free Oscillations (Class II)
When models of class II are forced away from equilibrium, negative feedbacks provide only a simple damping and return to equilibrium without oscillating. The 100-kyr cycle originates as a nonlinear response to orbital forcing and occurs only when this forcing is applied. Models in group 5 explain the 100-kyr cycle by postulating a simple form of nonlinearity in which the system responds asymmetrically to forcings applied in "upward" and "downward" directions. Such a system extracts power from the envelope of any amplitude-modulated forcing function. In the extreme case, where the response is zero to all forcings less than (or greater than) the mean, the output signal is said to be "rectified" or "clipped" [Short et al., 1991] . But any degree of asymmetry in the response will yield spectral peaks that are proportional to all the periods in the envelope (and their harmonics). Because the precession envelope in any Milankovitch forcing is precisely proportional to eccentricity (section 2) , all peaks in the eccentricity spectrum (and their harmonics) will appear in a rectified s-:•al. This fact leads to a significant problem with all simple rectifier models of the late Pleistocene glaciation record. Although the output of these models contains significant 100-kyr power, their spectra are dominated by power extracted from the larger eccentricity peak near 400 kyr. As mentioned previously, such a dominance of 400-kyr power is not found in Pleistocene $•80 records. For this reason, we rule out mechanisms in group 5 as the main cause of the 100-kyr glaciation cycle.
But we do not rule out the possibility that a rectification mechanism of the type described in group 6 might act in combination with processes described in our model (see section 7) to explain the 100-kyr glaciation cycle of the late Pleistocene [Pisias and Shackleton, 1984] . Models in group 6 are considerably more realistic than those discussed so far in that they resolve geographic components of the seasonal energy budget. Although they lack winds, ocean currents, and ice sheets, the simplicity of these models makes it possible to simulate timedependent responses over long intervals. For example, using a linear version of the two-dimensional seasonal energy balance model, Short et al. [1991] show how regional patterns of yearly maximum temperatures vary over the past 800,000 years. These authors consider that this response in their model is a proxy for the seasonally integrated response of the monsoon system. In most geographic regions only 23-and 41-kyr peaks dominate the spectrum of this proxy, as would be expected from a linear model. But in equatorial areas, where the seasonal response results in temperature peaks at both equinoxes and the equinox nearest perihelion has the largest peak, the model's maximum-temperature response to the precessional forcing yields a rectified signal in which the amplitudes of 400-and 100-kyr peaks rival the amplitude of the peak in the 23-kyr band [Short et Our second conclusion is that the most likely explanation for the late Pleistocene 100-kyr glaciation cycle lies somewhere in the dynamic continuum between two model groups in Table 3 : groups 3 and 7. Models of group 3 explain the 100-kyr cycle as a self-sustaining, internal oscillation paced by the large time constant of ice sheets. Here external forcing plays no role, and the phase of the oscillation is arbitrary with respect to orbital variations. However, Hagelberg and Pisias [1991] find that the higher-order statistical properties of models of this type are inconsistent with data.
Models of group 7, like those of group 1, explain the cycle as a nonlinear response to orbital forcing. Here the system acts as a nonlinear amplifier that channels energy into the 100-kyr band through feedbacks paced by the large time constant of ice sheets. In this case, the phase is set primarily by the attainment of thresholds in the system's response to the precessional forcing. Between the extremes of groups 3 and 7, in models of group 4, the 100-kyr cycle occurs as an internal, self-sustaining oscillation whose phase is set by the externally forced response to precession. Conceivably, the climate system has evolved in such a way that at different times in Earth history, a different balance of mechanisms is responsible for setting the phase of a particular 100-kyr oscillation (section 8.2.2).
MODELING THE PHASE SEQUENCE
As indicated in section 3, our approach to the 100-kyr problem is based on the progression of responses observed in phase spectra of the three major glaciation cycles. The qualitative similarity of the three phase sequences provides a basis for developing a conceptual model of the governing processes (see section 7 and Part 1, section 6.5). Our aim in this section is to build a highly pammeterized "system model" that will provide a quantitative explanation for the observed phase sequence in all three cycles. As a first step in this modeling enterprise we take advantage of the phase clusters documented in our data. Specifically, we simplify the modeling problem by postulating n discrete sources of inertia in n discrete climatic subsystems (n being the smallest number consistent with our data). Eventually, it may be possible to predict the 9bserved phases with a set of coupled differential equations. Such a model would be capable of predicting a continuum of responses in phase spectra.
In the remainder of this section we will reexamine the evi- In the next section, where we expand this first-order dynamic model to include phase information about the 11 local responses, we will retain the idea (discussed in Part 1) that the initial (but as yet unobserved) response to forcing has a delay of 1 kyr. But to explain the entire phase sequence, it will then be necessary to replace the single 17-kyr time constant of our first-order model with a set of time constants that reflect the combined inertia of all modeled subsystems.
Modeling the Phase of 8tsO and 11 Local Responses
The system as a whole can now be modeled as a chain of four subsystems, Si, each having a quantity of climatic inertia parameterized either as a delay d or time constant T. In developing this model, the structure of which is described in Figure  6 , we take advantage of our finding that all three cycles are characterized by the same geographic progression of responses. From this we infer that the same subsystems control the responses in all three cycles. But we allow for the possibility that the quantity of climatic inertia in a particular subsystem may differ from one cycle to another. To account for an initial response R•, as well as responses R2, R3, and R4, we require four subsystems acting in series. As speculations to guide research, model subsystems with particular elements in the real global system are identified in Figure 6 . When $• is subject to forcing, the response R• becomes the forcing for other subsystems further down the causal chain. Thus the phases of variables designated R2 -R4 reflect the time constants of a chain of subsystems (S• -S4) driven by the initial response R•. The numerical problem of accounting for the phase observations is now reduced to finding three time constants which, added to the delay, yield a cumulative pattern of responses that matches observations. Because responses are calculated at three frequencies simultaneously, this inverse problem is rather tightly constrained. For subsystems S•, S3, and S4 our iterative, best fit numerical solution to this problem gives values of 3, 5, and 0.5 kyr, respectively, for the 23-and 41-kyr bands. Significantly, in the 100-kyr band this solution gives the same values for subsystems S2 and S4, but a much larger value for S• (15 kyr).
We interpret the 1-kyr delay as reflection of the largest source of inertia in the interacting cluster of initial-response mechanisms within subsystem St (and suggest that these mechanisms include variations in northern hemisphere snow fields, sea ice, winds, boreal vegetation, and ice sheet margins). Expressed as a phase angle, the delay in the R• response is 16 ø at 23 kyr, 9 ø at 41 kyr, and 4 ø at 100 kyr Figure 11 and documentation in Table 1 and in Part 1 (Table 1) . (Table 4 ). In the 23-and 41-kyr bands, these phase angles can be used to begin the construction of phase portraits, that is, the model phase wheels in Figure 7 that display the subsystem responses to the forcing in each band. The 23-and 41-kyr portraits are easily completed, because the phase angles with respect to the radiative forcing Q can be obtained from the measurements in Table 2 In the 23-and 41-kyr cycles, the initial response is driven by incoming radiation Q. In the 100-kyr cycle, the driving is a set of feedbacks operating whenever ice mass and sea level (R3) depart significantly from the mean. These feedbacks combine to generate an internal thermal forcing (ITF in Figure 7 ). The same subsystems account for the observed responses in all three cycles, but a larger time constant is assigned to S3 to account for the observed phase of R3 in the 100-kyr cycle.
R2 -R4. To find the phase of the initial, unknown forcing we calculate the cumulative phase angle R•-R3 (Table 4) As shown in Figure 7 , the predicted phase sequence fits within the confidence intervals of the observations in all three cycles--provided we make a small change in one of our basic assumptions about insolation forcing due to precession. This assumption, described in section 3.2.2 and shown in Figure 4 , is that the global insolation field that occurs when the moving perihelion point coincides with the northern hemisphere (June) As shown in Figure 7 , the postulated internal thermal forcing occurs within the quadrant of the 100-kyr sea level cycle that starts when the rate of sea level rise (dR•/dt) reaches its maximum and ends when sea level (R•) reaches its maximum. We note that this internal forcing need not and probably does not represent a single process but rather the sum of several 100-kyr processes, each with a particular amplitude and a particular phase (e.g., a methane process, a CO2 process, an albedo process, a water vapor process, and a thermohaline process). In section 6.3 we review •j180 evidence from the deep Pacific that supports the idea of a thermohaline process that changes deepwater temperatures at the predicted phase. tions in the 23-and 41-kyr cycles (where T = 5 kyr). We take this to indicate that beyond some critical size, the behavior of ice sheets changes dramatically, as suggested by the modeling review in section 4.3. Our conceptual model uses this inference to help explain many features of the 100-kyr cycle, including its onset, pacing, and amplitude (section 7). 5.4.3. Maximum ice sheet size. According to the inertial parameters of our model, the maximum size an ice sheet will actually achieve in response to 100-kyr forcing is only 72% of the size it would achieve if allowed to reach equilibrium (Table  4) 
LINEAR AND NONLINEAR COMPONENTS
OF LONG TIME SERIES
Linearity of Responses to Precession and Obliquity
In studying physical systems that operate on an input to yield an output, the steady state response to a unit change in the input is defined as the gain [Jenkins and Watts, 1968 by cross-spectral analysis of input and output data rather than by conducting experimental runs with a step change in the input. In this case, the steady state gain at a given frequency can be calculated as the ratio aR/aF, where aR is the amplitude of the oscillating response and aF is the amplitude of the forcing. Since the gain in linear systems is exactly proportional to the forcing, we can use astrogeological data (insolation and 6180) on the operating climate system to measure its gain and see how linearly the system has behaved at the frequencies of precession and obliquity over the past 400 kyr. In fact, when time series of õ180 and June insolation at 65øN are appropriately filtered, the amplitudes of the input and output signals are remarkably close to an exact proportionality (Figure 8 ). This is equivalent to saying that the system's gain during the late Pleistocene has been remarkably constant in the precession and obliquity bands or that the system has been linear and stationary (Figure 9 ). When examined in detail, however, the long-term trend in these curves suggests that the system has slowly evolved since -250 ka so as to become more sensitive to the obliquity forcing.
Components of the •so Record
The evidence for linearity just presented suggests a way of examining the 100-kyr cycle without the "distractions" pro- Figure 9 ). The residual component, which for brevity we will refer to as the "nonlinear component," is the sum of all variations that are not linearly related to the precession and obliquity forcing.
Components of Other Climate Records
Our next objective is to partition the 11 local climate records examined in this paper into their linear and nonlinear components. In Part 1 we describe each of these time series in some detail. Here we provide a map (Figure 11 ) and in Figure  12 Thus, averaged over many cycles, the most rapid and extensive rises in the 23-kyr sea level curve will coincide with times when the 100-kyr sea level curve is approaching its maximum. In section 7.3.2 we suggest that the combination of these two cyclic patterns yields a condition which, by fostering destruction of ice sheets grounded on continental shelves, would influence the phase of the 100-kyr cycle. What caused the amplitude of the 100-kyr cycle to increase• about one million years ago? We suggest that part of the answer lies in the ocean--specifically, in the increased ability of the deep ocean to trap and release carbon in response to glacial-interglacial changes in the export of North Atlantic Deep Water (NADW) [Raytoo et al., 1990] . Why this should be so is a problem beyond the scope of this paper, in which we aim only to understand how the 100-kyr cycle has been driven over the past 400 kyr. One possibility is that the Tibetan Plateau, which gradually increased its height during the late Cenozoic, eventually reached a critical elevation that forced long-wave patterns of atmospheric flow favoring the production of NADW [Ruddiman and Kutzbach, 1989] .
A PROCESS MODEL OF TH
The problem of explaining the onset of the 100-kyr cycle, and how this event might be related to the passing of thresholds in long-term tectonic and climatic trends, has been addressed in a number of studies [Ruddiman et The overall effect of the ice sheets on northern hemisphere hydrology is to reduce the mean rate of precipitation by 18%. This might act as a negative feedback, although some experiments with time-dependent models suggest otherwise [Gal16e et al., 1992] . Thus the ice budgets for both major ice sheets in these experiments show a negative mass balance, and decreases in soil moisture occur in a zone located just south of both ice sheets. Moreover, the balance of precipitation minus evaporation in the Nordic Sea shifts in favor of more evaporation in response to the increased flow of cold, dry air and other conditions associated with a full glacial state. These elements in the hydrologic response to a large ice sheet would also constitute a negative feedback.
The behavior of any portion of an ice sheet during deglaciation depends crucially on its location. The key point is that parts of large polar ice sheets may be grounded on isostatically depressed continental shelves. In contrast to ice sheets based on land, these marine-based ice sheets are inherently unstable [Mercer, 1968; Weertman, 1974] . This is because grounding lines of the ice streams that drain the ice sheets can retreat rapidly behind low sills during deglaciation. When mechanical thresholds are passed during an interval when sea level is slowly rising as a response to slow ice sheet wasting, significant portions of a particular ice sheet can disintegrate rapidly by shedding icebergs into the ocean [Hughes, 1987] Figure 3 ). This model is "generic" in the sense that the inferred sequence of responses will occur whenever an initial change in the freshwater budget of the Arctic Ocean and Nordic Sea is specified, and for whatever reason that initial change occurs. The model is also generic in the sense that the large amplitude and related special femures of the 100-kyr cycle are ignored.
What drives the 100-kyr cycle? Having already concluded that the 100-kyr insolation signal is much too small (and its phase too late) to be a significant cause, we must look for an answer elsewhere. We find our answer in the dynamics of large ice sheets and in the influence these masses of ice exert on the rest of the climate system. Whenever the combination of 23-and 41-kyr cycles forces the size of ice sheets to depart too far from equilibrium, the ice sheets themselves trigger mechanisms that channel climatic energy into the 100-kyr band. The key feedback here is between ice elevation and ice accumulation rate (section 4). By changing the planetary albedo and steering and altering the properties of the winds, large ice sheets in our model force a chain of atmospheric and oceanic responses which, apart from being larger and paced by the inertia of large ice sheets, mimic many femures of the externally forced responses.
For example, during the interglacial phase of each 100-kyr ice volume cycle, winds over the North Atlantic force warm, saline, surface water into the Nordic Sea, whereas during the glacial phase, ice sheets force a zonal wind pattern that tends to keep these warm waters out of the Nordic Sea and to bring polar air in contact with larger areas of the North Atlantic. Thus the influence exerted by large ice sheets is quite similar in at least one important way to the influence exerted by radiation in the precession and obliquity bands. In both cases, the flux of heat to the southern ocean is altered by changes in the density of surface waters in the North Atlantic and in the Figure 16 is consistent with the view that the immediate cause of rapid changes marking the termination of the Stage 2 glaciation was a reorganization of the ocean-atmosphere system [Broecker and Denton, 1989 ]. The oceanic part of the reorganization involves a change in the mode of ocean overturning. The pace of deglaciation increases after this mode shift as more heat is pumped into the glaciated regions around the North Atlantic [Lehman and Keigwin, 1992b ]. An increase in CO2 that is linked to this change in ocean circulation acts as a strong positive feedback. We conclude that the shift in circulation mode, which in our model is triggered by changes in the Nordic Sea, acts as a nonlinear amplifier on the linearly forced Milankovitch responses (Figure 17) . In this way a substantial fraction of the system's internal energy is channeled into the 100-kyr band.
Mode shifts. The pattern of responses shown in
In Figures 3 and 4 In this section we use available data to test two aspects of the model's performance at specific times in the climate narrafive: its prediction of the sequence of system responses within the two critical areas just discussed and its prediction that climate will lag early June radiation at 65øN. In section 8. Another interesting feature of the data in Figure 19 is that once the system has been forced into an interglacial state, there is considerable resistance to the Milankovitch forcing toward a glacial state. Only one time series in this figure can be interpreted as a precursor of glaciation. This is the decrease in relative abundance of Atlantic diatoms in the Iceland Sea (curve c) and an increase (not shown) of diatoms that are characteristic of polar waters [Karpuz and Schrader, 1990] . These trends in the phytoplankton suggest that the maximum exchange (ME) between Atlantic and Nordic Sea waters occurred around 7 kyr B.P. Under this interpretation, the decreasing exchange since then implies a lowering salinity that would favor a rerum to a one-pump circulation mode. , 1992] argue that the SPECMAP ages for events near Termination II are too young by some 15 kyr. As we proceed to draw climatic conclusions from the information in Figure 21 , therefore, we must keep in mind these differences of opinion about the absolute accuracy of the dating. In this section we will assume that the SPECMAP chronology is correct. In the next section we will examine the consequences for theories of the 100-kyr cycle if the true ages of events late in Slage 6.2 prove to be considerably older than the ages assigned in the • 65øN I,,,,,,,,,,, , ,,,,,,,,,,,,,, 8.1.5. Summary. Although encouraged by the results of these limited tests, we regard it as important to obtain longer and more detailed observations from the deep basin of the western Atlantic (near site 16). As discussed next, it is also important to obtain more accurate dates for oceanic events that occurred late in Stage 6.
Alternate Explanations
Our review of major theories (section 4.3) concludes that the most likely explanation for the late Pleistocene 100-kyr glaciation cycle lies between two end-member models. The first is a self-sustaining, internal oscillation paced by the large time constant of large ice sheets. Here external forcing plays no role. The second end-member explains the cycle as a nonlinear response to orbital forcing. In this case, the phase is set by the attainment of a threshold in the system's response. In principle, the crossing of this threshold might be caused in two ways: (1) by the externally forced responses acting alone ("simple external pacing") or (2) by the externally forced responses acting in combination with an internally driven, higher-frequency process ("mixed pacing"). In the latter case, the Milankovitch response may be said to condition the system so that the relatively small-amplitude output of some internal process is sufficient to trigger a major deglaciation.
8.2.1. Observations. In principle, it should be possible to choose between these models by comparing the timing and amplitude of the insolation forcing with our knowledge of climate history. Toward this end we now review the evidence for the major climatic turning points presented in section 8. 4. Oceanic changes associated with each of the three major glaciation cycles can be examined in a geographic array of time series that monitor ocean properties over the past 400 kyr. Cross-spectral analysis of this array reveals that the geographic progression of local responses in the 100-kyr cycle is similar to the progression in the other two cycles, implying that a similar set of internal mechanisms operates in all three.
5. Quantitative modeling of the observed phase sequences shows that the 100-kyr cycle requires a source of inertia having a time constant (~15,000 years) much larger than the other cycles (~5000 years). Our conceptual model identifies massive northern hemisphere ice sheets as the larger inertial source which, by pacing interactions with the atmosphere, ocean, and lithosphere, produces the internal thermal forcing that drives the 100-kyr glaciation cycle.
6. In this model, whenever the combination of the 41-kyr and 23-kyr cycles forces the size of the ice sheets to depart too far from equilibrium, the ice sheets themselves drive and pace mechanisms in the atmosphere and ocean that channel climatic energy into the 100-kyr band. By changing the albedo, steering the winds, and altering the properties of air masses in contact with the ocean and land, the growth and decay of ice sheets cause changes in the mode of ocean circulation. These mode shifts amplify the system's initial, modest responses to external forcing by transporting heat to boreal latitudes and by changing the concentration of atmospheric CO2.
7. When sea level is forced upward from major lows by a Milankovitch response acting either alone, or in combination with an internally driven, higher-frequency process such as the Heinrich oscillation, ice sheets grounded on continental shelves become unstable, mass wasting accelerates, and the resulting deglaciation sets the phase of one wave in the train of 100-kyr oscillations.
8. In this view, the 100-kyr cycle is a response to the Milankovitch forcing in which the coupled air-sea-ice system acts as a nonlinear amplifier. However, from the evidence now in hand we cannot rule out the possibility that a self-sustaining oscillation might also contribute to the strength of this cycle.
9. In any case, when considered over the entire bandwidth of the Milankovitch signal, the climate system exhibits strong nonlinear behavior. It is, nevertheless, possible to construct simple but useful models of this complex behavior by partitioning the total response into the three band-limited cycles. 
