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In multicellular organisms, cells differentiate into several distinct types during early development.
Determination of each cellular state, along with the ratio of each cell type, as well as the develop-
mental course during cell differentiation are highly regulated processes that are robust to noise and
environmental perturbations throughout development. Waddington metaphorically depicted this
robustness as the epigenetic landscape in which the robustness of each cellular state is represented
by each valley in the landscape. This robustness is now conceptualized as an approach toward an at-
tractor in a gene-expression dynamical system. However, there is still an incomplete understanding
of the origin of landscape change, which is accompanied by branching of valleys that corresponds
to the differentiation process. Recent progress in developmental biology has unveiled the molecular
processes involved in epigenetic modification, which will be a key to understanding the nature of
slow landscape change. Nevertheless, the contribution of the interplay between gene expression
and epigenetic modification to robust landscape changes, known as homeorhesis, remains elusive.
Here, we introduce a theoretical model that combines epigenetic modification with gene expression
dynamics driven by a regulatory network. In this model, epigenetic modification changes the feasi-
bility of expression, i.e., the threshold for expression dynamics, and a slow positive-feedback process
from expression to the threshold level is introduced. Under such epigenetic feedback, several fixed-
point attractors with distinct expression patterns are generated hierarchically shaping the epigenetic
landscape with successive branching of valleys. This theory provides a quantitative framework for
explaining homeorhesis in development as postulated by Waddington, based on dynamical-system
theory with slow feedback reinforcement.
I. INTRODUCTION
In most multicellular organisms, cells differentiate into
several types in the course of development, which show
distinct gene expression patterns that are robust to ex-
ternal perturbations and internal noise. As a theoretical
explanation for this robustness, Waddington introduced
the concept of the epigenetic landscape more than 60
years ago, as shown in Fig.1. In this concept, a ball
falling along the landscape represents the cell differenti-
ation process over time, and each valley corresponds to
a differentiated cell type [1]. Although presented visu-
ally as a metaphor, Waddington also proposed that this
differentiation process can be understood in terms of the
dynamical systems of gene expression. Following his in-
sight, each valley is now interpreted as an attractor of an
intracellular dynamical system for gene (protein) expres-
sion. Each state remains in the vicinity of the attractor
under internal noise or external perturbation. In fact,
several dynamical-systems models with mutual activa-
tion and inhibition of protein expression demonstrated
the coexistence of multiple attractors that correspond to
distinct cell types, and confirmatory experiments have
been carried out [2–7].
According to this dynamical-systems approach, the X
axis characterizing the cellular state in Fig.1 is repre-
sented by the gene expression pattern. However, since
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there are thousands of genes (or components) in a cell,
the state may not be accurately represented by a one-
dimensional variable X. Nevertheless, the cellular state
can potentially be represented by only a few variables
extracted from data reduction of the expression levels of
a huge number of components, such as principal compo-
nent analysis (PCA) [8].
Moreover, the height of the landscape (Z axis) repre-
sents changeability of the state. Cellular states are at-
tracted to the bottom of the valley, which, in terms of
dynamical systems, are fixed-point attractors at which
point no more change will occur.
Along with the dynamics falling onto the bottom of
the valley, as represented by motion along the X axis in
Fig.1, the landscape itself is shaped along the other (Y )
axis representing the developmental course, in which the
valleys are shaped successively and are deepened, in a
process known as canalization. Therefore, a fundamen-
tal question remains: given that the attraction to each
valley along the X axis is represented by gene expression
dynamical systems, what does the Y axis representing
(slower) landscape change represent?
To address this fundamental question, there are three
basic questions to resolve with respect to the postulates
of Waddington’s landscape itself.
First, there is the issue of hierarchical branching. That
is, since the valleys are successively generated over devel-
opmental time (Fig.1),many valleys (attractors) are not
generated independently, but rather the shallower val-
leys are generated first and are then branched, and these
branching processes are repeated [9, 10].
Second, Waddington argued that the developmental
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2process itself, i.e., the motion along the shaping of val-
leys, is also robust to perturbation, and coined the term
homeorhesis to represent such path stability [1]. How-
ever, the mechanism contributing to the robustness of
this shaping process, including successive branchings, re-
mains elusive.
Finally, the number ratio of each cell type is also rather
robust to perturbations or initial conditions. If we as-
sume that a deeper valley attracts more cells, this ro-
bustness implies overall robustness of the landscape, in
particular, the depth of each valley.
X
Y
Z
FIG. 1. Waddington’s epigenetic landscape. The cell dif-
ferentiation process is conceptually explained as motion of a
ball along the landscape in which valleys correspond to differ-
entiated cell types. Here, the horizontal axis (X) represents
a cellular state, the height (Z axis) represents the inverse of
the frequency (probability) that a cell takes state X, and the
Y axis represents slow developmental change. Adapted from
[1].
Considering these three postulates of the landscape,
let us now come back to the fundamental question of
the nature of the Y axis representing slow developmen-
tal change. After 60 years since proposal of the epige-
netic landscape, we have now identified possible candi-
dates that could cause such a slow landscape change.
One candidate is the cell-cell interactions [11–13]. As
development progresses and the cell number increases,
the influence of cell-cell interactions on the intracellular
dynamics for each type becomes stronger. Slow modifi-
cations of intracellular expression dynamics can lead to
novel attractors or the increase in their robustness.
Another potential source of slow landscape change is
epigenetic modification [14, 15], which is currently one
of the hottest topics in cell and developmental biology
[16–21]. Epigenetic changes such as histone modification
or methylation are now well established as an essential
mechanism to the feasibility of the expression of each
gene at a given time and place [22–25]. The epigenetic
change itself is slow, and is stabilized through a positive-
feedback process as demonstrated both theoretically and
experimentally [26–28]. Despite growing interest and ex-
tensive reports on epigenetic changes, the detailed inter-
play between epigenetic modification and gene expression
dynamics has been rarely explored. In contrast to the
extensive body of theoretical and empirical literature on
expression dynamics or epigenetic modifications, there is
no experimental elucidation of the underlying molecu-
lar mechanisms nor theoretical model for the interplay
proposed to date. Therefore, a simple phenomenological
model is needed to investigate how such slow epigenetic
change can introduce a novel expression pattern or stabi-
lize the existing expression patterns. Such a model would
provide a bridge between epigenetic modification and the
epigenetic landscape as Waddington conceptualized.
Note that epigenetic modification generally depends
on a given cellular state, i.e., the expression levels of pro-
teins, whereas the epigenetic modifications influence the
expression levels and thus determine the state. In gen-
eral, the epigenetic process is slower than the expression
dynamics. The epigenetic modification leads to stabi-
lization of cellular states, i.e., deepening the valleys as
schematically represented in Fig.1. To formulate the epi-
genetic process in terms of dynamical systems, we here
introduce an epigenetic variable for each expressed gene,
represented as a threshold level of the input needed for
the gene of concern to be expressed.
Using the simplest feedback process, we elucidate the
possible conditions for the epigenetic landscape and its
properties. Rather than seeking detailed models ex-
tracted from realistic expression dynamics, we instead
consider a minimal conceptual model that captures the
interplay between the relatively faster gene expression
dynamics and slower epigenetic dynamics to address how
an epigenetic landscape satisfying the requisites of (1)
hierarchical branching, (2) homeorhesis, and (3) robust-
ness in the cell-number ratio is generated. Instead of the
simplicity in the model, we have simulated thousands of
networks, to extract a universal mechanism and draw a
general conclusion, which will hold true in a complicated
system with biological reality.
II. MODEL
We consider a cell model with a gene regulatory net-
work (GRN) and epigenetic modification. The cell has
N genes and the cellular state is represented by the ex-
pression level (or concentration) xi of each gene i. Here,
the GRN represents the mutual control of genes via syn-
thesized proteins. Gene expression typically shows an
on-off-type response to the input: a gene is expressed
(suppressed) when its input value is above (below) a cer-
tain threshold, whereas its expression level is saturated
as the input value increases. By normalizing the maximal
(i.e., saturated) expression level to unity, we adopt the
following gene expression dynamics for simplicity [29–33]:
dxi
dt
= F
 N∑
j
Jij√
N
xj + θi + ci
− xi, (1)
3where Jij is the regulatory matrix. If Jij is positive (neg-
ative), gene j activates (represses) the expression of gene
i, whereas Jij is set to 0 if no regulation exists. To
represent the on-off-type expression of genes, we adopt
F (z) = tanh(βz) [34] (β = 40). xi = 1 indicates the
full expression of the i th gene and xi = −1 indicates no
expression of the i th gene. ci is a constant input value,
interpreted as an input outside of the N genes (for exam-
ple, upstream genes) or the natural trend for expression.
For most examples, however, ci is set to 0 unless other-
wise noted.
Here, −θi represents the threshold for the input, be-
yond which the expression is activated. As θi is in-
creased (decreased), the i-th gene tends to be expressed
(repressed). In the standard GRN model, this threshold
is fixed. By contrast, we regard it as a variable by assum-
ing that θi represents the epigenetic modification level for
each gene i, such as histone modification or DNA methy-
lation. Further, the epigenetic modification is changed
depending on the expression level of gene i. In accor-
dance with some experimental reports [26, 27, 35], we
adopt a positive-feedback process from gene expression to
epigenetic modification; that is, when a gene is expressed
(repressed), it becomes easier (harder) to be expressed,
as given by:
dθi
dt
= v (axi − θi) . (2)
In (2), the parameter a(> 0) represents the strength of
the positive-feedback mechanism, and v(> 0) gives the
rate of change in the epigenetic modification.
III. FIXED-POINT ANALYSIS
The fixed-point solutions of (1) and (2) are obtained
by setting each term to zero. From the latter, we get
θi = axi and from the former we obtain
tanhβ
(
N∑
i
Jij√
N
x∗j + ax
∗
i
)
− x∗i = 0 (3)
(note that the case with ci = 0 is considered here). In
the large β limit, the tanh function is approximated by
the step function, so that the fixed point x∗i is given by
a sequence of {−1, 1} that satisfies (3). The number of
fixed points of (3) then increases monotonically with the
value of a (Fig. S1). If it is large enough (that is, the sec-
ond term in the brackets in (3) is sufficiently larger than
the first term), all of the 2N patterns with any com-
bination of x∗i = ±1 (with θ∗i = ax∗i ) satisfy (3). All
of these are fixed-point attractors, which are reached by
choosing initial conditions close to each {−1, 1}N state.
However, for a = 0, the number of fixed points satisfying
x∗i = tanhβ(
∑
Jijx
∗
j/
√
N) is much smaller.
Here, we focus on a case with sufficiently strong epi-
genetic feedback, i.e., sufficiently large a, in which all of
the possible 2N states could exist if any value of xi and
θi is initially chosen. However, for studying the canaliza-
tion dynamics, we restrict the initial condition of θi as
follows: At the initial stages of development, epigenetic
modification is not yet introduced [36–40], so that all of
θis are set to 0. Under this restriction, we investigate
which of the 2N fixed points with x∗i = ±1 and θ∗i = ax∗i
is reachable through developmental change of the epige-
netic modification. As we limit the dynamics to the state
of θi = 0, we refer to only the final states reached from
such initial conditions as attractors throughout the pa-
per (whereas the initial conditions of xis cover all possible
{−1, 1} states).
IV. ATTRACTOR GENERATION AND
PRUNING
First, we set N = 10 and prepare the initial condi-
tions for all gene expression patterns with null epigenetic
modification (i.e., 2N candidates with xi = ±1, θi = 0).
In the context of the epigenetic landscape, these initial
conditions correspond to the balls on the top of the land-
scape, whereas the valleys are shaped with the change in
θi and the balls are trapped at the bottom of the land-
scape that correspond to the attractor. We then examine
which and how many attractors are selected depending
on the parameter v.
At the limit of v → 0, i.e., the adiabatic limit in terms
of physics, the time scales of the dynamics for xi and
θi are well separated. Only after the expression level xi
reaches one of the original attractors with θi originally
fixed at 0, θi begins to show gradual variation. Hence,
the number of attractors will be bounded by the expres-
sion dynamics when fixing θi = 0. At the limit of v →∞,
θi reaches θi = axi faster, so that all of the 2
N states
x∗i = tanh(βax
∗
i ) are attracted depending on the initial
xi values, as long as a is sufficiently large. By consider-
ing these two extreme limits, v generally functions as a
parameter that limits the final state from all of the possi-
ble 2N states. Now, from naive expectation based on the
above two limits, it might be expected that the number
of attractors will monotonically increase with v. Indeed,
such monotonic increase could be observed for 80% of
randomly chosen networks Jij for N = 10.
For v ∼ 0, the approach to the attractor is completed
before epigenetic modification and then θi is fixed ac-
cordingly. With the introduction of v, θi increases or
decreases depending on the initial value of xi. If this
process for xi is fast, xi is fixed to ±1 depending on the
initial condition; that is, before the approach to the orig-
inal attractor. Hence, the original basin of attraction
is partitioned. With the increase in v, more partitions
progress; accordingly, the few attractors that exist at
v = 0 are successively partitioned toward 2N states with
the increase in v. In this case, for a given v, fixation sim-
ply occurs from the neighborhood of each on/off-pattern
attractor provided by the initial condition. There exists
no hierarchical branching to each attractor over develop-
4mental time. Moreover, since only the attractor from the
neighborhood of the initial expression state is reached,
the final state crucially depends on the initial condition,
the final state crucially depends on the initial condition.
Neither homeorhesis nor robustness in the cell-number
ratio is expected, as will be confirmed later.
However, in the case of N = 10, approximately 20 %
of the randomly chosen matrix Jij shows non-monotonic
dependency of the attractor number on v. Here, different
attractors are generated and pruned successively with v
in the intermediate range of v. This implies that states
separated at smaller v converge again with the increase in
v, even though the epigenetic feedback tend to separate
each xi to ±1. With mutual interference between the
fast dynamics of xi and slower dynamics of θi, both the
convergence of initial states and divergence to fixed states
coexist, as will be discussed below. Further, as will be
shown, such convergence of orbits in the initial regime
can allow for creation of an epigenetic landscape that
satisfies the three postulates of hierarchical branching,
homeorhesis, and robustness in the cell-number ratio.
In this non-monotonic case, the basin volume of each
attractor, i.e., the fraction of initial conditions from
which each attractor is reached, also changes with v. In
particular, dominant attractors successively change with
v as shown in Fig.2b. This scenario is in stark contrast
with the case of a monotonic increase in attractor num-
ber, where each basin of attraction is simply partitioned
to 2N successively with the increase in v (Fig.S2).
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FIG. 2. (a) Dependence of the number of attractors (reached
states from θi = 0) upon v. Grey dotted lines show the case
with a monotonic increase of the attractor number against
v. The black and green solid lines are examples with non-
monotonic dependence on v. Attractors are pruned at 2 ×
10−3 < v < 1 × 10−2. N = 10. (b) Dependence of the
basin volume of each attractor upon v, for the example of
non-monotonic dependence of attractor number shown as the
black line in (a). Basin volume is computed by taking 2N
initial conditions of {xi = ±1} and setting θi = 0 initially,
and then counting the number of initial conditions reaching
each fixed-point state. Each line with a different color shows
the basin volume for each different attractor.
V. TRAJECTORY SEPARATION BY
EPIGENETIC MODIFICATION: SIMPLEST
EXAMPLE
To understand how mutual feedback between gene ex-
pression and epigenetic modification can lead to the gen-
eration and pruning of attractors, we first consider the
minimal case with only two genes (N = 2). In addition,
c1, c2 6= 0, which may be also regarded as the inputs
from genes other than i = 1, 2. We consider the case
J11 = J22 = 0, J12 > 0 > J21; i.e., one gene activates the
other, which then inhibits the first, as shown in Fig.3a.
In this simple case, the number of attractors changes
as 1 → 2 → 1 with the increase in v over a cer-
tain range of parameters c1, c2 (Fig. S3a). For v <
5.7 × 10−5, only trajectories reaching (−1, 1) are real-
ized (Trajectory A)(Fig. S3b). By increasing v further,
trajectories reaching (−1,−1) then appear (Trajectory
B) where 5.7 × 10−5 < v < 7.0 × 10−4, and two at-
tractors (−1, 1), (−1,−1) coexist (Fig.3b). For larger v
(7.0 × 10−4 < v < 9.1 × 10−3), the attractor (−1, 1)
disappears completely (Fig. S3c). The time course in
the development of the two types of trajectories and the
change in the basin for each attractor are shown in Fig.
S4 and Fig. S5, respectively.
The above v dependency of attractors is explained as
follows. When v is small, the dynamics are approximated
by the means of ”adiabatic elimination”; i.e., xi reaches
the fixed point for a given θi, whereas θi changes slowly.
For given θi, the {xi} dynamics are analyzed by the two
nullclines, given by
dx1/dt = 0 → x1 = tanhβ
(
J12√
N
x2 + θ1 + c1
)
, (4)
dx2/dt = 0 → x2 = tanhβ
(
J21√
N
x1 + θ2 + c2
)
. (5)
When v is small, while xi moves towards the crosspoint
of the two nullclines, as θi slowly changes according to
(2), the nullclines are slowly shifted.
When this adiabaticity condition is satisfied, only Tra-
jectory A is realized (Fig. S3b): at θi = 0 (null epige-
netic modification), there is a stable fixed point as the
crosspoint of the two nullclines at x1 < 0 and x2 < 0
(Fig.3c(i)). Then, according to (2), each nullcline is
shifted as follows: the x1-nullcline (i.e., dx1/dt = 0 null-
cline) goes up, whereas the x2-nullcline (i.e., dx2/dt = 0
nullcline) goes left. As a result, the crosspoint of the
two nullclines itself moves up and left, thus reaching
above x2 = 0. Consequently, the shift of the x2-nullcline
changes its direction (as the sign of dθ2/dt is approxi-
mately given by the sign of x2). Accordingly, the cross-
point of the nullclines continues to move up, reaches
(−1, 1), and then stops.
However, by increasing v, the faster move of the null-
clines generates another trajectory, Trajectory B. First,
the crosspoint of the two nullclines moves to the left and
up, in the same way as observed for Trajectory A. How-
ever, owing to the faster change in θ, the x2-nullcline
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FIG. 3. (a) Two-gene system with activation (red arrow) and inhibition (blue arrow): x2 activates x1 and x1 inhibits x2. The
parameter values are chosen as J12 = 0.44, J21 = −0.33, J11 = J22 = 0, c1 = 0.16, c2 = −0.15. (b) Trajectories in x1, x2 for
v = 10−4. Trajectory A reaches the fixed point (−1, 1), whereas Trajectory B reaches (−1,−1). These two types of trajectories
coexist (two fixed points as two black dots), depending on the initial condition, for the intermediate value of v. Initial conditions
are chosen at even intervals per 0.5 in the phase space of (x1, x2). (c) Analyses of the two types of trajectories according to
the motion of two nullclines: blue, corresponding to dx1/dt = 0; red, dx2/dt = 0. (i) (x1, x2) approaches the crosspoint of the
nullclines if θi is fixed, whereas the change in θi results in a shift of the nullclines. (ii) For both trajectories, x1-nullcline (blue
line) goes up and x2 nullcline (red line) goes left first, because (x1, x2) first approaches the fixed point at θi = 0 starting from
any initial condition. Upper: As x2 exceeds 0, the motion of the x1 nullcline changes its direction, and (x1, x2) reaches the
fixed point (−1, 1). This gives Trajectory A. Lower: Before x2 reaches 0, the x2 nullcline crosses the x1 nullcline vertically in
Trajectory B so that x2 remains negative and the motion of the nullclines do not change their direction; thus, (x1, x2) reaches
(−1,−1).
shifts to the left so quickly that the two nullclines cross
vertically (see Fig.3c (ii) Trajectory B), and the cross-
point does not go above x2 = 0. As a result, the cross-
point moves to the left and down to (−1,−1), where
(x1, x2) is fixed for some initial conditions. Here, (x1, x2)
first approaches the fixed point at θi = 0 for both Trajec-
tories A and B, and then owing to slight difference in the
initial conditions, (x1, x2) is directed either to (−1, 1) or
(−1,−1).
By increasing v beyond 9.1×10−3, the shift in the null-
clines is accelerated, so that the two nullclines cross ver-
tically for all of the initial conditions. In this case, Tra-
jectory A is not realized for any initial condition, and all
of the initial conditions are instead attracted to (−1,−1)
(Fig. S3c).
Hence, the attractor number increases due to the di-
vergence in the motion of the nullclines depending on the
initial conditions of {x(i)}. With a further increase in v,
the attractor is pruned because nullclines move faster and
no longer split into two directions of motions due to the
faster change of θi.
VI. GENERATION AND PRUNING OF
ATTRACTORS FROM AN OSCILLATORY
STATE
The two-gene minimal model described above suggests
how the interplay between fast x dynamics and a slow
nullcline shift leads to divergence in trajectories, thereby
resulting in non-monotonic change in the attractor num-
ber. By contrast, for N = 10, the non-monotonic behav-
ior of attractor number against v mostly adopts a limit-
cycle attractor at θi = 0. The frequency of networks
showing such behavior is much larger for the limit-cycle
case, along with the number of generated and pruned
attractors in the intermediate range of v (See Fig.4).
(a) (b)
FIG. 4. (a) Fraction of the regulatory matrices Jij that ex-
hibit attractor pruning with the increase in v (here defined
as a decrease in attractor number of more than 4). The cases
with the initial limit-cycle attractors at θi = 0 (red) and those
with fixed points (green) are sampled separately. (b) Aver-
age number of pruned attractors, defined as the difference
between the local maximum and local minimum of attractor
number against the change in v. Case with a limit cycle (red)
and fixed points (green). See Fig. S6 for more details.
This relevance of the limit cycle to the generation and
pruning of multiple attractors is explained as follows.
First, as the limit cycle travels over a larger portion in the
phase space of {xi}, the variation in the change in {θi} is
enhanced so that more attractors can be generated with
6the increase in v. These attractors are generated hierar-
chically by branching trajectories successively, stemming
from the original limit-cycle orbit. However, with the in-
crease in v, the initial oscillation is destroyed due to the
faster change in θ (shift of nullclines), so that the top
of the hierarchy in branching trajectories is destroyed,
leading to a drastic decrease in the attractor number.
This hierarchical attractor generation from limit-cycle
(HAGL) is illustrated in a simple three-gene system with
a limit-cycle attractor (Fig.5a). In this three-gene sys-
tem, only one attractor is reached for small v where the
adiabatic condition is satisfied (Fig. 6a). With a fur-
ther increase in v, however, three attractors are reached
(4×10−4 < v < 9×10−3). The trajectories reaching these
attractors initially show oscillation around the original
limit cycle at θi = 0, and then separate into two groups,
as shown in Fig.5: two fixed-point attractors are gener-
ated from one group, whereas one fixed-point attractor
is generated from the other group. Thus, the attractors
are generated hierarchically. With the increase in v, the
initial limit-cycle orbit is destroyed before the separation
into two groups, so that the number of attractors is re-
duced from three to one (v ∼ 9× 10−3) (see Fig. S7 for
more details).
Most of the generation and pruning of multiple attrac-
tors can be understood as HAGL. Note that for much
larger N , limit-cycle attractors (or sometimes chaotic at-
tractors) exist more often in the model (1) with θi = 0, as
previously investigated in neural network models [41, 42].
Therefore, the generation and pruning of multiple attrac-
tors are expected to be ubiquitous. For confirmation,
we simulated the model with N = 100. Although sam-
pling all 2N initial conditions {xi = ±1; i = 1, . . . , N} is
numerically difficult, simulations with partial sampling
showed that non-monotonic change in the attractor num-
ber occurred for most of the randomly chosen Jij matri-
ces (Fig. S8) where HAGL is commonly observed.
VII. EPIGENETIC LANDSCAPE AND
HOMEORHESIS
Thus, HAGL satisfies the first postulate of Wadding-
ton’s landscape: hierarchical branching. Now, we con-
sider the other two postulates of homeorhesis and robust-
ness in the cell-number ratio. For this purpose, we first
need to determine the axes X and Z in the landscape.
As discussed above, the X axis represents the cellular
state, which can be extracted from {xi} using PCA. Here,
we adopt the 1st PCA mode of {xi} as X. Each valley
corresponds to an attractor stabilized by the slow epige-
netic change. To explore robustness in the developmental
course and generated epigenetic landscape, we introduce
noise in (1) and (2). We adopt the Langevin equation by
adding Gaussian white noise ηi(t) with < ηi(t)ηj(t
′) >=
σδijδ(t − t′), with δij as Kronecker delta and δ(x) as a
delta function. In general, the specific attractor that is
reached depends on the initial condition and perturbation
!"
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(b)
(i) (ii)
(iii) (iv)
FIG. 5. (a) Three-gene system with J11 = 0.26, J12 = J13 =
0.35, J21 = −0.4, J31 = −0.36, c1 = 0.26, c2 = c3 = 0.17. (b)
Hierarchical attractor generation from limit cycle (HAGL).
v = 10−3. (i) Trajectories from different initial conditions,
plotted by different colors, approach a limit-cycle attractor at
θi = 0. (ii) Trajectories are separated into two groups (green
line shows one group, and orange and purple lines show an-
other group), depending on the initial initial condition. (iii)
Further separation of the group of trajectories shown in or-
ange and purple. (iv) Three trajectories reaching distinct
fixed points.
by internal noise. By taking the number of cells under
noise, each cell reaches one of the attractors (and stays
in its vicinity even under noise). Then, one can com-
pute the number distribution of P (X). As Z is lower,
the state with X is more frequently reached. By analogy
with the relationship between free energy and probabil-
ity in thermodynamics, one can adopt Z = log(1/P (X)).
Then, the epigenetic landscape can be depicted using the
height Z as a function of X.
To compute P (X), we first choose an initial condition
of cells (or distribution around a given initial pattern of
Xi). For each initial value, X is computed as a result
of time evolution. By starting with a sufficient number
of cells, the distribution P (X) is obtained, which may
depend on the initial condition of cells. Then, to examine
the robustness of the landscape, we explore whether the
time evolution of the distribution P (X) is robust against
the change in the initial condition of cells.
First, when v is large, any of the 2N states is ap-
proached from the vicinity of each of the initial expression
pattern {xi = ±1}. In this case, the specific state that is
attracted as well as the number distribution of cells for
each state crucially depend on the choice of initial con-
ditions. Hence, P (X) is not robust to the change in the
initial conditions.
Next, we consider the case with monotonic dependence
of attractor number upon v. In this case, if v is not
so large, the number of attractors nA is much smaller.
Nevertheless, the specific attractor the cell state reaches
is still predetermined by how close the expression state
at θi = 0 is to the final expression state. The initial xi
state is partitioned into nA basins, from each of which
only one attractor (valley) is generated. Hence, P (X)
crucially depends on the initial distribution of xi’s (see
7Fig. S9).
In contrast, for HAGL, the postulated robustness is
achieved if v is in the intermediate region in which mul-
tiple attractors are generated, as shown in Fig. S9. The
obtained P (X) is almost completely independent of the
initial conditions of cells. For most initial conditions,
all of the attractors are reached, and the fraction of cells
reaching each attractor under noise is quite stable against
the change in the initial distribution of {xi}. In this case,
from any initial conditions, the limit-cycle attractor (at
θi = 0) is first reached. With the epigenetic feedback,
the cells are then distributed to each attractor depend-
ing on the phase of oscillation. Hence, the time course
of differentiation to each attractor (cell type), as well as
the fraction of each attractor (the number ratio of each
cell type) are both independent of the initial distribution
of cells.
FIG. 6. Epigenetic landscape generated from the temporal
evolution of cellular states for given Jij that exhibits HAGL.
N = 40 and ci is set to a random value sampled from the
normal distribution with average 0, variance 0.1. We adopt
1-mode PCA to represent a one-dimensional scalar variable
X and Z = − log(P (X)) indicating the depth of valley, where
P (X) is the distribution of X over cells developed under noise,
and is plotted against time given by log(t). Red indicates
large (i.e., low frequency) and blue indicates small values.
The amplitude of Gaussian white noise σ = 0.1. The right
figure shows a one-dimensional representation with the hori-
zontal axis as X and vertical axis as scaled time (from top to
bottom), whereas the color represent Z.
We can then depict the epigenetic landscape accord-
ing to the time evolution of P (X). Here, X (in Fig.1)
is given by the 1st PCA mode from {xi} obtained from
a distribution of initial conditions. The landscape is de-
picted by Z = − logP (X), so that the bottom of the
lower valley has a higher population density. The land-
scape thus depicted is given in Fig.6, which shows both
the hierarchical branching and robustness to the initial
expression or noise.
Finally, we quantitatively characterize the robustness
of the final distributions of cellular states reached from
different initial distributions. Let us define Pµ(X) as
the distribution of X reached from a given initial con-
dition of xi, indexed by µ (e.g., xi(t = 0) = η
µ
i ,
where ηµi (i = 1, . . . , N) is one random sequence in
[−1, 1], whereas ν 6= µ denotes a different random se-
quence). As the measure for the distance between two
distributions Pµ(X), P ν(X) generated from different ini-
tial distributions, we adopt the KL divergence DKL =∑
X P
µ(X) ln{Pµ(X)/P ν(X)} for a pair of two distribu-
tions Pµ(X), P ν(X) obtained from two samples µ and ν
starting from different initial conditions. If DKL is small,
a similar distribution P (X) (i.e., a similar landscape) is
obtained, independent of the initial condition, thereby
implying robustness at the distribution level. DKL is
computed by averaging over the samples µ and ν, which is
plotted in Fig.7 for the case of monotonic attractor num-
ber dependency on v and the non-monotonic HAGL case.
As shown in Fig.7, the DKL value is kept small up to a
large value in v (e.g., v ≤ 10−2) for the HAGL case. This
quantitatively demonstrates that differentiation from the
oscillatory state through epigenetic fixation shows higher
robustness in the distribution of cellular states.
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FIG. 7. DKL representing the averaged Kullback-Leibler
divergence between two distributions of cellular states devel-
oped under noise (σ = 0.1). First, P (X) is computed from
500 cells developed from a given initial condition and Jij . The
distribution Pµ(X) is computed over µ = 1, 2, . . . , 10 starting
from different initial conditions. The Kullback-Leibler diver-
gences are then computed over all pairs of 90 distributions and
averaged to get DKL (see also Fig. S10 for each distribution
form). For HAGL, DKL remains low up to large v ∼ 10−3
(red lines), whereas in the monotonic case (green lines), it
takes on a large value over the full range of v.
VIII. DISCUSSION
We have introduced a model involving mutual inter-
actions between the expression dynamics controlled by a
GRN and epigenetic modification. With more efficient
execution of the epigenetic feedback regulation, more
attractors with different expression patterns, i.e., more
cell types, are generated. In some networks, the ini-
tial expression levels are simply embedded into epigenetic
modifications, whereas for other networks, mutual feed-
back between expression levels and modifications bring
about hierarchically ordered attractors from an oscilla-
tory state. In such a case, the attractor number shows
non-monotonic change against the the rate of epigenetic
feedback regulation v. The mechanism of non-monotonic
8dependency on v, i.e., the attractor generation and prun-
ing, is explained in terms of dynamical systems theory.
By using the change in expression dynamics under
the slow epigenetic modification process, Waddington’s
epigenetic landscape is explicitly depicted, in which the
landscape axis (X axis in Fig.1) is given by the principal
component of the expression pattern; the depth, Y axis,
is given by the developmental time with slow epigenetic
modification; and the height is given by − log(P (X))
with P (X) as the cell-number distribution of X. In par-
ticular, when the original attractor in the absence of epi-
genetic modification is a limit cycle, the timing of branch-
ing to different cell types, number of differentiated cell
types, and number fraction of each cell type are all ro-
bust to perturbations during the course of development
and to the variation of initial conditions. Hence, the
generated landscape satisfies the three postulates implic-
itly assumed in Waddington’s landscape: (i) hierarchical
branching is supported by the hierarchical attractor gen-
eration from the limit cycle; (ii) homeorhesis is supported
since this branching process is independent of initial con-
ditions and robust to noise; and (iii)the cell-number ro-
bustness is demonstrated since P (X) is also independent
of initial conditions and robust to noise. This robustness
in the path and in the cell-number distribution to pertur-
bation is an essential requirement for the development of
multicellular organisms [43].
Our theoretical model assumes epigenetic feedback reg-
ulation. Although the transient modification in epige-
netic factors has been experimentally confirmed [44, 45],
the extent to which this modification depends on gene ex-
pression is not yet clearly elucidated. Considering that
epigenetic change stabilizes the cellular states, it is rather
natural to assume positive feedback from the expression
level to modification, i.e., if expressed (repressed), it is
easier (harder) to be expressed, whereas some molecular
mechanisms for such positive feedback have been sug-
gested [26, 27]. However, direct evidence as well as quan-
titative estimates for the time scale of epigenetic change
require further experimental elucidation in the future.
The significance of oscillation in the cellular state for
the differentiation process was previously discussed [13].
Indeed, the cell state is not fixed but rather involves
several oscillatory modes, including circadian and cell-
division cycles. Furthermore, oscillatory expression has
recently been uncovered for embryonic stem cells [46–49],
which is ultimately lost in cells committed to differenti-
ation. Note that the relevance of an oscillatory state
to pluripotency was previously discussed in the context
of an alternative approach to the epigenetic landscape
with respect to inclusion of cell-cell interactions [50]. In
this case, the initial oscillation in expression levels is lost
with an increase in the cell number and resulting ampli-
fication of cell-cell interactions accordingly. Hence, the
two approaches, i.e., cell-cell interactions and epigenetic
modification, are compatible. Indeed, a model that in-
cludes both approaches was previously investigated, in
which epigenetic modification of several genes such as
Oct4 and Nanog leads to the commitment of cells from
an undifferentiated state, which is consistent with exper-
imental observations [51–53].
The canalization in Waddington’s landscape is valid
for the normal developmental process. However, through
certain external operations, the path of committed cells
can be reversed to an undifferentiated state in a pro-
cess known as reprogramming [54–57]. In the present
model, by externally overexpressing some genes for a
given timespan, the threshold −θi that was initially in-
creased can be decreased so that the expression level re-
covers, which matches the experimental procedure used
to create induced pluripotent stem cells. In the future, it
will be important to elucidate the condition required for
such reprogramming by identifying the specific genes in
the network that need to be overexpressed so as to climb
up to the most upstream location in the landscape under
the present theoretical framework.
The generation and pruning of attractors that depend
on the epigenetic feedback rate is itself an interesting
phenomenon in terms of dynamical systems of both fast
and slow elements, which requires an analysis beyond the
breadth of adiabatic elimination [42]. That is, if the time
scales are clearly separated, the change in fast expression
would be represented as an attractor change against the
slow epigenetic state as a control parameter. In contrast,
mutual feedback between the two is important, as shown
in the present study with regard to the interaction be-
tween the nullclines and the variables. Therefore, an ap-
propriate analytical method that is capable of capturing
such feedback dynamics needs to be developed.
Homeostasis, robustness of a steady state in biological
systems has gathered much attention over decades. This,
for instance, has been discussed as the stability of the fi-
nal state (attractor) against perturbations. On the other
hand, homeorhesis concerns with the stability of the time
course of a state, against the change in the initial con-
ditions or perturbations. So far, studies on homeorhesis
are rather limited: Few examples include relaxation dy-
namics in signal transduction process independent of the
initial condition [58], robust developmental process with
cell-cell interaction [11, 13], and robust ecological dynam-
ics in an experiment consisting of algae and ciliates [59].
For homeorhesis to work, existence of slower time scale
and buffering of initial variation will be needed. The hier-
archial attractor generation by slower epigenetic feedback
after attraction to a limit cycle will provide one general
mechanism for the homeorhesis.
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