Abstract. We study a particular class of autonomous Differential-Algebraic Equations that are equivalent to Ordinary Differential Equations on manifolds. Under appropriate assumptions we determine a straightforward formula for the computation of the degree of the associated tangent vector field that does not require any explicit knowledge of the manifold. We use this formula to study the set of harmonic solutions to periodic perturbations of our equations. Two different classes of applications are provided.
Introduction
In this paper we apply topological methods to the study of the set of periodic solutions of periodic perturbations of a particular class of differential-algebraic equations (DAEs). Namely, we consider the following DAE in semi-explicit form:
(1.1) ẋ = f (x, y), g(x, y) = 0, where g : U → R s and f : U → R k are continuous maps defined on an open connected set U ⊆ R k × R s , with g ∈ C ∞ and ∂ 2 g(p, q), the partial derivative of g with respect to the second variable, invertible for each (p, q) ∈ U . Given T > 0, we will consider T -periodic perturbations of f in (1.1) and study the set of Tperiodic solution of the resulting T -periodic DAE. Namely, for λ ≥ 0, we look at the T -periodic solutions of (1.2) ẋ = f (x, y) + λh(t, x, y), g(x, y) = 0, where h : R × U → R k is continuous and T -periodic in the first variable. Roughly speaking, we will give conditions ensuring the existence of a connected component of elements (λ; x, y), λ ≥ 0 and (x, y) a T -periodic solution to (1.2) , that emanates from the set of constant solutions of (1.1) and is not compact. This kind of results is useful to study existence and multiplicity of T -periodic solutions of (1.2).
Since ∂ 2 g(p, q) is invertible for all (p, q) ∈ U , equations (1.1) and (1.2) are index 1 differential algebraic equation and have strangeness index 0 (see e.g. [8] ). However, our argument will not require any knowledge of the theory of DAEs.
The assumption on ∂ 2 g(p, q) implies that 0 ∈ R s is a regular value of g, thus M := g −1 (0) is a C ∞ submanifold of R k × R s . Notice that M , locally, can be represented as graph of some map from an open subset of R k to R s . Thus equations (1.1) and (1.2) can be locally decoupled. However, globally, this might not be true. Observe also that even when M is a graph of some map ϕ, it might happen that the expression of ϕ is complicated (or even impossible to determine analytically), so that the decoupled version of (1.1) or (1.2) may be impractical. We have a very simple example of this fact if we take k = s = 1, U = R × R, g(p, q) = q 7 + q − p 2 and f (p, q) = q. It is well known (compare [8, §4.5] ) and easy to see that, when ∂ 2 g(p, q) is invertible for all (p, q) ∈ U , equation (1.1) induces a tangent vector field Ψ on M , that is, it gives rise to an autonomous ordinary differential equation on M . Equation (1.2), then, leads to a T -periodic perturbation of this ODE. In our main result (Theorem 5.1 below), in order to get information about the set of T -periodic solutions of (1.2), we apply an argument of [4] about periodic perturbation of an autonomous ordinary differential equation on a differentiable manifold. The results of [4] , however, require some knowledge of the degree of the perturbed tangent vector field. In the present setting this means the degree of the tangent vector field Ψ on M . Since M is known only implicitly, and the form of Ψ may not be very simple, a direct application of [4] is of limited interest. Thus, our first step will be to determine a formula (Theorem 4.1 below) that allows the computation of the absolute value of the degree of Ψ by means of the degree of the "morally" simpler vector field F : U → R k × R s , given by (1.3) (p, q) → f (p, q), g(p, q) .
We stress the fact (as we shall briefly discuss below) that, since in Euclidean spaces vector fields can be regarded as maps and vice versa, the degree of the vector field F is essentially the well known Brouwer degree, with respect to 0, of F seen as a map.
Hence the degree of F has a simpler nature than that of Ψ and, as a consequence, it is usually easier to compute. Notation. Throughout this paper, | · | will denote the absolute value in R while | · | n will be the norm in R n given by
Thus, coherently with this notation we have (p, q) k+s = |p| k + |q| s , for (p, q) ∈ R k × R s .
Associated vector fields
In this section, we associate ordinary differential equations on the manifold M = g −1 (0) to (1.1) and to (1.2), in quite a natural way (compare [8, §4.5] ). Let I ⊆ R be an interval and W ⊆ R n be open. Given r ∈ N ∪ {0}, the set of all W -valued C r functions defined on I is denoted by by C r (I, W ). For simplicity, we use C(I, W ) as a synonym of C 0 (I, W ). Let U ⊆ R k × R s be open and connected, and let g : U → R s , f : U → R k and h : R × U → R k be continuous maps with g ∈ C ∞ and ∂ 2 g(p, q) invertible for all (p, q) ∈ U . We also assume, throughout this paper, that h is T -periodic in the first variable for some given T > 0.
A solution of (1.2) for a given λ ≥ 0 consists of a pair of functions x ∈ C 1 (I, R k ) and y ∈ C(I, R s ), I an interval, with the property that ẋ(t) = f x(t), y(t) + λh t, x(t), y(t) , g x(t), y(t) = 0, for each t ∈ I. Notice that the assumptions on g and the Implicit Function Theorem imply that y is actually a C 1 function. In fact, in what follows, it will be convenient to consider a solution of (1.2) as a function ζ :
be a solution of (1.2) for a given λ ≥ 0, defined on some interval I ⊆ R. Then, differentiating the identity g x(t), y(t) = 0, we get ∂ 1 g x(t), y(t) ẋ(t) + ∂ 2 g x(t), y(t) ẏ(t) = 0, which yieldṡ
f x(t), y(t) + λh t, x(t), y(t) (2.1) for all t ∈ I.
As already observed, because of the assumptions on ∂ 2 g(p, q), 0 ∈ R s is a regular value of g. Thus,
Clearly, Υ is T -periodic in the first variable. Let us show that Ψ and Υ are tangent to M in the sense that, for any (t, p, q) ∈ R × M ,
Consider for instance Ψ. We have
Since
3) is proved. The second one follows from a similar argument and is left to the reader. Taking (2.1) into account, one can see that (1.2) is equivalent to the following ODE on M :
where, we recall, ζ = (x, y). By the same argument one can see that (1.1) is equivalent to (2.5)ζ = Ψ(ζ). Notice that the importance of the hypotheses on g goes beyond ensuring the smoothness of M . In fact, even when M is a differentiable manifold and g is C ∞ , if we drop our assumption on ∂ 2 g, (1.1) may fail to induce a (continuous) tangent vector field Ψ on M and, even if this happens, (1.1) might not be equivalent to (2.5). The following simple examples illustrates these possibilities. Example 2.2. Take k = s = 1 and let U = R × R. Consider the following DAE: 1 . In fact, the maps t → (±1, 0) are solutions of (2.7), but not of (2.5).
Observe that taking U = (R × R) \ {(0, 0)} in Example 2.2, the manifold M = {(p, q) ∈ U : p = q 3 } consists of two connected sets which the vector field Ψ(p, q) = 1, 1/(3q 2 ) is tangent to. Now, (2.6) turns out to be equivalent to (2.5) on M . Similarly, taking U = (R×R)\{(±1, 0)} in Example 2.3, one has that M consists of two connected components and the above construction of Ψ can be carried out on M .
In order to investigate the T -periodic solutions of (1.2) we will study the set of T -periodic solutions of the equivalent equation (2.4). Our first step will be to consider the case λ = 0 and determine a formula for the computation of the degree (sometimes called characteristic or rotation) of the tangent vector field Ψ on U . Before doing that, however, we will recall some basic facts about the notion of the degree of a tangent vector field.
The degree of a tangent vector field
We now recall some basic notions about tangent vector fields on manifolds. Let M ⊆ R n be a manifold. Given any p ∈ M , T p M ⊆ R n denotes the tangent space of M at p. Let w be a tangent vector field on M , that is, a continuous map [9] ), so that the determinant det d p w of d p w is defined. If, in addition, p is a nondegenerate zero (i.e. d p w : T p M → R n is injective) then p is an isolated zero and det d p w = 0.
Let W be an open subset of M in which we assume w admissible for the degree; that is, the set w −1 (0) ∩ W is compact. Then, one can associate to the pair (w, W ) an integer, deg(w, W ), called the degree (or characteristic) of the vector field w in W , which, roughly speaking, counts (algebraically) the zeros of w in W (see e.g. [3, 7, 9] and references therein). For instance, when the zeros of w are all nondegenerate, then the set w −1 (0) ∩ W is finite and
For the purpose of future reference, we mention a few of the properties of the degree of a tangent vector field that shall be useful in the sequel. Here W is an open subset of a manifold M ⊆ R n and w : M → R n is a tangent vector field. 
is admissible in W . Hence, by the Homotopy Invariance Property,
The Additivity Property implies the following important one:
The Excision Property allows the introduction of the notion of index of an isolated zero of a tangent vector field. Let w : M → R n be a vector field tangent to the differentiable manifold M ⊆ R n , and let q ∈ M be an isolated zero of w. Clearly, deg(w, V ) is well defined for each open V ⊆ M such that V ∩ w −1 (0) = {q}. By the Excision Property deg(w, V ) is constant with respect to such V 's. This common value of deg(w, V ) is, by definition, the index of w at q, and is denoted by i (w, q). Using this notation, if (w, W ) is admissible, by the Additivity Property we get that if all the zeros in W of w are isolated, then
By formula (3.1) we have that if q is a nondegenerate zero of w, then
Notice that (3.1) and (3.2) differ in the fact that, in the latter, the zeros of w are not necessarily nondegenerate as they have to be in the former. In fact, in (3.2), w need not be differentiable at its zeros.
The degree of Ψ
In this section we shall obtain a simple formula for the computation of the degree of Ψ that does not require an "explicit" expression of the manifold
We shall prove a formula that allows the computation of deg(Ψ, M ) from the degree of
being an open set is a differentiable manifold, so that deg(F, U ) makes sense).
s be open and connected, and let g : U → R s and
is well defined, so is the other, and
The proof of Theorem 4.1 makes use of the following technical lemma.
Lemma 4.2. Let U , f and g be as in Theorem 4.1. Given ε > 0, there exists a
Proof. What follows is a fairly usual argument in transversality theory (see e.g. [6] ). For the sake of completeness, though, we will provide a complete proof. By standard approximation results in Euclidean spaces, there exists a
Denote by B the ε 2 -ball of R k centered at the origin, and define F :
. Since the origin of R s is a regular value for g, the origin (0, 0) ∈ R k × R s is a regular value for F . Thus,
onto its third factor. Clearly, the restriction π| X of π to X is C 1 . By the well known Morse-Sard Theorem (see e.g. [7] ) it is possible to choose an elementb ∈ B which is a regular value for π| X . Let us show that, with such a choice ofb, (0, 0) ∈ R k × R s is a regular value of the map Fb = F (·, ·,b).
To see that, we need to show that for any (p, q) ∈ F
Thus, (0, 0) ∈ R k × R s is a regular value of Fb as claimed. To conclude the proof it is now sufficient to define f ε (p, q) =f (p, q) +b for all (p, q) ∈ U .
Proof of Theorem 4.1. The first part of the assertion is an obvious consequence of the fact that F −1 (0, 0) coincides with the set {(p, q) ∈ M : Ψ(p, q) = (0, 0)}. We now proceed to prove (4.1). Let s be the constant sign of det ∂ 2 g(p, q) in the connected set U . The following formula:
obviously imply (4.1). Let us prove (4.2). Let V be an open and bounded subset of U with the property that the closure V of V is contained in U . Assume that F −1 (0, 0) ⊆ V , clearly one has that Ψ −1 (0, 0) is contained in V as well and, by the excision property of the degree of a vector field, we get
Therefore it is sufficient to prove that deg(Ψ,
and such that (0, 0) is a regular value of
so that, as in Remark 3.1, we have that deg(F ε , V ) = deg(F, V ). Also, the homotopy (p, q; λ) → λΨ ε (p, q)
As with F and Ψ, one has that F ε (p, q) = (0, 0) if and only if (p, q) ∈ M and Ψ ε (p, q) = (0, 0). Since (0, 0) is a regular value of F ε , all the zeros of F ε are nondegenerate, thus isolated. Since V is compact, F −1
is an isolated zero of Ψ ε . From (3.1) and (3.2) we have
The assertion follows if we prove that
Let i ∈ {1, . . . , n} be fixed. In order to compute sign det d (pi,qi) F ε we write d (pi,qi) F ε in block-matrix form:
Being det ∂ 2 g(p i , q i ) = 0, the so-called generalized Gauss algorithm (see e.g. [5] ) yields
The property of invariance under diffeomorphisms of the degree of tangent vector fields implies that
Notice that p i is an isolated zero of π • Ψ ε • G i . The differential of this map at p i is
. By (4.5) and the fact that (0, 0) is a regular value for F ε , it follows that this differential is invertible. Therefore we have 
We rewrite (4.7) as the following equivalent first order system in U = R 2 × R: 
As in Section 2, Equation (4.8) is equivalent to the ordinary differential equationζ
= Ψ(ζ) on M = g −1 (0) ⊆ R 2 × R whereΨ(p 1 , p 2 ; q) = p 2 , −p 1 + q − p 2 ; 2p 1 p 2 1 + 3q 2 for all (p 1 , p 2 ; q) ∈ M . Computing | deg(Ψ, M )| directlydeg(Ψ, M ) = sign det ∂ 2 g(p 1 , p 2 ; q) deg(F, U ) = deg(F, U ) = 1.(4.10) ẋ = f (x, y), d x γ f (x, y) = 0, Let us set g(p, q) = d p γ f (p, q) for all (p, q) ∈ U . Then, ∂ 2 g(p, q) = d p γ ∂ 2 f (p, q) : R s → R s is
invertible. The vector field Ψ, constructed as in Section 2 and tangent to
, has the following expression
where the bilinear form d 
The set of T -periodic solutions of (1.2)
This section is devoted to the study of the set of T -periodic solutions of equation
and h : R × U → R k are continuous, and we assume that h is T -periodic in the first variable for a given T > 0, and g is C ∞ with the property that det ∂ 2 g(p, q) = 0 for all (p, q) ∈ U .
We need to introduce some further notation: denote by C T (U ) the metric subspace of the Banach space C T (R k × R s ) of all the continuous T -periodic functions taking values in U . We say that (µ; x, y) ∈ [0, ∞) × C T (U ) is a solution pair of (1.2) if (x, y) satisfies (1.2) for λ = µ; here the pair (x, y) is thought of as a single element of C T (U ). It is convenient, given any (p, q) ∈ R k × R s , to denote by (p,q) the map in C T (R k × R s ) that is constantly equal to (p, q). A solution pair of the form (0;p,q) is called trivial.
As mentioned in the Introduction, the main result of this section, Theorem 5.1 below, follows from a combination of Theorem 4.1 and an argument of [4] , where most of the technical difficulties that arise when working with branches of solution pairs are solved (this fact explains the simplicity of the proof of Theorem 5.1).
Let F : U → R k × R s be given by (1.3). As one immediately checks, (p,q) is a constant solution of (1.2) corresponding to λ = 0 if and only if F (p, q) = (0, 0). Thus, with this notation, the set of trivial solution pairs can be written as
Given Ω ⊆ [0, ∞) × C T (U ), with U ∩ Ω we denote the set of points of U that, regarded as constant functions, lie in Ω. Namely,
We are now ready to state and prove our main result concerning the T -periodic solutions of (1.2). 
and T > 0 be such that f and h are continuous, h is T -periodic in the first variable, and g is
. In fact, in this case, the metric subspace
, that consists of all continuous T -periodic and M -valued functions, is complete. In this situation, we deduce the following Continuation Principle from Theorem 5.1. 
Proof. By Theorem 5.1, there exists a connected set Γ of nontrivial solution pairs of (1.2) whose closure Γ in [0, ∞) × C T (U ) meets the set {(0,p,q) ∈ Ω : F (p, q) = (0, 0)} and is not contained in any compact subset of Ω. Let Σ be the connected component of the set of all solution pairs that contains Γ.
is complete. Moreover, the Ascoli-Arzelà Theorem implies that any bounded set of T -periodic solutions of (2.4) is totally bounded. Thus, if Σ is bounded, then it is also compact. If, in addition, Σ is contained in Ω then so is Γ ⊆ Σ, which is impossible. This contradiction proves that Σ cannot be both bounded and contained in Ω.
To prove the last part of the assertion observe that Σ is connected and that 5.1. Example of application to multiplicity results. This subsection is devoted to some multiplicity results that can be deduced from Theorem 5.1 and from its Corollary 5.3. Throughout this subsection f , g, h, U , T and F will be as in Theorem 5.1 and, in addition, we will assume that f is C 1 . In order to obtain multiplicity results, we combine the global approach of Theorem 5.1 with a local analysis of the set of T -periodic solutions. Let (p 0 , q 0 ) be an isolated zero of F . Since ∂ 2 g(p 0 , q 0 ) is invertible, we can locally "decouple" (1.2). Namely, by the Implicit Function Theorem, there exist neighborhoods V ⊆ R k of p 0 and W ⊆ R s of q 0 , and a function γ :
We will say that (p 0 , q 0 ) is a T -resonant zero of F if the following linearization, for λ = 0, of (5.3a) at (p 0 , q 0 ):
admits nonzero T -periodic solutions (note that (5.4) is an ordinary differential equation in R k ). A simple computation shows that (p 0 , q 0 ) is T -resonant if and only if the following linear endomorphism of R k :
has eigenvalues of the form 2nπi/T , where n ∈ N∪{0}, and i denotes the imaginary unit. Also, the generalized Gauss algorithm, as in the proof of Theorem 4.1, yields 
Let us prove the first part of the assertion. Assume by contradiction that there exists a sequence {(0; x n , y n )}, n = 1, 2, . . ., of T -pairs of (1.2) with (x n , y n ) → (p 0 ,q 0 ) uniformly. If we put p n = x n (0), we clearly have p n → p 0 . We claim that this is not possible. Let V and γ be as in (5.3). For any p ′ ∈ V , denote by x(·, p ′ ) the maximal solution of the Cauchy problem
Well known results in the theory of ordinary differential equations imply that there exists an open neighborhood W ⊆ V of p 0 such that the map P , that to p ′ ∈ W associates x(T, p ′ ) ∈ R k , is defined. Also, since p → f p, γ(p) is continuous in W ⊆ V , we know that P is C 1 in W and that its differential d p0 P is given by (5.5). Thus, since (p 0 , q 0 ) is a nondegenerate zero of F , the linear operator d p0 P is invertible. The claim now follows from the Inverse Function Theorem.
Let us prove the second part of the assertion. Since (0;p 0 ,q 0 ) is isolated in the set of T -pairs corresponding to λ = 0, the set Let us introduce some notation. Let Y be a metric space and X a subset of [0, ∞) × Y . Given λ ≥ 0, we denote by X λ the slice y ∈ Y : (λ, y) ∈ X . Recall the following notion from [2] : We say that A ⊆ X 0 is an ejecting set (for X) if it is relatively open in X 0 and there exists a connected subset of X which meets A and is not contained in X 0 . For example, any non-T -resonant point of (1.2) is an ejecting set (or, rather, ejecting point ). In fact, as a consequence of Lemma 5.5, if X denotes the set of T -pairs of (1.2) and Y = C T (U ), any non-T -resonant zero of F turns out to be an isolated point of X 0 which is ejecting.
Let us recall the following abstract result from [2] : We are now in a position to state and prove the following multiplicity result:
and Ω be as in Theorem 5.1. Assume also that f is C 1 and that
Suppose that (1.1) does not admit an unbounded connected set of T -periodic solutions in C T (U ). Then, there are at least r + 1 different T -periodic solution of (1.2) when λ > 0 is sufficiently small.
The assumption on the nonexistence of an unbounded connected set of T -periodic solutions (in C T (U )) of the unperturbed equation (1.1) is often the most difficult to verify and usually shown to hold with the help of a priori bounds.
Proof of Proposition 5.7.
Let
By the additivity property of the degree and formula (3.2)
where, as in Theorem 5.1, we use the notation U ∩ Ω = {(p, q) ∈ U : (0,p,q) ∈ Ω}. Let X be the set of all T -pairs of (1.2). By Corollary 5.3, M = g −1 (0) being closed in R k × R s , there exists a connected component Γ of X that cannot be both bounded and contained in Ω. Since by assumption (1.1) does not admit an unbounded connected set of T -periodic solutions in C T (U ), it is not difficult to show that the set
is ejecting. The assertion now follows from Lemma 5.5 and Theorem 5.6.
As an illustration of Proposition 5.7 we consider the following elementary example even though, in that case, the situation is sufficiently simple to be treatable without the help of our multiplicity result. By inspection, we see that the homotopy H :
Since a non-T -resonant zero of F is nondegenerate, we have i F, (1, 1) = 0. Hence, by Proposition 5.7, for sufficiently small λ > 0 there are at least two Tperiodic solutions of (5.6) 5.2. Example of application to a class of implicit differential equations. In this subsection we will describe an application to periodic perturbations of ordinary differential equations of a particular implicit form. What follows is mostly intended as an illustration of Theorem 5.1 and of its Corollary 5.3. For this reason we do not seek generality but confine ourselves to a fairly simple situation. Namely, we consider the following equation:
k is continuous and T -periodic in the first variable, with given T > 0.
We will also need the following "no blow up" assumption on ϕ. Namely, we suppose that ϕ is such that:
Before we proceed we need a technical result on the degree of a special class of vector fields. Its proof is inspired by the one of Theorem 6.1 in [1] regarding the Brouwer degree.
Proof. By the Excision Property and the compactness of [ω(·, 0)] −1 (0)∩V , taking a smaller V if necessary, we can assume that V is bounded and such that ω(p, 0) = 0 for all (p, 0) in the boundary Fr (V ) of V .
Observe that the homotopy H :
given by H(p, q, λ) = q, ω(p, λq) is admissible in V , define G(p, q) = H(p, q, 0). By the Homotopy Invariance Property it is sufficient to show that deg(G, V ) = − deg ω(·, 0), V 0 .
By known approximation results (see e.g. [6] or [7] ) there exists a C 1 map η : R k → R k , such that all its zeros contained in V 0 are nondegenerate, and with the property that max Notice that if Ξ is contained in W , then Γ ⊆ Ω. Also, using assumption (5.8), it is not difficult to prove that if Ξ is bounded then so is Γ. Hence, Ξ cannot be both bounded and contained in W . The assertion follows from the connectedness of Ξ.
