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SUMMARY
Networked systems have attracted great interests from the control society
during the last decade. Several issues rising from the recent research are addressed
in this dissertation. Connectedness is one of the important conditions that enable
distributed coordination in a networked system. Nonetheless, it has been assumed
in most implementations, especially in continuous-time applications, until recently.
A nonlinear weighting strategy is proposed in this dissertation to solve the connect-
edness preserving problem. Both rendezvous and formation problem are addressed
in the context of homogeneous network. Controllability of heterogeneous networks
is another issue which has been long omitted. This dissertation contributes a graph
theoretical interpretation of controllability. Distributed sensor networks make up an-
other important class of networked systems. A novel estimation strategy is proposed
in this dissertation. The observability problem is raised in the context of our proposed
distributed estimation strategy, and a graph theoretical interpretation is derived as
well.
The contributions of this dissertation are as follows:
• It solves the connectedness preserving problem for networked systems. Based
on that, a formation process is proposed.
• For heterogeneous networks, the leader-follower structure is studied and suffi-
cient and necessary conditions are presented for the system to be controllable.
• A novel estimation strategy is proposed for distributed sensor networks, which
could improve the performance. The observability problem is studied for this
estimation strategy and a necessary condition is obtained.
This work is among the first ones that provide graph theoretical interpretations of




A networked system is a collection of autonomous agents equipped with a certain
degree of sensing, processing, communication, and maneuvering capabilities for its
operation. The behavior of such a system depends not only on the dynamics of
each individual vehicle, but also on how the network is connected. The agents in
the network are abstractions of some autonomous entities, such as mobile robots,
intelligent sensor nodes, unmanned air vehicles, autonomous underwater vehicles,
spacecrafts, or satellites. The applications include formation flying, collaborative
sensor arrays, distributed sensor networks (DSNs), terrestrial planet finder missions,
and so on.
1.1 Motivation
The study of networked systems is largely inspired by the collective behavior of bi-
ological systems, such as colonies of ants, hives of honey bees, flocks of birds, and
schools of fishes. Usually, in these systems, each individual has very limited sensing,
communication, and manipulation abilities. However, a well organized large collec-
tions of these elementary, simple individuals can produce remarkable capabilities and
display highly complex behaviors by following some simple rules which require only
local interactions among the individuals.
Inspired by the collective behavior of biological systems, researchers have started
focusing their attention on distributed control methods, where each agent makes
decisions based solely on local information. The major objective of the research is
to achieve better performance by designing a distributed control method which can
assemble a number of simple, inexpensive machines rather than a single, complicated,
expensive machine.
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The control of networked systems has been greatly enabled by the recent develop-
ments of powerful control techniques, advancements in computation and communica-
tion capabilities, and the advent of other enabling technologies. However, a problem
posed to the distributed control of networked system is that in most cases, the sensing
and communication capabilities of the agents are bounded by either power constraints
or bandwidth limitations. Moreover, the distributed control problem faces the chal-
lenge of changing communication network topologies. In other words, the topology
of the network depends on the location of the agents and, therefore, changes with
the evolution of the network. Such constraints make many traditional coordination
methods, which require global information available to each agent, obsolete.
Graphs have been proved to be useful tools for encoding the local interactions and
information flows in networks. Aided by algebraic graph theory, this thesis concen-
trates on how a group of autonomous agents can be coordinated in a distributed way,
so that the group can collectively achieve a desired global goal, such as rendezvous,
desired formations, or surveillance. Several issues are addressed in this dissertation,
including connectedness preserving in homogeneous networks, and controllability and
observability of heterogeneous networks.
Throughout this thesis, we assume that N agents constitute the nodes of the
network we study, and the state of each agent is given by xi ∈ Rn. Their dynamics
are given by a single integrator:
ẋi = ui, i = 1, 2, . . . , N. (1)
As such, we are focusing our attention on interaction and high-level control strategies
rather than on nonlinear vehicle models, and we assume that the dynamics along each
dimension can be decoupled. That is, in some cases, it suffice to analyze the property
of a single dimension of all the agents to understand the behavior of the group.
2
1.2 Background
The history behind networked systems can be traced back to Reynolds’ “boids” model
[1] and the work by Vicsek et al. [2]. In the last decade, numerous results were ob-
tained [3–13]. This body of research focuses on two main venues, homogeneous net-
worked systems, where agents or nodes are identical to each other, and heterogeneous
networks, where some individuals have superior capabilities.
1.2.1 Homogeneous Network
1.2.1.1 Agreement Problem
A considerable amount of research work has contributed to the analysis and imple-
mentation of the agreement problem. The agreement problem, in the context of
networked system control, is to drive a certain state-dependent variable of each indi-
vidual agent to a common value, i.e.,
xi(t) → xc, t → ∞, i = 1, . . . , N. (2)
In different circumstances, the agreement problem has be called swarming, schooling,
flocking, or rendezvous.
In Reynolds’ vanguard “boids” model [1], each agent only reacts to its neighboring
flock mates, i.e., those agents within a certain distance. In addition, they have to
follow three ad/hoc protocols, namely, separation, alignment, and cohesion. As a
special case, Vicsek et al. [2] studied the situation where all the agents move at the
same constant speed and update their headings following a nearest-neighbor rule.
Velocity cohesion and flocking behavior were observed in both cases. In [6], the
nearest-neighbor rule is characterized by a graph-based control law. Moreover, it is
also shown that, under some circumstances, the convergence still holds even if the




wij(xi(t) − xj(t)), (3)
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where xi(t) ∈ Rn is the state vector of agent i at time t, and Ni denotes the neigh-
borhood set of agent i, i.e., the set of agents that interact with agent i. At this stage,
we assume that the neighborhood set is time invariant. Later on, Ni might be time
variant when addressing the limited sensor range problem.
Variations of the protocol are mainly different in the ways they evaluate the weight
factors ki and wij. Linear time-varying weights are used for wij in [5, 7, 8], where
continuous time models are studied. Discrete time models are addressed in [6, 8].
Nonlinear protocols are proposed in [13]. In addition, a robust rendezvous algorithm
is presented in [14].
It is worth noting that the convergence of the rendezvous algorithm is, in gen-
eral, based on the assumption that Ni is fixed or the underlying graph is connected.
However, connection might be lost if connectivity is not considered in the design of
the controller. Recently, connectivity has been an issue drawing a great deal of at-
tention. Flocking under switching topologies was studied in [9], where a theoretical
frame-work for coordinated control was proposed based on graph theory. In [15], con-
nectedness was preserved by apply nonlinear weights on edges. A measure of the local
connectedness of a network was introduced in [16]. The measure depends only on the
local communication, which renders the approach a distributed one. In [17], connec-
tivity constraints were related to an individual agent’s motion by the construction of
a dynamically changing adjacency matrix.
1.2.1.2 Formation Control
The formation control problem is another important problem in networked system
control. By a formation, we mean a group of mobile agents moving as a unit while
preserving a set of constraints between specific agents. In real applications, the agents
live in two- or three-dimensional space and the constraints are normally defined as
inter-agent distances. The formation control under a homogeneous network is also
4
called the leaderless approach [18,19]. Here, the controller is typically given by a mix-
ture of formation-maintenance, obstacle-avoidance, and trajectory-following terms.
Furthermore, in [20] it was shown how this approach could be modeled as a hy-
brid automaton, and in [21], a hybrid control framework was proposed for formation
switching. In [5], a method for decentralized information exchange among agents was
proposed, which enabled a stable formation. Also, it was shown that a stable infor-
mation flow combined with a local controller that stabilizes individual agents would
result in a stable formation.
Other notable contributions to the general area of networked system control can
also be found in the literature. In [22], a set of algorithms was proposed for a multi-
robot group to achieve certain geometric formations. In [23, 24], state-dependent
dynamic graphs were studied from a combinatoric point-of-view. In [25, 26], swarm
stability and cohesion were studied with the aid of social potentials. In [13] artifi-
cial potential functions were designed to guarantee stable flocking in both fixed and
switching networks. In [27], the complexity of networked systems was studied from an
information-theoretic point of view. The so-called algebraic connectivity (or Fiedler
value) of a graph is a critical parameter that influences the stability and robustness
of a networked system. The problem of maximizing this eigenvalue was studied in
[28].
1.2.2 Heterogeneous Network
1.2.2.1 Leader-Follower Structure and Formation Control
In a heterogeneous network, while the majority of the nodes still follows the agreement
protocol (3), a small group is not bounded by this protocol and takes the lead. We
refer to these advanced agents as leaders and the rest as followers. We call this kind
of network structures, where nodes are divided into a leader set and a follower set,
leader-follower structures.
A number of formation control approaches are based the leader-follower structure.
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In these approaches, either a real agent [29,30] or a virtual agent [31–34] is chosen as
the leader, whose movement is constrained by a predefined trajectory. The remaining
agents simply track the leader while following some coordination rule to keep the
formation. Rigidity becomes one issue of formation keeping and was addressed in
[35, 36]. Leader-to-formation stability was studied in [37], where the interconnection
topology was related to the stability and performance by LFS gains. Furthermore, [37]
also suggested that LFS gain could be used to improve the robustness of a formation.
A further extension along this direction is the so-called containment problem[38,
39], where the leaders want to keep the followers inside a boundary, like the way dogs
herding sheep. In [40], partial difference equations (PdEs) was used over graphs to
analyze the behavior of a hybrid leader-follower herding scheme. In [41], a hierarchial
containment control strategy is proposed for multi-layer leader-follower structure.
Both [40] and [41] adopted a Stop-Go policy to maintain the boundaries.
The controllability issue has recently attracted attentions. It was [42] that first
give a necessary and sufficient condition by combing the tools from control theory and
algebraic graph theory. In pursuit of a more intrinsic graph theoretical explanation
of the controllability in a leader-follower structure, or so-called anchored agreement
problem, [43] and [44] respectively give a necessary and a sufficient condition for a
leader-follower to be controllable. In their later work [45], they pushed the boundary
further by providing a less conservative necessary based on equitable partitions over
the graph. A somehow related phenomenon is found in [46], when add a link between
two agents maybe “detrimental” to the system performance.
1.2.2.2 Distributed Sensor Networks
Distributed sensor networks (DSNs) have found a number of potential applications,
ranging from field surveillance, environment monitoring to geo-scientific exploration
[47]. A DSN typically consists of a collection of sensor nodes, each integrated with a
microprocessor, a transceiver, and, in some case actuators. Thus, beyond sensing, the
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nodes are capable of simple information processing and short distance communication.
Though distributed in nature, the information is required to be reported to one or
more base stations for data synthesis and decision making. The existence of such
central nodes put DSNs under the banner of heterogeneous network.
A common objective of DSN is to collect environmental information, e.g., temper-
ature, radioactivity [48], motion [49], or localization [50] in the covered area through
its network of sensors. An example of DSN is shown in Figure 1. The network is set
up to monitor the temperature field shown in (a). The DSN is formed by dozens of
wireless sensor nodes, as shown in (c), which can measure the temperature. It worth
noticing that this mission is different from the sensor network consensus, where the
network is monitoring a homogeneous environment and the major mission of the





Figure 1. Shown in the pictures are (a) A temperature field, (b) The topology of a
distributed sensor network (DSN) with multiple central nodes (big red nodes), and (c)
A wireless sensor for temperature measuring.
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Sensing with DSNs poses a great challenge to the control and communication so-
ciety, because it requires the combination of well coordinated sensing, communication
and control strategies to overcome the restrictions on power and bandwidth [46]. In a
typical DSN, centralized communication, i.e., every node reports its data directly to
the central node, is infeasible, because of limited band width. The restricted range of
transmission of the sensor nodes, and the fact that they are always spread in a large
area, further make a centralized scheme impossible.
Two types of coordination strategies have been proposed in the literature, multi-
hop [51] and mobile central nodes [52,53]. In the multi-hop method, the sensor nodes
transfer their data to the base station either directly or by ways of other nodes. In
such a setting, a intermediate node act as a router. It sends its own data together with
the data from its upper link to the next node. Several multi-hop routing protocols
are proposed in the literature and the some issues, such as stability, pack losing, are
studied. However, the cost of communication, mainly power related, and the error
accumulation are two great hurdles for multi-hop method to overcome.
In the mobile central nodes method, the central node(s) can move around and
collect data from the nodes that within transmission range. Having avoided the
difficulties faced by the multi-hop method, the mobile sensor nodes method has its
own limitation. The mobile node can collect information from only a small portion
of the network, and the size of the field and its moving speed determine the update
frequency. If the area is large and the speed is low, the frequency can be low enough
to affect the concurrency of the data.
Other related work can be found in [54] in the context of consensus filter, where the
author reduced the distributed Kalman filter into two separate dynamical consensus
problem. In [55], authors provided a stochastic strategy to generate optimal sensor
trajectories for the coverage problem of mobile sensor network. Estimation problems
in a network with packet dropping was studied in [56], where a optimal strategy was
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presented. This strategy requires every node in the communication link to store and
process the packet they received.
1.3 Organization
This dissertation is organized into two parts. First, we investigated the connect-
edness issue in homogeneous networks, where the individual agents are similar, is
addressed in different context. Notations from algebraic graph theory are reviewed,
and graph-based modeling for networked systems is introduced in Chapter 2. Chap-
ter 3 is devoted to the connectedness preserving rendezvous, where a dynamically
weighting strategy for the graph-based feedback control is discussed. Following sim-
ilar methodology, the connectedness preserving problem is solved in the context of
formation control in Chapter 4. Then, in Chapter 5.2, the role assignment problem
is investigated, which connects the rendezvous and formation control and forms a
unified formation process.
In the second part, our focus is switched onto heterogeneous network, where some
agents in the network are endowed with greater communication and processing power,
and thus take greater responsibilities. Leader-follower structures are networks, where
a few advanced agents take leaders role and follows external signal while the rest
agents in the network simply follow the leaders. Controllability problem of the leader-
follower structure is studied in Chapter 6 and a necessary condition for the system
to be controllable is provided. In Chapter 7, a innovative estimation strategy for
the distributed sensor network is proposed. Moreover, the observability problem
is raised in the context of the estimation strategy we proposed for the distributed
sensor network and a necessary condition is given. Containment problem is studied
in Chapter 8 and the leader-follower structure is further extended to a hierarchial
structure where the complexity issue is also investigated. Several application examples




Graphs are adopted as encodings of the limited information present in networked
systems, where edges between nodes correspond to shared information. In this part,
we introduce some basic notation and concepts in graph-based modeling and discuss
some useful properties related to the matrix representations of graphs.
2.1 Basic Notation and Concepts in Graph Theory
An (undirected) graph G is defined by a set V = {1, . . .N} of nodes and a set
E ⊂ V × V of edges. A graph with node set V is said to be a graph on V , and it
can be visually depicted by drawing a dot for each node and a line for each edge,
as shown in Figure 2. The number of nodes of a graph G is its order, and its total
number of edges is its degree. The node set and edge set of a graph G are referred to
as V (G) and E(G), respectively. If we use | · | to denote cardinality, we have that the
order of G is |V (G)| and its degree of G is |E(G)|.
(a) (b)
Figure 2. The figure shows (a) a graph on V = {1, 2, 3, 4} with edge set E =
{(1, 2), (1, 3), (2, 3), (3, 4)}, and (b) the oriented version of (a).
Two nodes i and j are adjacent, or neighbors, if (i, j) ∈ E(G), and the neighboring
relation is indicated with i ∼ j, while NG(i) = {j ∈ V (G) : j ∼ i} collects all
neighbors to the node i. The degree of a node is given by the number of its neighbors,
and we say that a graph is regular if all nodes have the same degree. If all the nodes
of G are pairwise adjacent, then G is complete. The complete graph with N nodes is
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denoted by KN .
A path i0i1 . . . iL is a finite sequence of nodes such that ik−1 ∼ ik, k = 1, . . . , L,
and a graph G is connected if there is a path between any pair of distinct nodes. The
number of edges of a path is its length.
Let G = (V, E) and G′ = (V ′, E ′) be two graphs. We call G′ a subgraph of G (and
G a supergraph of G′) if V ′ ⊆ V and E ′ ⊆ E, and we denote this by G′ ⊆ G. A
subgraph G′ is said to be induced from the original graph G if E ′ = E ∩ V ′ × V ′. In
other words, it is obtained by deleting a subset of nodes and all the edges connecting
to those nodes. G′ ⊆ G is a spanning subgraph of G if V ′ = V .
2.2 Matrices Associated with Graphs






1 if (i, j) ∈ E(G)
0 otherwise.
Given that an orientation has been associated with a graph with M edges, the node-





1 if node k is the head of edge l
−1 if node k is the tail of edge l
0 otherwise,
where k and l are the indices running over the node and edge sets, respectively.
A matrix that plays a central role in this thesis is the graph Laplacian matrix,
defined by
L(G) := B(G)B(G)T , (4)
from which it follows that the graph Laplacian is a symmetric, positive semi-definite
matrix.
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Let di be the degree of node i and let D(G) := Diag([di]Ni=1) be the corresponding
diagonal degree matrix. It is easy to verify that L(G) = D(G) −A(G).
As the Laplacian matrix is positive semi-definite, its spectrum can be ordered as
0 = λ1(L(G)) ≤ λ2(L(G)) ≤ . . . ≤ λN(L(G)),
with λi(L(G)) being the i-th ordered eigenvalue of L(G). It turns out that the mul-
tiplicity of the zero eigenvalue of the graph Laplacian is equal to the number of con-
nected components of the graph [57]. In fact, the second smallest eigenvalue λ2(L(G))
provides a measure of the connectivity of G.
To summarize, the graph Laplacian matrix has a number of well-studied properties
[57], including the following:
1. The Laplacian matrix is orientation independent.
2. L(G) is symmetric and non-negative definite.
3. λ2(L(G)) > 0 if and only if G is connected.
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4. If G is connected, the eigenvectors ν1, . . . , νN form an orthogonal basis in RN ,
and ν1 = 1/
√
N1, where 1 denotes the vector with every entry equal to one. In
other words, if G is connected, the null space of L(G), NullL(G), is span{1}.
If we associate positive weights with the edges, we can define the weighted graph
Laplacian matrix as
LW(G) := B(G)WB(G)T , (5)
where W = Diag(w1, . . . , wM) ∈ RM×M , is a diagonal positive definite weight matrix.
2.3 Graph-Based Modeling
Now, we are in the position to model networked systems in terms of graphs. We
associate an interaction graph with the available information flow, where the nodes
correspond to agents, and edges to available, inter-agent communication links. Such
interaction graphs are thus representative of the underlying network topology induced
by limited information and localized interactions.
Of particular importance to the development in the first part of this work are the
∆-disk proximity graphs, as shown in Figure 3. In a ∆-disk proximity graph, edges
are established between nodes i and j if and only if the agents are within distance ∆
of each other, i.e., when ‖xi − xj‖ ≤ ∆.
Figure 3. The figure shows a ∆-disk proximity graph on V = {1, 2, 3, 4}.
It should be noted, already at this point, that such graphs are dynamic in nature
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in that edges may appear or disappear as agents move in or out of sensing (or commu-
nication) distance of each other. Moreover, it is conceivable that agents are added or
removed themselves, making not only the edge set but also the node set a dynamical
structure. In this thesis we will not study this latter situation and thus restrict the






In this chapter we will focus on providing solutions to the agreement problem that
preserve connectedness in the presence of limited sensing and communication ranges.
It should be noted that these problems have already been solved if either con-
nectedness is assumed [4, 7, 13], or connectedness is only required at distinct times
[3, 6, 14, 22, 58, 59] in the sense that the agents sense their environment and then
moves in such a way that the network is connected at the sensing times, where the
agents may be operating synchronously or asynchronously. In particular, the first
solution to the connectedness-preserving rendezvous problem was given by Ando et.
al. in [3]. There a discrete-time control algorithm was proposed that evaluated and
ensured connectivity, as well as other constraints, at each instant of (discrete time).
An additional relevant contribution along these lines can be found in [60], where
the connectivity-maintenance problem for ad-hoc networks with discrete-time, dou-
ble integrator dynamics was considered. Different from above solutions, we provide
a continuous time solution which guarantees that the graph stay connected for all
times during rendezvous.
3.2 Non-weighted Graph-Based Feedback Control
Before we study the dynamic interaction graph, let us revisit some previously estab-
lished results. Assume, first, that the agents have established communication links
between predefined agents and these links are assumed to be available throughout
the duration of the maneuver. In other words, the network is modeled as a static
interaction graph (SIG) G, where NG(i), the neighborhood set of i, is time-invariant.
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f(xi − xj), (6)
where Nσ(i) ⊆ NG(i). The symmetric indicator function σ(i, j) = σ(j, i) ∈ {0, 1}
determines whether or not the information available through edge (i, j) should be
taken into account, with
j ∈ Nσ(i) ⇔ (i, j) ∈ E(G) ∧ σ(i, j) = 1. (7)
(Using the terminology in [61], just because two nodes are “neighbors” it does not
follow that they are “friends”.) Along the same lines, the decentralized control law
f(xi − xj) is assumed to be anti-symmetric, i.e.,
f(xi − xj) = −f(xj − xi), ∀ (i, j) ∈ E(G). (8)
A few remarks about these particular choices of control laws and indicator func-
tions should be made. First of all, the fact that we only allow f to depend on the
relative displacements between interacting agents is that this is in general the only
type of information available to range-sensor based information channels, where agent
i simply measures the position of agent j relative to its current position.
The type of control terms presented in (6) have appeared repeatedly in the multi-
agent coordination community, and an intuitive, linear control law for solving the
rendezvous problem is given by
σ(i, j) = 1
f(xi − xj) = −(xi − xj)





(xi − xj), i = 1, . . . , N. (9)
Under the dynamics in (9), it has been shown that all agents approach the same
point asymptotically, provided that the SIG is connected. And, even though this is a
16
well-established result (see for example [7]), we outline a proof in order to establish
some needed notation and tools.
If we now let the n-dimensional position of agent i be given by xi = [xi,1, . . . , xi,n], i =
1, . . . , N , and let x = [xT1 , . . . , x
T
N ]
T , we can define the componentwise operator as
c(x, j) = [x1,j , . . . , xN,j]
T ∈ RN , j = 1, . . . , n.
Using this notation, together with the observation that (9) can be decoupled along
each dimension, we can in fact rewrite (9) as
d
dt
c(x, j) = −L(G)c(x, j), j = 1, . . . , n. (10)
Now, as pointed out in [7] and [57], if G is connected then the eigenvector corre-
sponding to the semi-simple eigenvalue 0 is 1. This, together with the non-negativity
of L(G) and the fact that span{1} is L(G)-invariant, is sufficient to show that c(x, j)
approaches span{1} asymptotically.
This result, elegant in its simplicity, can in fact be extended to dynamic graphs
as well. In fact, since c(x, j)T c(x, j) is a Lyapunov function to the system in (9), for
any connected graph G, the control law
d
dt
c(x(t), j) = −L(G(t))c(x(t), j), (11)
drives the system to span{1} asymptotically as long as G(t) is connected for all t ≥ 0.
This well-known result is very promising since dynamic network graphs are fre-
quently occurring in that all real sensors and transmitters have finite range. This
means that information exchange links may appear or be lost as the agents move
around. In fact, if we focus our attention on ∆-disk proximity graphs, we get the
Dynamic Interaction Graph (DIG) G(t) = (V, E(t)), where (i, j) = (j, i) ∈ E(t) if
and only if ‖xi(t) − xj(t)‖ ≤ ∆.
By applying the control law in (9) to such DIGs, we get a system behavior that
seemingly solves the rendezvous problem quite nicely. However, the success of the
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control in (9) hinges on an assumption that it shares with most graph-based results,
e.g. [6, 13], namely on the connectedness assumption. Unfortunately, this property
has to be assumed rather than proved, and in Figure 4 an example is shown where
connectedness is lost when using (11) to control a system whose network topology is
a ∆-disk proximity DIG.


































































Figure 4. A progression is shown where connectedness is lost even though the initial
graph is connected (∆ = 4.5).
What we will do for the remainder of this chapter is to show how this assumption
can be overcome by modifying the control law in (9) in such a way that connectedness
holds for all times, while ensuring that the control laws are still based solely on local
information, in the sense of (6).
3.3 Weighted Graph-Based Feedback Control
3.3.1 Static Graph
In this section, we still restrict the interaction graphs to be static, i.e., we will only
study the SIG-case in which the behavior of the multi-agent system is defined through
a fixed network topology. However, we will show how the introduction of nonlinear
edge-weights can be used to establish certain invariance properties, which will enable
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us to extend the graph-based feedback law to a dynamic interaction graph case.
To arrive at the desired invariance properties, we will first investigate decentralized
control laws. For this, we need to establish some additional notation. Given an edge
(i, j) ∈ E(G), we let ℓij(x) denote the edge vector between the agents i and j, i.e.,
ℓij(x) = xi − xj . Next, we assign a strictly positive and bounded weight w to each
edge in the SIG, based solely on ℓij(x). Specifically, let wij(x) = w(ℓij(x)), where
w : Rn → R+ is a positive, symmetric weight function.
The control law that we are interested in is of the form
σ(i, j) = 1
f(xi − xj) = −wij(x)(xi − xj)
∀ (i, j) ∈ E(G), (12)
The problem of how to maintain connectedness boils down to the problem of how to
choose the weight w.




wij(x)(xi − xj), (13)
which can be rewritten as
d
dt
c(x, j) = −BW(x)BT c(x, j), j = 1, . . . , n, (14)
where W(x) =diag(w1(x), . . . , wM(x)) ∈ RM×M , where, as before, M = |E(G)|) is
the total number of edges, and where we have associated a label in {1, . . . , M} with
each of the edges.
We can then define the state-dependent, weighted graph Laplacian as
LW(x) = BW(x)BT , (15)
where, as before, W(x) ∈ RM×M is a diagonal matrix with each element corresponding
to a strictly positive edge weight. It is moreover straightforward to establish that as
long as the graph is connected, LW(x) is still positive semidefinite, with only one zero
eigenvalue corresponding to the null-space span{1}.
19
What we would like to show is that, given a critical distance δ, together with
appropriate edge-weights, the edge-lengths never go beyond δ if they start out being
less than δ − ǫ, for some arbitrarily small ǫ ∈ (0, δ).
We moreover define the ǫ-interior of a δ-constrained realization of a SIG, G, as
DǫG,δ = {x ∈ RnN | ‖ℓij‖ ≤ (δ − ǫ), ∀(i, j) ∈ E(G)},
where x = [xT1 , . . . , x
T
N ]
T is the collection of the states of all the agents. DǫG,δ denote all
the network realizations of graph G such that the distance along each edge is shorter
than δ − ǫ.



















(xi − xj) if (i, j) ∈ E(G)
0 otherwise.
(17)
Note that this edge-tension function (as well as its derivatives) is infinite when
‖ℓij(x)‖ = δ for some i, j, and, as such, it may seem like an odd choice. How-
ever, as we will see, we will actually be able to prevent the energy to reach infinity,
and instead we will study its behavior on a compact set on which it is continuously
differentiable.
The total tension energy of G can now be defined as







Lemma 3.3.1. Given an initial position x0 ∈ DǫG,δ, for a given ǫ ∈ (0, δ). If the SIG
G is connected then the set Ω(δ, x0) := {x | V(δ, x) ≤ V(δ, x0)} is an invariant set to






(xi − xj). (19)
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This expression may be ill-defined since it is conceivable that the edge-lengths ap-
proach δ and what will be shown is that this will not happen. In fact, assume that at
time τ we have x(τ) ∈ Dǫ′G,δ for some ǫ′ > 0. Then the time derivative of V(δ, x(τ)) is









c(x(τ), j)TLW(δ, x(τ))2c(x(τ), j),
(20)
where LW(δ, x) is given in (15), with weight positive definite (on Ω(δ, x0)) matrix
W(δ, x)






where we have arranged the edges such that subscript k corresponds to edge k. We
will use this notation interchangeably with wij and ℓij , whenever it is clear from the
context.
Note that for any ǫ′ bounded away from 0 from below and δ from above, and for
any x ∈ Dǫ′G,δ, the time derivative of the total tension energy is well-defined. Moreover,
for any such x, V(δ, x) is non-negative and V̇(δ, x) is non-positive (since LW(δ, x) is
positive semidefinite for all x ∈ Ω(δ, x0)). Hence, in order to establish the invariance
of Ω(δ, x0), all that needs to be shown is that, as V decreases (or at lest does not
increase), no edge-distances will tend to δ. In fact, since DǫG,δ ⊂ Dǫ
′
G,δ if ǫ > ǫ
′, we
would have established the invariance of Ω(δ, x0) if we could find an ǫ
′ > 0 such that,








This maximum always exists and is obtained when all edges are at the maximal





which is a monotonously decreasing function in ǫ over (0, δ).
What we will show next is that we can bound the maximal edge distance that
can generate this total tension energy, and the maximal edge-length ℓ̂ǫ ≥ δ − ǫ is
one where the entire total energy is contributed from that one single edge. In other

















Hence ℓǫ is bounded away from above from δ and it is moreover bounded from above
by a strictly decreasing function in ǫ on (0, δ). Hence, as V decreases (or at least is
non-increasing), no edge-distances will tend to δ, which completes the proof.
The invariance of Ω(δ, x0) now leads us to the main SIG theorem.
Theorem 3.3.2. Given a connected SIG G with initial condition x0 ∈ DǫG,δ, for a
given ǫ > 0. Then the the multi-agent system under the control law in (19) asymp-
totically converges to the static centroid x̄(x0).
Proof. The proof of convergence is based on LaSalle’s invariance theorem. Let DǫG,δ
and Ω(δ, x0) be defined as before. From Lemma 3.3.1, we know that Ω(δ, x0) is
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positively invariant with respect to the dynamics in (19). We also note that span{1}
is LW(δ, x)-invariant for all x ∈ Ω(δ, x0). Hence, because of the fact that V̇(δ, x) ≤
0, with equality only when c(x(t), j) ∈ span{1}, ∀j ∈ {1, . . . , n}, convergence to
span{1} follows.

















c(x, j) = − 1
N
1TLW(δ, x)c(x, j).
Now, since 1TLW(δ, x) = (LW(δ, x)1)T = 0, ∀x ∈ Ω(x0), we directly have that ˙̄x = 0,
i.e., the centroid is static, determined entirely by the initial condition x0. As such, we
can denote the centroid by x̄(x0). (This is in fact just a special case of the observation
that the centroid is static under any control law in (6).)
Now, let ξ̄ ∈ RN be any point on span{1} (i.e., ξ̄ = (ξ, . . . , ξ)T for some ξ ∈ R)







and hence ξ has to be equal to the centroid itself. As a consequence, if xi, i = 1, . . . , n,
converged anywhere other than the centroid, we would have a contradiction, and the
proof follows.
Note that the construction we have described corresponds to adding nonlinear,
state-dependent weights to the edges in the graph. One could conceivably also add
weights to the nodes as well. Unless these weights were all equal, they would violate
the general assumption in (6), but for the sake of completeness, we briefly discuss
this situation in the next few paragraphs.
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= −D(x)LW(x)c(x, j), j = 1, . . . , n.
As long as D(x) is diagonal and positive definite for all x, (with the diagonal elements
bounded away from 0), the null-space remains null(D(x)LW(x)) = span{1}, ∀x ∈
R
nN , and the controller still drives the system to span{1}. However, it is straight-
forward to show that in this case the positions xi ∈ Rn, i = 1, . . . , N , approach the







where x0,i ∈ Rn, i = 1, . . . , N, is the initial location of agent i, di(x) is the ith diagonal
element of D(x), and tr(D(x)) denotes the trace of matrix D(x).
That concludes this section, where a static information topology, or SIG, was
assumed. In what follows, we will show that a similar strategy can be employed even
if the graph is allowed to change as the agents move around in the environment.
3.3.2 Dynamic Graphs
As mentioned before, during a maneuver, the interaction graph G may change as the
different agents move in and out of each others sensory ranges. What we focus on in
this section is whether or not an argument, similar to the previous stability result,
can be constructed for the case when (i, j) ∈ E(G) if and only if ‖xi − xj‖ ≤ ∆.
In fact, we intend to reuse the tension energy from the previous section, with the
particular choice of δ = ∆. However, since in (21)
lim
‖ℓk‖↑∆
wk(∆, ‖ℓk‖) = ∞,
we can not directly let the inter-agent tension energy affect the dynamics as soon
as two agents form edges in between them, i.e., as they move within distance ∆ of
each other. The reason for this is that we can not allow infinite tension energies in
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the definition of the control laws. To overcome this problem, we chose to introduce
a certain degree of hysteresis into the system, through the indicator function σ. In
particular, we let σ(i, j) be given by the state machine in Figure 5.
σ(i, j) = 1
f (xi − xj) = −
∂Vij(∆,x)
∂xi
‖ℓij‖ ≤ ∆ − ǫ
σ(i, j) = 0
f (xi − xj) = 0
Figure 5. The figure depicts the hysteresis protocol for adding inter-agent tension func-
tions to the total tension function only when agents get within a distance ∆− ǫ of each
other, rather than when they first encouter each other at a distance ∆.
To elaborate further on the state machine in Figure 5, we let the total tension
energy be affected by an edge (i, j) that was previously not contributing to the total
energy, when ‖ℓij‖ ≤ (∆− ǫ), where ǫ > 0 is the predefined switching threshold. Once
the edge is allowed to contribute to the total tension energy, it will keep doing so for
all subsequent times. Note that the switching threshold can take on any arbitrary
value in (0, ∆). The interpretation is simply that a smaller ǫ-value corresponds to a
faster inclusion of the inter-robot information into the decentralized control law.





0 if σ(i, j)[t−] = 0 ∧ ‖ℓij‖ > ∆ − ǫ
1 otherwise









where we have used the notation σ(i, j)[t+] and σ(i, j)[t−] to denote σ(i, j)’s value
before and after the state transition in Figure 5. It is worth noticing that if σ(i, j)[t0] =
1 for some t0, then σ(i, j)[t0] = 1 for all t > t0.
Before we can state the rendezvous theorem for dynamic graphs, we also need to
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introduce the subgraph Gσ ⊂ G, induced by the indicator function σ:
Gσ = (V (G), E(Gσ)),
where
E(Gσ) = {(i, j) ∈ E(G) | σ(i, j) = 1}.
Theorem 3.3.3. Given an initial position x0 ∈ DǫG0,∆, where ǫ > 0 is the switching
threshold in 23), and where G0 is the initial ∆-disk DIG. Assume that the graph G0σ
is connected, where G0σ is the graph induced by the initial indicator function value.







where σ(i, j) is given in (23), the group of agents asymptotically converges to span{1}.
Proof. Since, from Lemma 3.3.1, we know that no edges in G0σ will be lost, only two
possibilities remains, namely that no new edges will be added to the graph during
the maneuver, or new edges will in fact be added. If no edges are added, then we
know from Theorem 3.3.2 that the system will converge to span{1} asymptotically.
However, the only graph consistent with x ∈ span{1} is G0σ = KN (the complete graph
over N nodes), and hence no new edges will be added only if the initial, indicator
induced graph is complete. If it is not complete, at least one new edge will be added.
But, since G0σ is an arbitrary connected graph, and connectivity can never be lost by
adding new edges, we get that new edges will be added until the indicator induced
graph is complete, at which point the system converges asymptotically to span{1}.
3.4 Examples
In this section we will show some simulation results that illustrate the proposed
coordination control strategies for different problems. In all of these simulations,
the cut-off distance for inter-agent sensing and communication is ∆ = 4, and the
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switching threshold dictating when to add edges is ǫ = 0.05, i.e., a new edge is added
only when the corresponding inter-agent distance is ∆ − ǫ.
We first simulate the rendezvous behavior under the weighted Laplacian control
law given in (24). In fact, Figure 6 shows the movement of the collection of agents,
under exactly the same initial position as in Figure 4. What is different here is, as
could be expected, that no links are broken.
In contrast to the first one, Figure 7 depicts the same situation under the addi-
tion of a vertex-weight matrix D = diag({I4, 0.5I4}) to the Laplacian control law,
rendering the initial centroid to no longer be static. The trajectories of the different
agents are shown in Figure 8, where we, as should be expected, find the conver-
gence to a weighted centroid, as per (22). Because the weights are symmetrically
distributed about the y-axis, the rendezvous point is still on the x-axis, yet shifted
towards positive x-values, where the agents are more heavily weighted.
3.5 Conclusions
A graph-based nonlinear feedback control law is studied for distributed coordination
control of multi agent system. The nonlinear feedback law is based on weighted
graph Laplacians and it is proved to solve the rendezvous problem. Furthermore, the
proposed control law is also proved to be able to guarantee that the connectedness is
not lost during maneuvers.
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Figure 6. A progression is shown where connectedness is maintained during the ren-
dezvous maneuver, with D = I. Depicted are the positions of the agents and the edges
in the DIG as a function of time.
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Figure 7. A progression is shown where connectedness is maintained during the ren-
dezvous maneuver, with D = diag({I4, 0.5I4}).
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In Chapter 3, the connectedness-preserving control method solves the rendezvous
problem. In this chapter, we will follow the same methodology to solve the dis-
tributed formation control problem. By formation we mean a group of mobile agents
preserving a set of constraints among them. By formation control, we understand the
problem of driving the collection of mobile agents to some translationally invariant
target geometry, i.e., the control objective is to drive the collection of autonomous
mobile agents to a specific configuration such that their relative positions satisfy some
desired topological and physical constraints. In what follows, we first give a graph
model for formations in Chapter 4.2, and propose our graph based control method for
formation control, which preserves connectedness, in Section 4.3. In Section 4.4, a hy-
brid strategy is proposed which can realize formations from arbitrary initial positions.
Examples are shown in Section 4.5 and conclusion is drawn in 4.6.
4.2 Graph Model of Formations
The constraints used to specify a formation can be described by a connected, edge-
labeled graph Gd = (V, Ed, d), where the subscript d denotes “desired”. Here, Ed
encodes the desired robot inter-connections, i.e., whether or not a desired inter-agent
distance is specified between two agents or not, and the edge-labels d : Ed → Rn
defines the desired relative inter-agent displacements, with ‖dij‖ < ∆ for all i, j such
that (i, j) ∈ Ed. In other words, what we would like is that xi − xj → dij ∀i, j such
that (i, j) ∈ Ed.
One may notice that it is possible that the assignment of general edge-labels
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to a DIG may result in conflicting constraints. This is addressed in [62] as the
realization problem of connectivity graphs. We will not discuss this problem here
and simply assume that the constraints are compatible. Another issue concerning the
target formation is that of rigidity, which has been discussed in [10,35] and [36], and
will neither be discussed further in this thesis. Instead, we assume that the target
formation is chosen in such a way that rigidity is obtained if, in fact, this is a desired
characteristic of the target formation graph-topology.
Given a desired formation, the goal of the distributed formation control is to find
a feedback law such that:
F1) The dynamic interaction graph G(t) converges to a graph that is a supergraph
of the desired graph Gd (without labels) in finite time. In other words, what we want
is that Ed ⊂ E(t) for all t ≥ T , for some finite T ≥ 0;
F2) ‖ℓij(t)‖ = ‖xi(t) − xj(t)‖ converges asymptotically to ‖dij‖ for all i, j such
that (i, j) ∈ Ed; and
F3) The feedback law utilizes only local information.
Here “F” stands for “formation” and what will be established is in fact that these
properties hold for a particular choice of decentralized control law.
4.3 Graph-Based Formation Control
Analogous to the treatment of the rendezvous problem, we first propose a solution to
the formation control problem, and then show that this solution does in fact preserve
connectedness as well as guarantee convergence in the sense of F1 and F2 above. The
solution will be based on a variation of the previously derived rendezvous controller.
In fact, assume that we have established a set of arbitrary targets τi ∈ Rn that are
consistent with the desired inter-agent displacement, i.e.,
dij = τi − τj , ∀ i, j s.t. (i, j) ∈ Ed.
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We can then define the displacement from τi at time t as
yi(t) = xi(t) − τi.
As before, we let ℓij(t) = xi(t) − xj(t) and we moreover let λij(t) = yi(t) − yj(t),
implying that
λij(t) = ℓij(t) − dij.
Now, under the assumption that Gd is a connected spanning graph of the initial





2(∆ − ‖dij‖) − ‖ℓij − dij‖
(∆ − ‖dij‖ − ‖ℓij − dij‖)2
(xi − xj − dij). (25)
The reason why this seemingly odd choice makes sense is because we can again
use the edge-tension function V to describe this control law. In particular, using the
following parameters in the edge-tension function






if (i, j) ∈ Ed
0 otherwise,
(26)
we obtain the decentralized control law
σ(i, j) = 1
f(xi − xj) = −∂Vij(∆−‖dij‖,y)∂yi
∀ (i, j) ∈ Ed. (27)
Note that this control law in fact implies something stronger than just measurements
of displacement. Instead the agents must also share a common coordinate system.
However, they do not need to know their exact location in this coordinate system.






= −LW (∆ − ‖d‖, y)c(y, j), j = 1, 2, . . . n,
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where LW (∆−‖d‖, y) is the graph Laplacian associated with Gd, weighted by W (∆−
‖d‖, y), and where we have used the convention that the term ∆ − ‖d‖ should be
interpreted in the following manner:
W(∆ − ‖d‖, y) = diag(wk(∆ − ‖dk‖, y)), k = 1, 2, . . . |Ed| ,
wk(∆ − ‖dk‖, y) =
2(∆ − ‖dk‖) − ‖λk‖
(∆ − ‖dk‖ − ‖λk‖)2
.
(28)
Here, again, the index k runs over the edge set Ed. Note that this construction allows
us to study the evolution of yi, rather than xi, i = 1, . . . , N , and we formalize this in
the following lemma for static interaction graphs:
Corollary 4.3.1. Let the total tension energy function be






Vij(∆ − ‖dij‖, y). (29)
Given y0 ∈ DǫGd,∆−‖d‖, with Gd being a connected spanning graph, then the set Ω(∆ −
‖d‖, y0) := {y | V(∆ − ‖d‖, y) ≤ V0}, where V0 denotes the initial value of the total
tension energy function, is an invariant set under the control law in (25), under the
assumption that the interaction graph is static.




∂Vij(∆ − ‖dij‖, y)
∂yi
= −∂V(∆ − ‖d‖, y)
∂yi
= −∇yiV(∆ − ‖d‖, y).
The non-positivity of V̇ now follows the same argument as in (20) in the proof of
Lemma 3.3.1. Moreover, for each initial y0 ∈ DǫGd,∆−‖d‖, the corresponding maximal,
total tension-energy induces a maximal possible edge length. Following the same line
of reasoning as in the proof of Lemma 3.3.1, the invariance of Ω(∆ − ‖d‖, y0) thus
follows.
Note that Lemma 4.3.1 says that if we could use Gd as a SIG, Ω(∆−‖d‖, y0) is an
invariant set. In fact, it is straightforward to show that if Gd is a spanning graph to
the initial proximity ∆-disk DIG, then it remains a spanning graph to G(x(t)) ∀t ≥ 0.
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Corollary 4.3.2. Given an initial condition x0 such that y0 = (x0 − τ0) ∈ DǫGd,∆−‖d‖,
with Gd being a connected spanning graph of G(x0), the group of autonomous mo-
bile agents adopting the decentralized control law in (25) can guarantee that ‖xi(t) −
xj(t)‖ = ‖ℓij(t)‖ < ∆, ∀t > 0 and (i, j) ∈ Ed.
Proof. Given two agents i, j that are adjacent in Gd, and suppose that ‖λij‖ = ‖yi−yj‖




this would imply that V → ∞, which contradicts Lemma 4.3.1. As a consequence,
‖λij‖ is bounded away from ∆ − ‖dij‖. This means that
‖ℓij‖ = ‖λij + dij‖ ≤ ‖λij‖ + ‖dij‖ < ∆ − ‖dij‖ + ‖dij‖ = ∆,
and hence edges in Ed are never lost under the control law in (25). In other words,
‖lij(t)‖ < ∆, ∀t ≥ 0, which in turn implies that connectedness is preserved.
We have thus established that if Gd is a spanning graph of G(x0) then it remains
a spanning graph of G(x(t)), ∀t > 0 (under certain assumptions on x0), even if
G(x(t)) is given by a ∆-disk DIG. And, since the control law in (25) only takes
pairwise interactions in Ed into account, we can view this dynamic situation as a static
situation, with the SIG being given by Gd. What remains to be shown is that the
system in fact converges in the sense of the formation control properties F1, F2, and
F3, as previously defined. That F3 (decentralized control) is satisfied follows trivially
from the definition of the control law in (25). Moreover, we have already established
that F1 (finite time convergence to the appropriate graph) holds trivially as long as
it holds initially, and what remains to be shown here is thus that we can drive the
system in finite time to a configuration in which F1 holds, after which Lemma 4.3.2
applies. Moreover, we need to establish that the inter-robot displacements (defined
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for edges in Ed) converge asymptotically to the desired, relative displacements (F3),
which is the topic of the next theorem.
Theorem 4.3.3. Under the same assumptions as in corollary 4.3.2, ‖ℓij(t)‖ converges
asymptotically to ‖dij‖ for all i, j such that (i, j) ∈ Ed.
Proof. Based on the observation that Gd remains a spanning graph to the DIG, to-
gether with the observation that
dc(y, j)
dt
= −LW (∆ − ‖d‖, y)c(y, j), j = 1, 2, . . . n,
Theorem 3.3.2 ensures that c(y, j) will converge to span{1}, ∀j ∈ {1, . . . , n}. What
this implies is that all displacements must be the same, i.e. that yi = ζ, ∀i ∈
{1, . . . , N} for some constant ζ ∈ Rn. But, this simply means that the system
converges asymptotically to a fixed translation away from the target points τi, i =








= ζ, i = 1, . . . , N,













yi(t) + τi − yj(t)− τj
)
= ζ + τi − ζ − τj = dij,
∀i, j s.t. (i, j) ∈ Ed, which completes the proof.
4.4 Hybrid, Rendezvous-to-Formation Control Strategies
The last property that must be established is that it is possible to satisfy F1, i.e.
that the initial ∆-disk proximity DIG does in fact converge to a graph that has Gd
as a spanning graph in finite time. If this was achieved then Theorem 4.3.3 would be
applicable and F2 (asymptotic convergence to the correct inter-agent displacements)
would follow. To achieve this, we propose to use the rendezvous control law developed
in the previous section for gathering all agents into a complete graph, of which trivially
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any desired graph is a subgraph. Moreover, we need to achieve this in such a manner
that the assumptions in Theorem 4.3.3 are satisfied.
Let KN denote the complete graph over N agents. Moreover, we will use K
ε
N to
denote the situation in which the ε-disk proximity graph is in fact a complete graph,
i.e., a DIG that is a complete graph in which no inter-agent distances are greater
than ε. This notation is slightly incorrect in that graphs are inherently combinatorial
objects, while inter-agent distances are geometric, and, to be more precise, we will





‖ℓij‖ ≤ ε, ∀ (i, j), i 6= j.
The reason for this construction is that, in order for Theorem 4.3.3 to be applicable,
the initial condition has to satisfy y0 = (x0 − τ0) ∈ DǫGd,∆−‖d‖, which is ensured by
making ε small enough. Moreover, since the rendezvous controller in (24) asymptoti-
cally achieves rendezvous, it will consequently drive the system to KεN in finite time,
for all ε bounded below by 0 and above by ∆.
After KεN is achieved, the controller switches to the controller in (25), as depicted
in Figure 9. However, this hybrid control strategy is only viable if the condition that
G = KεN is locally verifiable in the sense that the agents can decide for themselves
that a synchronous mode switch is triggered [61]. In fact, if an agent has N − 1
neighbors, i.e., degree N − 1, all of which are within a distance ε/2, this implies that
the maximal separation between two of those neighbors is ε. (This occurs when the
agents are polar opposites on an n-sphere of radius ε/2.) Hence, when one agent
detects this condition, it will trigger a switching signal (involving a one bit broadcast
communication to all its neighbors), and the transition in Figure 9 occurs. Note, first
of all, that this argument hinges on the fact that the total number of agents, N , is
known to each agent. This could, arguably, be a concern for graphs with time-varying
node sets. And, secondly, transition in Figure 9 might actually not occur at the exact
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moment when G becomes KεN , but rather at a later point. Regardless of which, we
know that this transition will in fact occur in finite time in such a way that the initial
condition assumptions of Theorem 4.3.3 are satisfied.
σ(i, j) = 1
f (xi − xj) = −
∂Vij(∆,x)
∂xi
‖ℓij‖ ≤ ∆ − ǫ
σ(i, j) = 0
f (xi − xj) = 0
σ(i, j) = 0
f (xi − xj) = 0
σ(i, j) = 1
f (xi − xj) = −
∂Vij(∆−‖dij‖,y)
∂yi
(vi, vj) 6∈ Ed
and
G = KεN
(vi, vj) ∈ Ed
and
G = KεN
Figure 9. The figure shows a state machine describing how the system undergoes transi-
tions from rendezvous (collection of the agents to a tight, complete graph), to formation
control.
4.5 Examples
The simulation shown below highlights the proposed formation control strategy, and
is implemented based on the formation control law in (25). In the simulation, five
agents, starting from a straight line, are to form a pentagonal formation, with Gd = C5
(the cyclic graph with 5 nodes), and the desired interagent distances being ‖dij‖ = 3.2
for all (i, j) ∈ Ed. The movement of the group during the first 0.5 seconds is shown in
Figure 10. The individual trajectories corresponding to the same maneuver, during
the same time period, are shown in Figure 11.
38
































































































Figure 10. Evolution of the formation process.

















Figure 11. Trajectory of the Formation Process from t=0 sec to t=0.5 sec, starting
from 1,2,3,4,5 and ending at 1’,2’,3’,4’,5’.
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4.6 Conclusions
In this chapter, a of graph-based nonlinear feedback control laws is proposed for
formation control of networked systems. The nonlinear feedback laws are based on
a graph model of formations and the weighted graph Laplacian matrices associated
to the formation graph. Furthermore, the proposed control laws are also proved to
be able to guarantee that the desired connectedness is preserved during formation
maneuvers. A hybrid strategy combining rendezvous and formation control is shown





Rendezvous and the formation control can be viewed as two stages of a formation
process, as shown in Figure 12, where a formation is realized in three steps: first, all
the agents are driven together (rendezvous); then, a position in the desired formation
is assigned to each agent; and, finally, all the agents are dispatched to the target










Figure 12. Three phase of a formation process: rendezvous, role-assignment, and for-
mation
5.2 Assignment Problems
After rendezvous is achieved, it is desired to properly adjust the target formation and
assign a role in it for each agent in such a way that the total distance traveled by all
the agents is minimum. Since the formation defined in Chapter 4 is translationally
and rotationally invariant, the problem needs to determine the rotation, translation,
and role assignment (What roles in the target formation should the individual agents
be assigned to?).
In other words, the problem considered here is to simultaneously optimize (i) the
translation and rotation of the target formation and (ii) the assignment (or matching)
of agents to targets. This is mathematically formulated as follows:
Let x1, x2, . . . , xN ∈ R2 be the planar positions of the agents and y1, y2, . . . , yN ∈
R
2 be that of the targets. x and y denote the cascaded vector of xi and yi, i = 1, . . . , N .
We denote by θ ∈ [0, 2π) and v ∈ R2 the angular rotation and the translation of the
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target formation. The assignment of the agents to the targets is described by p, which
is an element of the set PN , i.e., the set of all possible permutations over N elements.
For example, p = {2, 3, 1}, with N = 3, means that the agents at x1, x2, x3 are
assigned to the targets at y2, y3, y1, respectively. Furthermore, the ith element of
p is represented by p(i). Note that the algorithm we are seeking is not necessarily
decentralized in the sense that the position information of all agents is required. This
can be viewed as a “locker room agreement” after rendezvous is realized.
Now, consider the following problem:
Σl22(x, y) : min(v,θ,p)∈R2×[0,2π)×PN
Jl22(x, y, v, θ, p), (30)
s.t. Jl22(x, y, v, θ, p) =
N∑
i=1
‖xi − R(θ)(yp(i) + v)‖22. (31)
Theorem 5.2.1. Suppose that N ∈ N, x1, x2, . . . , xN ∈ R2, and y1, y2, . . . , yN ∈ R2
are given. Let (v∗, θ∗, p∗) denote a globally optimal solution to Σl22(x, y). Then, the
following holds.
(i) The optimal translation is









i=1 yi are the centers of mass of the agent and
target positions, respectively.






























 (yp(i) + v).
(iii) The optimal (possibly not unique) assignment satisfies
p∗ = arg min
p∈PN
Jl22(x, y, v





∗, θ∗, p) (36)
corresponds to the linear assignment problem.
Proof. (i) Since
Jl22(x, y, v, θ, p) =
N∑
i=1





(R(θ)T xi − yp(i) − v)TR(θ)T






v − (R(θ)T xi − yp(i))
)T
(
v − (R(θ)T xi − yp(i))
)]
,












v − (R(θ)T xc − yc)
)T
.
It should be noted that this derivative does not depend on the assignment p. Hence,
by noting that v∗ = arg minv∈R2 Jl22(x, y, v, θ
∗, p) for any p, and that Jl22 is convex in
43
v, we obtain
v∗ − (R(θ∗)T xc − yc) = 0 (37)




‖xi − R(θ)(yp(i) + v)‖22 = xTi xi − 2xTi R(θ)(yp(i) + v) + (yp(i) + v)T (yp(i) + v),
it follows that




−xTi R(θ)(yp∗(i) + v∗). (38)
In addition, we have
N∑
i=1






















 (yp(i) + v) sin θ
= − (W1(v, p) cos θ + W2(v, p) sin θ),
and hence (34) follows.












which in turn implies that (36) corresponds to the linear assignment problem. (See
[63] for further details of the linear assignment problem.)
What Theorem 5.2.1 means is that we can solve the problem Σl22 if two of the
three optimal parameters v∗, θ∗, or p∗ are provided. In fact, (i) implies that v∗
does not depend upon p∗ and can be obtained by (32) if θ∗ is provided. What (ii)
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shows is that θ∗ is given by (34) if v∗ and p∗ are given. Moreover, (iii) implies
that since (36) is a linear assignment problem, p∗ is easily computed, e.g., using
the Hungarian method, which is a polynomial time algorithm whose computational
complexity is O(N3) [63]. However, the problem of solving for these three parameters
simultaneously is not trivial. As the problem becomes more complex when we want
to optimize over the three parameters simultaneously, we seek some feasible way that
can lead us to suboptimal, yet reasonably good solutions to the problem (30).
Note that in Theorem 5.2.1, (36) and (33) correspond to (30) with fixed θ and with
fixed p, respectively, which implies that if either θ or p is fixed, (30) can be solved.
More precisely, (33) is explicitly solved and (36) can be efficiently solved using well-
known methods for the linear assignment problem, e.g., using the Hungarian method.
First, observe that since v∗ is independent of p, and in fact given by
v∗(θ) = RT (θ)xc − yc,
we can express the cost Jl22(x, y, v, θ, p) without reference to v through
Jl22(x, y, θ, p) =
N∑
i=1
‖xi − R(θ)(yp(i) + RT (θ)xc − yc)‖22.
Now, note that
xi − R(θ)(yp(i) + RT (θ)xc − yc)
= xi − R(θ)yp(i) − xc + R(θ)yc)
= xi − xc − R(θ)(yp(i) − yc).
Hence, with a slight abuse of notation, we can assume that xc and yc have already been
absorbed by the state variables. In other words, we let xi , xi−xc and yp(i) , yp(i)−yc,
which corresponds to the original and target formations whose center of mass is equal
to the origin. Since the decision variables here are p and θ, for simplicity reason, we
will denote the cost function as J(p, θ) for a given x and y, if it is clear from context.
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5.3 Numerical Method for a Suboptimal Solution
Based on Theorem 5.2.1, together with the above observation, we propose four meth-
ods. In what follows, (θ#i , p
#
i ) (i = 1, 2, 3, 4) represent the corresponding suboptimal
solutions.
Method A: Arbitrary Initial Rotation
In this method, we start from a target formation with 0 initial rotation, i.e.,
θinitial = 0, and find the resulting optimal assignment of p
#
1 . Then, based on that









Rather than producing a particularly good solution, this simple method gives us a
basic building block from which we can construct more sophisticated methods, leading
to better results. One way to compose a better method is to repeat Method A, which
leads to the next method.
Method B: Iterative Method
Another possible approach for obtaining a practical solution is to mutually and
iteratively apply Theorem 5.2.1 (i) and (ii). In other words, repeat Method A until











where Niter is the total number of the iterations, θ
#
2 (i) and p
#
2 (i), for i = 1, 2, . . . , Niter,
are defined as p#2 (0) , p





p#2 (i) , p
∗(θ#2 (i − 1))
θ#2 (i) , θ
∗(p#2 (i)).
(41)
Using this method, we expect substantial improvements in the solution. At the
same time, the computational cost increases linearly in Niter. However, because of
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the discrete and finite set P over which p takes values, it is unclear if this method
converges, and if so, to what accumulation point. Note that the notion of a local
minimum is ill-defined since P is not a topological space.
Method C: Angular Discretization
The solution (θ#3 , p
#






θ#3 , arg minθ∈{θ̂0,θ̂1,...,θ̂d−1} J(x, y, θ, p
∗(θ)),
(42)
i.e., (θ#3 , p
#







‖xi − R(θ)yp(i)‖2. (43)
Note that we calculate an optimal solution to (43) by solving (36) for every θ ∈
{θ̂0, θ̂1, . . . , θ̂d−1}, where θ∗(p) and p∗(θ) are defined in Theorem 5.2.1 and θ̂i ,
2πk/d (k = 0, 1, . . . , d − 1) for a given positive integer d.
Method D: Improved Angular Discretization
This is an extension of Method C in the sense that after finding the optimal
assignment p∗(θ#3 ), we proceed with one more step of optimization in which we find









As four methods are proposed, now, we need to examine the following:
• Are the results close enough to the optimal solution?
• How much time dose each method take?
Table 1 and Figure 5.3 show the simulation results for N = 8, where we take
d , 100 for obtaining (θ#3 , p
#




4 ). Moreover, the problem (36) is solved
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by the Hungarian method, where the optimal solution obtained by enumerating all
elements of PN is also shown (note card(PN) = 40320).
Table 1. Result of numerical simulations.
i 1 2(Niter , 30) 3 4 optimal
θ#i [rad] −0.216 −1.3339 −1.916 −1.931 −1.931





























































































i ) 63.6973 33.9484 32.3675 32.3529 32.3529
Computation
time [sec]
0.016 0.3900 0.922 0.938 260.203
We can see that (θ#3 , p
#




4 ) are better than the other solutions in
terms of their costs. On the other hand, (θ#1 , p
#
1 ) is better from the viewpoint of the
computation time, while (θ#2 , p
#
2 ) might be the best compromise between accuracy
and computation time. As the number of iterations is set to 30, the evolution of the
solution is shown in Fig. 14. It is worth noticing that the solution is not improving
after some iterations since method B does not guarantee a global optimal solution.
Finally, we apply method D to the originally posed three-phase problem of se-
quential rendezvous, assignment, and dispatch. An example of this is shown in Fig.
15, 16 and 17.
Remark 5.3.1. method D lead to the global solution if the discretization of θ is fine
enough. In other words, as d becomes substantially large, the global minimum will
be obtained. This observation could be turned into an algorithm (method D’ ), where
d is iteratively increased. However, it is premature to declare that method D’ is a
numerically tractable algorithm, because the problem of choosing a lower bound on
d is not known.
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Figure 13. Result of numerical simulations: (a) Method A: (θ#1 , p
#
1 ); (b) Method B:
(θ#2 , p
#
































2 ) in method B. Depicted is the rotation angle
as a function of the iteration number (upper figure) together with the corresponding
cost (lower figure).
5.4 Discussions and Conclusions
A formation process contains three steps: rendezvous, role assignment, and formation.
As a connection of the results from previous chapters, this chapter studies the problem
of which role an agent should take in a translationally and rotationally invariant
formation. It has been shown that with any two variables fixed, the third variable can
be solved analytically. Following this observation, we have proposed four numerical
methods which can achieve suboptimal solutions, and compared their results.
Now, let us discuss some issues pertaining to the computational complexity asso-
ciated with the different assignment algorithms. As shown in [63], the problem (36)
is solved by the Hungarian method using O(N3) operations, which is higher than
the complexity associated with (33). This is the case since in order to solve (33) the
number of necessary function evaluations is linear in N .
We now let N ia (i = 1, 2, 3, 4) denote the number of assignments that must be
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Figure 15. Phase I: The rendezvous procedure, starting from an arbitrary, connected
graph, generate a complete graph after 0.45 second.
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Figure 16. Phase II: A suboptimal assignment is obtained using method D.
solved in order to compute the four suboptimal solutions in (39)-(44). It is straight-
forward to show that
N1a = 1, N
2
a = Niter, N
3
a = d, N
4
a = d + 1. (45)
Hence, the computational complexity associated with the best of the four methods
is O(N3d), which is certainly less than the O(N !) obtained through permutation
enumeration.
The question now is how to choose d in such a way that the solution to the problem
in (44) approaches the solution to the original problem (30) as closely as possible.
To this end we let nN be the average number of distinctly different assignments
encountered as θ sweeps through d values, as d ≫ 1. The average is obtained by
generating a large number of random formations of N agents. In Figure 18 we have
plotted nN as a function of N and it appears that nN is linear in N . What this means
is that d should be linear in N in order to obtain an adequate solution, which implies
that the complexity becomes O(N4). However this is not sufficient to determine the
complexity of the problem since one need to ensure that d is large enough to capture
the correct assignments. And to find this d is certainly not an easy task.










































Figure 17. Phase III: Target formation is achieved after 2.4 seconds. In the graph,
circles denote the actual positions of the agents, while asterisks denote the target
positions.
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Figure 18. Number of assignment related to N
the different agents, further complexity reductions should be possible through decen-




DISTRIBUTED CONTROL OF HETEROGENEOUS
NETWORKED SYSTEMS
6.1 Introduction
The situations to be considered in this chapter are where some nodes in the network
do not abide by the agreement protocol. We refer to these agents as leaders. The nods
in the network other than the leaders are referred to as followers. We call this network
structure, where nodes are divided into a leader set and a follower set, leader-follower
structures. Different behavior presented in such a structure, when the leaders take
control, is the major topic of this chapter. Particularly, we want to provide a graph-
theoretic characterization of the controllability of certain leader-based, multi-agent
systems.
The controllability issue in leader-follower multi-agent systems was first intro-
duced by Tanner in [42], where a necessary and sufficient condition for controllability
was given based on the eigenvectors of the graph Laplacian. Although elegant, this
condition was not graph-theoretic because controllability could not be directly de-
cided from the graph topology itself. A more topological result was given by Mesbahi
and Rahmani [43], in which a sufficient condition for the network to be uncontrollable
in the case of one anchored (leader) agent was given. Their result was related to the
symmetry and automorphism group of the underlying graph. In [44], we proposed a
necessary condition in terms of cut space of a graph. In this thesis, we further extend
this notion and present a more general condition based on so-called equitable parti-
tions of the underlying graph. Our result thus addresses a scenario where multiple
leaders are possible, and from an equitable partition point-of-view, captures a larger
set of graph topologies.
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6.2 Leader-Follower Structure
In a networked system, we can easily imagine a subset of the agents as having su-
perior sensing and communication abilities. These advanced agents are required to
take leader roles, while the others follow them. In this chapter, we investigate the
control method of this structure and present a graph theoretical interpretation of
an important issue, controllability of a leader-follower network. In what follows, we
use subscript l to denote the affiliation with leaders while f for the followers. For
example, a follower graph Gf is the subgraph induced by the follower set Vf . As the










where Bf ∈ RNf×M , and Bl ∈ RNl×M . Here Nf , Nl and M are the cardinalities of
the follower group, the leader group, and the edge set respectively. As a result, the











Lf = BfBTf , Ll = BlBTl and lfl = BfBTl .
As an example, Figure 19 shows a leader-follower network with Vl = {5, 6} and











1 0 0 −1 0 1 0 0
−1 1 0 0 0 0 0 −1
0 −1 1 0 0 0 1 0















1 −1 0 0
















3 −1 0 −1
−1 3 −1 0
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Figure 19. A leader-follower network with: Vf = {1, 2, 3, 4} and Vl = {5, 6}.
Now, recall the Laplacian-based control law given in Chapter 3 and assume the
state of each agent is given by a scalar1, then the system given by 10 can be simplified
as
ẋ = −L(G)x; (47)
The system we are interested in is the leader-follower system, where the followers
are governed by the Laplacian-based feedback law, while the leaders’ movements are
dictated by some exogenous control signals. First, let the exogenous signals be zero,


























ẋf = −Lf(G)xf − lfl(G)xl, (49)
Moreover, let us assume the network topology does not change, i.e., we consider a
static interaction graph (SIG). Under this setup, a natural question is as follows:
1The argument in one-dimension case can be easily extend to decoupled multi-dimension case.
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Can the leader(s) move the followers to any desired configuration? From a control
theoretic point of view, we need to answer following questions:
1. Is this system controllable?
2. If not, what is the controllability decomposition?
3. What is the controllable subspace?
4. What is the structural significance of the controllable or uncontrollable sub-
space?
Answers to these questions are provided in the next section.
6.3 Controllability Analysis of the Leader-Follower Structure
Before we provide conditions for a multiple-leader networked system to be control-
lable, let us review some basic controllability results [64].
Given x ∈ RN , u ∈ RM , A ∈ RN×N and B ∈ RN×M , the system ẋ = Ax + Bu
is controllable if and only if, ∀ vi ∈ spec(A), where spec(·) denotes the spectrum,
vi /∈ N (BT ). Specifically, for the system (−Lf ,−lfl), the following statements are
equivalent:
1. The system is completely controllable;
2. None of the eigenvectors2 of Lf is in the nullspace of lTfl, i.e., ∀ vi, such that
Lfvi = λvi for some λ ∈ R, vi /∈ Null(lTfl);
3. The controllability matrix C−Lf ,−lfl has full rank;
4. The matrix [λI − Lf | lfl] has full rank for all λ ∈ R.
Based on these results, together with some properties of the graph Laplacian, we can
derive the following lemma.
2Since Lf is symmetric, its left eigenvectors are equal to the right ones.
58
Lemma 6.3.1. Given a connected graph, the system (−Lf ,−lfl) is controllable if and
only if L and Lf do not share any common eigenvalues.
Proof of Necessity: 3
We can reformulate the lemma as stating that the system is uncontrollable if and only
if there exists at least one common eigenvalue between L and Lf . First, we show the
necessity. Suppose the system is uncontrollable. Then there exists a vector vi ∈ Rnf


































λ is also an eigenvalue of L, with eigenvector [vTi , 0]T .
6.3.1 A Sufficient Condition
We first approach the controllability problem of the leader-follower structure from
the null-space of the incidence matrix of the graph.
Lemma 6.3.2. If G is connected, then Lf is positive definite.
Proof. It is well known that L(G)  0. In addition, if G is connected, we have that
Null(L(G)) = span{1}, where Null(·) denotes the null space and 1 is the vector with
all entries being one. Now, since









3The sufficiency proof will be given after Lemma 6.3.9.
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and [xTf 0]









 > 0 ∀ xf ∈ RNf ,
and the lemma follows.
Consider the control law given in (49), we can derive the location of the followers
when the leaders are semi-static4.
Theorem 6.3.3. Given a fixed leader position xl, the semi-static equilibrium position
of the followers under dynamics in (49) is
xf = −L−1f lflxl, (50)
which is globally asymptotically stable.
Proof. From the previous Lemma 6.3.2, we know that Lf is invertible and hence (50)
is well-defined. Since, at the unique stable equilibrium point, we have
ẋf = −Lfxf − lflxl
= −Lf (xf + L−1f lflxl) = 0.
(51)
Moreover, since Lf ≻ 0 this implies global asymptotic stability.
Theorem 6.3.4. The system (−Lf ,−lfl) is controllable if G is connected and N (Bl) ⊆
N (Bf).
Proof. For the system (−Lf ,−lfl), being controllable means that vi(Lf) /∈ N (lTfl), ∀ vi ∈
spec(Lf). In other words, BlBTf vi 6= 0. Thus if N (Bl) ⊆ Im(BTf )⊥ = N (Bf), the sys-
tem is controllable.
4This means the leaders are moving in a very slow fashion such that, at each time instance, the














Figure 20. An example of choosing leaders such that condition in Theorem 6.3.4 is
satisfied.
Note that as a consequence of Theorem 6.3.4, we have a constructive way of
assigning leadership roles to agents to ensure controllability.
Given a network topology, first find the null space of B. Then select the appro-
priate rows of B and stack them in a new matrix such that the null space of this new
matrix is embedded in N (B). As an example, consider the directed graph in Figure


















−1 0 1 0 0 0 0
1 1 0 0 0 0 0
0 0 0 1 1 0 0
0 0 0 −1 0 1 0
0 −1 −1 0 0 0 −1



























































































































From the incidence matrix we directly see that by choosing any single agent as a
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follower and the remaining five as leaders, Theorem 6.3.4 will be satisfied.
It is worth noticing that this sufficient condition is conservative. In many cases
we can find configurations with fewer leaders that are still controllable. For instance,
in Figure 20, we can choose nodes v1, v2, v3 and v4 as leaders and the system is still
controllable. We can derive a more strict necessary condition with the help of some
new graph theoretical instruments.
6.3.2 Interlacing and Equitable Partitions of Graphs
Equitable partitions and interlacing theory play an important role in deriving the
necessary condition in the following section. In this section, we introduce some defi-
nitions and lemmas needed to support the next section.
Definition 6.3.1. A r-partition π of V (G), with cells C1, . . . , Cr, is said to be equitable
if each node in Cj has the same number of neighbors in Ci, for all i, j. We denote the
cardinality of the partition π with r = |π|.
Let bij be the number of neighbors in Cj of a node in Ci. The directed graph
with the r cells of π as its nodes and bij edges from the ith to the jth cells of π is
called the quotient of G over π, and is denoted by G/π. An obvious trivial partition
is the n-partition, π = {{1}, {2}, . . . , {n}}. If a partition contains at least one cell
with more than one node, we call it a nontrivial equitable partition (NEP), and the
adjacency matrix of the quotient is given by
A(G/π)ij = bij .
The equitable partition can be derived from graph automorphisms. For example,
in the so-called Peterson graph, shown in Figure 21(a), one equitable partition π1
(Figure 21(b)) is given by the two orbit of the automorphism groups, namely the 5












The equitable partition can also be introduced by the equal distance partition.
Let C1 ⊂ V (G) be a given cell, and let Ci ⊂ V (G) be the set of vertices at distance
i−1 from C1. C1 is said to be completely regular if its distance partition is equitable.
For instance, every vertex in the Peterson graph is completely regular and introduces










































Figure 21. Example of equitable partitions on (a) the Peterson graph G = J(5, 2, 0) and
the quotients: (b) the NEP introduced by the automorphism is π1 = {C11 , C12}, C11 =
{1, 2, 3, 4, 5}, C12 = {6, 7, 8, 9, 10}, and (c) the NEP introduced by equal-distance partition
is π2 = {C21 , C22 , C23}, C21 = {1}, C22 = {2, 5, 6}, C23 = {3, 4, 7, 8, 9, 10}.
The adjacency matrix of the original graph and the quotient are closely related
through the so-called interlacing theorem. First, we introduce the following lemma.
Definition 6.3.2. A characteristic vector pi ∈ Rn of a nontrivial cell Ci has 1’s in the
positions associated with Ci and 0’s elsewhere. A characteristic matrix P ∈ Rn×rof
a partition π of V (G) is a matrix with the characteristic vectors of the cells as its
columns. For example, the characteristic matrix of the equitable partition of the
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1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
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11
(b)
Figure 22. The (a) equitable partition and (b) the quotient of a graph.
Lemma 6.3.5. ([57] Lemma 9.3.1) Let P be the characteristic matrix of an equitable
partition π of the graph G, and let Â = A(G/π). Then AP = P Â and Â = P+AP ,
where P+ = (P TP )−1P T is the pseudo-inverse of P .
As an example, the graph in Figure 22 has a nontrivial cell (2, 3). The adjacency















0 1 1 0 0
1 0 0 1 0
1 0 0 1 0
0 1 1 0 1















The adjacency matrix of the quotient is










0 2 0 0
1 0 1 0
0 2 0 1











Lemma 6.3.6. ([57] Lemma 9.3.2) Let G be a graph with adjacency matrix A, and
let π be a partition of V (G) with characteristic matrix P , then π is equitable if and
only if the column space of P is A-invariant.
Lemma 6.3.7. Given a symmetric matrix A ∈ Rn×n, and let S be a subspace of Rn.
Then S⊥ is A-invariant if and only if S is A-invariant.
The proof of this well-known fact can for example be found in [65].
Remark 6.3.1. Let R(·) denote the range space. Suppose |V (G)| = n, |Ci| = ni and
|π| = r, then we can find an orthogonal decomposition for Rn as
R
n = R(P ) ⊕R(Q), (53)
where the matrix Q satisfies R(Q) = R(P )⊥, such that its columns together with
those of P form a basis for Rn. Following Lemma 6.3.7, R(Q) is also A−invariant.
Unlike matrix P , Q is derived from the nullspace of P and can be constructed in
different ways. One possible choice of such a Q is the n×n− r matrix with r column
blocks Q = [Q1, Q2, . . . , Qr], where Qi ∈ Rn×ni−1 corresponds to Ci. Moreover, each
column sums to zero in the positions associated with Ci and has zeros in the other



















In Qi, the upper and lower parts are zero matrices with appropriate dimensions












where 1 ∈ Rni−1 is a vector with ones in each position. Based on this method, the
Q matrix for the equitable partition in Figure 22(a) can be given by Q = Q2 =
[
0 1 −1 0 0
]T





The other choice of Q matrix is using the orthonormal basis of R(P )⊥. We denote
this matrix as Q̄. If we define
P̄ = P (P TP )−
1
2 . (55)
Note that the invertibility of P TP follows from the fact that the cells of the partition
are nonempty 5. Moreover, it satisfies that P̄ T Q̄ = 0 and Q̄T Q̄ = In−r. In other
words,
T = [P̄ | Q̄] (56)
is a matrix whose columns are defined on an orthonormal basis of Rn based on the
equitable partition π, and P̄ and Q̄ have the same column spaces as P and Q respec-
tively.
Theorem 6.3.8. ([57] Theorem 9.3.3) If π is an equitable partition of a graph G, then
the characteristic polynomial of Â = A(G/π) divides the characteristic polynomial of
A(G).
Lemma 6.3.9. ([57] Theorem 9.5.1) Let Φ ∈ Rn×n be a real symmetric matrix and
let R ∈ Rn×m be such that RT R = Im. Set Ψ = RT ΦR and let v1, v2, . . . , vm be an
orthogonal set of eigenvectors for Ψ such that Ψvi = θi(Ψ)vi, where θi(Ψ) ∈ R is an
eigenvalue of Ψ. Then
5In fact, PT P is a diagonal matrix with (PT P )ii = |Ci|.
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1. The eigenvalues of Ψ interlace the eigenvalues of Φ.
2. If θi(Ψ) = θi(Φ) then there is an eigenvector v of Ψ with eigenvalue θi(Ψ) such
that Rv is an eigenvector of Φ with eigenvalue θi(Φ).
3. If θi(Ψ) = θi(Φ) for i = i, . . . , l, then Rvi is an eigenvector for A with eigenvalue
θi(Φ) for i = i, . . . , l.
4. If the interlacing is tight, then ΦR = RΨ.
Now we are in the position to prove the sufficiency of Lemma 6.3.1, i.e., if L and
Lf share a common eigenvalue, the system (−Lf ,−lfl) is not completely controllable.
Proof of Sufficiency of Lemma 6.3.1: Since Lf is a principle sub-matrix of L, it
can be given by
Lf = RTLR,
where R = [Inf , 0]
T ∈ Rn×nf . Following Lemma 6.3.9(2), if Lf and L share a common
eigenvalue, say λ, then the corresponding eigenvector satisfies



































which gives us lTflvf = 0, and thus the system is uncontrollable.
Now, we have shown that the existence of a common eigenvalue shared by L
and Lf is a necessary and sufficient condition for the leader-follower network to be
uncontrollable.
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6.3.3 A Necessary Condition
The way we approach this necessary condition is through Lemma 6.3.1. In what
follows we will show first that both L and Lf are both similarity to some block
diagonal matrices. Then we will, furthermore, show that under some circumstances,
the diagonal block matrices, resulted from diagonalize L and Lf , have some diagonal
block(s) in common.
Lemma 6.3.10. If a graph G has a nontrivial equitable partition (NEP) π with char-











where AP is similar to the adjacency matrix Â = A(G/π) of the quotient.
Proof. Let the matrix T = [P̄ | Q̄] be the orthonormal matrix with respect to π, as
what we have defined in (56).
Now, let









Since P̄ and Q̄ have the same column spaces as P and Q respectively, they inherit
the A−invariance property, i.e.,
AP̄ = P̄B and AQ̄ = Q̄C.
for some matrices B and C. Since their column spaces are orthogonal complements
to each other, we get
P̄ TAQ̄ = P̄ T Q̄C = 0
and
Q̄TAP̄ = Q̄T P̄B = 0.
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In addition, let D2p = P
T P , we get





= DP ÂD−1P ,
(58)
and therefore the first diagonal block is similar to Â.
Lemma 6.3.11. Let P be the characteristic matrix of a NEP in G. R(P ) is K-




where ki ∈ R, ni = |Ci| is the cardinality of the cell, and r = |π| is the cardinality of
the partition. Consequently,
Q̄T KP̄ = 0,
where P̄ = P (P TP )−
1




























p1 p2 . . . pr
]
,
where Pi ∈ Rni×r is a row block which has 1’s in column i and 0’s elsewhere. On the
other hand pi is a characteristic vector representing Ci, which has 1’s in the positions

















1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0




















0 1 0 0




while p2 = [0 1 1 0 0]
T .


























k1p1 k2p2 . . . krpr
]
= PK̂,
where K̂ = diag(ki)
r
i=1, which shows that R(P ) is K-invariant. Since R(Q̄) = R(P )⊥,
it is K-invariant as well by Lemma 6.3.7, and
Q̄T KP̄ = Q̄T P̄ K̂ = 0.
The second equation follows the fact that R(Q̄) and R(P̄ ) are orthogonal complement
to each other.
By the definition of the equitable partition, the subgraph induced by a cell is
regular and every node in the same cell has the same number of neighbors outside the
cell. Therefore, the nodes belonging to the same cell have the same degree, and thus




where di ∈ R denotes the degree of each nodes in cell.
Since the graph Laplacian satisfy L(G) = D(G)−A(G), Lemma 6.3.10 and Lemma
6.3.11 together can show that R(Q̄) and R(P ) are L-invariant, and thus, we have
following corollary
Corollary 6.3.12. Given the same condition as in Lemma 6.3.10 L is similar to a
diagonal block matrix









where LP = P̄ TLP̄ and LQ = Q̄TLQ̄, and T = [P̄ | Q̄] defines a orthonormal basis
for Rn with respect to π.
As (60) defines a similarity transformation, it follows that LP and LQ carry all
the spectrum information of L, i.e., they share eigenvalues with L.
Now that, as we have show in (46), in a leader-follower network, the graph Lapla-










according to the leader assigning scheme. Transformations similar to (60) can be
found for Lf in the presence of NEPs in the follower graph Gf .
Corollary 6.3.13. Let Gf be a follower graph, and let Lf be the diagonal sub-matrix
of L related to Gf . If there is a NEP πf in Gf and a π in G, such that all the nontrivial
cells in πf are also cells in π, there exists an orthonormal matrix Tf such that













2 , where Pf is the characteristic matrix for πf , and let
Q̄f be defined on a orthonormal basis of R(Pf )⊥. In the above way, we have obtained
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an orthonormal basis for Rnf with respect to πf . Moreover, Lf = Df − Af where
Af denotes the adjacency matrix of Gf while Df is the degree matrix corresponding
to the original graph G. Since all the nontrivial cells in πf are also cells in π, Df
satisfies the condition in Lemma 6.3.11, i.e., nodes from an identical cell in πf have
the same degree. Hence from Lemma 6.3.10 and Lemma 6.3.11, R(P ) and R(Q̄) are
Lf -invariant and thus









where Tf = [P̄f | Q̄f ], LfP = P̄ Tf Lf P̄f and LfQ = Q̄Tf LfQ̄f , .
Again, the diagonal blocks of L̄f share all the spectrum information with Lf .
Now, we are in the position to prove our main result.
Theorem 6.3.14. Given a connected graph G and the induced follower graph Gf ,
the system (−Lf ,−lfl) is not complete controllable if there exist NEPs on G and
Gf , say π and πf , such that all the nontrivial cells of π are contained in πf , i.e.,
∃ π and πf , such that |Ci| = 1, ∀ Ci ∈ π\πf .
Proof. In Corollary 6.3.12 and Corollary 6.3.13, we have already shown that L and Lf
are both similar to some diagonal block matrices. Here we want to show the relation
ship between these diagonal block matrices.
Assume π ∩ πf = {C1, C2, . . . , Cr1}. According to the given condition, |Ci| ≥
2, i = 1, 2, . . . , r1. Without loss of generality, we can index the nodes in such a way





|Ci| ≤ nf < n.
6We introduce n1 for convenience. It is easy to verify that n1 − r1 = n − r = nf − rf
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where P1 is a n1 × r1 matrix that contains the nontrivial part of the characteristic
matrices. Since P̄ and P̄f are only normalized P and Pf respectively, they have the
same block structures. Consequently Q̄ and Q̄f , the matrices containing orthonormal






















where Q1 is a n1 × (n1 − r1) matrix that satisfies
QT1 P1 = 0.
As one can observe, Q̄f is different from Q̄ only by n − nf rows of zeros. In other
words, the special structures of Q̄ and Q̄f gives us the relationship
Qf = R
T Q,
where R = [Inf , 0]
T .




= Q̄Tf LfQ̄f = LfQ.
(63)
Therefore Lf and L share the same eigenvalues associated with LQ, and by Lemma
6.3.1, the system is not completely controllable.
Next, we further show that actually Tf is a similarity transformation leads us to
the controllability transformation.
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Theorem 6.3.15. Given a leader-follower network satisfies the condition in Theorem
6.3.14, Tf is a similarity transformation that gives us the controllability decomposition
of the system.
ẋf = −Lfxf − lflxl, (64)
.
Proof. Assume there is a NEP πf such that |πf | = r < nf . Let Pf be the characteristic
matrix corresponding to the equitable partition π in Gf . As shown in Corollary 6.3.13
Lf is similar to a diagonal block matrix L̄f . What remains to be shown is that the
same coordinate transformation on lfl will result in a block structure such that the
last (nf − r) elements are zeros, i.e.,









where lc = P̄
T
f lfl ∈ Rr and Tf = [P̄f | Q̄f ]. In other words, we need to prove that
Q̄Tf lfl = 0. We can show this by directly observation. On the one hand, recall the
properties of matrix Q introduced in Lemma 6.3.6, which shows that the columns
of Q have nonzero elements only in the position associated with nontrivial cells.
Moreover, they sum to zero in those positions. Since Q̄f has same column space as
Qf , its columns has the same structure with respect to the nontrivial cells in πf . On
the other hand, each the columns of lfl denote how the followers are connected to a
leader. Column i of lfl would have a −1 in j-th element if there is an edge between
leader i and follower j. Since, under π, all the nontrivial cells are in Gf , all the leader
nodes are trivial partitions, i.e., each leader is either connected to all the nodes in
Ci, i = 1, 2, . . . , r1, or none. Thus columns of lfl are always orthogonal to those of Q̄f ,
and hence Q̄Tf lfl = 0. This shows that Tf gives us a valid similarity transformation
for the controllability decomposition:






is the transformed state vector. Furthermore we can state that
żcf = −LfP zcf − lcxl (67)
żucf = −LfQzucf , (68)
(69)
where zcf = P̄
T





is the uncontrollable part of the transformed state.




2 and LfP = P̄ Tf Lf P̄f . Multiply both
side of (68) by (P Tf Pf)
− 1
2 , we get
(P Tf Pf)
−1P Tf ẋf = (P
T
f Pf)
−1P Tf LfPf(P Tf Pf)−1P Tf xf + (P Tf Pf)−1P Tf lflxl. (70)
Moreover, if we define P+f = (P
T
f Pf )
−1P Tf as the pseudo inverse of Pf , and let x
π
f =
P+f xf , (70) can be further simplified
ẋπf = P
+
f LfPfP+f xf + P+f lflxl (71)
= L̂fP+f xf + P+f lflxl
= L̂fxπf + P+f lflxl,
where L̂f = L(G/π) = P+f LfPf is the generalized Laplacian matrix of the quotient
graph. It is related to L̄fP by the relation L̄fP = (P Tf Pf)
1
2 L̂f(P Tf Pf)
1
2 .
In the situation described in Theorem 6.3.14, the system is not completely con-
trollable. This theorem thus gives us a method to identify uncontrollable situations
in a leader-follower system. Intuitively speaking, vertices in the same cell of a NEP
that satisfy the condition in Theorem 6.3.14 is not distinguishable from the leaders’
point of view. In other words, if the agents belong to the same cell shared by π and
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πf and they start from the same point, it is impossible for the leaders to pull them
apart. Thus the controllable subspace can be obtained by collapsing all the nodes in
the same cell into a single meta-node. However, since the NEPs may not be unique,
as we have seen in the case of the Peterson graph, more work is required before a
complete understanding of this issue is obtained.
Note that our sufficient condition for a graph to be uncontrollable immediately
produces a necessary condition for a graph to be controllable and this states as a
corollary.
Corollary 6.3.16. Given a connected graph G with the induced follower graph Gf , a
necessary for (−Lf ,−lfl) to be controllable is that no NEPs π and πf on G and Gf
exist such that π and πf share all nontrivial cells.
Corollary 6.3.17. If G is disconnected, a necessary condition for (−Lf ,−lfl) to be
controllable is that all of its connected components are controllable.
6.4 Examples and Discussions
In this part, we will show some uncontrollable situations that are identifiable by our
method, and discuss the relationship among some existing results, our result and our
ultimate goal.
a) Single Leader with Symmetric Followers. In Figure 22, if we choose node
’5’ as the leader, the symmetric pair (2,3) in the follower graph renders the network
uncontrollable as stated in [43] . The dimension of the controllable subspace is three,
while there are four nodes in the follower group. This result can also be interpreted
by Theorem 6.3.14, since all the automorphism groups introduce equitable partitions.
b) Single Leader with Equal Distance Partitions. We have shown in Figure 21 that
the Peterson graph has two NEPs. One is introduced by the automorphism groups and
the other (π2) is introduced by the equal distance groups. Based on π2, if we choose
node ‘1’ as the leader, the leader-follower group ends up with a controllable subspace
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with dimension of two. Since there are four orbits7 in the automorphism groups, this
dimension can only be interpreted by the two-cell equal distance partitions8.
c) Multiple Leaders. The last example is a modified leader graph based on the
peterson graph. In Figure 23, we add another node (‘11’) connected to {3, 4, 7, 8, 9, 10}
as the second leader in addition to node ‘1’. In this network, there is an equal distance
partition with four cells, {1}, {2, 5, 6} {3, 4, 7, 8, 9, 10} and {11}. In this situation, the












Figure 23. A 2-leader network based on the Peterson graph. The second leader ‘11’ is
connected to ‘3’,‘4’,‘7’,‘8’,‘9’ and ‘10’.
6.5 Conclusions
In this chapter, we considered the control of the leader-follower structure over a het-
erogeneous network. We first derived a set of transformations that can be employed to
derive the system matrices for the case where one or more of the nodes (leader nodes)
7They are {2, 5, 6}, {7, 10}, {8, 9}, {3, 4}
8They are {2, 5, 6} and {3, 4, 7, 8, 9, 10}
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update their state values based on an external command. The other nodes (follow-
ers) are assumed to update their states according to their relative states with their
neighbors. In such a setting, we studied the controllability of the resulting dynamic
system. It was shown that there is a intricate relationship between uncontrollability
of the system and various graph theoretic properties of the network. In particular, we
pointed out the importance of the nontrivial equitable partitions of a network in the
controllability properties of the interconnected system. The results of this chapter
belong to the intersection of graph theory and control theory and contribute to the
study of system-theoretic issues from a purely graph-theoretic outlook.
One important application of the leader-follower structure is formation control.
Ideally, the leader can move in such a way that the followers will be lead into desired
locations. In order for the followers to achieve their desired positions in finite time, we




DISTRIBUTED ESTIMATION IN HETEROGENEOUS
NETWORKED SYSTEMS
7.1 Introduction
Distributed sensor networks (DSNs) are often used to monitor spatially distributed
parameters. Each sensor node is embedded with a microprocessor for simple infor-
mation processing, and a transceiver for information exchange. Besides the sensor
nodes, one or more central nodes are connected to the network to collect data and
make decisions. These central nodes are more advanced than the sensor nodes in
their communication and processing capabilities.
DSNs are flexible platforms for distributed sensing and information processing.
However, as we have discussed in Section 1.2.2.2, the existing methods, namely multi-
hop and mobile central nodes, have their own shortcomings. Heuristics can be learned
from the distributed multi-agent system, where a global behavior is achievable even
when each individual agent makes its own decision solely based on the local informa-
tion. The agents exchange and process local information in such a coordinated way
that the information is quickly propagated through the network. Having a certain
amount of processing, communication, and storage capability, the sensor node should
also be able to disseminate the information based on a consensus-like distributed rule.
This chapter proposes an estimation scheme which, instead of monitoring the value
of each sensor node, just observes the states of a subset of the nodes, and uses this
information to recover the spatial distribution of the parameter. Ideally, only a small
portion of the nodes is needed to recover the distribution. This chapter is arranged
as follows: In Section 7.2, we first introduce a graph-based model for DSN and then
propose a distributed estimation strategy based on the rendezvous algorithm. In
Section 7.3 we study the observability of the DSN and give a necessary condition.
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7.2 Graph-Based Estimation of Distributed Sensor Networks
Given a DSN with N sensors, the underlying sensor graph, Gs = (Vs, Es), takes the
sensors as its nodes, and the communication links between node pairs as its edges.
Without lose of generality, let pi ∈ R be the sensor value of node i, i = 1, . . . , N . Next,
let y ∈ RN be the state of a distributed estimator, and yi be the component associated
with node i. Note that yi is different form its real sensed value pi in that yi decided
by a distributed estimation algorithm. It is yis, not pis, that are transmitted through
the communication links and computed at the processors embedded with the sensor
nodes. In other words, each node has three roles: First, it is a sensor that monitors
the parameter value, pi. Secondly, it is a processing unit of a distributed computing
system, which updates its state, yi, by processing the information gathered from its
communication links. Thirdly, it is a transceiver that exchange its state information
with its neighbors (yj, j ∈ N (i)).
Our desired estimation algorithm can then be described in the following way. At
time zero, node i records its sensing value pi and use it as the initial value for yi.
Then it updates its own state based on the local information, i.e., all the states of its






f(yi(t) − yj(t)), yi(0) = pi, i = 1, . . . , N, (72)
where, again, N (i) is the neighborhood of node i. Based on this updating scheme,
the central nodes retrieve observation
z(t) = g(y(t)), (73)
where y(t) = [y1(t), . . . , yN(t)]
T , and z(t) ∈ Rm, m << N , with m being the number










(yj − yi), i = 1, 2, . . . , N. (74)




ẏ = −L(Gs)y, y(0) = p,
z = Cy,
(75)
where L(Gs) is the Laplacian matrix of the graph associated with the sensor network,
and C ∈ Rm×N is the observation matrix. Since the graph is assumed to be static, we
will use Ls for L(Gs) wherever it causes no confusion. As we have proved in Chapter
3 that system (75) is stable, and yi(t) converges to
∑N
1 pj/N , for all i ∈ {1, N}.
Nonetheless, from control theory, we know that if the system (−Ls, C) is observable,
we can fully recover the initial state y(0) from the observation z(t). Note that, in
the case of multiple central nodes, each central node collects raw information from a
subset of sensors and sums them up together, an operation that equals to multiply y
by each row of C. Then the summation results are reported to a single super node
in order for final information processing and decision making.
We further restrict C to be a (0, 1) matrix, meaning that all the links are equally
weighted. If C has a nonzero element in column j, row i, it means that there is a
communication link between sensor j and central node i.
One can design different observer based on (75), and a simple way of recovering
the information, assuming the parameter being static or changing very slowly, is to
solve the system
z(t) = Ce−tLsy(0), t ≥ 0,
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where OT becomes the observability matrix when T = N . Of course, more sophisti-
cated estimation methods are available in the literature, but it is beyond the scope
of this thesis.
As we can see, the proposed estimation scheme is relying on one crucial assump-
tion: the system (−Ls, C) is observable. Now, let us revisit the observability theorem
from control theory.




ẋ = Ax, x(0) = x0
y = Cx,
(76)
the following are equal:
• system (76) is observable









 equals n for every eigenvalue λ of A
We can always check the rank condition to determine the observability of the
network. However, it becomes infeasible when the number of nodes becomes very
large. We need to guarantee the observability when we build the network, and,
for this sake, we want to understand how the topology of the network affects the
observability. In the following section, we will show how the observability property is
related to the topology of the sensor network.
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7.3 Observability Analysis of Distributed Sensor Networks
The results shown in this section are closely related to the results from Chapter
6 because of the duality between the observability problem and the controllability
problem. Let us recall some notations related to the nontrivial equitable partition
(NEP). Given a DSN, suppose its underlying sensor graph has a NEP πs with |πs| = r,
and let Ps be the characteristic matrix of πs. With a little abuse of notation, we further




2 be the normalized characteristic matrix of Ps and Q̄ be chosen
in such a way that renders the matrix Ts = [P̄s | Q̄s] an orthonormal matrix.
First, consider the single central node case and denote the central node by VN+1.
Now, C is a row vector and z is a scalar equal to the sum of the states of the nodes
connecting to the central node. Since C is a (0, 1) matrix, it can not belong to the
orthogonal complement of P . If it happens to be the character vector of a non-trivial
cell, some states will become unobservable.
Theorem 7.3.1. Let G be the underlying graph of a DSN and π be the only one NEP
over Gs. System (75) is not complete observable if the central node connects to all the
nodes in one or more cells, i.e.,
N (N + 1) = {∪kl=1Cil}, k, il ∈ {1, . . . , r}. (77)
Proof. The proof follows directly from Corollary 6.3.12, Theorem 6.3.14 and Theorem
6.3.15.
Corollary 7.3.2. Let Gs be the underlying graph of a DSN. If (77) is valid for all
the NEPs over Gs. System (75) is not completely observable.
In the case of multiple central nodes, simply apply Theorem 7.3.1 to each leader
will not lead us to the right conclusion. From the duality, we know that the system
given in (76) is observable if and only if (AT , CT ) is controllable. Thus, we want to
utilize the results in Chapter 6, especially Theorem 6.3.14 and Theorem 6.3.15.
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Given a DSN, let us regard the central nodes as the leaders in the leader-follower
structure, and denote the resulting graph as the augmented sensor graph G. G is
nothing more than adding the central nodes to the sensor graph Gs and adding edges
onto Gs, which represents the information flows from sensor nodes to the central
nodes. The sensor graph Gs plays the similar role of the follower graph, Gf , in the
leader-follower structure, as shown in Figure 24. The difference is that in the DSN
the information flows from the sensor nodes to the central nodes, while in the leader-
following structure, the information flows from the leaders to the followers. With this









Figure 24. Shown in the picture are (a) the graph associate with a DSN (Gs), and the
augmented graph G, and (b) the interaction graph G of the leader-follower structure
with the same topology as the DSN in (a). Note the follower graph Gf is similar to Gs,
but the information flows are from the leader to the follower.
Theorem 7.3.3. Given a DSN with connected graph Gs and the augmented graph G,
the system (75) is not complete observable if there exist NEPs on G and Gs, say π and
πs, such that all the nontrivial cells of π are contained in πs, i.e., ∃ π and πs, such
that |Ci| = 1, ∀ Ci ∈ π\πs. Moreover, Ts = [P̄s | Q̄s] is a similarity transformation
that gives us the observability decomposition of the system.
Proof. Let Ps be the characteristic matrix corresponding to the NEP πs in Gs. As
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shown in Corollary 6.3.12









as a result of the similarity transformation Ts. Next, we want to show that the same
transformation on C can give us desired block structure. In other words, we want to
show that
CTs = C̄ = [Co, 0]. (78)
From Lemma 6.3.6, we know that Q̄s have zero column sum and that the columns
could have nonzero elements only in the rows associated with nontrivial cells. On the
other hand, row i of C denotes how the sensor nodes are connected to central node i,
thus it would have a 1 in j-th element if there is an edge between central node i and
sensor node j. Since, under π, all the nontrivial cells are in Gs, and all the central
nodes are trivial partitions, i.e., each leader is either connected to all the nodes in Ci,
for some i ∈ 1, 2, . . . , r1, or none. Thus columns of CT are in the column space of Ps.
Therefore, we have
CQ̄s = 0,




v̇ = −L̄s v, v(0) = T Ts p,
z = C̄ v,
(79)
where
v = T Ts y
is the transformed state vector. Furthermore we can state that
v̇o = −LsP vo (80)




where vo = P̄ Ts y is the observable part of the transformed state, while v
uo = Q̄Ts y is
the unobservable part of the transformed state.





−1P Ts is the pseudo inverse of





ẏπ = P+s LsPsP+s y (83)
= L̂sP+s y
= L̂syπ,
where L̂s is the Laplacian for the quotient (Gs/π).
To this end, we have derived the sufficient condition for a DSN not to be completely
controllable. The converse of this theorem gives us an necessary condition for the DSN
to be fully observable. We state this as a corollary
Corollary 7.3.4. Given a connected sensor graph Gs and its augmented graph G, a
necessary condition for (−Ls, C) to be observable is that no NEPs π and πs exist over
G and Gs such that π and πs share all nontrivial cells.
7.4 Conclusions and Discussions
A novel estimation strategy for distributed sensor network was proposed in this chap-
ter. In this strategy, each sensor node runs a rendezvous-like scheme on their local
information set and the central nodes estimate the original information by observing
a small set of the sensors. Observability, an crucial issue enabling our strategy, was
discussed and a set of necessary conditions were given.
The merit of our method is three folds. First, it requires the minimum number of
information exchanges between the sensor nodes and the central nodes. In a multi-hop
strategy with only one central node, the network is essentially a star graph with the
central node at its center. N packets of data, each containing the information from a
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sensor node, arrive at the central node directly or through routing. Whereas, in our
method, the number of packets received by the central node is only determined by the
number of sensor nodes they connected to. If the network is correctly constructed,
we need to read only one node to recover the whole scene1.
Secondly, the amount of information exchanged between sensor nodes does not
change with respect to the distance to the central node. In a n-hop route, there are
∑n+1
1 i packets transmitted from the starting node to the central node. Furthermore,
with the same number of central node, n increases dimensionally (quadratically in
2-D, and cubically in 3-D) as the field scales. With our strategy, however, every link
need to carry only 2 packets of information, so with the same length n only 2n + 1
packet are transmitted. (The central nodes only receive one packet from each sensor
connected to them.) The minimum communication does not come without a cost.
Each node has to sum up their neighbor’s information and the central node has to
infer the parameter field by solve a set of linear equations. However, concerning
that computation nowadays is much cheaper and consumes much less power than
communication2, our method still holds great advantage over the multi-hop strategy.
Although the mobile-central node need to collect only N packet in a complete cover-
age, comparing 2M +m in our method, M being the number of communication links
which is normally larger than N , our method is much faster in a large field.
Thirdly, our method is less complex comparing to multi-hop or mobile central
node strategy. Each sensor node simply calculates the average, without even know
their neighbors’ identity. It does not have to deal with the routing problem, a crucial
part in the multi-hop. From the central nodes point of view, there is need to walk
through the field to collect the data, so they do not have to worry about the coverage
problem or motion planning.
1Given the network is observable from this node.
2Somebody argue that communication is 2000 times expensive than computation to process the
same amount of information
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Since the central nodes have long range communication ability, they can share
information and keep a copy of z(t) for each of them. In this way, each of them can
play the role of decision maker. A further extension would be such that each node
acts as the central node and use the history of his own state, say yi(t) to infer the
state of the others. Though this scheme is elegant and robust in the sense of fault
tolerance, we will not pursuit this direction any further.
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CHAPTER 8
CONTAINMENT CONTROL OF HETEROGENEOUS
NETWORKED SYSTEMS
8.1 Introduction
This chapter investigates a variation of the leader-follower structure, namely the so-
called containment problem. The problem is to drive a collection of autonomous,
mobile agents to a given target location while guaranteeing that their motion satisfies
certain geometric constraints. These constraints are there to ensure that the agents
are contained in a particular area during their transportation. Such issues arise
for example when a collection of autonomous robots are to secure and then remove
hazardous materials. This removal must be secure in the sense that the robots should
not venture into populated areas or in other ways contaminate their surroundings.
Based on the leader-follower structure, we will let the follower agents move au-
tonomously based on local, consensus-like interaction rules, commonly found in the
literature under the banner of algebraic graph theory [62, 66, 67]. However, we will
augment this control structure with the addition of leader-agents or anchor nodes
[42]. These leaders are to define vertices in a convex polytope (the leader-polytope)
and they are to move in such a way that the target area is reached while ensuring that
the follower-agents stay in the convex polytope spanned by the leaders, as shown in
Figure 25. As such, the followers movements are calculated in a decentralized manner
according to a fixed interaction topology, while the leaders are assumed to be able to
detect if any of the followers violate the containment property.
For the leaders, we will use a hybrid Stop-Go policy [68,69], in which the leaders
move according to a decentralized formation control strategy until the containment
property is about to be violated. At this point, they stop and let the followers settle
back into the leader-polytope before they start moving again. For such a strategy
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Figure 25. The containment problem: The leaders are to move in such a way that the
followers remain in the convex leader-polytope for all times.
to be successful, a number of results are needed, including a guarantee that the
Laplacian-based follower-control will in fact drive the followers back into the leader-
polytope. Moreover, we must also ensure that such a control strategy is feasible in
the sense of non-Zeno, live in the sense of not staying in the Stop mode indefinitely,
and convergent in the sense that the target area is in fact reached.
After the leader-follower case has been settled, we will generalize this situation by
introducing multiple layers in the network. This allows us to define complexity and
performance measures in terms of the information flow and algebraic connectivity in
the network, and relate these to the number of layers in the network. As such this
work consists an extension of our previous work on leader-follower control [40] and
hierarchial multi-layer control [41] of multi-agent system.
8.2 Operations on Graphs
In this section we will present the basic mathematical framework and some enabling
results in networked systems.
Definition 8.2.1. Let S = (VS, ES) be an undirected host graph and VS′ ⊂ VS. The
subgraph S ′ associated with VS′ is the pair (VS′, ES′) where ES′ = {(x, y) ∈ ES : x ∈
VS′, y ∈ VS′}.
Definition 8.2.1 allows basic operations in set theory to be extended to graphs.
Definition 8.2.2. Let S1 and S2 be to subgraphs of the graph S. Then, S1 ∪ S2,
S1 ∩ S2 , S1\S2 are the graph associated with VS1 ∪ VS2 , VS1 ∩ VS2, and VS1\VS2,
respectively.
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For our purposes, we will often use graphs with a boundary.
Definition 8.2.3. Let S be a subgraph of G. The boundary of S is the subgraph
∂S ⊂ G associated with V∂S .= {y ∈ VG \ VS : ∃x ∈ VS : x ∼ y}. The closure of S
is S̄ = ∂S ∪ S.
Note that the definition of the boundary of a graph depends upon the host graph
G. This implies that if one considers three graphs S ′ ⊂ S ⊂ G, the boundaries of S ′
in S and in G may differ. Recall that N (i) denotes the neighborhood of node i.
In the context of multi-agent systems, the nodes of the host graph G represent
agents and the edges are communication links. In particular, an agent x has access
to the states of all its neighbors and can use this piece of information to compute
its control law. Although a complete graph is not necessary for a distributed control
algorithm, we always assume that the host graph is connected.
In order to model the collective behavior of the agents we will use functions f :
VG 7→ Rd defined over a graph G [70]. The partial derivative of f is defined as
∂yf(x)
.
= f(y) − f(x) and enjoys the following properties:
(1) ∂yf(x) = −∂xf(y),
(2) ∂xf(x) = 0,
(3) ∂2yf(x) = −∂yf(x).










where the last identity follows from property (3). The integral and the average of f













Let L2(G|Rd) be the Hilbert space composed by all functions f : VG 7→ Rd endowed





‖f‖2. We will use the shorthand notation L2 when there
is no ambiguity on the underlying domain and range of the functions.
Let S be a subgraph of G and ∂S be its boundary in G. We assume that S∪∂S =
G. As in [70], we also consider the Hilbert space H10 (S) = {f ∈ L2(G) : f|∂S = 0}
(see [70] for the definition of a suitable norm on H10 (S)).
Note that a function f ∈ H10 (S) is defined on S̄ and possibly non null only on S.
The next theorem, proved in [70], characterize the eigenstructure of the Laplacian
operator defined on H10 (S).
Theorem 8.2.1. Let G be a connected graph and S a proper subgraph of G. Then, the
operator ∆ : H10 (S|Rd) 7→ L2(S̄|Rd) has |VS|d strictly negative eigenvalues. Moreover,
the corresponding eigenfunctions form a basis for H10(S|Rd).
8.3 Multiple Stationary Leaders
In this section we use PdEs for modeling and analyzing a group of agents with multiple
leaders. A leader is just an agent that moves toward a predefined goal, and whose
control policy is independent of the motion of all the followers. However, followers
that are neighbors to the leader can use the leader state in order to compute their
control inputs.
Let r(x, t) be the position of the agent x at time t ≥ 0, where1 r ∈ L2. The
communication network is represented by the undirected and connected graph G. For
distinguishing between leaders and followers, we consider two subgraphs SF and SL of
G such that SL = ∂SF and SF ∪ SL = G, where the subscripts denote “Leaders” and
“Followers” respectively. Note that we assume that all agents are either designated
as leaders or followers.
As already mentioned in the introduction, we will assume that the followers obey
1For sake of conciseness, for a function f(x, t) : VG ×R+ → Rd we will often write f ∈ L2 instead
of f(·, t) ∈ L2.
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the simple dynamics ṙ(x, t) = u(x, t), where
u(x, t)
.
= ∆r(x, t) (86)
is the Laplacian control law. Let r̂(x, t), x ∈ VSL be the trajectory of the leaders.
Then, the collective dynamics is represented by the model
ṙ(x, t) = ∆r(x, t) x ∈ VSF (87a)
r(x, t) = r̂(x, t) x ∈ VSL (87b)
endowed with the initial conditions r(·, 0) = r̃ ∈ L2(SF ).
Model (87) is an example of a continuous-time Partial difference (PdE) with non-
homogeneous Dirichlet boundary conditions. We refer the reader to [70–72] for an
introduction to PdEs.
Being one of the most studied control paradigms for multi-agent systems, the
Laplacian based feedback control allows the agents to achieve globally coordinated
behaviors using only local information. The main results on Laplacian control avail-
able in the literature and specialized to model (87) are:
• in the leaderless case (i.e., SL = ∅), the Laplacian control solves the rendezvous
problem, i.e., r(x, t) → r∗ ∈ Rd, ∀x ∈ VG as t → +∞. Moreover, the agents
converge exponentially to r∗ = 〈r̃〉 thus achieving average consensus. These
results have been established in [6, 73] through the joint use of tools in control
theory and algebraic graph theory. A formal analysis of the PdE (87a) has been
conducted in [71, 72, 74] showing a complete accordance with results available
within the theory of the heat equation [75];
• in the case of a single leader (i.e., VSL = {xL}) with fixed position (i.e., r̂(xL, t) =
r̄ ∈ Rd), Laplacian control solves the rendezvous problem with r∗ = r̄ [6].
This property has also been shown in [71, 72] within the PdE framework, thus
93
highlighting the profound links between model (87) and the heat equation with
Dirichlet boundary conditions [75].
The first attempt of this paper is to characterize the asymptotic behavior of the
followers in the presence of multiple leaders with fixed positions. To this end, for the
remainder of this section, we will assume that r̂(x, t) = r̄(x) ∈ L2(SL). The equilibria
of (87) are then given by the solutions to the PdE
∆h(x) = 0 x ∈ VSF (88a)
h(x) = r̄(x) x ∈ VSL (88b)
and they have been studied in [70]. In particular, [70, Theorem 3.5] shows that if the
hosting graph G is connected and VSL 6= ∅ then, the PdE (88) has a unique solution2
h(x). By analogy with the jargon of Partial Differential Equations, h is termed the
harmonic extension of the boundary conditions r̄.
Our next aim is to verify that r → h as t → +∞. Let us consider the decomposi-
tion
r(x, t) = r0(x, t) + h(x), r0 ∈ H10 (SF ) (89)
Since h does not depend upon time and ∆h = 0, ∀x ∈ VSF , the PdE (87) is equivalent
to the following one
ṙ0(x, t) = ∆r0(x, t) x ∈ VSF (90a)
r0(x, t) = 0 x ∈ VSL (90b)
From (89), it is apparent that the problem of checking if r → h as t → +∞ can be
recast into the problem of studying the convergence to zero of the solutions to the
PdE (90). The fact that r0 → 0 as t → +∞ follows from Theorem 8.2.1 and it can
be shown by proceeding exactly as in the proof of [74, Theorem 5]3.
2[70, Theorem 3.5] assumes that the subgraph S is induced (see [70] for the definition of induced
subgraphs). However, a careful examination of the proof, reveals that this assumption is unnecessary.
3Actually, [74, Theorem 5] proves a stronger property, namely that the origin of (90) is “exponen-




Figure 26. An example of the application of Theorem 8.3.1 is given. Initially, some
of the followers (white) are located outside ΩL but after a while they have all reached
ΩL, spanned by the stationary leaders (black). The edges between agents capture the
information flow in this static interaction graph.
The next Theorem, proved in Appendix A, highlights a key geometrical feature of
h(x). For a set X of points in Rd, Co(X) will denote its convex hull. Moreover, the
set ΩL is the convex hull of leaders positions, i.e., ΩL
.
= Co({r̄(y), y ∈ VSL}).
Theorem 8.3.1. Let S1 be a nonempty connected subgraph of SF and ∂S1 be its
boundary in G. Then, ∀x ∈ VS1 it holds
h(x) ∈ Co({h(y), y ∈ V∂S1}). (91)
Moreover, one has that h(x) ∈ ΩL, i.e., that the position of each follower lies in the
convex hull of the leaders positions. Finally, if ΩL is full dimensional, then h(x) ∈
ΩL\∂ΩL, ∀x ∈ VSF .
This result is illustrated in Figure 26. We start by introducing a basic result on
polytopes.
Lemma 8.3.2. Consider the polytope P = Co(X) where X = {xi ∈ Rd : i = 1, . . . , L}
and let X1 be a proper subset of X. If x ∈ Co(X1), ∀x ∈ X\X1, then P = Co(X1).
Proof. The conditions x ∈ X\X1 and x ∈ Co(X1) imply that x is not a vertex of P .
Then, X1 includes all vertexes of P , thus proving that P = Co(X1).
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Lemma 8.3.3. Let G be a host graph, S a subgraph of G and T1 a proper subgraph
of S and ∂T1 the boundary of T1 in G. Consider x̄ ∈ V∂T1 ∩ VS, and let r ∈ L2(G) be
a function verifying
r(x̄) ∈ Co({r(y) : y ∈ N (x̄)}) (92)
r(x) ∈ Co({r(y) : y ∈ V∂T1}), ∀x ∈ VT1 (93)
Let T2 be the subgraph associated with VT1 ∪ {x̄} and ∂T2 be the boundary of T2 in G.
Then, for all x′ ∈ VT2 it holds
r(x′) ∈ Co({r(y) : y ∈ V∂T2}). (94)
Proof. From (92), one has that all r̄ ∈ {r(y) : y ∈ VT2} verify r̄ ∈ P where P =
Co({r(y) : y ∈ V∂T1 ∪ N (x̄)}). In particular, if x ∈ N (x̄) ∩ T1 one has that r(x) ∈
Co({r(y) : y ∈ V∂T1}). Recalling (93) and that x̄ ∈ V∂T1 one can apply Lemma 8.3.2
and obtain
P = Co({r(y) : y ∈ (V∂T1\{x̄}) ∪ (N (x̄)\VT1)}).
The proof is concluded by realizing that
V∂T2 = (V∂T1\{x̄}) ∪ (N (x̄)\VT1).
We are now in a position to prove Theorem 8.3.1.
Proof. (Theorem 8.3.1.)
Let p = x0x1 . . . xL be a path going through all nodes of S1. Since ∆h(x) = 0,






h(y), ∀x ∈ VSF
which implies that
h(x) ∈ Co{h(y) : y ∈ N (x)} (95)
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We will prove the theorem using a recursive argument on the nodes composing N .
First, note that x1 ∈ N (x0). Let T1 and T2 be the subgraphs associated with {x0}
and VS1 ∪{x1}, respectively. Lemma (8.3.3) can be applied with x̄ = x1. Indeed, (92)
amounts to (95) for x = x0 and (93) amounts to (95) for x = x1. Then, from (94) we
have
h(x) ∈ Co({h(y) : y ∈ V∂T2}), ∀x ∈ VT2
Now, we denote by S(i), i < L the subgraph of S1 associated with the i + 1 nodes
{x0, x1, . . . , xi} and by ∂S(i) its boundary in G. Assume now that at the i-th step,
i < L we have
h(x) ∈ Co({h(y) : y ∈ V∂S(i)}), ∀x ∈ VS(i) (96)
We need to prove that:
h(x) ∈ Co({h(y) : y ∈ V∂S(i+1)}), ∀x ∈ VS(i+1). (97)
Note that xi+1 ∈ N (xi). Set T1 = S(i) and let T2 be the graph associated with
VS(i) ∪ {xi+1}. Lemma (8.3.3) can be applied with x̄ = xi+1. Indeed, (92) amounts to
(95) for x̄ = xi+1 and (93) amounts to (96). Then, from (94) we have
h(x) ∈ Co({h(y) : y ∈ V∂T2}), ∀x ∈ VT2.
Since, T2 = S
(i+1), formula (91) is proved. If S is connected, the result holds also
for S = S1. If S is not connected, we apply (91) on each connected component Si,
1 ≤ i ≤ n, and, by simple algebra, obtain
h(x) ∈ Co({h(y), y ∈ V∂S1 ∪ V∂S2 ∪ . . . ∪ V∂Sn}).
The proof that each follower lies in the convex hull of the leaders positions is ended
by realizing that V∂S = V∂S1 ∪ V∂S2 ∪ . . . ∪ V∂Sn.
The fact that the full dimensionality of ΩL implies that h(x) ∈ ΩL\∂ΩL, ∀x ∈ VSF
is proved by contradiction. Let x ∈ VSF be such that h(x) ∈ ∂ΩL and denote
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with χ the supporting hyperplane of ΩL such that h(x) ∈ ΩL ∩ χ. Then, since
h(x) ∈ Co({h(y), y ∈ N (x)}), all y ∈ N (x) verify h(y) ∈ ∂ΩL ∩ χ. Iterating the
argument over the followers lying on χ, one would find that also all leaders x ∈ VSL
lie on χ and this contradicts the fact that ΩL is full dimensional.
Another geometrical feature which we need is the following:
Theorem 8.3.4. Suppose that ΩL is fully dimensional and that r(x, t) is evolving
according to (87). Suppose that, at a given time t = t, there is an agent x ∈ VSF such
that r(x, t) ∈ ∂ΩL. Then, two situations may occur:
1. there exists an (affine) hyperplane χ such that
r(x, t) ∈ χ ∩ ∂ΩL, and r(y, t) ∈ χ ∩ ∂ΩL ∀y ∈ N (x).
Then:
∃α > 0 : r(x, t) + αṙ(x, t) ∈ χ ∩ ∂ΩL, (98)
2. otherwise,
∃α > 0 : r(x, t) + αṙ(x, t) ∈ ΩL \ ∂ΩL. (99)
Note that (98) means that the velocity of x will be along the hyperplane χ (in
other words, the agent may slide on the boundary ∂ΩL), whereas (99) means that the
velocity of x is pointing inside the polytope ΩL.
Proof. (Theorem 8.3.4)
Since r(x, t) obeys to (87), by rearranging terms we obtain:




Then, setting α = |N (x)|−1, it holds:





i.e., r(x, t) + αṙ(x, t) is the barycenter b(Yx) of the polytope Yx .= Co({r(y, t), y ∈
N (x)}). Note that: first Yx ∈ ΩL, second, thanks to convexity, the barycenter of Yx
lies in the relative interior of Yx. Thus, if all y ∈ N (x) verify that r(y, t) ∈ χ ∩ ∂ΩL
then Yx ⊂ χ∩∂ΩL and so does b(Yx), i.e., b(Yx) ∈ χ∩∂ΩL; otherwise b(Yx) ∈ ΩL\∂ΩL.
8.4 Leader-Follower Containment Control
Containment of all the followers is achieved in the case of static leaders in last section.
However, if the leaders are moving, this property might be violated. In order to
prevent the followers from leaving the polytope spanned by the leaders, appropriate
control strategy need to be designed for the leaders to guarantee the containment. In
what follows, we propose a hybrid strategy for this purpose and analyze the liveness
and reachability.
8.4.1 Hybrid Control Strategy
For the sake of containment, we define two distinctly different control modes for the
evolution of the leaders. The first of the two control modes is the STOP mode. As
the name indicates, this mode corresponds to the leaders halting their movements
altogether in order to prohibit a break in the containment:
STOP :
ṙ(x, t) = ∆r(x, t) x ∈ VSF (100a)
r(x, t) = r̂(x, t) x ∈ VSL (100b)
˙̂r(x, t) = 0 x ∈ VSL (100c)
It is clear that in order to execute this mode, no information is needed for the leaders
whatsoever.
The second control mode under consideration is the GO mode, in which the leaders
move toward a given target formation. A number of different control laws can be
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defined for this, but, for the sake of conceptual unification, we let the GO mode be
given by a Laplacian-based control strategy as well.
GO :
ṙ(x, t) = ∆r(x, t) x ∈ VSF (101a)
r(x, t) = r̂(x, t) x ∈ VSL (101b)
˙̂r(x, t) = ∆SL(r̂(x, t) − rT (x)) x ∈ VSL (101c)
where rT (x), x ∈ VSL denotes the desired target position of leader x, and where we







Under the assumption that SL is connected, and by exactly the same reasoning as
for the standard rendezvous problem, under the influence of the GO mode alone the
leaders will converge exponentially to rL(x) = 〈r̂(·, 0)〉−rT (x), i.e., ∃k > 0, η > 0 such
that ‖r̂(·, t) − rL(x)‖L2 ≤ ke−ηt‖r̂(·, 0) − rL(x)‖L2 . In other words, no convergence
to a predefined point is achieved. Rather, this control law ensures that the leaders
arrive at a translationally invariant target formation.
Note that the details of the leaders’ motion is not crucial and this particular choice
is but one of many possibilities. However, this choice is appealing in that it makes
the information flow explicit, and the leaders only need access to the positions (and
target locations) of their neighboring leaders in order to compute their motion. As
such the decentralized character of the algorithm is maintained.
In order for fully specify the hybrid Stop-Go leader policy depicted in Figure 27,
transition rules are needed as well. As before, let ΩL denote the leader-polytope and





‖µ − x‖2, (102)
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Figure 27. The hybrid automaton implementing the Stop-Go policy.
where ‖ · ‖2 denotes the Euclidean 2-norm, and where ζΩL(µ) = −1 if µ ∈ ΩL and +1
otherwise. Using this distance measure we let the two guards be given by
GO2STOP :∃y ∈ VSF | d(r(y, t), ΩL) ≥ 0? (103a)
STOP2GO :d(r(y, t), ΩL) < −ǫ ∀y ∈ VSF ? (103b)
where ǫ > 0 is a threshold.
Note that the guard STOP2GO is crossed only if the following assumptions are
verified:
Assumption 8.4.1. Let ĥ(·, t) be the solution to (88) for r̄(·) = r̂(·, t), ∀t ≥ 0 and
consider the set ΩǫL(t) = {y ∈ ΩL(t) : dist(y, ∂ΩL(t)) > ǫ}. Then
1. ΩǫL(t) is nonempty, ∀t ≥ 0;
2. Co({ĥ(x, t), x ∈ VSF }) ⊂ ΩǫL(t).
In particular, Assumption 8.4.1 implies that ΩL must be full-dimensional at all
times and “sufficiently fat” along every direction. Conditions relating property 2 of
Assumption 8.4.1 to the graph topology are currently under investigation. A few
comments must be made about the computation and communication requirements
that these guards give rise to. If two leaders are located at the end-points of the same
face of ΩL, then they must be able to determine if any of the followers are in fact on
this face. This can be achieved through a number of range sensing devices, such as
ultrasonic, infra-red, or laser-based range-sensors. Moreover, in order for all leaders
to transition between modes in unison, they must communicate between them, which
means that either SL is a complete graph, or that multi-hop strategies are needed.
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In either way, a minimal requirement for these mode transitions to be able to occur
synchronously, without having to rely on information flow across follower-agents, is
that SL must be connected.
The hysteresis threshold ǫ > 0 in the STOP2GO guard (see Figure 28) and the
next assumption are needed in order to avoid Zeno behaviors. Let ρΩL denote the
supreme of the diameter of ΩL during an execution.
Assumption 8.4.2. ∃M < ∞ such that ρΩL ≤ M .
It is easy to check that Assumption (8.4.2) is verified when Laplacian control
governs the leaders’ motion in the GO mode as in (101c). Indeed, the exponential
convergence of r̂(x, t) to rL(x) = 〈r̂(·, 0)〉 − rT (x) implies that r̂(x, t) is bounded at
all times. However, Laplacian control is but one of many possible control strategies
and can be replaced by other control schemes (e.g. plan-based leader control laws)
without generating Zeno executions as long as Assumption 8.4.2 is verified.
Theorem 8.4.1. Under Assumptions 8.4.2 and 8.4.1, the hybrid automaton in Figure
27 defined by (100), (101) and (103) is non-Zeno.
Proof. Let the system be in the STOP mode. Under Assumption 8.4.2 we have






ρΩL ≤ NρΩL ,
∀x ∈ VSF .
(104)
From Assumption 8.4.1, in order for the system to leave the STOP mode, at least
one follower agent must have traveled at least a distance ǫ, which in turn implies that
the system will always stay for a time greater than or equal to ǫ/NρΩL in the STOP
mode. In order for the system to exhibit Zeno executions, a necessary condition is
that the difference between the transition times must approach zero [76]. Since this
is not the case here, the non-Zeno property is established.
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Figure 28. A hysteresis-based transition strategy avoids Zeno executions.
8.4.2 An Example
An execution of the hybrid automaton is shown in Figure 52, where three leaders
(black) maneuver four followers (white). The initial position and final position of the
leaders are r(x, 0) = {(1,−3), (0,−1), (0, 1)} and rT (x) = {(0,−2), (1, 2), (2,−2)}
respectively.
During the maneuvering, the Stop-Go policy defined by the guards (103) is adopted.
The magnitude of the velocities of the agents are shown in Figure 30, where we
can see the instances when the leaders stop to make sure that the followers remain
inside the leader-polytope. The snap-shots of the transition instances are shown in
Figure 31.
8.4.3 Liveness and Reachability
As already mentioned, the proposed solution is non-Zeno. However, as it is currently
defined, the Stop-Go policy may be blocking in the sense that the system never
leaves the STOP mode. One remedy to this problem is to allow the containment to
be slightly less tight. In other words, we can select different guards, e.g.
GO2STOP :∃y ∈ VSF | d(r(t, y), ΩL) > 2δ? (105a)
STOP2GO :d(r(t, y), ΩL) ≤ δ ∀y ∈ VSF ? (105b)
where δ > 0. What this means is that we do not enter the STOP mode until a
follower is 2δ outside ΩL. Let us define
ΩL,δ
.
= {y ∈ Rd : dist(y, ΩL) ≤ δ}
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0 sec 0.25 sec 0.5 sec
0.75 sec 1 sec 1.25 sec
1.5 sec 1.75 sec 2 sec
2.25 sec
Figure 29. A containment process where 4 followers (white) are guided by 3 leaders
(black), who use the hybrid Stop-Go control policy.
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Figure 30. Agents’ speeds vs. time (sec) in the containment process. Solid lines corre-
spond speeds of the leaders while dashed lines correspond to those of the followers.
Note that, from (102), one has ΩL ⊂ ΩL,δ. The next Theorem summarizes the main
properties of the resulting hybrid automaton. A remarkable feature of the guards
(105) is that Assumption 8.4.1 is no longer needed in order to guarantee liveness.
Theorem 8.4.2. Under Assumption 8.4.2, the hybrid automaton in Figure 27 defined
by (100), (101) and (105) is non-Zeno, live, in the sense of always leaving the STOP
mode eventually, and convergent in the sense that r̂(x, t) → 〈r̂(·, 0)〉 − rT (x).
Proof. We first prove liveness. Assume that the system is in the STOP mode. From
Theorem 91, we have that h ∈ ΩL. Since ∀x ∈ SF , r(x, t) → h, and ΩL ⊂ ΩL,δ,
every follower will eventually get back in ΩL,δ in finite time (recall that the leaders
are stationary in the STOP mode) hence triggering a transition to the GO mode.
Under Assumption 8.4.2, it holds ‖ṙ(x, t)‖ ≤ N(ρΩL + 2δ) and we can repeat the
non-Zeno argument in the proof of Theorem 8.4.1 in order to see that the system
always stays in the GO mode for a time greater than or equal to δ/(N(ρΩL + 2δ)).
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On the boundary (0.04 sec) Off the boundary (0.1145 sec) On the boundary (0.1315 sec)
Off the boundary (0.2175 sec) On the boundary (0.236 sec) Off the boundary (0.337 sec)
On the boundary (0.3575 sec) Off the boundary (0.4775 sec) On the boundary (0.501 sec)
Off the boundary (0.643 sec) On the boundary (0.6725 sec) Off the boundary (0.8385 sec)
Figure 31. Time instances when transitions between the GO and STOP mode occur.
(The asterisk denotes the particular follower who intersects the boundary.)
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As a result, in a non-blocking system the leaders will be given infinitely many
opportunities to move during a finite (bounded away from zero) time horizon, which
implies convergence to the target location as long as the leaders would in fact end up
at the target location under the influence of the GO mode alone.
8.5 Hierarchial Containment Control
Since the two-layer structure previously proposed can be extended to multiple layers
quite naturally, we investigate this issue in the next sections. In other words, we will
impose a hierarchical structure on the network topology, which can be viewed as a
cascade of the leader-follower structure presented before.
8.5.1 Hierarchical Network Topologies
In the hierarchial structure, the agents are organized into M layers encoded through
subgraphs. The inner-most layer is layer 1 and the outermost layer is layer M . We
moreover assume that the network topology is such that
M⋃
i=1
VSi = VG, VSi ∩ VSj = ∅, i 6= j
and
V∂Si−1 ⊆ VSi ∪ VSi−2 , ∀ i = 3, · · · , M
V∂S1 ⊆ VS2
V∂SM ⊆ VSM−1,
where Si denotes the subgraph corresponding to layer i and ∂Si−1 is the (non-empty)
boundary of Si−1 in the host graph G. Moreover, we assume that each subgraph is
connected, and an example of such a topology is given in Figure 32.
The main reason why such a layered approach is beneficial comes from the amount
of information the different agents have to store. To see this, consider a generalization
of the hybrid Stop-Go policy to affect agents in all layers except those at the inner-
most layer (layer 1). Let also Ωi be the polytope spanned by the positions of agents
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Figure 32. A hierarchical layering of the network topology into three layers. The solid
lines correspond to intra-layer edges while the dash-dotted lines correspond to inter-
layer edges.
Figure 33. Layer i in 3D, where each agent forms a face in Ωi with all but one agent.
in layer i. In order to execute such a hybrid control policy, the individual agents in
layer i must keep track of the agents in layer i − 1 as well as its neighbors in layer i
with whom they form faces in Ωi.
In what follows, we assume, for notational simplicity, that we have a total of N
agents, equally distributed across M layers. In other words, we have a total number
of N/M agents in each layer. If the agents are planar, i.e., they move in a 2D space,
each agent in VSi can at most form faces in Ωi with two other agents in VSi . However,
each agent also has to keep track of all the agents in layer i − 1, which implies that
the total number of agents that each agent must keep track of (not considering agents
in the inner-most layer) is
µ2,M,N = N/M + 3,
where the subscript 2 denotes the planar case. The first term corresponds to the agents
in layer i−1, while the 3 corresponds to the two neighbors in Ωi as well as the agent’s
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own position. This number should be complemented with a situation where we only
use two layers, and since µ2,M,N is monotonously decreasing in M , we have that the
total amount of information that must be stored by each agent (not in the inner-most
layer) is strictly less in the hierarchical situation since µ2,M,N < µ2,2,N , ∀M > 2.
Now, if the agents are evolving in Rn, where n > 2, each agent may be forced to
keep track of the positions of all but one of the agents in its layer, as shown in Figure
33. In other words, if we let µ̄ denote this worst-case scenario, we get the similar
result
µ̄n,M,N = 2N/M − 1 < µ̄n,2,N = N − 1, ∀M > 2.
The conclusion to draw from this is that for each individual agent in the outer-most
layer, a hierarchical structure is to prefer. However, this structure implies that agents
not located in the outer-most layer will have to be more advanced as well in that
they are executing a more complex control policy. This is both due to the fact that
they need to store information about other agents, but they also must execute a more
advanced strategy compared to the non-hierarchical case. As such, a hierarchical
topology reduces the demands on the most advanced agents while it increases the
demands on the less advanced agents, thus acting as an equalizer of the capabilities
needed by the different agents.
8.5.2 Multi-Layered Containment Control
Recall that the control strategy presented in Section 8.4 is given by a hybrid Stop-
Go control policy for the leaders, while the followers execute a simple, distributed
control law. The basic idea is to ensure that the leaders come to a halt whenever a
follower leaves the convex polytope ΩL spanned by the leader, giving the followers
the chance to return to ΩL. In the multi-layer scenario, this containment strategy
will be generalized through the convex polytopes
Ωi,α
.
= {y ∈ Rd : dist(y, Ωi) ≤ α}, i = 2, . . . , M.
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First, the movements of the agents in the inner-most layer are dictated by the
closed-loop dynamics
ṙ(x, t) = ∆1r(x, t) x ∈ VS1 . (106)







Now, since V∂S1 ⊆ VS2 , the only agents outside VS1 that agents in VS1 are connected
to are those in VS2 . As we have shown in Section 8.4, if the agents in VS2 are fixed
and stationary, and S1∪S2 is connected, the agents in VS1 will converge to Ω2, i.e., to
the convex polytope spanned by the agents in layer 2, under the reduced Laplacian
control law (106).
Next, agents in layers 2, . . . , M − 1 will execute a Laplacian Stop-Go policy in
that agents in layer i will switch between executing a Laplacian control law when all
agents in layer i − 1 are in Ωi,δ (GOi mode) to halting their evolution if an agent in
layer i−1 leaves Ωi,2δ (STOPi mode). As show in Section 8.4.3 for the two-layer case,
these guards are chosen in order to avoid blocked executions. The control strategy







x ∈ VSi. (108)
The only remaining agents are the leaders, i.e., the agents in layer M . They will
also halt their execution (STOPM mode) if agents in layer M − 1 are outside ΩM,2δ.
STOPM : ṙ(x, t) = 0, x ∈ VSM (109)
The only difference is that these agents will be given a goal-oriented motion in the
GOM mode. Similarly to (101c), we let the GOM mode be given by a Laplacian-based
control strategy as well:
GOM : ṙ(x, t) = ∆M(r(x, t) − rT (x)), x ∈ VSM , (110)
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where rT (x), x ∈ VSM denotes the desired target position of leader x, and the “Leader







As for the PdE (101c), if SM is connected, the leaders will converge exponentially to
−rT (x) + 1|VSM |
∫
SM
r(x, 0) under the effect of the GO mode alone.
8.5.3 An Example
As an example for multi-layered containment control, the evolution of a 9-agent 3-
layer structure is shown in Figure 34. The outer layer is asked to rotate by 2
3
π radians.
The switching sequences of both layers are shown in Figure 35.
Figure 34. Hierarchical, multi-layered containment control with 3 layers and 3 agents
in each layer. Here we choose the threshold δ = 0.01
8.6 Complexity and Performance in Choosing the Optimal
Layer Size
In this section, we will discuss how the multi-layered structure affects the performance
of the multi-agent group. Two major issues will be considered, namely structural
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Switching Sequences of the Leader Layers





Figure 35. The switching sequences associated with Layers 1 and 2 during the process
depicted in Figure 34.
complexity and convergence speed.
Structural complexity measures of a network topology capture certain aspects of
the information flow through the network. For instance, the Kirchhoff complexity,
CK(G), of a graph G is given by
CK(G) = log(τ(G)),
where τ(G) is the number of spanning trees in G. And, by Kirchhoff’s theorem [77],






Here λi(G) is the ith smallest eigenvalue of the graph Laplacian L(G) = D−A ∈ RN×N
where D = diag{d1, . . . , dN}, di is the degree of the i-th node of G and A is the
adjacency matrix of the graph G [78]4.
In addition to the Kirchhoff complexity, we will also study a complexity measure
4The relationship between graph Laplacian an the operator ∆ has been discussed in [72].
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where dx is the degree of node x and kxy is the length of the shortest path between x
and y, and recall that N (x) denotes the set of neighbors to x.
Figure 36 shows examples where agents are equally distributed among multiple
layers. In fact, we will only study hierarchical networks of this type in the remainder
of the paper. The reason for this is that they allow a straightforward comparison
between the number of agents and layers. However, it should be pointed out that the
proposed complexity and performance measures are applicable to arbitrary networks.
In Figure 36, the Kirchhoff and distance complexity are depicted as functions of
the number of layers. From the figure, we can see that as the number of the layers
increases, both complexities increase first and then decrease after reaching a peak. By
comparison, we see that CA’s peaks are much more apparent, while CK is almost flat
after reaching the peak. This difference shows that, in the multi-layered structure, the
number of spanning trees does not change dramatically with respect to the number
of layers, L, if L is not too small (in our case L > 10). On the other hand, the
distance-related measure, CA, is sensitive to L.
The convergence rate of a multi-agent group has been shown [73] to be related to
the second smallest eigenvalue of the graph Laplacian, λ2(G), which is also called the
algebraic connectivity. The algebraic connectivity determines how fast the agent group
can form a consensus or reach an agreement. The algebraic connectivity of different
number of layers are plotted in Figure 37, where sharp peaks can be observed at 8
layers for 120 nodes and 10-12 layers for 240 nodes.
The peaks’ location can be interpreted through the information delay of multi-
hops needed to propagate information through the graph. When the inter-layer delay
and the intra-layer delay are balanced, i.e., when the maximum inter-layer delay is
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Figure 36. Complexity measures of the layered structure.
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Figure 37. Eigenvalue λ2(G) of the graph Laplacian matrix.
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approximately equal to the maximum delay in the same layer, a peak can be observed.
In other words, when the longest multi-hop between different layers, M − 1, is equal
or close to the longest multi-hop in each individual layer, N/2M − 1, a maximal λ2
can be observed. That is to say that the optimal number of layer is approximately
equal to
√
N/2, which is verified by Figure 37.
In order to reveal the relationship between the algebraic connectivity and the
pairwise distances, we define the distance matrix as K = [kij], i, j = 1, 2, . . . , N .
Here i and j are indices running through the node set, and kij is, as defined before,
the length of the shortest path between node i and node j. Different norms of the
distance matrices are shown in Figure 38, where we can see that the locations of
minimum of the norms, especially the 1-norm, are consistent with the peaks of λ2.
The consistency is not surprising, since λ2 has been shown to be related to distance
invariants of the graph [77]. Further verification of our hypothesis on the algebraic
connectivity is left to the future work.
Now let us look at the tradeoff between complexity and the convergence rate.
Generally speaking, one would prefer a structure with high convergence rate and
low complexity. However, these two properties act in an opposite way in that the
fastest convergence rate is associated with the complete graph, which has the highest
complexity. On the other hand, the line graph has the lowest complexity [27], while
it has the slowest convergence rate. As to our special topology, high complexities also
appear in the same range where peaks of convergence rates occur, as shown in Figure
36 and 37. We thus need to choose a structure that balances these two properties.
Different performance indices can be constructed for different situations, where
complexity and convergence might have different weights. Here we propose two per-
formance index functions, J1 and J2, which combine the consideration of complexity
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− CK , (111)
J2 = log(λ2/CA). (112)
J1 utilizes the Kirchhoff complexity, while J2 uses the distance related complexity.
They are depicted in Figure 39, and the optimal structure for 120 nodes (8 layers) is
shown in Figure 40.


















































Figure 39. Performance indices of the multi-layered multi-agent group.
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120 agents in 8layers, λ
2
(L)=0.15224
Figure 40. The optimal layered structure for 120 agents: 8-layers.
8.7 Conclusions
In this chapter we present a hybrid Stop-Go control policy for the leaders in a multi-
agent containment scenario. In particular, the control strategy allows us to transport
a collection of follower-agents to a target area while ensuring that they stay in the
convex polytope spanned by the leaders. The enabling results needed in order to
achieve this is that, for stationary leaders, the followers in a connected interaction
graph will always converge to locations in the leader-polytope. Extensions to the
proposed control strategy are given in order to ensure certain liveness properties
and we show how the proposed methods lend themselves easily to generalizations
to hierarchical information exchange strategies. Examples are presented in order to




In this chapter, we demonstrate several applications of graph-based control of net-
worked systems. First, we show how the so-called formation switching problem can
be solved with the control methods in Chapter 5.2. Then we show how the leader-
follower method proposed in Chapter 6 and Chapter 8 can be applied to the problem
of optimal control of semi-static equilibrium processes. Finally, we implement the
formation control strategy from Chapter 4 on two mobile robots.
9.1 Distributed Formation Switching
In this section, we will show an example of formation switching based on the formation
control algorithm proposed in Chapter 4.
Given a multi-agent formation, it can adapt to small perturbations in the envi-
ronment by the elasticity of the formation, or by a moderate deformation of itself, as
shown in Figure 41.
The problem we want to discuss here, however, is how to switch between different
formations which is desirable as the environment changes. For example, the flying
wedge formation was adopted by both Rome legions and football players for its fierce
momentum and penetration ability1, while the straight line is adopted by migrating
birds for energy efficiency. One can also imagine a group of agents engaged in a search-
and-rescue operation. A widely spread formation is preferred during the searching
phase, while a tightly clustered one, surrounding the rescued object, is preferred as
the object is discovered.
In [79], the collaborative beam-forming example was used to show that by adjust-
ing the topology of the network and properly locating each sensor node, maximum
1For the same reason, it is banned in the modern football games.
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Figure 41. The figure shows an obstacle avoidance behavior, based on formation defor-
mation. The agents are desired to reach the goal in the upper right corner in a circular
formation. The group can go through narrow passage or go around not so big obstacles
by squeezing or expanding the formation.
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signal to interference ratio (SIR) was achieved, as shown in Figure 42. However,
the formation-switching strategy proposed in [79] is centralized in the sense that it
requires the information of all the agents in order to solve the problem. In addition,
only one agent is allowed to move at a certain switching instance.




























































































Figure 42. Beam forming performance for various geometries. The power becomes more
concentrated in the main lobe (pointing toward 0 degree) as the formation change from
a line to a circle.
A reactive formation switching strategy was proposed in [21], where a formation
error is generated based on the current environmental conditions and, if necessary, the
team switches to the formation with the least error associated with it. The candidates
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are a set of formations predefined in the so-called locker room agreement and the
switching logic is implemented in a hybrid automaton. Nevertheless, a distributed
strategy which is able to disseminate and assemble the information in a localized way
is still left at large. In such a strategy, each individual makes its own decisions based
on the local information, while all the agents should reach the same final decision.
9.1.1 Leader-Follower Based Formation Switching
In what follows, we also assume that there exists a locker room agreement on what
formation to use under given environmental condition. That is to say, given a certain
event triggering formation switching, e.g., encountering a narrow corridor, the group
has a consensus on which formation should be taken. Moreover, let us assume that at
each time only one formation switching event can be triggered and the time between
two event is long enough for the group to settle down in a formation.
Given n possible formations, we use i ∈ {1, . . . , n} to denote one of them. Now,
we propose a formation switching strategy based on the leader-follower structure and
the controlled agreement problem. If an agent has detected a formation switching
event, it will send its decision, the number corresponding to the desired formation,
to its neighbor(s) and keep doing so until another even triggered. If an agent has no
intention of changing formation but has received the switching information from its
neighbor, it will update its state according to the consensus algorithm following the
nearest-neighbor rule (3). Recall the control law (48) in the leader-follower structure,
it can also be used to describe our proposed decision rule by defining the state of
each agent as its choice of formation. The agents getting environmental information
as their input are the leaders, while the rest are followers. The leaders are the ones
with more knowledge of the environment than the others. Since, we assume there is
only one event triggered at each time and the intervals between any two events are
long enough, the agents have enough time to settle their decision. The distributed


























where θ ∈ [1, n] is the state variable corresponding to the choice of formation. From
the results in Chapter 6 and Chapter 8, we conclude that a unanimous decision is
achievable and all the agents will agree on the choice proposed by the leaders. Notice
here, the algorithm guarantee the convergence to a integer, in our example we round
θ to the closest integer when the difference between θ and this integer is smaller than
a threshold for enough long time.
Next, we use an example to illustrate our method. Imagine a scenario where a
group of robots is marching toward a goal behind a narrow corridor. In the free space,
a circle formation, denoted by ‘0’, is desired, while a straight line formation, denoted
by ‘1’, is needed to pass the corridor. As soon as the front robots encounter the
corridor, they stop and send a ‘1’ to their neighbors. On receiving the message, their
neighbor start to update their formation index value by the nearest-neighbor rule. At
the same time, the agents having received new messages change their motion from
formation keeping to rendezvous. Since the leaders (robots with new observations),
are static, and the followers (robots without new observation) adopt rendezvous mo-
tion, the followers will converge to the convex hull spanned by the leaders as has been
proved in Chapter 8. During this procedure, each agent keep observing the difference
of the formation index value between itself and its neighbors, if this value is lower
than some threshold after some time, it knows an agreement has reached. Now, the
leaders also change their mode into rendezvous and the rest part is exactly the same
as described in the formation process described in Chapter 5.2. Based on Figure 12,
block diagram of our formation switching strategy is shown in Figure 49. Trajectories
of the formation switching process is shown in Figure 43, and the snap shots of this
process is shown in Figure 44, 45, 46, 47, and 48, where the agents move from the
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free space in the lower left corner toward the goal in the upper right corner. They are
desire to switch into a straight line in order to go through the narrow corridor along
their way.

















































Figure 43. The figure shows (a) the trajectory of a formation switching process, and
(b) consensus searching process when agent 1,2 and 8 found obstacles.































































































Figure 44. Snap shots of the formation moving in the free space before formation
switching is shown in this figure.
9.1.2 Feasible Formation Adjacency Graph and Formation Paths
Based on the distributed decision making strategy (113), we propose a more sophis-
ticated strategy. In a more complicated scenario where many formations might be
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Figure 45. Snap shots of the distributed decision making process are shown in this
figure, where agent 1, 2, and 8 take the ‘leaders’ role and stay put while the rest are
moving according to a rendezvous law.





































































































































Figure 46. When the agents reaches an consensus on the choice of formation, they
start moving from a circular formation to a straight line formation and go through the
corridor.
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Figure 47. After the agents passed the corridor and move into a free space, they change
back into circle. This time agent 8 sends out the message.



































































Figure 49. Formation switching process.
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involved, the formation process defined in Chapter 5.2 might seem inefficient, since
the agents need to gather together to form a complete graph and reassign their roles
in the new formation. This procedure might be time and energy consuming. In order
to find an more efficient way of formation switching, ideally not gathering involved,
we need some more notations.
Two candidate formations are adjacent if either of them is a subgraph of the other.
The formation adjacency graph is a graph, whose node set is the set of all possible
formations and whose edge set is determined by the adjacent relations between the
possible formations [80].
Since a formation can be encoded as a graph, enhanced with geometrical constraint
corresponding to limited sensing range, and we assume the agents have limited sensing
range, a formation is not always reachable from an adjacent formation. For example,
if formation i and j are adjacent to each other in a formation adjacency graph and
Gi ⊂ Gj , i is always reachable from formation j by deleting edges but the converse does
not hold, since adding edges is subjected to given geometric constraints. By trimming
the directions that are not feasible, we get a feasible formation adjacency graph which
is a induced direction subgraph of formation adjacency graph. The remaining edges,
which may be directional, represent the situations where the edges need to be added
are geometrically feasible. An example of formation adjacency graph is shown in
Figure 50(a).
Now, assume that every formation is reachable from any other formations, i.e., the
feasible formation adjacency graph is strongly connected, then switching formation
from i to j equals finding a path connecting i to j. We can further augment the feasible
formation adjacency graph by associating a cost to each edge as the cost of switching
between formations, and thus define a weighted feasible formation adjacency graph.






































Figure 50. The figure shows (a) a formation adjacency graph of three node formations,
and (b) the corresponding feasible formation adjacency graph, and (c) the correspond-
ing weighted feasible formation adjacency graph.
that need to be add or cut from formation i in order to achieve formation j, i.e.,
γij =
∣
∣|EGi | − |EGj |
∣
∣ .
A more sophisticated cost might involve the total displacement associated to the
switching, but we will not pursuit this topic here.
To this end, the formation switch problem boils down to find a shortest path in
the feasible formation adjacency graph that connects the present formation to the
desired formation. A weighted feasible formation adjacency graph and an example
path are shown in 50(a). Note that the weighted feasible formation adjacency graph
and the way of searching for the shortest path is part of the locker room agreement.
In the reality, the number of candidate formations is normally small, so the path
finding problem will not be very demanding.
At the moment of adding edges, we demand the agents involved to stay put
until all the communication and sensing links are established. This can be solved by
further trimming the feasible formation adjacency graph in such a way that all the
nodes involve in a edges switching are already in a connected subgraph before the
switching. So the “ready to go” information need to be sent only in a small connected
subgraph. This add a layer of complexity to the feasible formation adjacency graph,
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but, this happens in the “locker room” and is carried by the “coach”, a machine in
charge of off line planning.
Another question needed to be answered is how an agent knows that a formation
is achieved. Our answer would be ‘keep an eye on your neighbors’, if the formation
error, the difference between the real displacement and the desired displacement of
his neighbors, is lower than some threshold after some time, the agent can assume
the formation is achieved. Beyond that, one should add additional dwelling time for
the whole formation to settle down.
At this point, we have obtained a strategy, which can solve some formation switch-
ing problems. Notice that the purpose of this section is to propose an example of
formation switching, but not to achieve a general theoretical framework. Having said
that, the idea presented in this section is heuristic to the further study.
9.2 Leader-Based Semi-Static Equilibrium Process
In Chapter 6, we studied the controllability of the leader-follower structure
ẋf = −Lf(G)xf − lfl(G)xl. (114)
Results in Chapter 6 enable us to apply optimal control techniques for driving the
system between specified positions. It is shown that this problem is in fact equivalent
to the problem of driving an invertible linear system between semi-static equilibrium
points.
Since we assume the dynamics along each dimension can be decoupled, they can
be considered independently, and it is sufficient to analyze the performance along a
single dimension. In other words, let xi ∈ R, i = 1, 2, . . . , N , be the (one-dimensional)
position vector of the ith agent, and let x = [x1, x2, . . . , xN ]
T be the state vector of
the group of agents, where N is the total number of agents.
For the sake of notational convenience, we equate xf with x, and xl with u through-
out this section. Moreover identify A with −Lf and B with −lfl. In Lemma 6.3.2, we
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have proved that Lf(G) is positive definite if G is connected, therefore A is invertible.
Using this notation, system (114) can be rewritten as
ẋ = Ax + Bu. (115)
Moreover, since the leaders are unconstrained in their motion, let
u̇ = v,
where v is the control input.
For a fixed u, the semi-static equilibrium to (115) is given by
x = −A−1Bu. (116)
This is just a restatement of Theorem 50.
The problem under consideration here is the semi-static equilibrium process prob-
lem, i.e., the problem of transforming (x, u) from an initial point satisfying (116) to
a final such point. The equilibrium should be reached in finite time, therefore an
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(119)





= vT Q + µT = 0 ⇒ v = −Q−1µ,
λ̇ = −(∂H
∂x
)T = −AT PAx − AT PBu − AT λ,
µ̇ = −(∂H
∂u
)T = −BT PAx − BT PBu − BT λ.
(120)
In other words, by letting z = [xT , uT , λT , µT ]T , we obtain the following equation:
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Now, the problem is to select λ0 and µ0 in such a way that, through this choice, we
get
u(T ) = uT
x(T ) = −A−1BuT , xT .
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Since we are considering a semi-static process, we have
x0 = −A−1Bu0 and xT = −A−1BuT ,























−1B − φxu −A−1B
φuxA




The invertibility of Φ2 follows directly from the fact that a particular point-to-
point transform always has a unique solution.
As an example, Figure 51 shows a semi-static process, where the dynamics of the
system are given by
ẋ = −x − u,
and P and Q are both set to be 1. The system starts from x0 = 1, u0 = −1 and the
desired final position is xT = −1, uT = 1. The dash-dotted line shows the subspace
{(x, u) | x = −A−1Bu}, while the solid line is the actual trajectory of the system
under the optimal control law with T = 2.
In Figure 52, the snapshots of a herding process are shown where the leaders
(black) maneuver the followers (white) from an initial position to a desired final
position in finite time.
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Figure 51. An example of semi-static process for the system ẋ = −x − u, P = Q = 1,
x0 = 1, u0 = −1, xT = −1, uT = 1.
9.3 Robotics Implementation
Multi-agent robotics is a promising platform on which many networked system the-
ories can be applied. In order to verify the algorithm proposed in Chapter 4, the
formation control strategy is implemented on two Magellan Pro mobile robots in the
GRITS lab at the Georgia Institute of Technology.
The Magellan Pro is a commercially available indoor mobile robot. The onboard
computer is currently running Fedora Linux, and each robot has 16 sonars, 16 IR
sensors, and a pan-tilt-zoom (PTZ) camera. It provides us with a computationally
capable and sensor-rich platform for mobile robotics. Player, a flexible device server,
is installed on top of the hardware to provide interface to a variety of sensors and
actuators.
In order to realize our algorithm, we need to develop our client program using






















Figure 52. A semi-static process where 3 leaders (black nodes) herd 4 followers (white
nodes), where T = 1 sec.
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experiments, we used sonar sensors for distance keeping and collision avoidance, and
the PTZ camera for keeping the bearing angle.
Given the pair of robots available, we design two experiments. The first task,
shown in Figure 53(a) is to implement a line formation, with person was holding a
green blob and acting as the leader. Robot 1 follows the green blob with the on board
PTZ camera, and Robot 2 follows the yellow blob on the first robot. In the second
experiment, a triangle formation is desired, where the leader on the top vertex and
Robot 1 follows the leader from behind and Robot 2 follows the leader with an angle,









Figure 53. The figure shows desired formations (a) a line formation where the Robot
1 follows the green blob (the team leader), and Robot 2 follows Robot 1, and (b) a
triangle formation where both robots follow the yellow blob (the leader).
In the real implementation, we adopt a behavior based method. The input to the
robot, i.e., desired linear and angular velocity, is a weighted combination several com-
ponents. Each component represents a behavior, e.g. go-to-goal, collision avoidance,
formation. The weight of each behavior is determined by the importance or urgency
of the behavior. The experiment results are shown in Figure 54 and Figure 55. The
formation control strategy from Chapter 4 is proved to be effective in coordinating
robot groups.
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Figure 54. The figure shows a line formation where the Robot 1 is following the green
blob (the team leader).
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