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= ,  где 0 1 2 3λ < λ < λ < λ  – произвольные действительные числа. Полученные теоремы дополняют известные ре-
зультаты П. Борвейна, Ф. Вилонского. 
 
Ключевые слова: диагональные аппроксимации Эрмита – Паде I типа, асимптотические равенства, метод перевала. 
 




=  with arbitrary real 
0 1 2 3λ < λ < λ < λ  are studied. The obtained theorems complement the results of P. Borwein and F. Wielonsky. 
 




Аппроксимациями Эрмита – Паде I типа 




e⎧ ⎫⎨ ⎬⎩ ⎭ =  принято называть набор из 1k +  много-
членов 0 1( ) ( ) ( )kA z A z A z, , ..., ,  степени не выше 
1,n −  для которых  
 1
0





A z e O z z+ −
=
= , → ,∑  (0.1) 
где предполагается, что хотя бы один многочлен 
( )pA z  тождественно не равен нулю.  
Такие аппроксимации были определены 
Ш. Эрмитом [1] в 1883 году. Ещё раньше в из-
вестной работе [2], посвящённой доказательству 
трансцендентности числа e,  Эрмитом рассмат-





e⎧ ⎫⎨ ⎬⎩ ⎭ = .  В современной терминалогии 
(подобнее см. [3] ) этот другой тип аппроксима-
ций называют аппроксимациями Эрмита – Паде 
II типа (German type). Известно [4], что с помо-
щью аппроксимаций Эрмита – Паде I типа также 
можно доказать трансцендентность числа e.   
Фундаментом формальной теории аппрокси-
маций Эрмита – Паде I и II типов для произволь-
ных систем аналитических функций стали работы 
К. Малера [3], [4]. В этих работах, в частности, да-
ны строгие определения основных понятий, зало-
жены основы современной терминалогии. Даль-
нейшее развитие теории подробно проанализи-
ровано в обзоре [5]. Оба типа аппроксимаций, 
явно различные в многомерном случае ( 2),k ≥  
нашли многочисленные приложения в теории 
приближения аналитических функций, в теории 
чисел, в частности, при доказательствах транс-
цендентности, в исследовании алгебраической 
природы математических констант (см., напри-
мер [6]–[8]).  
При 1k =  теорема Паде [9] утверждает, что 
для полиномов 0 ( )A z ,  1( )A z ,  нормированных 
так, что 0 (0) 1A = ,  при n →∞  локально равно-
мерно по z∈ ,C  т. е. на любом компакте в ,C  





( ) (1 (1 ))
( ) (1 (1 ))
z
z
A z e O n
A z e O n
/
/
= − + / ,
= + / .  
С помощью явных формул П. Борвейн [10] на-
шёл асимптотику аппроксимаций Эрмита – Паде 




e⎧ ⎫⎨ ⎬⎩ ⎭ =  при 2k = .  Этот резуль-
тат был обобщён Ф. Вилонским [11] на случай 
произвольного k.  В [12] результат П. Борвейна 




=  с произ-
вольными различными действительными показа-
телями 0 1 2λ ,λ ,λ .  Случай недиагональных ап-
проксимаций изучался К. Дривер [13].  
В данной статье рассматриваются диаго-
нальные аппроксимации Эрмита – Паде I типа 





eλ⎧ ⎫⎪ ⎪⎨ ⎬⎪ ⎪⎩ ⎭ =  с произвольны-
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0 1 2 3λ < λ < λ < λ .  Основным объектом исследо-
вания являются асимптотические свойства мно-
гочленов Эрмита 3 0{ ( )}
p
n pA z = ,  имеющих степень 





( ) 0p zp kn nn
p
A z e O z zλ + −⎛ ⎞⎜ ⎟⎝ ⎠=
= , → .∑     (0.2) 
Введем необходимые обозначения. Опреде-
лим функцию ϕ,  полагая  
 0 1 2 3( ) ( )( )( )( )ϕ ξ := ξ − λ ξ − λ ξ − λ ξ −λ .  
Обозначим через ix ,  1 2 3i = , ,  нули производной 
( )′ϕ ξ .  Ясно, что 1 0 1( )x ∈ λ ;λ ,  2 1 2( )x ∈ λ ;λ ,  
3 2 3( )x ∈ λ ;λ .  Пусть G  – такая односвязная об-
ласть, что 3 0{ }i iG \ =⊂ λ .C  В G  рассмотрим одно-
значную аналитическую функцию  
0( ) ln ( ) ln ( ) ( )argS iξ = − ϕ ξ = − | ϕ ξ | − ϕ ξ ,  
где 10 ( )arg xϕ = π.  Значения функции ( )S ξ  вы-
числяются по формуле  
1( ) ln ( ) Im ( ) arg ( )S i S x γ⎡ ⎤ξ = − | ϕ ξ | − + Δ ϕ ξ ,⎣ ⎦  
где кривая γ  лежит в G  и соединяет точки 1x  и 
ξ,  а arg ( )γΔ ϕ ξ  – приращение аргумента ( )ϕ ξ  
вдоль кривой γ.   
Выбирая положительное значение корня, 
положим  





B x e i
nS x
= , = , , .′′π  
Сформулируем основную теорему, обоб-
щающую указанные выше результаты П. Бор-
вейна, Ф. Вилонского и А.П. Старовойтова.  
Теорема 0.1. Для любого фиксированного z  
при n →+∞   
 10 1( ) ( ) (1 (1 ))
x z
n nA z B x e O n= + / ,          (0.3) 
( )1
( )
1( ) ( ) (1 (1 ))






A z B x e O n
B x e O n
−λ+
−λ
+= + / −
− + / ,
  (0.4) 
при 1 2p = , ,   
 33 3( ) ( ) (1 (1 ))
x z
n nA z B x e O n= − + / .   (0.5) 
 
1 Вспомогательные утверждения 
Полиномы { }3
0
( )pn pA z = ,  удовлетворяющие 
равенствам (0.2), могут быть получены решени-
ем линейной системы 4 1n −  однородных урав-
нений с 4n  неизвестными коэффициентами. По-
этому нетривиальное решение всегда существу-
ет. Более того, такие решения могут быть выпи-
саны в явном виде. Действительно, пусть pC  – 
граница круга с центром в точке pλ  столь мало-
го радиуса, что все остальные jλ  лежат во 
внешности этого круга. Используя теорему Коши 
о вычетах, легко показать, что функции  







e e dA z p
i
−λ ξ ξ= , ≤ ≤ ,π ϕ ξ∫     (1.1) 
удовлетворяют (0.2) и всем другим условиям.  
При изучении асимптотики интеграла в 
(1.1) будем использовать известные методы ком-
плексного анализа. Приведем без доказательств в 
удобном для нас виде необходимые утверждения 
(см. [14], с. 398, 415).  
Утверждение 1.1 (Метод Лапласа). Пусть 
( )f x ,  ( )S x  непрерывные на отрезке [ ]a b,  функ-
ции, при этом ( )S x  принимает только дейст-
вительные значения, а ( )f x  может быть ком-




I f x e dx= .∫  
Предполагаем, что ( )S x  в точке 0 ( )x a b∈ ,  име-
ет абсолютный максимум на отрезке [ ]a b, ,  т. е. 
0( ) ( )S x S x< ,  0x x≠ ,  0( ) 0S x′′ ≠  и функции ( )f x ,  
( )S x  бесконечно дифференцируемы в некоторой 
окрестности точки 0x .  Тогда при n → +∞  
справедливо асимптотическое равенство  
{ }0( ) 0
0
2 ( ) (1 )
( )
nS x
nI e f x O nnS x
π= − + / .′′  
Утверждение 1.2 (Метод перевала). Пусть 
функции ( )f z  и ( )S z  регулярны в некоторой 
области G,  содержащей кусочно-гладкую кри-
вую γ  и  
( )( ) nSnF f e d
ξ
γ
= ξ ξ.∫  
Предположим, что max Re ( )S
γ
ξ  достигается 
только в точке 0z ,  которая является внутрен-
ней точкой контура и простой точкой перевала, 
т.е. 0( ) 0S z′ = ,  0( ) 0S z′′ ≠ .  Считаем также, что 
в окрестности 0z  контур γ  проходит через оба 
сектора (см. [11], с. 414), в которых 
0Re ( ) Re ( )S S zξ < .  
Тогда при n →∞   
 0( ) 0
0
2 ( ( ) (1 ))
( )
nS z
nF e f z O nnS z
π= − + / .′′  (1.2) 




0( )arg S z′′− = ϕ ,  
где 0ϕ  – угол между касательной к кривой l  в 
точке 0z  и положительным направлением дей-
ствительной оси, а l  – линия наибыстрейшего 
спуска, проходящая через точку 0z ,  т. е. для l  в 
окрестности 0z  выполняются условия:  
0Im ( ) Im ( )S z S z=  при z l∈ ;  
0Re ( ) Re ( )S z S z<  при z l∈ ,  0z z≠ .  
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2 Доказательство теоремы 0.1 
Перейдем непосредственно к доказательст-
ву теоремы 0.1. Без ограничения общности, счи-
таем, что 0 1 2 30 = λ < λ < λ < λ .  Докажем асим-
птотическое равенство (0.3). Пусть z∈ .C  При-
ведем 0 ( )nA z  к следующему виду  
 
0





A z e e d
i
ξ ξ= ξ.π ∫               (2.1) 
Деформируем контур интегрирования 0C  в пря-
моугольник R,  принадлежащий области 
1{ Re }z z: −∞ < < λ ,  с вершинами ( )A a r′− ;− ,  
( )B a r′− ; ,  ( )C a r; ,  ( )D a r;− ,  где r  – достаточно 
большое число, 1(0 )a∈ ;λ ,  0a′ > .  Тогда на вер-
тикальном отрезке [ ]A B;  максимум функции 
Re ( )S ξ  достигается только в точке a′−  (легко 
проверить), аналогично на вертикальном отрезке 
[ ]C D;  в точке a.  На оставшихся двух горизон-
тальных отрезках [ ]B C; ,  [ ]D A; ,  при достаточно 
больших значениях r,  значение Re ( )S ξ  меньше, 
чем любое из значений в точке a′−  и a.  Дейст-
вительно, пусть, например, [ ]B Cξ∈ ; ,  т. е. 





( ) ( )( )( )
( )(( ) )( )




| ϕ ξ |= + + ×−λ
× + −λ + >−λ
′> | ϕ − |,| ϕ | ,
 
если только 33max{ }r a′> ,λ  и следовательно 
Re ( ) min{Re ( ) Re ( )}S S a S a′ξ < − , .   
Возьмем теперь 1a x= ,  а a′  выбираем так, 
чтобы 1Re ( ) Re ( )S a S x′− < .  Это возможно, так 
как 1ln ( )t −| ϕ | → ∞  при t →∞.   
Считаем положительным направление об-
хода произвольного отрезка [ ]M N,  направление 
от M  к N .  Обозначим  




M N z nS
n
M N




= ξ.π ∫  
Для нахождения асимптотики интеграла [ ]D CnF
;  
применим метод перевала. В результате получим  
1 1( )[ ]
1
1 2 (1 (1 ))
2 ( )
nS x x zD C
nF e e O ni nS x
; − π= + / .′′π  
Ветвь корня в последнем равенстве выбира-
ем с учетом того, что 0 2ϕ = π / .  В результате 
приходим к равенству  
 1[ ] 1( ) (1 (1 ))
x zD C
n nF B x e O n
; = + / .         (2.2) 
Применяя к интегралу (2.1) на отрезке 
[ ]B A;  утверждение 1.2 и учитывая выбор точки 
a′− ,  нетрудно показать, что имеет место оценка  
1( ( ) )[ ] ( ) n S xB AnF z e
−δ;| |≤ θ | |,  
где θ  и δ  – положительные постоянные. Это 
значит, что при n →∞  интеграл [ ] ( )B AnF z,  по 
модулю экспоненциально мал по сравнению с 
1( )nS xe .  Это утверждение справедливо и по от-
ношению к интегралам [ ] ( )C BnF z
, ,  [ ] ( )A DnF z, .  Зна-
чит основной вклад в асимптотику 0 ( )nA z  вносит 
интеграл по отрезку [ ]D C; .  Поэтому из (2.2) 
следует справедливость равенства (0.3) для лю-
бого фиксированного z∈ .C   
Утверждение (0.5) доказывается аналогич-
но, с тем лишь отличием, что при выборе ветви 
корня в методе перевала необходимо учитывать, 
что угол 0 2ϕ = −π / .   
Перейдем к доказательству равенства (0.4). 
Ограничимся случаем 1p = .  Случай 2p =  рас-
сматривается аналогично. Зафиксируем произ-











eA z e e d
i
−λ
ξ ξ= ξ.π ∫       (2.3) 
В (2.3) деформируем контур интегрирования 1C  
в прямоугольник R∗ ,  принадлежащий области 
2{ 0 Re }z z: < < λ  с вершинами ( )A a r∗ ′;− ,  ( )B a r∗ ′; ,  
( )C a r∗ ; ,  ( )D a r∗ ;− ,  где r  – достаточно большое 
число, 1 2( )a∈ λ ;λ ,  1(0 )a′∈ ;λ .  Тогда на верти-
кальном отрезке [ ]A B∗ ∗;  максимум функции 
( )ReS ξ  достигается только в точке a′,  на верти-
кальном отрезке [ ]C D∗ ∗;  в точке a.  На остав-
шихся двух горизонтальных отрезках [ ]B C∗ ∗; ,  
[ ]A D∗ ∗;  при достаточно больших значениях r  
3( 6 )r > λ  значение Re ( )S ξ  меньше, чем любое 
из значений в точке a′  и a.  Следовательно, если 
положить 1a x′ = ,  2a x= ,  то основной вклад в 
интеграл (2.3) будут вносить интегралы по от-
резкам [ ]D C∗ ∗;  и [ ]B A∗ ∗; .  Применим к интегра-
лам [ ] ( )D CnF z
∗ ∗; ,  [ ] ( )B AnF z∗ ∗;  метод перевала. Тогда 












nS x x z
F z





− π= + / ,′′π












nS x x z
F z





− π= + / .′′π
     (2.5) 
При выборе ветви корня в (2.4), полагаем 
0 2ϕ = π / ,  а при выборе ветви корня в (2.5), по-
лагаем 0 2ϕ = −π / .  С учётом этого, из (2.4) и 
(2.5) следует равенство (0.4) при 1p = .  Таким 
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образом, справедливость асимптотических ра-
венств (0.3)–(0.5) для любого фиксированного z  
доказана.  
Следствие 2.1. При n →∞   
0
1(0) ( )(1 (1 ))n nA B x O n= + / ,  
1
2 1(0) ( )(1 (1 )) ( )(1 (1 ))n n nA B x O n B x O n= + / − + / ,  
2
3 2(0) ( )(1 (1 )) ( )(1 (1 ))n n nA B x O n B x O n= + / − + / ,  
3
3(0) ( )(1 (1 ))n nA B x O n= − + / .  
Следствие 2.2. Пусть 0 0λ = ,  1 1λ = ,  2 2λ = ,  
3 3λ = .  Тогда для любого комплексного z  при 
n →∞   













A z b e























A z b e










где 1 5nb n= / π .   
Для доказательства следствия 2.2 достаточ-
но заметить, что  
1 2 3
( ) ( 1)( 2)( 3)
3 5 3 3 5
2 2 2
x x x
ϕ ξ = ξ ξ − ξ − ξ − ,
− += , = , = ,  
1 3 2( ) ( ) ( ) ln(16 9)S x S x i S x= = − π, = / ,  
1 3 2( ) ( ) 10 ( ) 80 9S x S x S x′′ ′′ ′′= = , = / .  
Следствие 2.3. Пусть 0 0λ = ,  1 1λ = ,  
2 1λ = + ε,  3 2λ = + ε,  где 0 1< ε ≤ .  Тогда для 
любого комплексного z  при n →∞   
2 1




nA z e O nn
−





















⎛ ⎛ ⎞⎜= +⎜ ⎟⎜ ε + επ γ ⎝ ⎠⎝





2 ( 1) 1( )
12 2










−ε / γ /
−
⎛ − ⎛ ⎞= −⎜ ⎜ ⎟⎜ ε +π γ ⎝ ⎠⎝
⎞⎛ ⎞ ⎟− + / ,⎜ ⎟ ⎟ε + ε⎝ ⎠ ⎠
 
2 11




nA z e O nn
−−
− −ε−γ /− ⎛ ⎞= + / ,⎜ ⎟+ εγ π ⎝ ⎠  
где 22 2γ = + ε + ε .   
Заметим, что если в следствии 2.3 положить 
1ε = ,  то получим следствие 2.2.  
3 Равномерная сходимость аппроксима-
ций Эрмита – Паде 
Основным результатом этого раздела явля-
ется следующая теорема, обобщающая соответ-
ствующие теоремы о равномерной сходимости 
из работ П. Борвейна [10], Ф. Вилонского[11] и 
А.П. Старовойтова [12].  
Теорема 3.2. Пусть 0 0λ = ,  1λ = λ,  2 2λ = λ,  
3 3λ = λ,  где λ  – произвольное действительное 
число не равное нулю. Тогда локально равномерно 
по z  при n →∞   
4 1




nA z e O nn
−



















−⎛ ⎞⎜ ⎟− − λ /⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞= ×⎜ ⎟λπ ⎝ ⎠




















−⎛ ⎞⎜ ⎟λ /⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
⎛ ⎞= ×⎜ ⎟λπ ⎝ ⎠
⎛ ⎞× − + − + / ,⎜ ⎟⎝ ⎠
 
4 11




nA z e O nn
−−
− + λ /− ⎛ ⎞= + / .⎜ ⎟λπ ⎝ ⎠  
Доказательство. Из условий теоремы 3.2 
следует, что  
( ) ( )( 2 )( 3 )ϕ ξ = ξ ξ − λ ξ − λ ξ − λ ,  
1 2 3
(3 5) 3 (3 5)
2 2 2





( ) ( ) ln(1 )
( ) ln(16 9 )
S x S x i
S x
= = / λ − π,




10( ) ( )
80( )
9
S x S x
S x
′′ ′′= = ,λ
′′ = λ .
 
Отсюда и из теоремы 0.1 получим справедли-
вость равенств (3.1) для каждого фиксированно-
го комплексного числа z.  Докажем, что равенст-
ва (3.1) справедливы и равномерно на любом 
компакте в .C   
Из следствия 2.1 вытекает, что при достаточ-
но больших n  (0) 0jnA ≠ ,  0 1 2 3j = , , , .  Поэтому 
можно рассматривать нормированные полиномы  
k ( )






A zA z j
A
= , = , , , .  
Докажем, например, что первое из равенств 
(3.1) справедливо равномерно на любом компак-
те в .C  Заметим, что согласно следствию 2.1 при 
n →∞   
 
4 1




−− ⎛ ⎞= + / .⎜ ⎟λπ ⎝ ⎠      (3.2) 
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Предположим, что z| |≤ ρ  и Rξ∈ .  Тогда модуль 
zeξ  ограничен 3 max{ 3 }aM e
′ρ , λ= .  Из равенства (2.1) 
следует, что  




MA z e t dt
β ζ
α
′≤ ζ ,π ∫  
при условии, что контур интегрирования R  
прежний и параметризуется вещественным па-
раметром [ ]t ∈ α,β .  Для нахождения асимптоти-
ки интеграла в правой части предыдущего нера-
венства применим метод Лапласа (утверждение 
1.1). В результате получим, что при n →∞   
[ ] ( )1
0




2 ( ) 1 (1 )












− π ′= ζ + / ,ζ
∫
(3.3) 
где 0t  выбрано так, что 0 1( ) .t xζ =  В результате 
несложных вычислений (учитываем, что 0t  явля-
ется точкой максимума функции Re ( ( ))S tζ ) 
приходим к равенству  
[ ] [ ]
0
2
1 0Re ( ( ) ( ) ( )t tS t S x t
′′
= ′′ ′ζ = ζ .  
Тогда, из (3.2), (3.3) при достаточно больших n  
получаем неравенство 
k0 ( ) 2nA z M≤ ,  из которого 
следует, что последовательность 
k0
1{ ( )}n nA z
∞
=  рав-
номерно ограничена по модулю в круге 
{ }z z:| |≤ ρ .  Тогда по теореме Витали [15] эта 
последовательность равномерно сходится к 
функции 1x ze  на любом компакте из круга 
{ }z z:| |≤ ρ .  Поэтому первое из равенств в (3.1) 
справедливо равномерно на любом компакте в .C   
Аналогично доказывается, что и другие ра-
венства (3.1) справедливы равномерно на любом 
компакте в .C  Теорема 3.2 доказана.  
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