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Abstract
In this paper we consider the two-sided reflection of a Markov modulated Brow-
nian motion by analyzing the spectral properties of the matrix polynomial as-
sociated with the generator of the free process. We show how to compute for
the general case the Laplace transform of the stationary distribution and the
average loss rates at both barriers for the reflected process. This work extends
previous partial results by broadening and completing the analysis for the spe-
cial cases when the spectrum of the generator is non-semi-simple, and for the
delicate case where the asymptotic drift of the process is zero.
1. Introduction
Fluid models for queues have been extensively studied in the literature and
they are especially useful in the performance analysis of telecommunication
systems, such as the ATM (Asynchronous Transfer Mode) systems, where the
packet sizes are so small compared to the traffic load that the fluid assumption
looks natural.
The original model assumed that the transmission rates where constant over
exponential periods of time and that they changed according to an underlying
Markov chain, see the basic references [1, 6, 7, 17, 19] to give just a short list.
∗Corresponding author
Email addresses: bernardo.dauria@uc3m.es (B. D’Auria), ivanovs@eurandom.tue.nl
(J. Ivanovs), Offer.Kella@huji.ac.il (O. Kella), mmandjes@science.uva.nl (M. Mandjes)
URL: http://www.est.uc3m.es/bdauria (B. D’Auria),
http://euridice.tue.nl/~jivanovs/ (J. Ivanovs),
http://pluto.mscc.huji.ac.il/~mskella/kella.html (O. Kella),
http://homepages.cwi.nl/~michel/ (M. Mandjes)
Preprint submitted to Elsevier September 22, 2010
Subsequent research showed that the model with deterministic transmission
rates could be usefully extended to include an additive stochastic Brownian
component. This modification led to the development of the theory of the
Markov-modulated Brownian queues that is the main topic of present work.
The seminal papers in this area are the works of Rogers [18] and Asmussen
[2] that in parallel looked at the one side reflection of the Markov-modulated
Brownian motion (MMBM).
An important property of the MMBM is that the analysis of the two-sided
reflection for this process can approximate the one of a general Markov Additive
Process (MAP), as it was explicitly shown in [4], by expanding the modulating
state space and introducing additional dummy states with no diffusion compo-
nent to mimic jumps with phase-type distributions. As a result the knowledge
of the stationary distribution for this model is very useful in application since
the MMBM can be adapted to mimic a large variety of specific models.
In [18] the author already looked at the two-sided reflection of the MMBM
and he showed how to derive the stationary distribution under the restrictive
assumption that the diffusive part is not subject to modulation. In [4] by us-
ing a martingale technique, the authors expressed the Laplace transform of the
stationary distribution as a function of the average loss rates at the two bound-
aries. Moreover, they showed how to compute the average loss rates under
restrictive assumptions on the spectrum of the matrix polynomial associated to
the generator of the process that in the sequel will be referred to as the matrix
exponent.
The contribution of this work is to extend the investigation done in [4] by
a complete understanding and deployment of the structure of the spectrum
of the matrix exponent. In particular we use the methodology of the Jordan
chains that have been introduced for the first time in [5] as a tool to analyze
the first passage times of the completely-asymmetric MAP processes, i.e. MAP
processes admitting jumps of only one sign. We show that for the general case
it is possible to derive a set of independent linear equations whose solution gives
the average loss rates required to completely compute the Laplace transform of
the stationary distribution.
Since throwout all paper we make extensive use of matrix notation we shortly
list here some typographic conventions that we are going to adopt. Bold symbols
will denote column vectors and in particular, 1 and 0 are the vectors of 1’s
and 0’s respectively, ei is a vector with ith element being 1 and all others
being 0. The identical and the null matrices are denoted by I and O while
∆x = diag[x1, . . . , xn] denotes the diagonal matrix whose diagonal vector is
equal to x. Given a column vector x we denote by xt the transposed row
vector. With the notation col
[
Ai
]n
i=0
= col
[
A1, . . . , An
]
, we denote a block
matrix built by allocating in one column all the blocks Ai that are assumed
to have all the same number of columns. A λ-Jordan block is a square matrix
having the main diagonal with all elements equal to λ, the first upper diagonal
having all elements equal to 1 and the remaining elements all equal to 0. A
Jordan matrix is a block diagonal matrix whose diagonal elements are all given
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by Jordan blocks.
2. The model
The Markov modulated Brownian motion (MMBM) is a bivariate continu-
ous Markov process (X(t), J(t)) defined as follows. Let J(·) be an irreducible
continuous-time Markov chain with finite state space E = {1, . . . , N}, transi-
tion rate matrix Q = (qij) and a (unique) stationary distribution pi. Let B(t)
be a standard Brownian motion and denote by a and σ ≥ 0 the constant drift
and diffusion vectors of size N . We define the modulated diffusion component
X(t) as the process starting at zero and evolving according to the stochastic
differential equation
dX(t) = aJ(t) dt+ σJ(t) dB(t). (1)
The MMBM (X(t), J(t)) can be also characterized as the subclass of Markov
additive processes (MAP) with a.s. continuous sample paths in the component
X(t). In particular it can be proved that its moment generating function is well
defined for any α ∈ C and is given by
Ei[eαX(t)1{J(t) = j}] = (eF (α)t)ij , (2)
cf. [3, Prop. XI.2.2], where Ei(·) denotes expectation given that J(0) = i.
The matrix term, F (α), that appears in the right side of (2) is a second
order matrix polynomial given by the following expression
F (α) =
1
2
∆2σ α
2 + ∆a α+Q. (3)
It is usually referred to as the matrix exponent of (X(t), J(t)), see also [5], and
it represents the multidimensional analog of the Laplace exponent.
An important quantity associated to the process (X(t), J(t)) is the asymp-
totic drift :
κ = lim
t→∞
1
t
EiX(t) =
∑
i
piiai, (4)
which does not depend on the initial state i of J(t) [3, Cor. XI.2.7].
2.1. The two-sided Skorokhod reflection
The double sided reflection of a MMBM (X(t), J(t)), at the barriers 0 and
b is defined as the Markov process (W (t), J(t)) such that the continuous part,
W (t) ∈ [0, b], t ≥ 0, can be expressed in the following way
W (t) = X(t) + L(t)− U(t),
where L(t) and U(t) are called the lower-regulator and upper-regulator processes,
i.e. two non-negative monotone non-decreasing processes that can increase only
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when W (t) = 0 and W (t) = b respectively. This last property usually is ex-
pressed by the following integral relations∫ t
0
(W (s)− 0) dL(s) = 0 and
∫ t
0
(b−W (s)) dU(s) = 0, t ≥ 0.
In the literature there are many proofs that such a process exists and is unique,
see for example [20] and we denote by (W,J) a random vector that is distributed
according to its (unique) stationary distribution.
It is shown in [4] that
E
[
eαWetJ
] · F (α) = α(eαbut − `t), (5)
where u and ` are column vectors of unknown constants having the following
sample-path interpretation
` = lim
t→∞
1
t
∫ t
0
eJ(s) L(ds) and u = lim
t→∞
1
t
∫ t
0
eJ(s) U(ds). (6)
In section 5, we show that it is always possible to compute these two constant
vectors as the solution of a system of linear equations and characterize the
stationary distribution of (W,J) by its Laplace transform through Eqn. (5).
This result completes the investigation on MMBM contained in [4] and extends
the previous works [12, 13, 18].
2.2. First Passage Process
The study of the two-sided reflected process is closely related with the anal-
ysis of the exit times for the process X(t) from an interval, see for example [3,
Prop. XIV.3.7]. To this aim we define, for x ≥ 0, the first passage times above
the level +x (resp. below level −x) for the process X(t) as
τ±(x) = inf{t > 0 : ±X(t) > x} (7)
with the usual assumption that inf{∅} =∞.
It is known that on {J(τ±(x)) = i}, the process (X(t+τ±(x))−X(τx, J(t+
τ±(x)))), t ≥ 0 is independent from (X(t), J(t)), t ∈ [0, τ±(x)] and has the same
law as the original process under Pi, that is the law of the process (X(t), J(t))
given that J(0) = i. It follows that the time-changed processes J(τ±(x)), x ≥ 0
are time-homogeneous Markov chains.
According to the values of the diffusion and the drift coefficients, the process
X(t) is allowed to reach a new minimum or a new maximum only when J(t)
belongs to some subset of the state space E. We denote by E+ and E−, the
set of states where the process X(t) can respectively increase and decrease, and
by E↑ and E↓ the states where the process X(t) has respectively monotone
non-decreasing and non-increasing paths. We have that
E+ = {j ∈ E;σj > 0 or aj > 0}, E↑ = {j ∈ E;σj = 0 and aj ≥ 0},
E− = {j ∈ E;σj > 0 or aj < 0}, E↓ = {j ∈ E;σj = 0 and aj ≤ 0},
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and we define N± = |E±|.
Letting {∂} be an absorbing state corresponding to J(∞), we note that
J(τ±(x)), x ≥ 0 lives on E± ∪ {∂}, because X(t) can not hit new maximum
(resp. minimum) when J(t) is in a state belonging to E↓ (resp. E↑), see also
[16]. Let Λ± be the N± ×N± dimensional transition rate matrices of J(τ±(x))
restricted to E±, and define the starting distribution matrices Π± as the N×N±
matrix given
Π±ij = Pi(J(τ±(0)) = j), where i ∈ E and j ∈ E±, (8)
we obtain that
Pi(J(τ±(x)) = j) = (Π± eΛ
±
x)ij , x ≥ 0. (9)
The restriction of the matrices Π± to the rows in E± are the identity matrices
as Pi{τ±(x) = 0} = 1 when i ∈ E± [15, Thm. 6.5].
In the following, for a given a matrix A whose rows are indexed by the set of
states in E, we denote by A± the submatrices made by the only rows indexed
by the subsets of states in E±. In addition byM we denote the set of all square
irreducible transition rate matrices and by M0 and M1 its subsets made of,
respectively, all transient and recurrent matrices.
According to the notation above we have that Λ± ∈ M1{±κ≥0} and that,
for ±κ ≥ 0, Π±1± = 1.
Noticing that the process (−X(t), J(t)) is a MMBM with same diffusion
vector σ and drift vector −a, the following result holds, see [5, Cor. 2].
Proposition 1. If (X(t), J(t)) is a MMBM then (Π±,Λ±) are the unique pairs
(P,M), with P± = I± and M ∈ M1{±κ≥0}, which satisfy the following matrix
equations
1
2
∆2σ P M
2 ∓∆a P M +QP = O±. (10)
The result above has been rediscovered in different degrees of generality in
various previous works, such as [3, 18, 14].
3. Matrix Polynomials
In this section we review some basic facts from matrix polynomial theory
and for a complete reference we suggest the reader to look at the book [8]. Let
A(z) be a complex matrix polynomial (N ×N dimensional) of order l, i.e.
A(z) =
l∑
j=0
Aj z
j
and associate to it the complex function α(z) = det(A(z)) that we assume is not
identically equal to 0 for z ∈ C. A complex number λ is an eigenvalue of A(z)
of multiplicity nλ if α(z) = (z − λ)nλ α∗(z) with α∗(z) 6= 0. Given a sequence
5
of vectors v0,v1, . . . ,vn−1, with v0 6= 0, we say that it is a Jordan chain of size
n > 0 associated to the eigenvalue λ if
k∑
j=0
1
j!
A(j)(λ)vk−j = 0, k = 0, . . . , n− 1, (11)
and it can be shown it always holds that n ≤ nλ.
If we define the matrix V = [v0,v1, . . . ,vn−1] and denote by Γ the λ-Jordan
block of size n it is easy to see that Eqn. (11) is equivalent to the following
matrix relation, (see Prop. 1.10 and Thm. 7.3 in [8])
l∑
j=0
AjV Γ
j = 0 (12)
and that the condition v0 6= 0 ensures that rank(col[V Γj ]l−1j=0) = n, where
rank(A) denotes the rank of the matrix A. By the definition above it follows
that v0 is a regular eigenvector associated to the eigenvalue 0 of the matrix
A(λ), while the vectors v1, . . . ,vn−1 are generally referred to as generalized
eigenvectors. If mλ is the geometric multiplicity of the eigenvalue λ, i.e. the
dimension of the subspace Ker(A(λ)), by collecting the longest Jordan chains for
each eigenvector of λ, (V1,Γ1), . . . (Vmλ ,Γmλ) and defining the pair of matrices
(V,Γ) with V = [V1, . . . Vmλ ] and Γ = diag[Γ1, . . .Γmλ ], we have that Eqn. (12)
still holds and in addition rank(col[V Γj ]l−1j=0) = nλ. This allows for the following
definition
Definition 2. A Jordan pair associated to the eigenvalue λ of a matrix poly-
nomial A(z) is defined as a pair of matrices (V,Γ), with Γ of Jordan type and
whose sizes are respectively N × nλ and nλ × nλ, satisfying Eqn. (12) and the
additional condition
rank(col[V Γj ]l−1j=0) = nλ. (13)
where nλ is the algebraic multiplicity of λ as a zero of α(z).
The set of Jordan chains forming the matrix V in the definition above are
usually also referred to as a canonical set of Jordan chains corresponding to λ.
The important property of the Jordan pairs is that they can provide a base in
the space CnA , where nA is the degree of α(z). Indeed the following property of
linear independence between Jordan pairs corresponding to different eigenvalues
holds true (see Thm. 7.3 in in [8]).
Proposition 3. Let (Vi,Γi)i, with i = 1, . . . ,K be a set of Jordan pairs asso-
ciated to distinct eigenvalues λi and with respectively lengths ni, then defining
V = [V1, . . . VK ] and Γ = diag[Γ1, . . . ,ΓK ] we have that the pair (V, J) satisfies
Eqn. (12) and in addition
rank(col[V Γj ]l−1j=0) = n, (14)
with n =
∑K
i=1 ni.
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By collecting all the Jordan pairs corresponding to each and every eigenvalue
of A(z) we can characterize the finite spectrum of the matrix polynomial, i.e.
the set of all roots of α(z) together with their multiplicities. This leads to the
definition of the concept of finite Jordan pair, that extends to the whole matrix
polynomial the concept of Jordan pair corresponding to a specific eigenvalue.
Definition 4. A finite Jordan pair for a matrix polynomial A(z) is defined as
a pair of matrices (V,Γ), with Γ of Jordan type and whose sizes are respectively
N × nA and nA × nA, satisfying Eqn. (12) and the additional condition
rank(col[V Γj ]l−1j=0) = nA. (15)
where nA is the degree of α(z).
Remark 1. If the pair of matrix (V,Γ) satisfies the assumptions of Definition 4
with Γ not Jordan, it is referred to as a finite standard pair of A(z).
It is easy to realize that the finite Jordan (standard) pairs are not uniquely
defined, however it is known they all belong to the same equivalent class with
respect to the following similarity property (see Thm. 1.25 in [8]).
Proposition 5. Given two finite Jordan (standard) pairs (V ′,Γ′) and (V ′′,Γ′′),
it exists an invertible nA × nA square matrix D such that
V ′′ = V ′D and Γ′′ = D−1 Γ′D. (16)
Finally we state the following technical result that will be used in the next
sections.
Proposition 6. Let (V,Γ) be a Jordan pair of A(z) and ct(z) an N dimensional
row vector n − 1 times differentiable on C. Assuming that the product bt(z) =
ct(z)A(z) can be expressed as a linear combination bt(z) =
∑K
i=1 fi(z)u
t
i, of
some given vectors uti and weight functions fi(z) with i = 1, . . . ,K, then the
following equation holds
K∑
i=1
uti V fi(Γ) = 0
t (17)
where for an analytic function f(z), its value at the square matrix A is defined
as f(A) =
∑∞
j=0
1
j!f
(j)(0)Aj.
Proof. In [9] it is shown that given a Jordan chain (V0,Γ0) corresponding to
the eigenvalue λ0 of A(z), where V0 = [v0, . . . ,vn−1], the following relation
holds true
k∑
j=0
1
j!
(bt)(j)(λ0)vk−j k = 0, . . . , n− 1. (18)
and writing explicitly the expression of bt(z) we obtain, for k = 0, . . . , n− 1
k∑
j=0
1
j!
K∑
i=1
f
(j)
i (λ0)u
t
i vk−j =
K∑
i=1
uti
n−1∑
j=0
vj
1
(k − j)!f
(j)
i (λ0)1{j ≤ k}. (19)
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The result follows by noticing that 1(k−j)!f
(j)
i (λ0)1{j ≤ k} for k = 0, . . . , n − 1
is equal to the j component of the k column of the matrix fi(Γ0). The general
result follows by considering separately all the Jordan chains contained in (V,Γ).
4. The Matrix Exponent
The matrix exponent F (α) defined in (3) is a second order matrix polynomial
and in this section we are going to determine a finite Jordan pair of its in terms
of the matrices Λ± and Π± that characterize the processes J(τ±(x)) according
to Eqn. (9). We use the Jordan decomposition of the matrices Λ±
Λ+ = −R+ Γ+(R+)−1 and Λ− = +R− Γ−(R−)−1 (20)
where we assume that the columns of the matrices R± and Γ± are arranged in
the following form
R± =
{
[1, Rˆ±] if ±κ ≥ 0
Rˆ± if ±κ < 0 ; Γ
± =
{
diag[(0), Γˆ±] if ±κ ≥ 0
Γˆ± if ±κ < 0 (21)
In (21), Γˆ+ and Γˆ− denote the Jordan matrices with all eigenvalues having real
parts respectively strictly negative and strictly positive and Rˆ+ and Rˆ− refer
to the corresponding submatrices in R+ and R−. We define the matrices
V ± = Π±R± and Vˆ ± = Π+Rˆ± (22)
and according with the adopted notation we have that V ±± = R
± and Vˆ ±± = Rˆ
±
because the restrictions of the matrices Π± to the rows in E± are equal to the
identity matrices.
From Prop. 1 and the decompositions (20) we immediately see that det(F (α))
has at least N+ +N− − (1 + 1{κ = 0}) non zero roots and one zero root. Since
the total number of roots counting multiplicities is N+ +N−, applying the fol-
lowing lemma we deduce that 0 is a simple root when κ 6= 0 and a double root
when κ = 0.
Lemma 7. Assuming that κ = 0, then 0 is a root of det(F (α)) with multiplicity
greater than 1.
Proof. It is enough to prove that there exists a vector h such that the pair
(1,h) forms a Jordan chain of size 2 associated to the eigenvalue 0. According
to (11) the following equation as to be satisfied
F (0)h+ F ′(0)1 = Qh+ a = 0. (23)
By multiplying last equation on the left by pit we see that κ = 0 is a necessary
condition to have the multiplicity of the 0 root greater than 1, we now prove
that it is also sufficient. Since pit [Q, a] = 0 and pi > 0, we have that the row
rank of the matrix [Q, a] is at most N − 1, therefore so it is the column rank.
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Since we know that Q contains a subset of N − 1 independent vectors the rank
of the matrix is equal to N − 1. It means that the vector −a can be written
as a non-null linear combination of the other vectors and the coefficients of this
linear combination provide the required vector h.
We define the pair (V0,Γ0) as the Jordan pair associated with the null eigen-
value and it is given by
V0 =
 [1] if κ 6= 0
[1, h] if κ = 0
and Γ0 =

(0) if κ 6= 0(
0 1
0 0
)
if κ = 0
(24)
where the vector h was identified in Lemma 7 as a solution of Eqn. (23).
We finally construct a finite Jordan pair of F (α) as the pair of matrices
(V,Γ) given by
V = [V0, Vˆ
+, Vˆ −] and Γ = diag[Γ0, Γˆ+, Γˆ−]. (25)
The pair (V,Γ) satisfies Eqn. (12) by Prop. 1 and the construction of the pair
(V0,Γ0). Therefore to verify that (V,Γ) is indeed a finite Jordan pair of F (α)
we need only to verify that condition (15) holds, but this follows immediately
by Prop. 3. We resume this result in the following theorem.
Theorem 8. The pair of matrices (V,Γ) defined according to (25) is a finite
Jordan pair for the matrix polynomial F (α).
It is worth to notice that given a general Jordan pair for F (α) it is always
possible to recover the pairs (Π±,Λ±) that characterize the processes J(τ±(x))
according to Eqn. (9). Assume that (V,Γ) is a Jordan pair, then after separating
the eigenvectors according to the sign of the real part of the corresponding
eigenvalues we can always decompose the matrices V and Γ as in (25). By
letting the matrices Rˆ± = Vˆ ±± , we can reconstruct the matrices R
± and Λ±
according to Eqns. (20) and (21) together with the matrices Π± = V ± (R±)−1.
The fact that the matrices R± are invertible follows by the definition (20) and
the fact that according to Prop. 5 all possible Jordan pairs are similar to each
other.
Finally, by applying Prop. 5 for the case κ 6= 0, the following neat result
holds true.
Corollary 9. Assume that ±κ > 0 then a finite standard pair of F (α) is given
by
([Π+, Π−],diag[∓Λ+,±Λ−]) (26)
5. Computing the upper and lower loss-rate vectors
In ths section we show that it is always possible to find the value of the
constant vectors u and ` as a solution of a linear system that can be determined
by a given Jordan pair of the matrix polynomial F (α).
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Before stating our main result we prove the following technical lemma that
is useful to take care of the special case when the asymptotic drift κ = 0.
Lemma 10. If κ = 0, then V0 = [1, h] and
but1 + (ut − `t)h = pit(1
2
∆2σ1 + ∆ah) 6= 0. (27)
Proof. Differentiating Eqn. (5) at 0 and right multiplying by h, we obtain the
identity
(ut − `t)h = E[WetJ ]Qh+ E[etJ ]∆ah = −E[WetJ ]∆a1 + E[etJ ]∆ah, (28)
where the second equality follows from (23). Differentiating Eqn. (5) twice at 0
and multiplying by 1, we find
but1 = E[WetJ ]∆a1 + E[etJ ]
1
2
∆2σ1, (29)
which summed with the previous equation gives (27). We conclude the proof
by showing that the resulting expression cannot equal 0.
Since the maximum length of a Jordan chain cannot exceed the algebraic
multiplicity of the associated eigenvalue, we have that for any vector v it holds
that
1
2
∆2σ 1 + ∆a h+Qv 6= 0, (30)
because otherwise (1,h,v) would be a Jordan chain associated with λ0, which
has multiplicity 2. This implies that 12∆
2
σ 1+∆a h is not in the column space of
Q, which is known to be of dimension N−1, because Q is irreducible. Moreover,
pitQ = 0t, thus pit( 12∆
2
σ 1 + ∆a h) 6= 0.
The following theorem states the main result of the paper.
Theorem 11. The unknown vectors u and ` in Eqn. (5) can be uniquely iden-
tified in the following way: u↓ = 0 and `↑ = 0 while the vectors u+ and `− are
the solutions of the system of equations
(ut+,−`t−)
(
V+ e
bΓ
−V−
)
= (kt, 0, . . . , 0), (31)
where
kt = pit(∆a,
1
2
∆2σ)
(
V0
V0 Γ0
)
(32)
is a vector with dimension equal to the multiplicity of the 0 root of det(F (α)).
(V,Γ) is any finite Jordan pair of F (α) having the Jordan chain (V0,Γ0)
associated to the eigenvalue 0 in the first position. An expression for the matrices
V0 and Γ0 is given in (24).
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Remark 2. Since pit∆a1 equals the asymptotic drift κ, Eqn. (32) reduces to
kt =
{
κ, if κ 6= 0
(0,pit( 12∆
2
σ1 + ∆ah)), if κ = 0.
(33)
Proof. The proofs of the facts that u↓ = 0 and `↑ = 0 and, moreover, (ut −
`t)1 = pit∆a1 = κ were already given in [4] and follows directly from (6). The
rest of the proof is split into two steps. First we show that (ut+, `
t
−) solves (31),
and then we show that the solution is unique.
Step 1: Applying Prop. 6 with ct(z) = E
[
ezWetJ
]
and according to (5) with
bt(z) = α(eαbut − `t), we have that
utV ebΓΓ− `tV Γ = 0t. (34)
Let Γˆ be the matrix Γ with Jordan block Γ0 replaced with I. Suppose first that
κ 6= 0. Then (V0,Γ0) = ([1], (0)) and so (34) can be rewritten as
utV ebΓΓˆ− `tV Γˆ = ((ut − `t)1, 0, . . . , 0). (35)
Multiply by Γˆ−1 from the right to obtain (31). Supposing that κ = 0, we have
that adding
kˆ
t
= utV0e
bΓ0
(
1 −1
0 1
)
− `tV0
(
1 −1
0 1
)
(36)
to the first two elements of the vectors appearing on the both sides of (34), leads
to
utV ebΓΓˆ− `tV Γˆ = (kˆt, 0, . . . , 0). (37)
To complete Step 1 it is now enough to show that kˆ = k. A simple computation
reveals that kˆ
t
= ut(1, (b − 1)1 + h) − `t(1,−1 + h) = (0, but1 + (ut − `t)h),
where we used that (ut − `t)1 = κ = 0. Use Lemma 10 and (33) to see that
kˆ = k.
Step 2 (uniqueness): Without loss of generality we assume that κ ≥ 0. It is easy
to see that (ut+, `
t
−) solves (31) if and only if
(ut+,−`t−)
(
V ++ e
bΓ+ V −+ e
bΓ−
V +− V
−
−
)
= κet1 (38)
and, in addition when κ = 0 Eqn. (27) holds true because of the construction
of the matrices V ± and Γ±. Note also that we can right multiply both sides of
the above display by the same matrix to obtain
(ut+,−`t−)
(
V ++ V
−
+ e
bΓ−
V +− e
−bΓ+ V −−
)
= κet1
(
e−bΓ
+ O
O I
)
. (39)
Noticing that
V +− = Π
+
−V
+
+ , V
+
+ e
−bΓ+ = ebΛ
+
V ++ ,
V −+ = Π
−
+V
−
− , V
−
− e
+bΓ− = ebΛ
−
V −− ,
(40)
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we obtain(
V ++ V
−
+ e
bΓ−
V +− e
−bΓ+ V −−
)
=
(
I Π−+ebΛ
−
Π+−e
bΛ+ I
)(
V ++ O
O V −−
)
. (41)
By definition we know that V ++ and V
−
− are invertible matrices. Moreover,
Π+−e
bΛ+ and Π−+e
bΛ− are irreducible transition probability matrices, so the first
matrix on the right hand side of (41), call it M , is an irreducible non-negative
matrix, which is non-strictly diagonally dominant. If κ > 0, then Π−+e
bΛ− is
sub-stochastic, which implies that M is irreducibly diagonally dominant and
hence invertible [10]. If κ = 0, then M has a simple eigenvalue at 0 by Perron-
Frobenius, so
(ut+,−`t−)
(
I Π−+ebΛ
−
Π+−e
bΛ+ I
)
= 0t (42)
determines the vector (ut+,−`t−) up to a scalar, which is then identified us-
ing (27):
(ut+,−`t−)
(
b1 + h
h
)
= pit(∆ah+
1
2
∆2σ1), (43)
which is non-zero by Lemma 10.
Finally, we state a corollary, which identifies (in the case of non-zero asymp-
totic drift) vectors u+ and `− in terms of matrices Λ± and Π±. We believe
that there should exist a direct probabilistic argument leading to this identity.
Moreover, it is interesting to investigate if such a result holds in the case of
countably infinite state space E.
Corollary 12. It holds that
(ut+,−`t−)
(
I Π−+ebΛ
−
Π+−e
bΛ+ I
)
=
 κ(pi
t
Λ+ ,0
t
−), if κ > 0
0t, if κ = 0
κ(0t+,pi
t
Λ−), if κ < 0
, (44)
where piΛ± is the unique stationary distribution of Λ
±, which is well-defined if
κ 6= 0.
Proof. Assume that κ > 0. From the above proof we know that
(ut+,−`t−)
(
I Π−+ebΛ
−
Π+−e
bΛ+ I
)(
V ++ O
O V −−
)
= κ(et1,0
t
−). (45)
Hence it is enough to check that piΛ+ = e
t
1(V
+
+ )
−1 = et1(R
+)−1, which is im-
mediate in view of the defining equations (20) and (22). The case of κ < 0 is
symmetric, and the case of κ = 0 is trivial.
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