In seismic tomography, the finite frequency content of broad-band data leads to interference effects in the process of medium reconstruction, which are ignored in traditional ray theoretical implementations. Various ways of looking at these effects in the framework of transmission tomography can be found in the literature. Here, we consider inverse scattering of body waves to develop a method of wave-equation reflection tomography with broad-band waveform datawhich in exploration seismics is identified as a method of wave-equation migration velocity analysis. In the transition from transmission to reflection tomography the usual cross correlation between modelled and observed waveforms of a particular phase arrival is replaced by the action of operators (annihilators) to the observed broad-band wavefields. Using the generalized screen expansion for one-way wave propagation, we develop the Fréchet (or sensitivity) kernel, and show how it can be evaluated with an adjoint state method. We cast the reflection tomography into an optimization procedure; the kernel appears in the gradient of this procedure. We include a numerical example of evaluating the kernel in a modified Marmousi model, which illustrates the complex dependency of the kernel on frequency band and, hence, scale. In heterogeneous media the kernels reflect proper wave dynamics and do not reveal a self-similar dependence on frequency: low-frequency wave components sample preferentially the smoother parts of the model, whereas the high-frequency data are-as expected-more sensitive to the stronger heterogeneity. We develop the concept for acoustic waves but there are no inherent limitations for the extension to the fully elastic case.
volumes (instead of backprojection along infinitesimally narrow rays), see, for instance, Dahlen et al. (2000) and De Hoop & Van der Hilst (2005) , and those combining the wave equation with the Born approximation using an adjoint state method (Vasco et al. 1995; Tromp et al. 2005) . In wave-equation tomography the wavefields in the kernel can be computed directly from the time-domain wave equation, using Green's functions calculated, for instance, by spectral elements, normal mode summation (Zhao & Jordan 1998) , or frequency-domain one-way wave propagation.
Here we focus on a method of wave equation reflection tomography, not to detect and investigate reflectors but to estimate subsurface wave speed variations. We use a frequency domain formulation and assume single scattering. In contrast to tomographic approaches that interpret specific phase arrivals-measured, for instance, by phase picking or waveform cross correlation-we consider the entire, broad-band wavefield (although some time windowing or other processing may need to be applied to mute the parts of the data influenced by multiple scattering). Instead of measuring single time-shifts, it involves the application of annihilators to the observed data. These annihilators are operators whose action on the wavefield vanishes if the wave speed model predicts the observations used: the level of annihilation is thus a measure for the accuracy of estimated wave speed variations. The annihilation criterion has a significant advantage over conventional traveltime mismatch criteria in that it explicitly accounts for the effects of scattering in Earth's interior, while it exploits the redundancy in downward continued data (Section 4). The downward continuation of the observed wavefield involves decomposition into up and downgoing constituents. For this purpose we introduce here the one-way wave equations and their associated wavefield propagators. Initially, we carry out the directional decomposition for wave propagation in a smooth background model (for the general formulation, see Fishman & McCoy 1984a,b) ; in later sections we account for scattering of waves off reflectors superimposed on this background.
The wave equation, evolution in depth
We make depth z-instead of time t-the evolution parameter for wave propagation and data continuation. The horizontal coordinates are collected in x. The partial derivatives are denoted by D x 1,...,n−1 = −i∂ x 1,...,n−1 , D z = −i∂ z , D t = −i∂ t so that their Fourier domain counterparts become multiplications by ξ 1,...,n−1 (the negative of horizontal wave vector), ζ (the negative of vertical wave vector) and ω (frequency). Here, n = 2 or 3 for 2-D or 3-D seismics, respectively. An alternative notation for the wave vector used in the seismic literature is (k x , k y , k z ) for (−ξ 1 , −ξ 2 , −ζ ) (n = 3).
To bring out the use of z as the evolution parameter, the scalar wave equation for compressional waves, u − c 0 (x, z) −2ü ≡ (
−2 ∂ 2 t )u = f , is written as the first-order system ∂ ∂z
where u is a scalar wavefield quantity such as pressure, the partial differential operator L (x, z, D x 
(see, e.g. Aki & Richards 2002, p. 25) , c 0 is the wave speed in the (background) medium, and f is a source term. (N.B. here we take for f a volume injection source, but a general body force can be treated in a similar manner.) With exp[i(ξ x + ωt)] representing a Fourier factor in a plane wave, L (x, z, ξ , ω) is defined as
For space dimension n > 2, ξ x is a vector dot product. We note that, for given z, (x, t, ξ , ω) are coordinates on phase space, and eq. (2) defines a function on this space. For wave propagation in heterogeneous media, carrying out the analysis in phase space has important advantages over analysis in more conventional (n + 1)-D space-time. Heuristically, it allows a description of waves in terms of locally plane waves. The explicit definition and construction of the one-way wave equations below, their corresponding fundamental solutions (or propagators) in the form of path integrals, and the marching computational algorithms are all rooted in phase space (Fishman et al. 1987; Fishman 2004 ).
The system of one-way wave equations
In phase space, the roots of L(x, z, ξ , ω) correspond, locally, to transitions from propagating (L > 0) to evanescent (L < 0) wave constituents. Away from these roots, in particular in the propagating regime, system (1) can be transformed into diagonal form (e.g. Stolk & De Hoop 2005) . With D and U denoting the down-and upward propagating constituents of the wavefield, respectively, operator matrices
effectively satisfy the one-way wave equations
Any coupling between D and U constituents is of the form Q(z)
In the propagating wave regime, the operator B (= B U or B D ) admits an integral representation of the type
Here b(x , z, ξ , ω) is a smooth function on phase space 2 and is, hence, better suited for manipulations (such as taking the wave speed derivatives needed below) than the operator B itself. For system (1), for high frequencies,
, and for ω > 0, b coincides with L(x, z, ξ, ω) while for ω < 0, b coincides with − L (x, z, ξ, ω) . For this reason, B is often referred to as the 'single-square-root operator'.
With b representing the vertical wavenumber, ω −1 b has the appearance of a vertical wave slowness at the point (x, z) whereas ω −1 ξ is a horizontal slowness. For (x, z, ξ , ω) such that b is real, the one-way wave equations are of hyperbolic type, describing propagating waves. 4 (We remark that even though the separation between locally propagating and evanescent waves is, here, based upon the analysis of principal symbols, the basic picture of locally propagating and evanescent phase space regimes remains intact for a more complete description of the symbols.)
In the frequency domain, we introduce the operator notationB in accordance with Bu = F −1 ω→tB F t→ω u where F denotes the Fourier transform.
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We note thatB =B (x, z, D x , ω) . We choose a normalization for operator Q(z) such that eq. (3) is self-adjoint; thus
where * denotes the adjoint, H denotes the Hilbert transform in time, and
. The physical meaning of this choice of Q D,U is that the down and upgoing fields are normalized in vertical-acoustic-power flux (De Hoop 1996) . With this normalization, the coupling Q(z)
∂ ∂z Q(z) −1 between D and U constituents becomes asymptotically of lower order and, therefore, is neglected here; we get 
One-way wave propagators
If singularities propagate nowhere horizontally between z and z 0 , with z < z 0 , there is a well-defined solution operator G U (z, z 0 ) of the initial value problem for u U given by eq. (3) with f U = 0 (Stolk 2004) ; this operator describes propagation in the (upward) direction from z 0 to z (Stolk & De Hoop 2005, Section 2) . (An alternative description of one-way propagators, in which is the issue of nowhere horizontal rays is suppressed, can be found in Fishman et al. 1997; De Hoop & Gautesen 2000) . In the Intermezzo in Section (4.1) we briefly indicate how the full-wave solution can be used as well. A solution for the inhomogeneous eq. (3) is then given by
or, in operator form by
Here, the Green's function (G U (z, z 0 )), relating the wavefield at (x, t) and depth z to the force at (x 0 , t 0 ) at depth z 0 , is the kernel of one-way propagator G U (z, z 0 ). 6 The adjoint G U (z, z 0 ) * describes downward propagation from z to z 0 of eq. (3) or upward from z 0 to z in reversed time. 
Model representation and perturbation
For the optimization underlying our reflection tomography we need the (Fréchet) derivatives of the above mentioned square-root operators with respect to the background wave speed c 0 (x, z). Such derivatives, which are derived in Appendix A, are typically expressed in terms of a perturbation δc 0 and can be interpreted as follows. We consider a finite-dimensional subspace of (smooth) wave speed models c 0 , spanned by a finite set of basis functions {φ k }:
This subspace could be generated, for example, by expanding the wave speed into cubic B-splines. The derivatives in eq. (A4) can then be expressed in terms of derivatives with respect to the coordinates
In the regime where b is real, the principal symbols of the one-way wave operators-ζ ± b (x, z, ξ , ω) up to a factor i-can be identified as Hamiltonians for down and upgoing waves, and can be used to trace rays with z as evolution parameter. The next order symbol needs to be accounted for to obtain the transport equation leading to the correct asymptotic solutions. ξ →x in dimension n − 1. 6 The upgoing constituent 'U' of the full-wave Green's function is generated by 1 2 HQ * U (z)G U (z, z 0 )Q U (z 0 ) (cf. 6). 7 We note that, even though the principal symbol approximation is a high-frequency approximation, it can still be used to obtain an approximation to the propagator revealing a wave behaviour.
is the projection (interpolation)
This adjoint appears in the application of the adjoint state method to evaluating the sensitivity kernel.
D ATA C O N T I N UAT I O N I N D E P T H : D O U B L E -S Q UA R E -RO O T O P E R AT O R
The background medium c 0 (with smooth perturbations δc 0 ) considered in the previous section can produce caustics but no scattering (such as reflections). We now describe how, with the Born approximation, single-scattered phases are modelled in the framework of the one-way wave theory developed above. Making use of reciprocity, we model the data purely by upcoming propagators. Whereas up and downgoing waves are modelled with a single square-root operator B (see Section 2.2), the interaction of these contributions (through a time convolution) yields a DSR operator.
Upward continuation and modelling of reflection data
We assume wavefield scattering off a contrast δc that contains singular variations in medium wave speed (for instance, reflectors). The total medium wave speed follows the decomposition (with δc
. To obtain a downward/upward continuation representation of the single scattered waves, we introduce the extended medium contrast (Stolk & De Hoop 2005) ,
One can view R as a data-like representation of the contrast. Using the footnote below eq. (8) concerning the relation between one-way Green's functions and the Green's function of the original wave equation and using that H 2 = −I , the singular part of the data (as recorded at Earth's surface, that is, at z = 0) can be modelled as
where Q U,s (z) is short for Q U (s, z, D s , D t ) and Q U,r (z) is short for Q U (r , z, D r , D t ), and the kernel of H(z, z ) is given by the time convolution
Through H as in eq. (11), we recognize in eq. (10) the time convolution (integration overt) of an incoming Green's function that connects the source at s (at zero depth) with the scattering point at r = s (at depth z ) with the outgoing Green's function that connects this scattering point with the receiver at r (at zero depth). This process gives rise to a DSR propagator; the spatial notation is illustrated in Fig. 2 (see also Stolk & De Hoop 2005) . The data, in eq. (10), can be regarded as the solution to a (Cauchy) initial value problem: at the surface (z = 0) the single scattered u(s, r , t, z) represents the (decomposed) wavefield-treated as 'virtual' data-as a function of time, generated at depth z below the surface by fictitious sources s and observed by fictitious receivers r: Then, u solves an inhomogeneous DSR equation
This equation is solved in the (upward) direction of decreasing z (with vanishing initial condition for some large z, say, at the bottom of the model).
The DSR equation plays a role later in the evaluation of the sensitivity kernel for reflection tomography. In fact, H is the propagator associated with eq. (12), and is hence referred to as the DSR propagator. For later use, we introduce the DSR operator
so that eq. (12) attains the form (
The DSR operator C depends on the background model, and a pertubation δc 0 in c 0 yields a perturbation δC in C, which is derived from the results in Appendix A, Subsection A2. 
Downward continuation and imaging of reflection data
The adjoint operator H (0, z) * is used to propagate the data backward to depth z. We consider
where ψ is a (source, receiver, and time) taper that suppresses the parts of the data that one does not want to consider in the imaging process (such as data associated with turning rays). In eq. (14), D is a function of (s, r, t, z); for t > 0, D(s, r, t, z) can be identified with u(s, r , t, z) in eq. (12), and is sometimes referred to as a 'sunken survey'. Indeed, D can be obtained by solving the evolution equation
in the direction of increasing z (downward), subject to the initial condition u(s, r , t,
Following Claerbout (1985) , an image of δc-that is the singular wave speed variations (including reflectors)-can be obtained from D by applying imaging conditions:
where we have introduced subsurface horizontal midpoint-offset coordinates, (x, h). Our tomography aims to estimate wave speed variations in the background, but we use image gathers to evaluate associated model updates. These image gathers are obtained by replacing the imaging condition by an angle transform (see the next section).
WAV E -E Q UAT I O N A N G L E T R A N S F O R M A N D D ATA A N N I H I L AT O R S
Building on the work by Stolk & De Hoop (2001) and Brandsberg-Dahl et al. (2003) we discuss here how redundancy in the data can be exploited for the purpose of tomography. We assume that we have data from multiple sources and multiple receivers (see Fig. 1 , bottom). In the imaging process, the reflection point becomes the image point, and the redundancy in the data becomes manifest in the multiple images that are generated (at that image point) from the different scattering angles and azimuths. This is accomplished by the angle transform. In this transform, we encounter a variable p that is essentially half the difference between the horizontal slowness vectors associated with source and receiver rays at the depth where the transform is applied. The relation between p and scattering angle and azimuth is described by De Hoop et al. (2003, eqs 88-90) ; by virtue of this relation, in imaging, the angle transform can be thought of as a replacement of the generalized Radon transform.
For an acceptable wave speed model the images are independent of scattering angle and azimuth. Equivalently, the wave speed model is acceptable if the data are predictable by (in other words, they are in the range of) the modelling operator in eq. (10). In this section, we derive the annihilators used to evaluate this criterion. (We emphasize that the notion that a model is acceptable does not imply that it is uniquely determined; in fact, there typically is a class of acceptable models. It can be shown, however, that the higher the scatterer density, the smaller the collection of acceptable models).
Angle transform and common image-point gathers
With, as before, u = u (s, r , t, z) , and h the horizontal offset between r and s (Fig. 2) , we introduce
(note the zero intercept time: t = 0 + ph, with ph a multiplication for n = 2 and a dot product for n ≥ 3; this transform was originally introduced by De Bruin et al. 1990) . Here, χ (x, z, h ) is a taper in h, such that χ(x, z, 0) = 1. We apply R to the downward continued data, D(s, r, t, z) (cf. eq. 14), to obtain the wave-equation angle transform, A,
The result of this transform applied to the data is
For each x,Ī(x, z, p) is a common image-point gather in (z, p). 9 With an appropriate choice of χ the common image-point gathers are artefact free (that is, free of false events), even in the presence of caustics (Stolk & De Hoop 2001 . As mentioned above, the dependence on p reflects the redundancy in the data (a dimension count confirms this: (s, r , t) ∈ IR 2n−1 while (x, z) ∈ IR n and 2n − 1 − n = n − 1 is the dimension of p). For an acceptable model c 0 , A maps data d to a p-family of reconstructions of δc, and for each p the same image (Ī(x, z, p)) of δc(x, z) is obtained.
Intermezzo: Angle transform for global Earth applications
In global Earth applications, in particular in view of turning rays, the one-way wave propagators introduced in Section 2 may be replaced by full-wave propagators. According to eq. (12), the (fictitious) sources s and receivers r are at the same depth (z). For application to earthquake data, however, we consider (clusters) of earthquakes with hypocentres at z = z s and stations at z = 0 (see Fig. 1, bottom) . Then, we can replace the kernel (
In view of reciprocity the kernel of the adjoint is the same, so that the angle transform becomes
followed by eq. (17); here, z >z s for all s. We can use any numerical method to compute the Green's functions, for example normal mode summation, leading then to a 'normal mode angle transform'. Eq. (21) can be rewritten, upon a change of variable of integrationt = −(t − t), in the form
at t = 0 and h = 0, this form reveals the structure of shot record migration, while one recognizes the notion of double focussing (Berkhout 1997; Thorbecke 1997) . Essentially, eq. (17) is a special case of beamforming with the downward continued data (cf. 18) in sources and receivers (see also Scherbaum et al. 1997) .
Annihilators of the downward continued data
Since the outcome (Ad)(x, z, p) should be independent of p we can define annihilators W , whose action on the data d is to yield zero, as follows:
A (where A −1 indicates a regularized inverse of A), which indeed yields W i d = 0. We consider the annihilators not in the data but in the image domain. Therefore, removing the mapping A −1 from image gathers to data, we consider the companion operators
−1 has to act in the data domain), which, when applied to eq. (17), brings out a 9 Sava et al. (1999) use a related but different transform, viz.,
Unlike A, this transform cannot be cast, with appropriately chosen weights, into an estimation of the reflection coefficient induced by c 0 , δc. multiplication by factor h i :
The annihilation of the data is thus replaced by an annihilation of the set of subsurface image gathers, R i D, parametrized by p.
For the purpose of tomography we also need the adjoint (R i ) * of R i . Let I denote a trial image as a function of (x, z, p), then
so that
(s + r ), z, p dp.
Here, indicates complex conjugation. We note that (R i ) * , in eq. (24), yields an extension of a (differentiated) image gather to fictitious data, in the nature of R defined in eq. (9). In eq. (24) we changed variables of integration from (x, h) to (s, r). By removing the factor h i in the integrand, we immediately obtain an expression forR * . By Parseval's theorem, we also find R * ,
(s + r ), z, p) dp with the property that Ru, I (x, p) = u, R * I (s,r,t) . Notice that neither R nor R i depends on c 0 and, thus, that they are insensitive to smooth perturbations δc 0 in c 0 .
A N O P T I M I Z AT I O N P RO C E D U R E F O R R E F L E C T I O N T O M O G R A P H Y
With the reflection tomography developed here we aim to estimate the background medium (c 0 + δc 0 ), with as a measure of success the annihilation of image gathers. Indeed, if annihilation with operator R i applied to the downward continued data in eq. (23) occurs, then the background medium is considered acceptable.
Cost functional
With this notion, the model estimation is cast into the minimization of the functional
which corresponds with the effective data annihilation integrated over all image (scattering) points (x, z) and 'angles' p. Here, H (0, z) * (and ψ) depend on c 0 and are sensitive to perturbations δc 0 ; however, since we assumed that δc 0 vanishes near z = 0, we need not consider wave speed derivatives of Q * U,s (0) −1 Q * U,r (0) −1 . Compared with conventional tomography, the measure of traveltime mismatch (or waveform cross correlation) has thus been replaced by the overall effect of the annihilation operator R i .
Gradient of cost functional; sensitivity kernel
A standard method for optimization can be invoked to carry out the minimization of J . Here, we discuss a method for evaluating the Fréchet kernel or gradient of J . The method for evaluating the gradient of a functional derived from the solution of a partial (or pseudo-) differential equation is known as the adjoint state method (Wunsch 1996) . It has been introduced in seismology by Tarantola (1987) and used by many others. The gradient is required for the optimization, whereas the Fréchet or sensitivity kernel provides information about the resolution of our approach to wave-equation reflection tomography.
The perturbation of the functional J , under a smooth perturbation δc 0 of c 0 , is derived from
and evaluated in Appendix C. The evaluation procedure, which is common to many different imaging schemes, consists of solving two evolution equations followed by an imaging operation. We use the observation made below eq. (14) and relate D to solutions, u, of the DSR equation. The first evolution equation is eq. (15), which is solved in the direction of increasing z (downward); in the frequency domain this equation reads:
The second is the adjoint field equation,
which is solved in the (upward) direction of decreasing z (with vanishing initial condition for some large z, say, at the bottom of the model).
The right-hand side quantifies the failure of annihilation and represents a mismatch source distribution. The solutionsû andv combined form the kernel (or 'image')
, and is given by (cf. C12 and A7)
Here, S j and A j appear in the generalized-screen expansion of the single-square-root operator, which is explained in detail in Appendix A (cf. A1 and A4). We used the symmetry in frequency to restrict the evaluation to positive values. Invoking the model representation in Section 2.4
is of the form of a time cross correlation of the downward continued data and the adjoint field excited by a mismatch force nested in a generalized screen operation. It differs from a standard imaging condition in particular through the integrations over s and r. The procedure to evaluate eq. (30) is illustrated in Fig. 3 . It consists of the following steps: (i) starting at the top, downward continue step-by-step the data (in the frequency domain) all the way to the bottom (cf. 14) while storing the results at all intermediate depths;
(ii) starting at the bottom, evaluate the success of annihilation, that is, the mismatch source, with the downward continued data, (iii) upward continue (in the frequency domain) step-by-step the adjoint field (cf. 29) and (iv) at each depth, evaluate the frequency contribution to the kernel (cf. 30).
We stress that even though the kernel has been derived from generalized screen expansions of the relevant operators, the downward and upward continuation can be carried out with more precise and sophisticated methods.
In eq. (30), the frequency integral is kept as the outside integral, because the kernel computation is to be carried out in the ω-domain. It becomes clear that subjecting the data to a timescale decomposition leads to a decomposition of the kernel. Such a decomposition can be accomplished by applying frequency window functionsψ k , corresponding with a wavelet transform at dyadic scales (2 k ), to the data in the right-hand side of eq. (28). The effect of this propagates through the right-hand side of eq. (29); we then make use of the observation that
Thus, upon inserting in the ω integration in eq. (30) the factor |ψ k (ω)| 2 we obtain the contribution K k to K.
C O S T F U N C T I O N A L A N D S E N S I T I V I T Y K E R N E L ; A M U LT I S C A L E P E R S P E C T I V E
With synthetic data we illustrate here the effectiveness of the angle transform (eq. 19), the character of the cost functional used for optimization (eq. 26), and the multifrequency aspects of the sensitivity kernel (that is, the gradient, 30) associated with the annihilator-based method for wave-equation reflection tomography. Furthermore, through a wavelet-like decomposition (ψ k ) in time frequency of the sources generating the data, we demonstrate the spatial multiscale aspects of the kernels underlying wave-equation reflection tomography. As the background wave speed model we consider a smooth version of Marmousi (Fig. 4, top) . For reference, in Fig. 4 (bottom) we show the image of the singular medium variations, obtained with the imaging condition in eq. (16). These singularities produce the scattered wavefield exploited in the annihilation procedure. This wavefield has been generated with a finite difference approach and forms the synthetic data. Furthermore, we consider a one-parameter family of model perturbations (that is, in Subsection 2.4 we take M = 1), generated by the . Amplitude spectra of ψ k , representing, here, the multi frequency windowing applied to the data. We distinguish only three bands: low, middle and high frequencies. The windows can also be derived from a wavelet transform.
differential model (φ 1 (x, z)), illustrated in Fig. 5 (top) . In our examples, we use the generalized screen expansion only to find A j and S j in eq. (30). First, we evaluate kernel contributions (functions of (x, z)) from data restricted to a single seismic source (s) indicated by a solid red dot on Fig. 6 , and reflections from two scattering points within the yellow boxes lying on a fictitious reflector indicated by a horizontal line in the same figure. The key result of this analysis is presented in Fig. 8 . This figure reveals the complexity of the kernel resulting from finite-frequency (interference) effects and multipathing. An imprint of the rays connecting the two mismatch source points to the source and receivers determined by the reflector dip is apparent.
In order to appreciate the nature of finite frequency kernels and, thus, the multiscale aspects of wave-equation tomography, we subjected the (synthetic) data to low-, middle-and high-frequency windowing, according to Fig. 7 . In Fig. 8(top, left) , we illustrate the contribution to the kernel for low frequencies. The wavenumber spectrum of this contribution is displayed on the right. Fig. 8 (middle) and (bottom) illustrate the middle-and high-frequency contributions to the kernel. We observe how differently, through the wave dynamics, the contributions sample the subsurface. Indeed, the kernels are not self-similar, in that they are not simply scaled versions of one another, as the frequency window changes. In fact, the low-frequency data are more sensitivity to the smooth parts of the model in Fig. 4 (top) , whereas the highfrequency data have (relatively) higher sensitivity to the fine scale structures in the model. (This is confirmed by viewing the wavenumber spectra of the different contributions to the kernel, in the panels on the right.) Different frequencies thus provide information on different Fig. 6 ) on a single reflector and data from a single source located at the red disk in Fig. 6 . Top, left: low frequencies, coarse scale; top, right: wavenumber spectrum of this contribution. Middle, left: middle range frequencies, intermediate scale; middle, right: wavenumber spectrum of this contribution. Bottom, left: high frequencies, fine scale; bottom, right: wavenumber spectrum of this contribution. The frequency bands are given in Fig. 7 . We note how differently the contributions sense the subsurface. We also note the multidirectional illumination of the wave speed model. parts and different scales in the model. In regions where the medium varies only smoothly, the kernel reveals a (stereo) banana-doughnut type behaviour, in accord with analyses by, e.g. (Woodward 1992; Dahlen et al. 2000) . In regions of stronger heterogeneity, however, the kernels are rich in complexity, and include caustics and multipathing, as predicted by, e.g. (De Hoop & Van der Hilst 2005; Zhao et al. 2005) .
In Fig. 5 (bottom) we illustrate the local convexity and smoothness (expected on the basis of the work of Stolk & Symes (2003) ) of the cost functional by considering the above mentioned (one-parameter family of) perturbations of the model depicted in Fig. 4 (top) . In Figs 9-11 we show that the annihilator does indeed detect the error in background wave speed. Fig. 9 shows the result of the application of the angle transform to the downward continued data using the true model; the uniformity of and zero residual moveout in each of the image gathers indicates successful annihilation (that is, the gathers do not depend on p so that differentiation with respect to p would yield zero, see Section 4.2). To illustrate what happens if the wave speed is not correct we also applied the transform to the downward continued data using wave speeds lower (Fig. 10) or higher than the true ones (Fig. 11) . The image gathers are artefact free-in the sense that they do not contain false events (which would show residual moveout even with an acceptable wave speed model)-but they show residual moveouts that will be detected in full waveform sense by the annihilators (because differentiation with respect to p would not yield zero). to 0.5 s km −1 in each gather. In these gathers there is no dependency on p (and no residual moveout); therefore, these gathers will be annihilated by
D I S C U S S I O N
We present a method of wave-equation reflection tomography-or, in exploration seismics, MVA-with finite-bandwidth data. The approach followed here makes use of scattered phases in the data and has previously been exploited in the framework of the ray-geometrical generalized Radon transform (Brandsberg-Dahl et al. 2003) .
The method presented has aspects in common with the methodology developed by Pratt and co-workers (e.g. Pratt 1999; Sirgue & Pratt 2004) . Notably, both approaches take advantage of a frequency domain formulation and implementation. However, there are also important differences. An attractive feature of the approach by Pratt is that it can account for some multiple scattering, unlike our current single-scattering implementation. Pratt's model selection, however, is based on a waveform misfit criterion (Pratt 1999) , which may run into problems of multiple local minima when wave speed is at half wavelength away from the true model for the given frequency range. In contrast, our method yields (a class of) models through the use of image gathers and data annihilators. It has been established that the class of acceptable models reduces to a unique solution for an ideal spatial distribution of scatterers (De Hoop, Lassas and Uhlmann, unpublished) . Numerical experiments indicate that the annihilator-based approach provides a single minimum of the functional in a wide range of wave speed variations, in particular, when not restricted to the low-frequency regime. Another practical advantage of the wave-equation reflection tomography approach proposed here is that the transition from 2-D to 3-D is straightforward and (computationally) affordable.
The key result presented here is an explicit expression for and characterization of the kernels used in wave-equation reflection tomography. This is all that is needed for, for example, a conjugate gradient implementation of the optimization. The generalized screen expansion for the downward continuation of the seismic data appears as a natural tool in this process, since it is based on a particular wave speed expansion. Our criterion is based upon the condition that a wave speed model is acceptable if the data are in the range of our modelling operator, here developed in the single scattering approximation. The evaluation of the kernel has a few unusual aspects:
(i) the mismatch occurs and is evaluated in the subsurface rather than at the surface, (iii) the adjoint state method, derived from the reciprocity theorem of the time correlation type, leads to a procedure of propagating the adjoint field upwards and the data downwards and taking their cross correlation at the depths where the fields meet and (iii) a generalized screen operator is nested in the cross correlation in time.
The mismatch force can attain non-vanishing values only in regions that contain reflectors. Note that an error in, say, a shallow part of the wave speed model will result in unsuccessful annihilation even much deeper in the model. The kernel can be computed with one-way propagators that are more accurate and of a higher degree of sophistication than the generalized screen ones. Relaxing the desire of wide-angle propagation accuracy somewhat, in the presence of rapid and large lateral wave speed variations, the optimal rational operator approximation might be the approach of choice (Van Stralen et al. 1998) . Exact propagators (Fishman 1992 ; Fishman et al. 2000) can be obtained for particular wave speed profiles, most usefully ones quadratic in x, and applied locally. Uniformly asymptotic propagators (Fishman et al. 1997; De Hoop & Gautesen 2000 , 2003 have been developed to overcome the inaccuracies associated with the transition from propagating to evanescent wave constituents and apply in general, smoothly varying wave speed profiles.
The procedure presented here can be applied to broad-band (albeit band-limited) data. Any effects related to wave front healing are accounted for in the downward continuation restricted to the frequency band of the data irrespective of the formation of caustics. The full waveform is used, not just the phase of the data. The example demonstrates that the multifrequency band kernels are not merely scaled versions of a generic kernel shape. Indeed, the low-frequency data sense different aspects (the smoother parts) of the inhomogeneities than the high-frequency data (which are more sensitive to small scale variations).
There are various practical issues to overcome when applying the procedure to field array data. The data should be deconvolved jointly to ensure a uniform source signature. Also, the sources and receivers may be irregularly spaced so that a regularization of the data would be required prior to downward continuation. If the data are caustic free, such a regularization could in principle be accomplished with a partial differential equation approach (Fomel 2003) . In the presence of caustics, the single scattered wave constituents can, in principle, be continued as well with a procedure derived from the annihilators (De Hoop & Uhlmann 2006).
As mentioned above, in the process of downward continuing the data, the results may need to be stored at all intermediate depthscompression techniques may need to be used to reduce memory usage. (The computational complexity of one iteration in the optimization is of the order of two to three depth migrations.) It may be necessary, prior to applying an annihilator, to carry out statistical estimates over image gathers. In passive seismics applications, with an extensive array, interferometric techniques applied between all pairs of receivers may yield the data; for deep Earth applications the sources will need to be imaged from the direct upgoing wavefield observations prior to applying the method of reflection tomography.
The current method is developed for single scattering, that is, primary reflections, and single modes using a scalar wave equation. Replacing the acoustic wavefield decomposition and generalized screen expansion by their elastic counterparts, the method can be extended to the displacement vector wavefield (Le , in which case it can be applied to, for instance, P-to-S mode conversions (e.g. via receiver functions). For a recent development and application in global seismology of one-way theory in anisotropic elastic media, see Angus et al. (2004) .
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R E F E R E N C E S A P P E N D I X A : G E N E R A L I Z E D S C R E E N E X PA N S I O N A N D I T S A P P L I C AT I O N
For the optimization underlying our reflection tomography we need to know the (Fréchet) derivatives of the single-square-root operator with respect to the background wave speed c 0 (x, z). We take this derivative by expanding its symbol, b, into a sum of symbols each of which allows a separation of the phase-space variables (x, ξ ). This applies where b is smooth as a function of (x, ξ ), which is the case in the propagating regime (or, more generally, away from horizontal propagation which occurs when ω −1 || ξ || = c −1 0 ). Throughout, we will assume appropriate cut-offs have been applied to ensure that the smoothness condition is satisfied. For computational efficiency, we seek a frequency domain formulation. Such a formulation allows a multifrequency strategy for optimization.
The expansion mentioned above falls in the well-established category of generalized screen expansions, which also leads to the introduction of fast algorithms for one-way wave propagation. We provide, here, an overview of such expansions and their use in reflection tomography.
One way of arriving at a generalized screen expansion is by choosing a reference medium with a wave speed γ 0 that depends on depth z only. In the process of model updating to be developed below, we assume that at any particular depth z, γ 0 (z) is the largest lower bound on the wave speed at that depth according to any of the allowable models. With this requirement, b is expanded in terms of positive or zero contrasts [c 0 (x, z) −2 − γ 0 (z) −2 ] with c 0 representing the actual wave speeds in the medium; thus, the c 0 used in the tomography still depends on all n space variables.
A1 The single-square-root operator
The generalized screen expansion of b up to order N is of the form
− ω −2 ξ 2 and S 0 [c 0 ](x, z) = 1 (cf. Le Rousseau & De Hoop 2001, 16) . 10 The factors A j mostly control the shape (bending) of the local slowness surface (b as a function of ξ for given (x, z) and ω) while the factors S j (loosely referred to as screen functions) account for the change in the slowness surface due to the horizontal medium fluctuations relative to the background γ 0 = γ 0 (z). The factors A j depend on γ 0 but not on the horizontal medium fluctuations. 10 The generalized screen expansion leads to
, and
Substituting b as in eq. (A1) into eq. (4) shows that the single-square-root operator B U in eq. (3) acts on the upgoing wavefield u U as
where F denotes the Fourier transform as in the main text. For computational efficiency the calculations leading to the sensitivity kernel for wave equation reflection tomography (see Appendix C) are carried out in the frequency (ω) domain. In the frequency domain, which is indicated byˆ, the above expression becomes
(cf. Le Rousseau & De Hoop 2001, 31) . The dependency of the operator on the horizontally varying component of the background medium is completely contained in the factors S j .
A2 The perturbed single-square-root operator
The previous subsection shows that a wave speed perturbation of operator B U follows from the wave speed perturbation of its symbol b, through the perturbation of the factors S j . By the nature of the derivation of the generalized screen expansion, up to first order, we have For the later application of tomography, we consider how B U is perturbed under a smooth perturbation δc 0 (x, z) of c 0 subject to the constraint that γ 0 = γ 0 (z) is kept fixed. (In principle, any perturbation in γ 0 (z) can be absorbed in δc 0 (x, z), but for fixed N the accuracy of the propagator depends on δc 0 (x, z) and may suffer from keeping γ 0 (z) fixed, because γ 0 (z) needs to remain the largest bound on the wave speed under perturbations at each z). In view of eq. (A2) we have
The perturbation δS j in S j is expressed in terms of Fréchet derivatives S j 11 as the multiplication 
such that (δB U )û U ∼B U (û U ) δc 0 .
Eq. (A5) shows how the fieldû U is absorbed as a factor in the screen function, S jû U ; the · (x ,z) notation reveals that the function (to be inserted at ·), such as δc 0 in eq. (A6), on which the derivativeB U acts, is evaluated at (x , z) inside the Fourier transform from x to ξ .
A3 The adjoint of the perturbed single-square-root operator
For the purpose of tomography (that is, the adjoint state calculation to obtain an image), we will also need the adjointB U (û U ) * ofB U (û U ).
Since (F x→ξ ) * = F 
with the property that B U (û U )δc 0 ,v (x) = δc 0 ,B U (û U ) * v (x) for given z and ω, where .,. indicates the inner product in the space of complex, square-integrable functions (the subscript in parentheses indicates the integration variable);v represents a trial function of x and ω (and z). (s, r, z, σ, ρ, ω) exp [i c(s, r, z, σ, ρ, ω) ] dσ dρ dω u (s, r, t, z) ds dr dt,
which represents the thin-slab propagation associated with eq. (C5). Second, in preparation of the application of the volume integral form of the reciprocity theorem of the time-correlation type in the framework of one-way wave theory, we now distinguish two states: one state with contrast source distribution i δCu and field δu, and one state with mismatch source distribution i (R i ) * R i u and field, sayv. The mismatch source distribution is generated at any image point where full annihilation of a downward continued reflection (R i u) has failed (is not zero) and vanishes if the local background wave speed c 0 is correct (so that full annihilation is achieved). More specifically, we have
which solves the equation
which is also known as the adjoint field equation (Wunsch 1996) . This equation is solved in the (upward) direction of decreasing z, with vanishing initial condition for some large z (say, at the bottom of the model).
C2 The sensitivity kernel
The reciprocity theorem of the time-correlation type, applied to eq. (C5), (C2), 12 now implies that we can write eq. (C2) in the equivalent form 
The frequency integral is kept as the outside integral because the kernel computations is to be carried out in the ω-domain. We note that v is real-valued (v(ω) =v(−ω)) while the same holds for F −1 ω→t iδĈû in view of the frequency dependency of b; see the remark below eq. (4). We can now combine the concepts developed in the previous appendices, and formulate the sensitivity kernel. To do this, we write the perturbation δĈ in eq. (C10) in the form of a derivative δĈû =Ĉ (û) δc 0 , witĥ C (û) · =B U,s (û) · +B U,r (û) · ∼ 
