I. INTRODUCTION
Interest in the magnetism and superconductivity of f -electron materials has remained strong over the last several decades, starting with the discovery 1 of heavy fermion superconductivity in Ce-and U-based materials, and continuing today with the investigation 2 of novel ground states in the tetragonal Ce-based CeTIn 5 (T=Co, Ir, Rh) materials. Pu-based compounds exhibit a particular richness and complexity, as is illustrated by the discovery 3 of superconductivity in PuCoGa 5 at an order of magnitude higher transition temperature (T c0 = 18.5 K) than the structurally similar heavy fermion superconductor 2 CeCoIn 5 (T c ∼2.3 K). One reason for this complexity in Pu materials is that their f electrons sit at the boundary between more fully localized (as in Am compounds) and more fully itinerant (as in U and Np compounds) behavior. 4 There is evidence that the superconductivity in PuCoGa 5 may be unconventional in nature. Recent nuclear magnetic resonance (NMR) and nuclear quadrupole resonance (NQR) studies 5 display an absence of a coherence peak, together with a decreasing Knight shift and a T 3 -behavior in the spin-lattice relaxation rate 1/T 1 just below T c , suggesting that the superconducting order parameter has d-wave symmetry, as in the copper-oxide superconductors. 6 Calculations 7,8,9 of the electronic structure of PuCoGa 5 show a Fermi surface consisting of several cylindrical sheets, which is favorable for d-wave, spin-fluctuation mediated superconductivity. It has been suggested 5 that PuCoGa 5 belongs to a class of spin-fluctuation induced superconductors, lying between the high-temperature, copper-oxide superconductors and the low-temperature, heavy-fermion superconductors on a plot of transition temperature versus spin fluctuation temperature.
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Additional measurements which test this supposition are, therefore, important. This is particularly true because the natural radioactivity of Pu ( 239 Pu half-life = 24, 000 years) creates lattice defects which scatter electrons and can create impurity bands which partly obscure the signature of a pure d-wave superconductor. Such effects are evident in the low-temperature NQR spin-lattice relaxation rate 1/T 1 , 5 where the T 3 temperature dependence gives way to a linear-T behavior below about 0.4T c . As we show, the temperature dependence of the penetration depth λ(T ) in PuCoGa 5 is less sensitive to these defects, thus providing a clean test of the gap symmetry and of the robustness of the order parameter to the presence of pair-breaking defects. The magnitude of λ(0) is strongly sensitive to defects, however, a fact which we are able to explain in terms of the relatively short superconducting coherence length in PuCoGa 5 . Finally, the study of radiation effects in superconductors is of practical importance as well, because increases in the critical current density can be achieved by the pinning of flux lines at defects.
In this paper we present transverse-field (TF) muon spin rotation (µSR) measurements of the in-plane magnetic field penetration depth λ in the same single crystals of PuCoGa 5 after 25 days and 400 days of aging at room temperature. λ(T ) is determined by the spectrum of quasiparticle excitations exceeding the superconducting energy gap ∆(T ), and is thus a sensitive measure of the temperature dependence of the superfluid density ρ s (T ) ∝ λ(T ) −2 , and the gap structure. Some of the data after 25 days of aging has been reported previously.
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II. EXPERIMENTAL DETAILS
A. Sample preparation and experimental setup Two crystals of PuCoGa 5 measuring ∼ 5 × 6 mm 2 and about 1/2 mm thick were grown from excess Ga flux 3 as flat plates with the c-axis normal to the surface. The crystals were encapsulated in a polyimide coating about 70 µm thick to prevent contamination from particle and ejecta emission. The encapsulated crystals were then attached and sealed under a helium atmosphere inside a Ti cell for further protection. The cell was cooled using a continuous-flow He cold-finger cryostat.
The experiments were performed at the M20 surface muon channel at TRIUMF, Vancouver, Canada. Muons entered the cell through a 50 µm Ti-foil window, with their polarization rotated vertically 90
• , perpendicular to the beam momentum. The applied field H 0 was along the incoming beam direction in the TF mode, and parallel to the crystalline c-axis. A negligible fraction of the beam stopped in the Ti window and polyimide coating.
The initial set of measurements (after 25 days) were performed with the sample mounted directly on the Ticell backing with H 0 = 60 mT. The second set of measurements (after 400 days, the exact time determined by TRIUMF's beam-time schedule) was carried out in the same geometrical and spin configurations as before, but with the sample surrounded by a Ag backing plate and in applied fields of 60 mT and 0.3 T. All data with T ≤ T c were taken in a field-cooled mode.
B. Data analysis
In an ideal experiment the muons stop randomly on the scale of the flux line lattice (FLL) spacing. Therefore, the muon spin precession signalP (t) provides a random sampling of the internal field distribution n(B),
where n(B) = δ(B − B(r)) r is the spatial average of a Dirac delta function, γ µ (= 2π×135.53 MHz/T) is the muon gyromagnetic ratio and B(r) is the internal field. This equation indicates that the real amplitude of the Fourier transformed muon precession signal corresponds to the spectral density n(B). In general, an asymmetric n(B), the so-called 'Redfield pattern', is expected when the FLL consists of straight, rigid flux lines and the ratio κ = λ/ξ is not too large. 13 In such a case, n(B) possesses a high-field tail which characterizes the flux-line core radius (or coherence length ξ); the second moment (∆B) 2 of n(B) determines the London penetration depth. The fast Fourier transform spectra of the µSR signals in PuCoGa5 at 3 K under 60 mT, after subtracting the sample holder signal, in both the 400 day-old sample and the 25 dayold sample. H0 was determined from a fit to the normal-state data.
The fast Fourier transform (FFT) provides a reasonably good representation of n(B) in the FLL state. Fig. 1 shows FFT spectra for the µSR signals from the sample after 25 and 400 days at T = 3 K. Here the background signal from the sample cell has been subtracted from the time spectrum before carrying out the FFT. Some agerelated differences in the spectra are apparent. First, while the fresh sample exhibits a slightly asymmetric line shape and a small negative field shift, the aged sample shows a nearly symmetric shape with almost no negative shift. Second, the linewidth has narrowed appreciably with aging.
Attempts to fit the fresh sample data using standard models 14, 15 which incorporate a broadened (due to instrumental and nuclear line-width effects) Redfield pattern for a perfect FLL were not successful. This is due to the fact that the lineshape is only moderately asymmetric, and thus unique determinations of λ and the core radius, which depend upon having a high-field tail in the field distribution, cannot be obtained. Most of the decreased asymmetry in the lineshape is due to the fact that PuCoGa 5 is a high κ (> 100) superconductor with a relatively large penetration depth (see below), but part may also be due to distortions of the FLL from radiation induced pinning centers, as we discuss below. As described earlier, reasonable fits to the fresh-sample data were obtained with simple Gaussian or Lorentzian line shapes, and these two functional forms yielded the same temperature dependence for the linewidths.
11 Nevertheless, in an attempt to account phenomenologically for any small asymmetry, we also performed fits using a sum of two Gaussians with different centroid frequencies and widths. 16 When these widths were convoluted into a single width (as in Ref. 16 ) the same temperature dependence and overall linewidth was obtained as for the single Gaussian fits, but with somewhat larger ( ∼ = 10 − 15%) uncertainties. Accordingly, the TF precession spectra for both samples were fit to the sum of two terms, corresponding to muons stopping in the sample and background materials (either Ti or Ag), respectively:
where A and A b , ω and ω b are the partial asymmetries and central frequencies for PuCoGa 5 and the sample holder, respectively, A 0 is the total positron decay asymmetry (A 0 = A + A b ), and φ is the initial phase. 17 Here we used P (t) = exp(−σ 2 t 2 /2). Fits to the data yielded A/A b ∼ = 1/2. The background signal from Ti in H 0 = 60 mT applied field was well characterized by a Gaussian relaxation function,
The relaxation rate from the Ag backing used in the measurements on the aged sample is negligible.
The quality of the Gaussian fits for the 25 day-old sample is illustrated in Fig. 2 for data taken at T = 4 K. Here the G z (t) data (Eq. (2)) from t = 3 − 10 µs were fit separately, and this long-time Ti signal was then subtracted from the total spectrum, leaving only the signal from the sample in the superconducting state. One sees that the Gaussian form for P (t) gives a satisfactory fit. Thus, we conclude that single Gaussian fits give an acceptably accurate measure of the linewidths in the 25 day-old sample. Regarding the 400 day-old data, a single Gaussian fit is obviously appropriate, as can be seen in Fig. 1 . We also performed a series of measurements in the aged sample to observe the effects of flux pinning. The sample was cooled to 4 K in H 0 = 99 mT field and a spectrum was obtained. The field was then reduced by 10 mT without changing the temperature and another spectrum was taken. The sample was then warmed in H 0 = 89 mT field, and several spectra were accumulated at increasing temperatures. The results are shown in Fig. 3 . In the field-shifted spectrum at 4 K one observes an unshifted line with an amplitude of 90-100% of the sample signal, together with a line at reduced frequency from muons stopping in the sample backing material. This clearly demonstrates strong pinning, and is consistent with the temperature-independent, field-cooled susceptibilities found in fresh 3 and aged 18 samples of PuCoGa 5 . As seen in Fig. 3 , the trapped flux gradually leaks out of the sample as the temperature is raised. Note, however, that for the data in Fig. 4 , where the field is held constant at the field-cooled value, the sample asymmetry A is independent of temperature, as expected. The temperature dependences of σ for the fresh and aged samples for H 0 = 60 mT are shown in Fig. 4(a) . In both samples σ increases with decreasing temperature below T c due to the formation of the FLL. This increase occurs below about 18 K in the fresh sample, in good agreement with the measured T c . In the 400 day-old sample the data are consistent with a decrease in T c of about 3 K, in reasonable agreement with the radiation-induced reduction of T c (≈ 0.24 K/month) reported for PuCoGa 5 samples of slightly different isotopic concentrations.
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As seen in Fig. 4(a) , there is no temperature dependence to the normal state values of σ (denoted σ n below). Assuming the muons occupy the same sites 20 as in CeRhIn 5 we estimate a nuclear dipolar linewidth of about 0.21 µs −1 for both of the suggested (
2 ) and (0, 1 2 , 0) sites, which is close to the average of the measured values σ n ≈ 0.2 µs −1 . Furthermore, there is little change in σ n with aging ( Fig. 4(a) ), indicating that additional aging has little effect on the muon site(s). None of our conclusions regarding the superconducting properties of PuCoGa 5 depend on knowing these exact sites, however.
We also performed measurements with H 0 = 0.3 T in the 400 day-old sample to investigate the field dependence of σ. In some superconductors σ displays a nonmonotonic field dependence which has been attributed 21 to motion of the FLL in low fields where the interactions between the flux lines is weak due to their large separation. Figure 4(b) shows that both the magnitude and temperature dependence of σ remain essentially unchanged for 60 mT ≤ H 0 ≤ 0.3 T in the 400 day-old sample. Note that H 0 = 60 mT is at least twice the lower critical field H c1 = Φ 0 ln(λ/ξ)/4πλ 2 ≈ 0.035 T reported previously 3 and 4 − 5 times that implied by our measurements of λ(0) in the fresh sample, as discussed below. Here Φ 0 = hc/2e = 2.07 · 10 −15 Tm 2 is the magnetic flux quantum.
C. Temperature dependence of ρs and λ
The µSR linewidth from the vortex lattice σ v is obtained by subtracting the temperature-averaged normalstate linewidth σ n from the total linewidth σ in quadrature: σ The penetration depth λ(T ) can be deduced from σ v (T ) as follows:
where h = H 0 /H c2 (0) and H c2 (0) ∼ = 74 T is the upper critical field in the fresh 3 sample, so h ≪ 1. (H c2 is larger in the aged sample. 19 ) Eq. (3) is valid for an isotropic extreme type-II superconductor (λ≫ ξ) with a hexagonal FLL. The µSR rate σ v measures the rms width ∆B 2 of the field distribution from the FLL:
* , where m * is the in-plane effective mass. In the following we assume that the temperature dependence of σ v reflects the temperature dependence of ρ s , i.e., m * is temperature-independent. Figs. 5 and 6 display the temperature dependence of ρ s (T ) and λ(T ) for the fresh and aged samples, respectively, normalized to their values at T = 0. The choice of normalization is described below. 
D. Possible effects of flux-line lattice distortion
As stated above, the µSR linewidth is directly related to the penetration depth assuming a perfect FLL. In real materials, however, some distortion of the lattice always occurs due to slight misalignments and pinning of the flux lines at defect centers. Therefore, before discussing our data in terms of possible theoretical models, it is important to address these issues in PuCoGa 5 , particularly because radiation damage produces pinning centers.
It is generally agreed that if the FLL is stable, that is, does not melt or move with temperature, then the temperature dependence of σ v (T ) accurately reflects the temperature dependence of ρ s (T ). The small scatter in the data observed in Fig. 4 is fully compatible with statistical fluctuations (where Gaussian statistics allow a ∼ 37% probability for fluctuations greater than one standard deviation from the mean), and with non-statistical errors associated with data fitting, and thus is not evidence for FLL motion. Furthermore, as discussed above, both susceptibility and µSR measurements are consistent with strong pinning in PuCoGa 5 . These facts, and the absence of a field dependence for σ(T ) in the aged sample, lead to the conclusion that the temperature dependence of σ v (T ) provides a good measurement of ρ s (T )/ρ s (0).
The second issue concerns the absolute magnitude of σ v (T ). It is evident from Fig. 4 that there is a strong de- pression of σ v in the aged sample (≈ 70%) despite only a modest 15-20 % reduction of T c . Conventional pairbreaking theory, originally developed by Abrikosov and Gor'kov (AG), 22 would predict about a 40% reduction in ρ s for a reduction in T c of 20%. 23, 24 It is, therefore, important to investigate other possible causes for the reduced linewidth besides impurity scattering. These include: 1) significant normal-state inclusions in the aged sample which might give rise to linewidth narrowing and 2) the effects of distortions to the FLL caused by pinning at defects.
We first discuss the small probability of large scale normal-state inclusions, noting that a definitive answer to this question requires a detailed knowledge of the number and morphology of the sample defects following roomtemperature aging, which is not known with certainty. A 239 Pu nucleus decays into a 5 MeV alpha particle and an 86 keV recoiling 235 U atom. Most of the damage cascade is caused by the recoiling heavy U atom which has a range of ≈ 17 nm.
18 Lattice vibrations at room temperature usually cause some of this damage to be self-annealed. 25 Note, however, that vacancy clusters or dislocation loops with radii ≤ ξ ∼ 2 nm retain their superconducting character via the proximity effect. 26 Unfortunately, reliable TEM studies of aged PuCoGa 5 , which could visualize the damage, are presently lacking. We note, however, that the field-shifting experiments shown in Fig. 3 do not show any evidence for flux trapped inside normal-state inclusions, because the asymmetry of the unshifted line is about equal to that measured in a field-cooled state. Given the sensitivity of our measurements, we thus estimate an upper limit for the normal-state fraction in our aged sample of ≤ 10 %, which is slightly less than, but of the same order as, estimated from recent EXAFS experiments. 27 Hence, we find little compelling evidence for large-scale, normal-state inclusions in the aged sample, and dismiss this effect as a significant cause of the observed linewidth narrowing.
We now discuss possible effects of FLL distortion by pinning of vortices. Normally one expects that disorder in the FLL will lead to linewidth broadening. This is in fact predicted for the random pinning of stiff, relatively straight vortex lines. 13 Experimental evidence for such broadening has been reported for many superconductors, e.g., Y(Ni 0. 8 30 . On the other hand, to explain the observed narrowing of the linewidth in some layered high κ superconductors, a model in which point vortices randomly displaced within layers with no alignment or correlation between the layers was developed. 31 In some cases, this could be topologically similar to the random pinning of segments of flexible vortex lines. If so, then this effect would be most dominant at relatively low applied fields, where the interaction between vortices is weakest. The fact that we observe the same linewidth in the aged sample at both H 0 = 60 mT and 0.3 T seems to argue against this scenario. Furthermore, this model for extreme linewidth narrowing was developed for a highly anisotropic (layered) superconductor. The effective mass anisotropy in PuCoGa 5 can be estimated from the values 32 of the slopes of the upper critical fields for H c-and a-axes. 33 These data yield only a small mass anisotropy of about 60-70%, and thus PuCoGa 5 is not a candidate for such a model. We, therefore, conclude that the most likely cause of the sharply reduced linewidth in aged PuCoGa 5 is impurity scattering. Note that since any FLL distortion is, therefore, assumed to broaden the linewidth, the reduction in superfluid density deduced for the aged sample is therefore a lower limit; it could be greater.
IV. MODELING THE DATA A. Dirty d-wave model
In a superconductor whose electrons are paired in an L = 0 (s wave) orbital angular momentum state, ρ s and ∆λ ≡ λ(T )−λ(0) are relatively temperature-independent below about T /T c = 0.3, reflecting exponentiallyactivated quasiparticle excitations over a superconducting gap which is non-zero over the entire Fermi surface.
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This is clearly not observed in PuCoGa 5 , as seen in Figs. 5 and 6, where the behavior of ρ s and ∆λ in both the fresh and aged samples is approximately linear at low temperatures.
A pairing state with relative angular momentum L = 2 (d wave) has been found to produce ρ s ∝ T at low temperatures in the clean high-temperature copper-oxide superconductors.
14 We have, therefore, compared the data in Figs. 5 and 6 to model calculations for the superfluid density ρ s in a d-wave superconductor. The calculations follow from the standard response formula 23, 34 for quasi-two-dimensional quasiparticles with a cylindrical Fermi surface that relates the superfluid density with the penetration depth,
where ω p is the Drude plasma frequency, c is the speed of light, andε m is the impurity renormalized Matsubara frequency ε m = (2m + 1)πk B T . The impurity self-energy is calculated within the framework of the T -matrix approximation. The data for the fresh sample are compared to the model calculations in Fig. 5 , where σ v (0) and T c were used as adjustable parameters. Curves for a range of gap parameters ∆ 0 are drawn as solid lines to show the sensitivity of the data to the model parameters. Good overall agreement with the data is obtained with this model using a scattering rate Γ = 0.005πk B T c0 , a value consistent with the reduction in T c according to conventional AG pair-breaking theory (see below). The measured penetration depths and derived parameters are shown in Table  I . It is worth noting that the penetration depth of our fresh sample (λ(0) = 265(5) nm) is in good agreement with NMR measurements (λ(0) ≈ 250 nm). 38 The parameter n in the relation ∆ 0 = nk B T c0 is an indirect measure of the coupling strength of the pairing. For a clean weak-coupling d-wave state n = 2.14. Our best fit to the fresh sample data yields n = 3.0(1), indicating an enhanced coupling strength. I: Parameters derived from comparing µSR rates σv(T ) in 25 day-old (fresh) and 400 day-old (aged) PuCoGa5 to a model of dirty d-wave superconductivity with gap ∆0, penetration depth λ(0) (at T = 0), impurity scattering rate Γ, and the transition temperature of the nominally pure sample Tc0 = 18.5 K. Note that within AG pair-breaking theory the suppressed Tc = 15.0 K corresponds to Γ = 0.074πkB Tc0, which is more than seven times bigger than the Γ needed to fit the T dependence of ρs. The temperature dependence of ρ s (T ), or ∆λ(T ), exhibits an essentially linear behavior at low temperatures. There are at least two phenomena which might be expected to destroy this linearity in a d-wave superconductor. The first is non-local dynamics in clean superconductors, 39, 40 which causes a T 3 temperature dependence in ρ s below a temperature k B T * ≈ (ξ/λ(0))∆ 0 . We estimate T * ≈ (2 nm/265 nm) · 3 · 18.5 K = 0.4 K. Thus, we do not anticipate non-local effects to be significant in our measurements.
Strong impurity scattering can induce a T 2 dependence in ∆λ(T ) at low temperatures in a dwave superconductor. 41, 42, 43, 44 Conventional AG pairbreaking theory, originally developed for magnetic impurities in an s-wave superconductor, 22 has also been found to be applicable to non-magnetic impurities in a d-wave superconductor. 26 The reduction in T c for ∆T c /T c ≪ 1 in the presence of impurity scattering is given by ∆T c = πΓ/4. For our fresh sample ∆T c ∼ = 0.25 K, yielding Γ ∼ = 0.005πk B T c0 , the scattering rate used to model the data in Fig. 5 . The cross-over temperature to T 2 behavior for unitary (strong) scattering has been estimated 44 (independently from the model 36,37 used in Figs. 5 and 6) to be T cr ≈ 0.83 √ Γ∆ 0 , where ∆ 0 is the maximum gap amplitude. Taking ∆ 0 = 3k B T c0 for the fresh sample yields T cr ∼ = 3.3 K. The crossover from Tlinear to T 2 behavior is expected to be smooth, so that ∆λ(T ) ≈ bT 2 /(T + T cr ). 44 Therefore, a T 2 behavior is only anticipated for temperatures significantly below T cr ; practically, this works out to be T ≤ T cr /3, as observed by µSR 45 for Zn doping in YBa 2 Cu 3 O 7−δ . Thus, using either our model or this simpler analytic estimate, we do not expect to see evidence for strong T 2 behavior as long as T > ∼ 3 K in fresh PuCoGa 5 , and we do not. The same model has been used to fit the aged sample data, shown in Fig. 6 , where again a range of gap parameters is displayed. The best fits are obtained for n = 2.4 and Γ = 0.01πk B T c0 . For comparison, the dotted curve in Fig. 6 shows the best fit to the fresh sample data (∆ 0 = 3k B T c0 , Γ = 0.005πk B T c0 ), indicating either that the coupling strength has been reduced with aging, or that pair-breaking has noticeably reduced the gap value by about 20% after 400 days of aging. The dashed curve in Fig. 6 is a calculation for a dirty d-wave superconductor with ∆ 0 = 2.4k B T c0 and Γ = 0.074πk B T c0 in the strong scattering limit. This value of Γ is required by conventional AG pair-breaking theory to reproduce the reduction of T c in the aged sample, but it clearly leads to poor agreement with the temperature dependence of the superfluid density. Furthermore, as we now discuss, this model does not account for the strong reduction in ρ s in the aged sample.
B. Short coherence length model
In our discussion above, we concluded that the most likely cause of the sharply reduced linewidth in aged PuCoGa 5 is impurity scattering. This situation is not unprecedented. In comparing doped and radiationdamaged YBa 2 Cu 3 O 7−δ (YBCO) superconductors to the conventional AG pair-breaking theory, it was found in many cases that T c was remarkably robust, even though ρ s was easily suppressed. 46, 47, 48, 49, 50 In Ni-doped and Heirradiated YBCO materials, for example, a suppression of T c by about 20% was accompanied by a suppression of ρ s by about 70%. This large T c /ρ s ratio is in contradiction to conventional 'dirty d-wave' theory, and has been addressed theoretically by accounting for the suppression of the order parameter around the vicinity of the defects. 24, 51, 52 The conventional treatment assumes that the spatial variation of the superconducting order parameter (of order ξ) is large compared to the average distancel between the scattering centers, but large compared to the lattice parameter a 0 , so that the effective order parameter is a spatial average, instead of having a large suppression only near the impurities. As expressed by Franz et al. 24 , the effect of a spatially inhomogeneous gap is enhanced by a short coherence length relative to the lattice parameter, ξ/a 0 ≈ 2 -5. 24 As in YBCO, the coherence length in PuCoGa 5 is relatively small (∼ 2 nm in both materials) compared to many superconductors where conventional AG pair-breaking theory applies. Although we do not know the actual spacingl between defects after self-annealing, we can estimate the mean distance d between Pu atoms which have decayed randomly after 400 days as a crude measure of the spacing between damage cascades. We find d ∼ = 20 nm, which is ≈ 10ξ. Thus, a spatially inhomogeneous gap model with a short coherence length, as considered by Franz and coworkers, 24 may explain our observations. In this regard, we note that both the suppression of T c with aging and the value of ξ are about twice as large in PuRhGa 5 compared to PuCoGa 5 . 53, 54, 55 Very recently, an enhanced suppression of the superfluid density with chemical doping has also been reported for the related compound CeCoIn 5−x Sn x .
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In order to test our hypothesis of short-coherencelength superconductivity for PuCoGa 5 , we calculated the superfluid density by solving the Bogoliubov-de Gennes (BdG) equations of a 2D d-wave superconductor:
Here (u n i , v n i ) T are the eigenfunctions at site i corresponding to the quasiparticle excitation energy E n . The normal-state single-particle lattice Hamiltonian is
where t is the hopping integral between a specific lattice site and its four nearest neighbors as denoted by δ = (±1, 0) and (0, ±1), µ is the chemical potential, and U imp is the impurity potential modeling the on-site disorder. The self-consistency equation for the gap function of a d-wave superconductor on a lattice is given by
with V being the pairing strength. Note that the quasiparticle energy is measured with respect to the chemical potential. We follow an iterative procedure to solve selfconsistently the BdG equations by exact diagonalization on a 20 × 20 lattice, and, for comparison, on a 24 × 24 lattice. Using a suitable guess for an initial ∆ ij , a new one is then calculated, and the process is iterated until the desired convergence is achieved. The linear response calculation of the superfluid density ρ s for the lattice model follows the approach described by Scalapino et al. 57 and was applied to 2D dwave 24, 58 and s-wave 59,60 superconductors. A detailed technical description of the response calculation will be given elsewhere. 61 Our calculations of the transition temperature T c , the lattice-averaged zero-temperature order parameter ∆ 0 = ∆ ij (0) and superfluid density ρ s (0) are in good agreement with those of Franz et al. 24 for the same set of parameters as used by them (V = 1.13t, U imp = 100t, µ = −0.36t). Because of finite size effects of our lattices, we averaged our calculations over 20 random impurity configurations at fixed concentration, as indicated by the statistical error bars in Fig. 7 .
In Fig. 7 we compare the temperature dependence of ρ s (T ) for the aged sample and the BdG response calculation in the limit of strong impurity scattering. The impurity concentration n imp = 6% was chosen to reproduce the observed suppression of T c and ρ s (0) of the aged vs. fresh sample. The relevant parameters are given in the caption to Fig. 7 . The BCS coherence length is given by ξ 0 ∼hv F /(π∆ 0 ), where the Fermi velocity is given approximately by v F ∼ a 0 t/h with ∆ 0 = 0.187t, so that ξ 0 ∼ 2a 0 . The excellent agreement between the shortcoherence-length BdG calculation and the measured superconducting properties of the aged sample, and, at the same time, the failure of the dirty d-wave calculation within AG pair-breaking theory to describe the data, indicates that the uniform, dilute-impurity theory by Abrikosov and Gor'kov is not applicable to PuCoGa 5 , where superconductivity is seemingly not uniformly suppressed. Specifically, both the BdG and AG dirty d-wave models require k fl ≫ 1, where k f is Fermi wave vector. However the former case requires strong impurity scattering with on-site suppression of ∆ 0 and k f ξ ∼ 1, while the AG pair-breaking theory requires a uniformly suppressed ∆ 0 with ξ/l < ∼ 1.
V. DISCUSSION AND SUMMARY
We now summarize our principal results. The radioactive decay of 239 Pu allows one to study the effects of pairbreaking defects on the properties of the superconductivity in PuCoGa 5 . The low-temperature, quasi-linear temperature dependences of the superfluid density and penetration depth in both fresh (25 day-old) and aged (400 day-old) PuCoGa 5 are consistent with a line of nodes in a d-wave order parameter.
The fresh sample is almost defect free, as evidenced by the small reduction in T c , e.g., ∆T c /T c0 ≈ 1.4%. We have, therefore, compared our data in the fresh sample to a dirty d-wave model for a strong-coupling superconductor in the presence of strong impurity scattering. We find that the zero-temperature penetration depth and superconducting gap are λ(0) = 265(5) nm and ∆ 0 = nk B T c0 with n = 3.0(1), respectively. The latter is enhanced compared to the weak-coupling d-wave case, where n = 2.14. The model scattering rate used was consistent with the slight reduction in T c for the fresh sample, according to conventional AG pair-breaking theory. Our results on the fresh sample are consistent with recent NQR and NMR experiments in fresh PuCoGa 5 .
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In the case of the aged sample, we argued that the presence of strong pinning in PuCoGa 5 allows an accurate measure of the temperature dependence of λ(T ), but that distortion of the FLL (which broadens the linewidth) means that the measured magnitude of λ(0) is only a lower limit. The dirty d-wave model can also fit the temperature dependence of the superfluid density ρ s (T ) (or λ(T )) with ∆ 0 reduced by about 20%, but with a scattering rate nearly an order of magnitude smaller than predicted by conventional AG pair-breaking theory. Furthermore, the dirty d-wave model is unable to account for the reduction of at least 70% in ρ s (0). This is attributed to the fact that PuCoGa 5 possesses a relatively short coherence length, and, therefore, the conventional AG pair-breaking theory, in which the order parameter is spatially averaged over impurity sites, is inappropriate. This was pointed out by Franz et al. 24 for damaged or doped YBCO superconductors, but in that work a comparison with the data was made only for zero temperature.
Accordingly, we have modeled the full temperature dependence of ρ s (T ) in aged PuCoGa 5 by solving the BdG equations for a short-coherence-length, weak-coupling dwave superconductor in the strong scattering limit. (For small scattering rates the short-coherence-length model agrees fairly well with the dirty d-wave model.
24 ) The BdG model is able to reproduce quite well the temperature dependence and magnitude of ρ s for a nominal 6% impurity concentration, chosen to reproduce the magnitude of ρ s (0). This impurity concentration is reasonable, though we attach no particular importance to its exact value. Like the dirty d-wave model, the BdG model is consistent with a reduction of ∆ 0 in the aged material, compared to the fresh sample. Both the dirty d-wave and BdG models are consistent with λ(0) = 498(10) nm in aged PuCoGa 5 , where we remind the reader that because of FLL distortion this is a lower limit.
Computational feasibility dictates that the BdG lattice model calculations are for a two-dimensional system. Therefore, the derived gap parameters are only semi-quantitative. (The values of λ(0) are accurately determined from Eq. (3), however, and our quoted values are derived from this expression.) Nevertheless, we do not expect strong deviations between 2D and 3D models for the in-plane penetration depth, and, therefore, believe that a 2D model should provide a good qualitative description of the essential physics in this interesting superconductor.
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Our data and analysis in aged PuCoGa 5 suggest that although small parts of the sample are significantly disordered, and consequently the superfluid density is strongly suppressed in these regions, superconductivity remains remarkably resilient.
