Abstract. We develop a theory of labellings for infinite trees, define the notion of a combinatorial labelling, and show that ∆ 0 2 is the largest boldface pointclass in which every set admits a combinatorial labelling.
Introduction
Labellings are at the core of the theory of infinite games. The first example of a game labelling was the Zermelo "backward induction technique" from [Zer13] used by Gale and Stewart in [GaSt53] to prove the determinacy of all open sets. This theorem is one of the gems of game theory. Its proof is conceptually clear and arguably constructive.
The Gale-Stewart result is an example of a constructive determinacy proof. Such proofs, in particular those using the Cantor-Bendixson method, were investigated by Büchi and Landweber in their seminal paper on games and finite automata [BüLa69] . Büchi describes his fascination with constructive determinacy proofs:
1 .
"The [constructive] proof 'actually presents' a winning strategy. The [nonconstructive] proofs do no such thing; all you know at the end is existence of a winning strategy.
2
Although Büchi offers a general idea of what it means for a determinacy proof to be constructive, he doesn't give specific criteria. In this paper, we develop a notion of combinatorial labelling that is a possible formalization of "constructive proofs": A game that is analyzed by a combinatorial labelling uses the combinatorial structure of the payoff set and no additional background information. We prove that ∆ 0 2 is the largest boldface pointclass in which every set admits a combinatorial labelling (in the sense that every set in ∆ 0 2 admits a combinatorial
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The Hausdorff Difference Hierarchy
As usual, we call an ordinal α even (odd) if it is of the form λ+2n (λ+2n+1) for some limit ordinal λ and some natural number n. For a sequence A γ ; γ < α , we define the Hausdorff difference, Diff( A γ ; γ < α ), to be the set:
If A = Diff( A γ ; γ < α ), we call A γ ; γ < α a presentation of A. In general, the presentation of a set need not be unique. The Hausdorff difference classes are defined as follows: A ∈ α-Σ 0 1 if there is an increasing sequence A γ ; γ < α of open sets such that A = Diff( A γ ; γ < α ).
The following theorem expresses the Hausdorff difference classes in terms of the arithmetical hierarchy (for a proof, cf. [Kec94, Theorem (22.27)]):
Games
We consider games with two players, Player I and Player II, and a payoff set A ⊆ ω ω . Player I begins the game by playing a natural number x 0 . Then, Player II plays a natural number x 1 . The players alternate moves for ω rounds, which produces an element x = x 0 , x 1 , x 2 , ... ∈ ω ω . If x is an element A, then Player I wins. If not, then Player II wins.
We use M 0 to denote the set of finite sequences of even length, and M 1 to denote the set of finite sequences of odd length. A strategy for Player I is a function σ : ω <ω ∩ M 0 → ω <ω such that σ(s) is a successor of s. Similarly, a strategy for Player II is a function τ :
is a successor of s. If σ is a strategy for Player I and τ is a strategy for Player II, we denote by σ * τ the unique element of ω ω that is produced if Player I follows σ and Player II follows τ .
We
Labellings I: Soundness
We say that L = L I , < I , L II , < II is a labelling system if L I and L II are disjoint sets, < I is a well-ordering on L I , and < II is a well-ordering on L II . The elements of L I are called I-labels and the elements of L II are called II-labels. We will sometimes write L for the set L I ∪ L II . We call any partial function : ω <ω → L a labelling.
Fix a labelling and a position s. We say that an s-strategy σ for Player I is -good if it satisfies the following property: if t ∈ dom(σ) and there exists a j ∈ ω such that (t j ) is a I-label, then (σ(t)) is the < I -least element of the set { (t j ) ; j ∈ ω} ∩ L I . In other words, if there are I-labelled successors of t, σ(t) is a I-labelled successor with the smallest possible label.
The Player II case is handled analogously. Letting A be the payoff set, we say that is A-sound at s if either (s) is a I-label and every -good s-strategy for Player I is winning, or if (s) is a II-label and every -good s-strategy for Player II is winning.
Proposition 2 Let A ⊆ ω ω and s ∈ ω <ω . Then Player I has a winning sstrategy if and only if there is a labelling such that (s) ∈ L I and is A-sound at s. Similarly, Player II has a winning s-strategy if and only if there is a labelling such that (s) ∈ L II and is A-sound at s.
Proposition 3 For any A ⊆ ω ω , A is determined if and only if there is a labelling that is A-sound at ∅.
We say that a labelling is globally A-sound if it is A-sound at every s ∈ ω <ω . Note that every globally sound labelling must be total. Proposition 3 becomes false if we consider globally A-sound labellings instead of A-sound at ∅ labellings, but the result still holds classwise for boldface pointclasses.
Proposition 4 Suppose Γ is a boldface pointclass. Then, using the Axiom of Choice, the following are equivalent:
1. Every set in Γ is determined. 2. For every set A ∈ Γ , there is a labelling that is globally A-sound.
Labellings II: Combinatorial Labellings
In this section, we will formalize the notion of combinatorial equivalence. We begin with some background information about bisimulations. If G = G, E G and H = H, E H are directed graphs, then we call a relation R ⊆ G × H a bisimulation if the following conditions ("back and forth") hold:
We can see (s) as a directed graph E such that u, v ∈ E :⇔ v is a successor of u. If A ⊆ ω ω and R is a bisimulation between (s) and (t), we say that R is A-preserving if for every x, y ∈ ω ω , the following holds:
Let s, t ∈ ω <ω such that s, t ∈ M 0 or s, t ∈ M 1 . We say that s and t are A-bisimilar if there is an A-preserving bisimulation R between (s) and (t) such that s, t ∈ R. Furthermore, we say that a labelling is A-combinatorial if any two A-bisimilar nodes get the same -label. In other words, is combinatorial if any two bisimilar nodes have the same label.
Proposition 5 The labellings 0 and 1 constructed in the proof of Propositions 3 and 4, respectively, are not in general A-combinatorial.
Proposition 6 There is a Σ 0 2 set A such that no A-sound labelling at ∅ is A-combinatorial.
Proof. Define A as follows:
It is clear that A is Σ 0 2 and that Player II has a winning strategy. Note the following key fact: (*) For every s, t ∈ ω <ω , A s = A t .
Suppose that is A-combinatorial. It will be shown that is not A-sound at ∅. If ∅ is unlabeled, then we are done. If (∅) ∈ L I , then we are done by Proposition 2. Suppose (∅) ∈ L II . Since is combinatorial, it follows from (*) that (u) = (v) ∈ L II for all u, v ∈ M 1 . Therefore, any strategy τ for Player II is -good. In particular, the strategy τ (s) := s 0 is -good for Player II. But τ is not winning for Player II: let σ be the strategy for Player I defined by σ(s) := s 0 , then σ * τ / ∈ A. It follows that is not A-sound at ∅. set from Proposition 6, take B = ω ω \ A. Then a similar argument to the proof of Proposition 6 shows that B has the desired property. 
