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Abstract
The smoothed particle hydrodynamics (SPH) method is extended and tested for the
numerical simulation of transient viscoelastic free surface flows. The basic equations
governing the free surface flow of an Oldroyd-B fluid are considered and approxi-
mated by SPH. In particular, a drop of an Oldroyd-B fluid impacting a rigid plate
is simulated. Results for a Newtonian fluid are also presented for comparison. It
is found that the original SPH method, which has been successfully applied to the
simulation of transient viscoelastic flows in bounded domains (such as the start-up
flow between parallel plates), is unable to simulate the viscoelastic free surface flow
considered here because of the so-called tensile instability. This instability leads to
unrealistic fracture and particle clustering in fluid stretching and may eventually
result in complete blowup of the simulation. Recent works have shown that in simu-
lations of elastic solids the tensile instability can be removed by an artificial stress.
Here we show that the same idea also works for viscoelastic fluids provided that
the constant parameter entering in the definition of the artificial stress is properly
chosen. Numerical results obtained are in good agreement with those simulated by
a finite difference technique.
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1 Introduction
Simulation of free surface flows is a very important and active research area
in computational fluid dynamics. Traditionally, grid-based numerical meth-
ods such as finite difference methods (FDM), finite volume methods and finite
element methods (FEM) are used to simulate free surface flows. However, deal-
ing with moving free surfaces and large deformations is generally a difficult
task for the grid-based methods just mentioned. Over the last few decades,
the main focus has been on capturing the free surface and regenerating the
grid. The methods proposed include PIC (particle-in-cell) [1], MAC (marker-
and-cell) [2], VOF (volume-of-fluid) [3] and LS (level-set) [4] methods. The
PIC and MAC methods use particles (markers) to locate the moving surfaces
and have been widely used to solve complex free surface problems. Despite
being flexible and robust, PIC and MAC are quite complicated in program-
ming and expensive in computation especially for three-dimensional cases. The
VOF method is inherently linked to fluid mechanics problems by solving an
additional partial differential equation for the filled fraction of each control
volume. The LS method employs an additional implicit level-set function to
describe the advection of the moving surface. The equation for the level-set
function is commonly solved in an Eulerian framework by using high order
finite difference methods.
In the non-Newtonian fluid mechanics community, viscoelastic free surface
flows have been studied for more than 30 years. Tanner [5] in 1970 made
an early attempt at simulating extrudate swell of a Maxwell fluid. Die swell
of an Oldroyd-B fluid was solved by Crochet and Keunings [6] in 1982. A
number of free surface viscoelastic flows were then simulated and studied by
Keunings and co-workers [7–10] in the late 1980s. The problem of transient
filament stretching was simulated by Kolte et al. [11] by using a Lagrangian
approach. Yao and McKinley [12] treated the problem of transient extensional
deformation. Cormenzana et al. [13] extended the CONNFESSITT idea [14]
to the calculation of free surface flows. More recently Tome´ et al. [15] ex-
tended GENSMAC, a free surface fluid flow code based on the MAC idea, to
viscoelastic flows and solved a number of viscoelastic free surface problems in-
cluding impacting drops. The methods used in all the works mentioned above
are loosely based upon grid-based numerical methods such as FDM and FEM
and the techniques mentioned in the previous paragraph for treating moving
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free surfaces.
Recently, in the general area of computational mechanics there is a growing in-
terest in developing so-called meshless/meshfree methods or particle methods
as alternatives to traditional grid-based methods. Among the various meshfree
and particle methods, Smoothed Particle Hydrodynamics (SPH) is the longest
established and is quickly approaching a mature stage. SPH is a Lagrangian
meshless method in which the problem to be solved is discretized using parti-
cles that are free to move rather than by fixed grids or meshes. The governing
PDEs are converted into equations of motion for these particles. SPH has
several advantages over grid-based methods. Amongst these we highlight the
following:
• It handles convection dominated flows and large deformation problems very
well due to its Lagrangian and adaptive nature,
• Complex free surfaces, including those with fragmentation, are modeled
naturally without the need of any form of explicit surface tracking,
• Complicated physics such as multi-phase, realistic equations of state, com-
pressibility, radiation and solidification can be added easily,
• It is easily able to handle complex geometries in two and three dimensions,
• Programming for complex problems is a comparatively easy task.
Another unique and attractive characteristic of the SPH method is the har-
monic combination of the Lagrangian formulation and particle approximation
which makes the SPH particles not only function as interpolation points like
the particles in other mesh-free methods but also carry material properties.
The SPHmethod was originally developed for astrophysical applications [16,17].
Since its invention, it has been extensively studied, extended and applied in
many areas such as the dynamic response of elasto-plastic materials [18–20],
free surface flows [21], low-Reynolds number viscous flows [22–24], solid fric-
tion [25], incompressible fluids [26,27], heat transfer [28], multi-phase flows
[29,30], geophysical flows [31–33] and turbulence modeling [34]. Solid friction
has often been studied using embedded atom methods, a method very sim-
ilar in spirit to SPH [35]. It was not until 2002 that the first application of
SPH for the simulation of viscoelastic flows was attempted by Ellero et al.
[36], where a corotational Jaumann-Maxwell model was used to describe the
viscoelastic behavior of the fluid and a particularly simple time-dependent
problem of the viscoelastic relaxation in a 2D channel was solved by SPH. Re-
cently, Ellero and Tanner [37] assessed the ability of SPH to simulate, stably
and accurately, transient viscoelastic problems in comparison with established
grid-based Eulerian techniques. In particular, the start-up flow between par-
allel plates was simulated for an Oldroyd-B and an upper-convected Maxwell
(UCM) fluid at low Reynolds number. The results were found to be in good
agreement with available analytical solutions. More recently, Ellero et al. [38]
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applied their modified SPH simulation method [36] to the investigation of
sheared viscoelastic materials containing rigid non-rotating cylindrical inclu-
sions. To our knowledge, no SPH applications to viscoelastic free surface flows
have appeared in the literature to date. For more information on the SPH
method, we refer the reader to the new book by Liu and Liu [39] and the most
recent review of the method by Monaghan [40].
The motivation of this paper is to extend and test the SPH method for the
simulation of viscoelastic free surface flows. In Section 2 the governing equa-
tions for the flow of a viscoelastic fluid are outlined. In Section 3 we detail the
SPH discretization of the governing equations. Special issues including artifi-
cial viscosity, tensile instability and artificial stress, boundary conditions and
time marching are discussed in subsections therein. As a typical example of vis-
coelastic free surface flows, the problem of an impacting drop of an Oldroyd-B
fluid is studied in Section 4 and is used to validate the SPH method by com-
paring its results with the results of a Newtonian fluid and those obtained
from a grid-based method. The paper ends with some concluding remarks in
Section 5.
2 Governing equations
In a Lagrangian frame, the continuity equation and α-th component of the
equation of motion for isothermal flow of a viscoelastic fluid may be written
as
Dρ
Dt
= −ρ∂v
β
∂xβ
, (1)
Dvα
Dt
=
1
ρ
∂σαβ
∂xβ
+ Fα, (2)
where ρ denotes the fluid density , vβ the β-th component of the fluid velocity
and σαβ the (α, β)-th component of the total (Cauchy) stress tensor. The
spatial coordinates xα and time t are the independent variables. In the above
two equations, the summations are taken over repeated indices, D/Dt is the
material (total) derivative defined in a fixed Eulerian frame by
D
Dt
=
∂
∂t
+ vβ
∂
∂xβ
, (3)
and Fα is the α-th component of the acceleration due to external forces (for
the gravity force considered here Fα = gα).
The total stress tensor in Eq. (2) is made up of two parts, one part consists
of an isotropic pressure p and the other part of the extra-stress tensor τ :
σαβ = −pδαβ + ταβ, (4)
4
where δαβ = 1 if α = β and δαβ = 0 if α 6= β.
To close the system of equations (1)-(2), we require constitutive equations for
p and τ . For the Oldroyd-B fluid considered in this paper, the constitutive
equation for τ is given by
ταβ + λ1
∇
ταβ = η
(
dαβ + λ2
∇
dαβ
)
, (5)
where the upper convected derivative
∇
ταβ is defined by
∇
ταβ =
Dταβ
Dt
− ∂v
α
∂xγ
τ γβ − ∂v
β
∂xγ
ταγ, (6)
and
dαβ =
∂vα
∂xβ
+
∂vβ
∂xα
, (7)
is the rate of strain tensor. In Eq. (5) λ1 is the time constant of relaxation, λ2
the time constant of retardation and η the total solution viscosity. It is readily
seen that by making λ2 = 0, we obtain the Upper Convected Maxwell model.
The extra-stress tensor τ may be split in the usual way into
ταβ = η
(
λ2
λ1
)
dαβ + Sαβ, (8)
where Sαβ represents the non-Newtonian (elastic) contribution to the extra-
stress tensor. By introducing (8) into (5), we then get
Sαβ + λ1
∇
Sαβ = η
(
1− λ2
λ1
)
dαβ. (9)
Many previous works using the SPH method to model incompressible flow have
treated the incompressible fluids as being slightly compressible by adopting a
specially designed equation of state. In this paper, we follow the same approach
by using the following equation of state:
p(ρ) = c2(ρ− ρ0), (10)
where c is the speed of sound and ρ0 is a reference density. It can be shown [21]
that the density variation is proportional to the square of the Mach number
M2 (M ≡ V/c, where V is a typical reference velocity). Therefore, a suitable
choice of c can produce the desired density variation. For the simulations
performed in this paper, we control the density variation to within 1% so that
the behavior of the artificial compressible fluid is sufficiently close to the real
incompressible fluid.
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3 SPH formulations
In the SPH method, the fluid is discretised into a finite number of “particles”,
which possess individual material properties and move according to the gov-
erning equations. The relevant physical quantities on each particle are calcu-
lated by an interpolation process over neighboring particles. The interpolation
process is based on the integral representation of a field function f(x),
〈f(x)〉 =
∫
Ω
f(x′)W (x− x′, h)dx′, (11)
where W is the so-called smoothing function or kernel function and h is the
smoothing length defining the influence area ofW . The integral representation
converges when W satisfies the following conditions:∫
Ω
W (x− x′, h)dx′ = 1 (12)
and
lim
h→0
W (x− x′, h) = δ(x− x′). (13)
Moreover, to be valid, it is often required that
W (x− x′, h) > 0 over Ω (14)
and
W (x− x′, h) = 0 when |x− x′| > kh, (15)
where k is a constant which is a measure of the effective (non-zero) area of the
smoothing function centered at a point having position vector x. This effective
area is called the support domain of the point x. Using the compact condition
(15), integration over the entire problem domain is localized as the integration
over the support domain of a given point. If the smoothing function W is
an even function in x, by using the Taylor series expansion of f(x′) around
x, it can be shown that, with the normalization condition (12), the integral
representation of f(x) is of second order (h2) accuracy.
The continuous integral representation (11) can be discretized as a summation
over all the particles in the support domain as follows:
〈f(x)〉 '∑
j
mj
ρj
fjW (x− xj, h), (16)
where mj and ρj are the mass and density of the particle j respectively (mj/ρj
gives the volume Vj associated with the particle j) and j = 1, 2, ..., N in which
N is the number of particles within the support domain of particle x.
The approximation for the spatial derivative ∂f(x)/∂x can be obtained simply
by substituting f(x) with ∂f(x)/∂x in Eq. (11). After integrating by parts
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and using the divergence theorem, this leads to
〈
∂f(x)
∂x
〉
=
∫
S
f(x′)W (x− x′, h)ndS −
∫
Ω
f(x′)
∂W (x− x′, h)
∂x′
dx′. (17)
The first term on the right-hand side of Eq. (17) is the so-called residual
boundary integral, which is zero when the support domain is located within
the problem domain due to the compact condition (15) for W . However, it is
normally no longer zero when the support domain is truncated by the bound-
ary of the problem domain. Under such circumstances, boundary effects must
be taken into account if the residual boundary integration is treated as zero in
Eq. (17) as a convention in SPH. This will be discussed further in section 3.3.
By dropping the first term in Eq. (17) and using summation over particles to
replace continuous integration in the second term in Eq. (17) as was done in
deriving Eq. (16) from Eq. (11), we obtain
〈
∂f(x)
∂x
〉
' −∑
j
mj
ρj
fj
∂W (x− xj, h)
∂xj
. (18)
The particle approximation for a function and its derivatives at particle i can
finally be written in condensed form as
fi =
∑
j
mj
ρj
fjWij, (19)
(
∂f
∂x
)
i
=
∑
j
mj
ρj
fj
∂Wij
∂xi
, (20)
whereWij = W (xi−xj, h) and ∂Wij/∂xi = ∂W (xi−xj, h)/∂xi. It should be
noted that the gradient ∂Wij/∂xi is calculated with respect to xi not xj as
in Eq. (18), so the negative sign in Eq. (18) is removed in Eq. (20). Because
Wij is a function of the distance r = |xi − xj| between the particles i and j,
we have
∂Wij
∂xi
=
(
xi − xj
r
)
∂Wij
∂r
. (21)
The smoothing function is one of the most important ingredients of the SPH
method. Its choice is related to the accuracy, efficiency, and stability of the
resulting algorithm. In the literature many possible forms for it have been pro-
posed ranging from Gaussian functions to spline functions with the compact
condition. In this paper we chose the cubic spline function as the smoothing
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function. Writing q = r/h and choosing k in Eq. (15) equal to 2, it reads
Wij = W (r, h) = w0 ×

2
3
− q2 + 1
2
q3, 0 ≤ q < 1;
1
6
(2− q)3, 1 ≤ q < 2;
0, q ≥ 2,
(22)
where the normalization factor w0 = 15/(7pih
2) in two-dimensional problems.
The velocity gradients can be calculated as
καβi =
(
∂vα
∂xβ
)
i
=
∑
j
mj
ρj
(
vαj − vαi
) ∂Wij
∂xβi
, (23)
where Eq. (20) is applied directly to evaluate the gradients and the following
identity (
∂1
∂xβ
)
i
=
∑
j
mj
ρj
∂Wij
∂xβi
= 0 (24)
is used. Eq. (23) introduces a velocity difference into the discrete particle
approximation in order to ensure that the gradients of a constant velocity field
vanish and that the errors arising from the particle inconsistency problem are
reduced.
Different transformations or operations on the right-hand side of the continuity
equation (1) may lead to different discretized forms of the SPH equation for
evolving the density. By applying the following identity to place the density
inside the gradient operator
−ρ∂v
β
∂xβ
= −
(
∂(ρvβ)
∂xβ
− vβ ∂ρ
∂xβ
)
(25)
and with the gradients evaluated by the approximation (20) and the velocity
in the last term on the right-hand side of (25) evaluated at the particle i, a
popular form of SPH equation for density is obtained as
Dρi
Dt
=
∑
j
mjv
β
ij
∂Wij
∂xβi
, (26)
where vβij = v
β
i − vβj . Similarly, a commonly used SPH discretization of the
momentum equation is derived as
Dvαi
Dt
=
∑
j
mj
σαβi
ρ2i
+
σαβj
ρ2j
 ∂Wij
∂xβi
+ gα, (27)
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by considering the following identity
1
ρ
∂σαβ
∂xβ
=
∂(σαβ/ρ)
∂xβ
+
σαβ
ρ2
∂ρ
∂xβ
,
and applying the SPH particle approximation to the gradients.
The SPH discretization of the constitutive equation (9) for the elastic stress
tensor is straightforward and reads
DSαβi
Dt
= καγi S
γβ
i + κ
βγ
i S
αγ
i −
1
λ1
Sαβi +
η
λ1
(
1− λ2
λ1
)
dαβi , (28)
where dαβi =
(
καβi + κ
βα
i
)
and καβi is given by Eq. (23).
Finally, the particle positions are moved consistently according to
dxαi
dt
= vαi . (29)
3.1 Artificial viscosity
Most implementations of SPH employ an artificial viscosity to allow SPH to
be capable of modeling shock waves or simply to stabilize a numerical scheme.
Many forms of artificial viscosity have been proposed. The most commonly
used one [41] is obtained by writing the term in the parentheses of Eq. (27) as
σαβi
ρ2i
+
σαβj
ρ2j
+Πijδ
αβ. (30)
The detailed formulation of the artificial viscosity is as follows:
Πij =
−αΠc¯ijφij + βΠφ2ij
ρ¯ij
for vij · xij < 0, (31)
and
Πij = 0 for vij · xij ≥ 0, (32)
where
φij =
hvij · xij
|xij|2 + 0.01h2 , (33)
c¯ij = (ci + cj)/2, (34)
ρ¯ij = (ρi + ρj)/2, (35)
vij = vi − vj, (36)
xij = xi − xj. (37)
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In the above equations, αΠ and βΠ are constants that are all typically set
approximately equal to 1. The 0.01h2 term is included to prevent numerical
divergence when two particles are approaching each other. SPH simulations
with variable smoothing length h can be also performed [39]. In the artificial
viscosity, the first term associated with αΠ involves shear and bulk viscosity,
while the second term associated with βΠ is similar to the von Neumann-
Richtmeyer viscosity for resolving shocks and is very important in preventing
unrealistic particle penetration, especially for particles that are approaching
each other at high speed. For flows with physical viscosity implemented by
the approach of nested summation [42] (adopted in this paper) and by other
approaches [24], retaining the first term in Πij results in larger shear viscosity.
Therefore, it has been proposed that this term be removed by setting αΠ = 0
and that the second term be retained to help prevent unphysical particle
penetration. However, unlike the case of low-Reynolds number viscous flows,
for the viscoelastic free surface flows studied in this paper it is found necessary
to keep the first term which helps to keep the particles in order and improve
the numerical stability (see section 4.1). For the results reported in this paper,
the conventional choice of αΠ = 1 and βΠ = 2 is used as default, except special
indication.
3.2 Tensile instability and artificial stress
When the SPH method is applied to solids, a numerical problem called tensile
instability [43] arises. That is, when the material is in a state of tensile stress
(stretched), the motion of the particles becomes unstable. It can result in the
SPH particles forming clumps and therefore giving rise to unrealistic fracture
behavior of the material. In the worst case, it can lead to complete blowup
in the computation. There have been a number of attempts to remove the
tensile instability in elastic and elasto-plastic dynamics of solid materials. The
most successful has been the artificial stress method [44,45]. In Section 4, we
will show that the tensile instability problem also occurs in the free surface
flow problem studied in this paper for a viscoelastic fluid. Here we follow the
artificial stress approach to deal with the problem and test to see if it also
works for viscoelastic fluids. The key idea of the artificial stress method is to
introduce a small short-range repulsive force between a pair of neighboring
particles to prevent them from getting too close when the two particles are in
a state of tensile stress and thereby subject to attraction due to the original
SPH formulation of the force between them (see Eq. (27)). To do so, we replace
the expression (30) with
σαβi
ρ2i
+
σαβj
ρ2j
+Πijδ
αβ + fnij(R
αβ
i +R
αβ
j ), (38)
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where n is an exponential factor and fij is defined by the ratio
fij =
Wij
W (∆d, h)
(39)
with ∆d being the initial distance between two neighboring particles along
the coordinate axes. In this paper, h is always assumed to be constant and
so W (∆d, h) is also constant. For the cubic spline function (22) the ratio
W (0)/W (∆d) has the value 1.8 if h = 1.5∆d (the typical h used in this paper).
The exponential factor n is chosen to be 4 so that the repulsive force increases
by a factor of about 10 as r decreases from ∆d to zero and fnij decreases rapidly
in the domain h ≤ r ≤ 2h. This ensures that only the nearest neighbors are
significantly affected by the artificial stress. For a 2D problem with planar
Cartesian coordinates (x, y), the components of the artificial stress tensor Rαβ
are constructed by means of the following transformation relations
Rxx = R′xx cos2 θ +R′yy sin2 θ,
Ryy = R′xx sin2 θ +R′yy cos2 θ, (40)
Rxy = sin θ cos θ(R′xx −R′yy),
where R′xx and R′yy are the diagonal components of the artificial stress tensor
along the principal axes x′ and y′, respectively. The coordinate frame (x′, y′)
is rotated with respect to (x, y) by an angle θ given by
θ =
1
2
tan−1
(
2σxy
σxx − σyy
)
, (41)
such that the stress tensor in the rotated frame is diagonal. Note that σxx,
σyy, and σxy are the components of the stress tensor in the original frame. The
expression for R′xx was given by Gray et al. [45] as the following
R′xx =
−²
σ′xx
ρ2
if σ′xx > 0,
0 otherwise.
(42)
In Eq. (42), ² is a small parameter with value between 0 and 1. An identical
form applies to R′yy. The diagonal components σ′xx and σ′yy of the stress
tensor in the rotated frame can be calculated in terms of those in the original
frame through the relations
σ′xx = cos2 θσxx + 2 cos θ sin θσxy + sin2 θσyy, (43)
σ′yy = sin2 θσxx − 2 cos θ sin θσxy + cos2 θσyy. (44)
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3.3 Boundary conditions
In order to solve the system of equations (1), (2) and (9) one needs to impose
appropriate boundary conditions. We here consider two types of boundaries:
a free surface and a rigid wall. On free surfaces, we specify the stress-free
condition
σ · n = 0, (45)
by neglecting surface tension and taking the pressure of the atmosphere into
which the fluid moves to be zero. In the above equation n denotes a unit
normal vector to the surface. The stress-free condition (45) is satisfied nat-
urally by the SPH summation (18) in evaluating the stress gradient in the
momentum equation (2) because it is represented in the residual boundary
integration (see Eq. (17)) which is originally neglected in the SPH approxima-
tions for derivatives and happens to be zero in this case. However, when dealing
with boundary conditions on rigid walls, the SPH method may encounter the
problem of particle deficiency near or on the boundary, which results from
the integral that is truncated by the boundary. For particles near or on the
boundary, only particles inside the boundary contribute to the SPH summa-
tion for the gradient calculation and there is no contribution from outside.
The one-sided contribution causes inaccurate solutions. A natural attempt at
solving the problem is to revert to the original integral estimate and utilise
the boundary conditions through the residual boundary integration, which
are only non-zero for particles whose supporting domains include a boundary.
Campbell [46] first tried this idea, but no numerical results were reported. Our
experience in testing the idea is that although it has worked in some cases (in-
cluding lid-driven cavity flow and dam collapse), a numerical instability was
found in the simulation of Poiseuille flow between two parallel plates. The
reason for this needs further investigation. So, common practice in solving the
problem of particle deficiency is still to use the various techniques based on
virtual (or, ghost) particles [22,24,47].
In this paper, two types of virtual particles are used to implement the bound-
ary conditions on a straight solid wall. The virtual particles of the first type
are located right on the solid boundary, hence we name them as “boundary
particles”. In contrast to the work by Monaghan [21], boundary particles in
our work do not exert an artificial repulsive force on approaching real parti-
cles to prevent them from penetrating solid walls. Instead, as in the work of
Morris et al. [24], boundary particles contribute to the usual SPH expressions
for velocity, pressure and stress gradients. However, unlike Morris et al. [24],
densities of boundary particles are not evolved, which was found important
for predicting more realistically the shape of the free surface near the solid
boundary for the impacting problem of viscoelastic drop studied here. Note
that boundary particles have the same velocity as the wall (normally zero)
but that their positions remain fixed in time even when the wall is moving.
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The pressure and components of the elastic stress on the boundary particles
are calculated according to a normalized SPH interpolation for a function f ,
which reads
fi =
∑
j
mj
ρj
fjWij∑
j
mj
ρj
Wij
, (46)
where i represents the index of a specific point corresponding to a boundary
particle and j runs over the indices of its neighboring real (fluid) particles only
(not boundary particles). The normal component of the elastic stress in the
direction perpendicular to the wall surface is set to zero. The viscous stress
tensor on the boundary particles can be calculated either in the same way as
for that on the real particles, by evaluating the velocity gradients using Eq.
(23) or using the normalized SPH interpolation (46). For the results presented
in this paper, the latter is adopted.
The virtual particles of the second type are placed just outside the solid bound-
ary and fill a domain with at least a range of depth comparable with the sup-
port length 2h of the kernel function. These virtual particles are called “image
particles” and have fixed densities and positions. The velocity and the elastic
stress tensor on the image particles (vI and S
αβ
I ) are calculated in the follow-
ing way: for each image particle (I), a corresponding point (P ) just inside the
solid boundary with a normal distance to the boundary comparable to the
initial smallest separation between real particles is located such that the line
connecting I to P is perpendicular to the solid boundary. Then vI and S
αβ
I
on the image particle are obtained from those on P (vP and S
αβ
P ) through the
linear extrapolations
vI = vP +
(
1 +
dI
dP
)
(vW − vP ), (47)
SαβI = S
αβ
P +
(
1 +
dI
dP
)
(SαβW − SαβP ), (48)
where vW is the wall velocity and S
αβ
W is the elastic stress tensor, both evalu-
ated at the point where the line connecting I and P meets the wall. The values
of the components of SαβW are calculated from those on the two neighboring
boundary particles by a linear interpolation. To specify the values for vP and
SαβP , again the normalized SPH interpolation (46) is applied. An identical pro-
cedure follows for the calculation of the pressure and viscous stress tensor on
the image particles.
The use of boundary and image particles as described above permits us to
enforce the no-slip condition on the solid boundary and solves the particle
deficiency problem in evaluating velocity and stress gradients on the real par-
ticles near the wall. Moreover, since both boundary particles and image par-
ticles contribute to the evolution of the density of the real particles, pressures
on both real and virtual particles increase when real particles move towards
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the wall. Practically, it is found that this pressure-driven repulsive force alone
is strong enough to prevent real particles from penetrating the wall without
resorting to an additional artificial repulsive force.
3.4 Time integration scheme
To solve the system of ordinary differential equations (26)-(29) along the parti-
cle paths, a simple predictor-corrector scheme [21] is adopted. If X represents
the vector of variables (xi, ρi,vi, S
αβ
i ) and F the vector of right-hand sides of
Eqs. (26)-(29), the predictor step predicts the midpoint value of X so that,
with time step ∆t, the midpoint Xn+1/2 is
Xn+1/2 =Xn + F n∆t/2. (49)
Then in the corrector step, the value of X at the end of one time step is given
by
Xn+1 =Xn + F n+1/2∆t. (50)
For numerical stability, several time step constraints must be satisfied, includ-
ing a Courant-Friedrichs-Lewy (CFL) condition,
∆t ≤ h
c
, (51)
and additional constraints due to the hydrodynamical force acting on the
particle Fa,
∆t ≤ min
∀a
(
h
Fa
)1/2
, (52)
and viscous diffusion,
∆t ≤ 0.5h
2
ν
, (53)
where ν = η/ρ0 is the kinematic viscosity. Eq. (51) states that the maxi-
mum speed of numerical propagation must exceed the speed of sound c. Eq.
(52) is based upon the requirement that the time step is always smaller than
the inverse Einstein frequency of the system. Eq. (53) comes from the usual
condition for an explicit finite difference method for simulating diffusion. At
sufficiently high resolution (sufficiently small h) or large viscosity as in the
problem studied here, Eq. (53) is typically the dominant constraint for the
time step.
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4 Numerical results
In this section, results from two-dimensional flow simulations of a drop of a
viscoelastic fluid impacting a rigid wall
{(x, y) : −∞ < x <∞, y = 0},
are presented to test the ability of the SPH method presented in this paper
to simulate transient viscoelastic free surface flows. The y ordinate in the
Cartesian coordinate system that we adopt increases as one moves into the
flow domain away from the wall. To highlight the observed viscoelastic effects
in the drop, the results of the simulation are compared with those obtained
for a Newtonian drop. We consider a drop (a disk in 2D) of a viscoelastic
fluid modeled by the Oldroyd-B equations whose initial diameter is D = 2cm.
At t = 0, the fluid is in a stress-free state, the initial velocity of the drop is
V = −1ms−1 and the center of the drop has coordinates (0, 4cm). Gravity acts
in the direction of y decreasing and the acceleration due to the gravitational
force is taken as g = −9.81ms−2. For all results presented in this paper the
speed of sound c was set equal to 12.5ms−1. Boundary conditions on the wall
were those described in Section 3.3. The particles comprising the drop were
initially set on our Cartesian grid and those particles within the circle defining
the circumference were retained. As a result the drop has a slightly roughened
appearance. The number of real particles used for the simulation results pre-
sented here is 7845 giving a initial nearest neighbor separation ∆d = 0.02cm.
Additionally, 501 boundary particles are placed on the wall at y = 0cm from
x = −5cm to x = 5cm and three consecutive rows of 501 image particles each
are placed on the side just outside the wall within the same range of x as
the boundary particles. The placement of the image and boundary particles
is shown in Fig. 1. The total number of virtual particles is then 2004 with
the particle spacings in the x and y directions ∆x = ∆y = ∆d. The “linked-
list” algorithm [48] for searching the nearest neighbor particles was adopted.
A time step of 1 × 10−5s was used to ensure numerical stability. Simulations
using 31417 particles (corresponding to ∆d = 0.01cm) were also performed
with smaller time steps ranging from 1× 10−6s to 5× 10−6s. The obtained re-
sults were qualitatively the same as those using 7845 particles and quantitative
differences between the two choices were small.
4.1 Newtonian and Oldroyd-B fluid drops
For the results presented in Figs. 2-6, the fluid material parameters were chosen
to be ν = 0.004m2s−1, λ1 = 0.02s and λ2 = 0.002s. The adoption of these
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Fig. 1. The placement of the image and boundary particles.
parameter values leads to a Reynolds number
Re =
DV
ν
= 5,
and a Weissenberg number
We =
λ1V
D
= 1.
Fig. 2 shows the particle positions of the drop at short times just after impact-
ing the wall for the Newtonian and viscoelastic cases with different values of
². It can be seen that without the artificial stress term (² = 0) the drop frac-
tures unrealistically in the viscoelastic case and the simulation will eventually
diverge. In the Newtonian case without the first term of artificial viscosity
(αΠ = 0), fracture is also observable but not as severe as in the viscoelastic
case and the simulation can continue. Not shown are the results for the New-
tonian case with the first term of artificial viscosity (αΠ = 1) where fracture
is almost not recognizable and an artificial stress is convenient but not nec-
essary. Fracture is demolished totally by increasing the value of ² up to 0.5
for the viscoelastic case and 0.2 for the Newtonian case. It may be concluded
that tensile instability is more dominant in viscoelastic fluid than its viscous
counterpart.
We also did simulation without the first term of artificial viscosity for the
viscoelastic case in which artificial stress is needed anyway to avoid fracture
and blowup of simulation. Results are still obtainable and reasonable with the
resolution using 7845 particles, but the simulation diverged with the refined
resolution using 31417 particle and a smaller time step 5 × 10−6s. By adding
back the first term of artificial viscosity, the simulation went well with the
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Fig. 2. SPH simulation of a falling drop of a Newtonian (left column) and an Oldroy-
d-B (right column) fluid towards a rigid wall using different values of ² as indicated.
Shown are particle positions at the dimensionless time t = 3.625 for the Newtonian
fluid with αΠ = 0 and βΠ = 2 and t = 2 for the viscoelastic fluid with αΠ = 1 and
βΠ = 2.
same refined resolution in space and time, and the differences between the
results of the two resolutions are quite small. Therefore, it may be concluded
that, for the viscoelastic case, the first term of artificial viscosity must be
retained for stability reasons also in the case of using artificial stress, and, for
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the Newtonian case, it is optional.
In Figures 3-6 we show the results at different times with ² = 0.5 for the
viscoelastic case and ² = 0.2 for the Newtonian case. As may be seen from
these figures, the Newtonian drop hits the wall and spreads out evenly with its
convex shape kept during the whole simulation process. For the viscoelastic
drop, the flow process may be divided into three phases. The first phase,
between the time the drop hits the wall and the dimensionless time t = 2.5, is
associated with a negative vertical velocity. In this phase the viscoelastic flow
demonstrates a greater tendency to spread horizontally than its Newtonian
counterpart. From t = 2.5 to t = 3.75 is the second phase which may be
linked with a positive vertical velocity. During this phase, the drop contracts
because of the elasticity of the fluid. It is found that an indentation is first
formed and then a dome is formed at the center of the domain. Finally, in the
third phase where t > 3.75, elastic effects have been damped out and the drop
slowly spreads out in a manner similar to that of the Newtonian drop.
4.1.1 Comparison with the results of Tome´ et al. [15]
The qualitative behavior described above has also been predicted using grid-
based methods such as the finite difference method (FDM) of Tome´ et al. [15].
To evaluate the SPH method quantitatively, the results from the present work
and those of Tome´ et al. [15] for the evolution of the width of the drop are com-
pared in Figs. 7 and 8 for the Newtonian and Oldroyd-B fluids, respectively.
It can be seen from Fig. 7 that the first term of artificial viscosity produces
an effective dissipation which slows down the horizontal expanding speed of
the Newtonian drop. However the differences between the results of αΠ = 0
and αΠ = 1 shown in Fig.7. are small. The results of both Newtonian and
viscoelastic cases using the SPH method are qualitatively in good agreement
with the results from the FDM and differ quantitatively from those obtained
with the FDM by a maximum of 10%. The discrepancy could be mainly due
to the particle inconsistency problem (low accuracy of the SPH method which
does not even have C0 and C1 consistency in the particle approximation) and
artificial compressibility. As a check on the latter, the volume of the drop was
calculated. It was found that, for both Newtonian and viscoelastic cases, the
volume of the drop slightly decreased over the course of the simulations but
that the percentage error in volume varied no more than 4%.
4.1.2 Higher viscosity drop
It may be anticipated that with an appropriate choice of material parameters
the drop will bounce during the retreating phase. In Fig. 9 we show the results
with ν = 0.04m2s−1 and the other parameters kept the same as those for the
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Fig. 3. SPH simulation of a falling drop of a Newtonian (² = 0.2, left column) and an
Oldroyd-B (² = 0.5, right column) fluid towards a rigid wall. Fluid flow visualization
at different dimensionless times t as indicated.
viscoelastic case in Figs. 3-6. The method proposed is able to capture the
bounce phenomena nicely.
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Fig. 4. SPH simulation of a falling drop of a Newtonian (² = 0.2, left column) and
Oldroyd-B (² = 0.5, right column) fluid towards a rigid wall. Fluid flow visualization
at different dimensionless times t as indicated.
4.1.3 UCM fluid drop
The simulations for a drop of a UCM fluid (λ2 = 0 but all other parameters
kept the same as those for the viscoelastic case in Figs. 3-6) were also per-
formed and the results are presented in Fig. 10. The flow process can also be
divided into three phases similar to those of the viscoelastic case shown in
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Fig. 5. SPH simulation of a falling drop of a Newtonian (² = 0.2, left column) and
Oldroyd-B (² = 0.5, right column) fluid towards a rigid wall. Fluid flow visualization
at different dimensionless times t as indicated.
Figs. 3-6. Some qualitative changes in the shape of the drop, especially during
the second phase, may be observed. However runs with a refined resolution us-
ing 31417 particles (corresponding to ∆d = 0.01cm) diverged with two smaller
time steps (5× 10−6s and 1× 10−6s).
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Fig. 6. SPH simulation of a falling drop of a Newtonian (² = 0.2, left column) and an
Oldroyd-B (² = 0.5, right column) fluid towards a rigid wall. Fluid flow visualization
at different dimensionless times t as indicated.
4.1.4 High Weissenberg number simulations
Finally, it is often the case that, with increasing relaxation time λ1 (and hence
Weissenberg number We), numerical simulations of a viscoelastic fluid can
become unstable and may eventually encounter a limit onWe, beyond which no
mesh-converged solution is possible. To check on this point for the SPHmethod
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Fig. 7. Comparison of the results obtained using FDM [15] and the SPH method
for the free surface flow of a Newtonian drop impacting a rigid wall: width of the
drop varying with time.
Fig. 8. Comparison of the results obtained using FDM [15] and the SPH method
for the free surface flow of an Oldroyd-B drop impacting a rigid wall: width of the
drop against time.
studied here, we doubled the relaxation and retardation times to λ1 = 0.04s
and λ2 = 0.004s, respectively. No numerical problems were encountered in
the simulations. Indeed, the results were similar to those shown in Figs. 3-
6, the only noticeable difference being that the drop spread out to a greater
extent in the x direction during the first phase, retreated back at a later time
and then extended again. With the ratio λ2/λ1 fixed to 0.1, simulations were
pursued up to Weissenberg numbers of 10 without any numerical difficulties
being encountered. However, like the case in subsection 4.1.3, runs for We = 2
and We = 10 with a refined resolution using 31417 particles (corresponding
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Fig. 9. SPH simulation of a falling drop of an Oldroyd-B fluid with ν = 0.04m2s−1,
λ1 = 0.02s and λ2 = 0.002s. Fluid flow visualization at different dimensionless times
t as indicated.
to ∆d = 0.01cm) again diverged with two smaller time steps 5 × 10−6s and
1× 10−6s tried.
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Fig. 10. SPH simulation of a falling drop of a UCM fluid with ν = 0.004m2s−1,
λ1 = 0.02s and λ2 = 0s. Fluid flow visualization at different dimensionless times t
as indicated.
5 Conclusions
In this paper we have extended and tested a meshless method, the smoothed
particle hydrodynamics (SPH) method, for unsteady free surface flows of vis-
coelastic fluids. The free surface flow of an Oldroyd-B fluid is considered.
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Unlike internal flows in bounded domains where the original SPH method
extended to viscoelastic fluids was found to be successful, the original SPH
method (either with or without artificial viscosity) does not work for the im-
pacting drop problem studied here as a typical example of free surface vis-
coelastic flows. The difficulty demonstrates itself in the occurrence of non-
physical fracture due to the so-called tensile instability which has already
been observed in SPH applications in elastic dynamics. For the viscoelastic
case studied here, it can result in complete blowup of the computations. By
adding an artificial stress term into the SPH momentum equation the tensile
stress instability is overcome provided that a proper value of the coefficient for
the artificial stress is chosen, which, for the problem considered here, is larger
than that used habitually for problems in elastic dynamics. In addition, it is
found necessary in the viscoelastic case to use an artificial stress and to retain
the first term of artificial viscosity for stability reasons, while for the New-
tonian case the retention of the first term in the artificial viscosity is optional.
Numerical results obtained in this manner are in good agreement with those
predicted by the finite difference method of Tome´ et al. [15]. The proposed
method is able to capture the viscoelastic effects in free surface viscoelastic
flows such as bouncing.
The biggest advantage the SPH method has over grid-based methods is that
it avoids the heavy tasks of re-meshing and surface tracking for problems with
large deformations and possessing complex free surfaces. The price one pays
for this efficiency is that the SPH method may need finer discretizations (large
number of particles) to achieve an accuracy comparable with that of a grid-
based method. To further improve the accuracy of the SPH method for the
simulation of viscoelastic free surface flows, the incompressibility of the fluid
may be enforced [26,27] and various corrected versions of the SPH method
[49–51] may be applied and tested.
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