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1. Introduction
The theory of hemivariational inequalities was ﬁrstly introduced by P.D. Panagiotopoulos (see e.g. [20] and [21]) and,
within a very short period of time, this theory has undergone a remarkable development in both pure and applied math-
ematics as well as in mechanics and engineering sciences (see for instance the monographs [11,12,16,18,19]). In the last
decades, new and eﬃcient mathematical methods in this ﬁeld facilitated the study of many open problems and also allowed
mathematical formulations for new classes of interesting problems (see e.g. [1,7,8,14,15] and more recently [6]). Inspired by
the research in this ﬁeld, in this paper we are concerned with the study of an inequality of the quasi-hemivariational type.
To prove the existence of at least one solution we use a ﬁxed point theorem for set valued mappings, due to Tarafdar,
see [23]. Under additional hypotheses, we prove the uniqueness and the stability of the solution.
For the convenience of the reader we indicate here some notations and properties that will be used throughout this
paper. For a real Banach space E we denote its dual space by E∗ and the duality pairing between E and E∗ by 〈·,·〉E∗×E . Let
ϕ : E → R be a locally Lipschitz functional. The notation ϕ0(u; v) stands for the generalized derivative of ϕ at u ∈ E with
respect to the direction v ∈ E , while ∂ϕ(u) will denote the generalized gradient of ϕ at u ∈ E , that is,
ϕ0(u; v) = limsup
w→u
t↓0
ϕ(w + tv) − ϕ(w)
t
,
and respectively
∂ϕ(u) = {ζ ∈ E∗: ϕ0(u; v) 〈ζ, v〉E∗×E , for all v ∈ E}.
The fact that ϕ is locally Lipschitz ensures that ϕ0(u; v) ∈ R for each v ∈ E . Moreover, the application v → ϕ0(u; v) is
subadditive and positively homogeneous, while the application (u, v) → ϕ0(u; v) is upper semicontinuous.
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measure, W : Y → R is a locally Lipschitz functional and K is a nonempty subset of V . We also assume that there are given
g ∈ V ∗ , k ∈N∗ , p > 1 and two linear bounded operators L : V → Y and T : V → Lp(X;Rk). In this context we denote Lu = uˆ
and Tu = u¯. The Euclidean norm, respectively the inner product in Rk , k  1, will be denoted by | · |, respectively “·”. We
also denote by ‖ · ‖p the norm in the space Lp(X;Rk), 1 < p < ∞, deﬁned by
‖w‖p =
(∫
X
∣∣w(x)∣∣p dμ)1/p .
Our aim is to study quasi-hemivariational inequalities of the following type:
(QHI) Find u ∈ K such that
W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u)
∫
X
j0
(
x, u¯(x); v¯(x) − u¯(x))dμ

∫
X
f
(
x, u¯(x)
) · (v¯(x) − u¯(x))dμ + 〈g, v − u〉V ∗×V ,
for all v ∈ K .
In order to highlight the generality of our inequality problem we shall consider several particular cases which lead to
various known inequalities arising in many ﬁelds such as mechanics, engineering sciences, numerical analysis, etc. Let us
assume that f ≡ 0 and W ∈ C1(Y ;R). Then,
W 0(uˆ; vˆ − uˆ) = 〈W ′(uˆ), vˆ − uˆ〉Y ∗×Y = 〈L∗W ′(uˆ), v − u〉V ∗×V ,
where L∗ : Y ∗ → V ∗ denotes the adjoint operator of L. Deﬁning A : V → V ∗ by Au = L∗W ′(uˆ) the above inequality problem
becomes:
(P1) Find u ∈ K such that
〈Au− g, v − u〉V ∗×V + φ(v) − φ(u) + H(u)
∫
X
j0
(
x, u¯(x)v¯(x) − u¯(x))dμ 0,
for all v ∈ K .
Special cases:
(a) If H ≡ 1, then (P1) is equivalent to ﬁnding u ∈ K such that
〈Au− g, v − u〉V ∗×V + φ(v) − φ(u) +
∫
X
j0
(
x, u¯(x); v¯(x) − u¯(x))dμ 0, for all v ∈ K ,
which is known as the variational-hemivariational inequality (see e.g. [17,18]).
(b) If φ = I K , where by I K we have denoted the indicator function of the set K , i.e.
I K (u) =
{
0, if u ∈ K ,
∞, otherwise,
then (P1) becomes: ﬁnd u ∈ K such that
〈Au− g, v − u〉V ∗×V + H(u)
∫
X
j0
(
x, u¯(x); v¯(x) − u¯(x))dμ 0, for all v ∈ K ,
which in known as the quasi-hemivariational inequality (see e.g. [19, Section 4.5]).
(c) If φ = I K and H ≡ 1, then (P1) is equivalent to ﬁnding u ∈ K such that
〈Au− g, v − u〉V ∗×V +
∫
X
j0
(
x, u¯(x); v¯(x) − u¯(x))dμ 0, for all v ∈ K ,
which is known as the hemivariational inequality (see e.g. [22]).
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〈Au− g, v − u〉V ∗×V + φ(v) − φ(u) 0, for all v ∈ K ,
which is known as the mixed variational inequality. For applications, numerical methods and formulations, see [3,9,10].
(e) Finally, if φ = I K and H ≡ 0, then (P1) becomes the standard variational inequality, which was originally studied by
Hartman and Stampacchia (see [13]): ﬁnd u ∈ K such that
〈Au− g, v − u〉V ∗×V  0, for all v ∈ K .
As we have seen above, for a suitable choice of W , φ and H one can obtain a wide class of inequalities. Therefore, our
inequality problem (QHI) is quite general and unifying at the same time.
Finally, we point out the fact that the integral term
∫
X f (x, u¯(x)) · (v¯(x)− u¯(x))dμ in the right-hand side of the inequality
does not vanish. Thus, we do not deal with a classical hemivariational inequality and consequently several diﬃculties occur
in determining the existence of solutions since the classical methods fail to be applied directly.
2. Hypotheses and auxiliary results
In order to solve problem (QHI) we shall assume fulﬁlled the following hypotheses:
(H1) φ : V → R∪ {+∞} is a convex, lower semicontinuous functional such that Kφ = ∅, where Kφ = K ∩D(φ).
(H2) H : V → R is a functional such that:
(i) H(v) 0 for all v ∈ V ;
(ii) H is weakly continuous on V , i.e. H(vn) → H(v) whenever vn ⇀ v in V .
(H3) j : X ×Rk →R is a function which satisﬁes:
(i) For all y ∈Rk the function X  x → j(x, y) is measurable;
(ii) For almost every x ∈ X the function Rk  y → j(x, y) is locally Lipschitz;
(iii) There exists c0 > 0 such that for almost every x ∈ X and all y ∈ Rk∣∣∂ j(x, y)∣∣ c0(1+ |y|p−1).
(H4) f : X ×Rk → Rk is a function satisfying the following conditions:
(i) For all y ∈Rk the function X  x → f (x, y) is measurable;
(ii) For almost every x ∈ X the function Rk  y → f (x, y) is continuous;
(iii) There exist a1 ∈ Lp/(p−1)(X;R) and a2 ∈ L∞(X;R) such that for almost every x ∈ X and all y ∈Rk∣∣ f (x, y)∣∣ a1(x) + a2(x)|y|p−1.
In order to establish the existence and uniqueness results concerning problem (QHI) we consider the operators J :
Lp(X;Rk) → R and F : V → V ∗ deﬁned by
J (w) =
∫
X
j
(
x,w(x)
)
dμ, (1)
respectively
〈Fu, v〉V ∗×V =
∫
X
f
(
x, u¯(x)
) · v¯(x)dμ. (2)
If (H3) holds we can apply the Aubin–Clarke theorem (see e.g. Aubin and Clarke [2], Clarke [5, p. 83] or, Motreanu and
Ra˘dulescu [18, p. 10]) to conclude that the functional J deﬁned above is locally Lipschitz and
J0(w; z)
∫
X
j0
(
x,w(x); z(x))dμ, for all w, z ∈ Lp(X;Rk).
Consequently,
J0(u¯; v¯)
∫
X
j0
(
x, u¯(x); v¯(x))dμ, for all u, v ∈ V . (3)
308 N. Costea / J. Math. Anal. Appl. 373 (2011) 305–315Lemma 1.
(a) Assume that (H4) holds. Then, for each v ∈ V , the mapping V →R deﬁned by
u → 〈Fu, v − u〉V ∗×V
is continuous.
(b) Moreover, if T : V → Lp(X;Rk) is a linear and compact operator, then the above mapping is weakly continuous.
Proof. (a) Let {un} ⊂ V be a sequence such that un → u in V, as n → ∞. Since T : V → Lp(X;Rk) is linear and bounded it
follows that
u¯n → u¯ in Lp
(
X;Rk), as n → ∞.
Passing eventually to a subsequence, we have that
u¯n(x) → u¯(x) for almost every x ∈ X .
We obtain the following estimates∣∣〈Fun, v − un〉V ∗×V − 〈Fu, v − u〉V ∗×V ∣∣
= ∣∣〈Fu + Fun − Fu, v − un〉V ∗×V − 〈Fu, v − u〉V ∗×V ∣∣

∣∣〈Fu,u − un〉V ∗×V ∣∣+ ∣∣〈Fun − Fu, v − un〉V ∗×V ∣∣
 ‖Fu‖V ∗‖u − un‖V +
∫
X
∣∣ f (x, u¯n(x))− f (x, u¯(x))∣∣∣∣v¯(x) − u¯n(x)∣∣dμ → 0.
(b) Let {un} ⊂ V be now a sequence which converges weakly to some u ∈ V as n → ∞. Since T : V → Lp(X;Rk) is linear
and compact it follows that
u¯n → u¯ in Lp
(
X;Rk) as n → ∞.
From now on the proof follows the same steps as in the case (a). 
The following ﬁxed point theorem for set valued mappings will be one of the key arguments in the sequel. For the proof
we send the reader to Tarafdar [23].
Theorem 1. Let K be a nonempty, convex subset of a Hausdorff topological vector space E. Let G : K → 2K be a set valued map such
that
• for each u ∈ K , G(u) is a nonempty convex subset of K ;
• for each v ∈ K , G−1(v) = {u ∈ K : v ∈ G(u)} contains an open set O v which may be empty;
• ⋃v∈K O v = K ;• there exists a nonempty set K0 contained in a compact convex subset K1 of K such that D =⋂v∈K0 Ocv is either empty or compact
(where Ocv is the complement of O v in K ).
Then there exist a point u0 ∈ K such that u0 ∈ G(u0).
3. The main results
In order to prove our existence results we shall consider the following problem:
(P2) Find u ∈ K such that
W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u) J0(u¯; v¯ − u¯) 〈Fu + g, v − u〉V ∗×V , for all v ∈ V .
Remark 1. Taking into account (1)–(3) and Lemma 1 it is easy to check that any solution of problem (P2) also solves problem
(QHI).
Theorem 2. Let K be a bounded, closed and convex subset of V , W : Y → R a locally Lipschitz functional, L : V → Y and T : V →
Lp(X;Rk) two linear and compact operators and assume that (H1)–(H4) hold. Then, for each g ∈ V ∗ , the problem (QHI) admits at
least one solution.
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let us assume that for each u ∈ K , there exists v = v(u) ∈ K such that
W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u) J0(u¯; v¯ − u¯) < 〈Fu + g, v − u〉V ∗×V . (4)
Let us deﬁne the set-valued mapping G : Kφ → 2Kφ by
G(u) = {v ∈ Kφ: W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u) J0(u¯; v¯ − u¯) < 〈Fu + g, v − u〉V ∗×V }.
We shall prove next that the conditions of Theorem 1 are fulﬁlled.
Claim 1. For each u ∈ Kφ , the set G(u) is nonempty and convex.
Let u ∈ Kφ be ﬁxed. The fact that G(u) is nonempty is obvious from (4). In order to prove the convexity of G(u) we
deﬁne vt = tv1 + (1 − t)v2 with v1, v2 ∈ G(u) and t ∈ (0,1). Clearly, vt ∈ Kφ from the convexity of K and φ. Next, we are
led to the following estimations
W 0(uˆ; vˆt − uˆ) + φ(vt) − φ(u) + H(u) J0(u¯; v¯t − u¯)
 t
[
W 0(uˆ; vˆ1 − uˆ) + φ(v1) − φ(u) + H(u) J0(u¯; v¯1 − u¯)
]
+ (1− t)[W 0(uˆ; vˆ2 − uˆ) + φ(v2) − φ(u) + H(u) J0(u¯; v¯2 − u¯)]
< t〈Fu + g, v1 − u〉V ∗×V + (1− t)〈Fu + g, v2 − u〉V ∗×V
= 〈Fu + g, vt − u〉V ∗×V ,
which means that vt ∈ G(u), hence the set G(u) is convex.
Claim 2. For each v ∈ Kφ , the set G−1(v) = {u ∈ Kφ: v ∈ G(u)} is weakly open.
Let v ∈ Kφ be ﬁxed. We shall prove that the mapping Kφ →R deﬁned by
u → W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u) J0(u¯; v¯ − u¯) − 〈Fu + g, v − u〉V ∗×V
is weakly upper semicontinuous, which, by the deﬁnition of weakly upper semicontinuity, implies that for any λ ∈R the set{
u ∈ Kφ: W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u) J0(u¯; v¯ − u¯) − 〈Fu + g, v − u〉V ∗×V  λ
}
is weakly closed. Choosing λ = 0 we obtain that [G−1(v)]c is weakly closed.
Let {un} ⊂ Kφ be a sequence such that un ⇀ u as n → ∞. As L : V → Y and T : V → Lp(X;Rk) are linear and compact
operators, and H : V →R is weakly continuous we have:
uˆn → uˆ in Y , as n → ∞, (5)
u¯n → u¯ in Lp
(
X;Rk), as n → ∞, (6)
H(un) → H(u) in R, as n → ∞. (7)
Combining (5) and the upper semicontinuity of W 0(· ; ·) we obtain
limsup
n→∞
W 0(uˆn; vˆ − uˆn)W 0(uˆ; vˆ − uˆ).
Taking into account that φ : V → (−∞,∞] is convex and lower semicontinuous (in particular it is weakly lower semicon-
tinuous) we obtain
limsup
n→∞
[
φ(v) − φ(un)
]= φ(v) − lim inf
n→∞ φ(un) φ(v) − φ(u).
For each x ∈ X where the condition (H3)-(iii) holds true and all y,h ∈ Rk let zx ∈ ∂ j(x, y) be such that (see Proposition 2.1.2
in Clarke [5])
j0(x, y;h) = zx · h =max
{
Z · h: Z ∈ ∂ j(x, y)}.
Now, by (H3)-(iii),∣∣ j0(x, y;h)∣∣ |zx||h| c0(1+ |y|p−1)|h|,
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∫
X
j0
(
x, u¯(x); v¯(x))dμ∣∣∣∣ c0(‖v¯‖p[meas(X)](p−1)/p + ‖u¯‖p−1p ‖v¯‖p). (8)
On the other hand, combining (6)–(8) and the upper semicontinuity of J0(· ; ·) we are led to
limsup
n→∞
H(un) J
0(u¯n; v¯ − u¯n) = limsup
n→∞
[
H(un) − H(u) + H(u)
]
J0(u¯n; v¯ − u¯n)
 limsup
n→∞
∣∣H(un) − H(u)∣∣
∣∣∣∣
∫
X
j0
(
x, u¯n(x); v¯(x) − u¯n(x)
)
dμ
∣∣∣∣
+ limsup
n→∞
H(u) J0(u¯n; v¯ − u¯n)
 H(u) J0(u¯; v¯ − u¯).
Finally, using Lemma 1, part (b), we arrive at
limsup
n→∞
[−〈Fun + g, v − un〉V ∗×V ]= − lim inf
n→∞ 〈Fun + g, v − un〉V ∗×V
= −〈Fu + g, v − u〉V ∗×V .
So, if un ⇀ u as n → ∞, then
limsup
n→∞
[
W 0(uˆn; vˆ − uˆn) + φ(v) − φ(un) + H(un) J0(u¯n; v¯ − u¯n) − 〈Fun + g, v − un〉V ∗×V
]
 limsup
n→∞
W 0(uˆn; vˆ − uˆn) + limsup
n→∞
[
φ(v) − φ(un)
]+ limsup
n→∞
H(un) J
0(u¯n; v¯ − u¯n)
+ limsup
n→∞
[−〈Fun + g, v − un〉V ∗×V ]
W 0(uˆ; vˆ − uˆ) + φ(v) − φ(u) + H(u) J0(u¯; v¯ − u¯) − 〈Fu + g, v − u〉V ∗×V .
Claim 3.
⋃
v∈Kφ G
−1(v) = Kφ.
Clearly
⋃
v∈Kφ G
−1(v) ⊆ Kφ since G−1(v) is a subset of Kφ for each v ∈ Kφ .
Conversely, let u ∈ Kφ be ﬁxed. Since G(u) is nonempty there exists v0 ∈ Kφ such that v0 ∈ G(u). This implies that
u ∈ G−1(v0) ⊆
⋃
v∈Kφ
G−1(v).
Claim 4. The set D =⋂v∈Kφ [G−1(v)]c is either empty or weakly compact.
Let us assume that D is nonempty. Then, D is an weakly closed subset of Kφ since it is an intersection of weakly closed
sets. But, on the other hand, the set Kφ is weakly compact as it is bounded, closed and convex in a reﬂexive Banach space.
It follows that D is weakly compact.
Taking O v = G−1(v) and K0 = K1 = Kφ we can apply Theorem 1 to conclude that there exists u0 ∈ Kφ such that u0 ∈
G(u0). This leads to
0 = W 0(uˆ0; uˆ0 − uˆ0) + φ(u0) − φ(u0) + H(u0) J0(u¯0; u¯0 − u¯0) < 〈Fu0 + g;u0 − u0〉V ∗×V = 0,
which clearly is a contradiction, therefore our initial assumption was false. 
Remark 2. Let us consider the case in which K is a compact convex subset of V . Then we can relax the conditions required
in Theorem 2, in the sense that the hypothesis (H2)-(ii) can be replaced by “H is continuous” and the compactness of the
operators L : V → Y and T : V → Lp(X;Rk) can be omitted.
Theorem 2 and Remark 2 allow us to formulate another existence result given by the following theorem.
Theorem 3. Let K be a compact convex subset of V , W : Y →R a locally Lipschitz functional and L : V → Y , T : V → Lp(X;Rk) two
linear and bounded operators. Assume in addition that H : V → R is a positive and continuous functional and (H1), (H3), (H4) hold.
Then, for each g ∈ V ∗ , the problem (QHI) admits at least one solution.
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fact though, that in this case, the conditions of Theorem 1 are satisﬁed for the norm topology of V .
Using a similar technique to the one used in [22], we are also able to provide an existence result for the case in which K
is an unbounded, closed and convex subset of V . In order to do this, let us assume that the same hypotheses as in Theorem 2
hold without the assumption of boundedness of K . For each real number r > 0 we consider the set Kr = K ∩ BVr (0), where
by BVr (0) we have denoted the ball of V of radius r > 0 centered in the origin. Since Kr is bounded, closed and convex, it
follows from Theorem 2 that
(Pr) Find ur ∈ Kr such that
W 0(uˆr; vˆ − uˆr) + φ(v) − φ(ur) + H(ur)
∫
X
j0
(
x, u¯r(x); v¯(x) − u¯r(x)
)
dμ

∫
X
f
(
x, u¯r(x)
) · (v¯(x) − u¯r(x))dμ + 〈g, v − ur〉V ∗×V , for all v ∈ Kr,
admits at least one solution for any ﬁxed r > 0 which satisﬁes Kr ∩D(φ) = ∅.
Theorem 4. Let K be an unbounded, closed and convex subset of V , W : Y → R a locally Lipschitz functional and let L : V → Y ,
T : V → Lp(X;Rk) be two linear and compact operators. Assume in addition that (H1)–(H4) hold. Then, for each g ∈ V ∗ , the problem
(QHI) has a solution if and only if the following condition holds true:
(H5) There exists r0 > 0 with the property that Kr0 ∩D(φ) = ∅ and at least one solution of problem (Pr0) satisﬁes ‖ur0‖V < r0 .
Proof. The necessity is obvious.
Let us assume now that (H5) holds. We shall prove that ur0 solves problem (QHI). Let v ∈ K be arbitrary ﬁxed. Deﬁning
t ∈ (0,1] as below
t =
{
1, if v = ur0 ,
min
{ 1
2 ;
r0−‖ur0‖V‖v−ur0‖V
}
, otherwise,
we conclude that vt = ur0 + t(v − ur0) is an element of Kr0 . Using the fact that ur0 is a solution of problem (Pr0) we get
that
W 0
(
uˆr0; t(vˆ − uˆr0)
)+ φ(vt) − φ(ur0) + H(ur0)
∫
X
j0
(
x, u¯r0(x); t
(
v¯(x) − u¯r0(x)
))
dμ
 t
∫
X
f
(
x, u¯r0(x)
) · (v¯(x) − u¯r0(x))dμ + t〈g, v − ur0〉V ∗×V .
Using the convexity of φ and the positive homogeneity of the maps vˆ → W 0(uˆ; vˆ), v¯ → j0(x, u¯; v¯) and then dividing by
t > 0 we obtain that ur0 solves problem (QHI). 
In order to simplify some computations we shall assume for the next result that 0 ∈ Kφ = K ∩D(φ).
Corollary 1. Assume that (H1)–(H4) hold, K is an unbounded, closed and convex subset of V , W : Y → R is a locally Lipschitz
functional and L : V → Y , T : V → Lp(X;Rk) are two linear and compact operators. Assume in addition that g ∈ V ∗ and there exists
a constant H0 > 0 such that H(v) H0 for all v ∈ V .
(a) A suﬃcient condition for problem (QHI) to admit a solution is the following coercivity assumption:
(H6)
W 0(uˆ;−uˆ)
‖u‖pV
→ −∞, as ‖u‖V → ∞.
(b) In particular, if f ≡ 0, we can replace (H6) with the following assumptions:
(H7) There exists b ∈ Lp/(p−1)(X;R) such that for almost every x ∈ X and all y ∈ Rk∣∣ j0(x, y;−y)∣∣ b(x)|y|.
(H8)
W 0(uˆ;−uˆ)
‖u‖V → −∞, as ‖u‖V → ∞.
312 N. Costea / J. Math. Anal. Appl. 373 (2011) 305–315Proof. Let Λ be the subset of R deﬁned by Λ = {r > 0: Kr ∩D(φ) = ∅}. We point out the fact for each r ∈ Λ the problem
(Pr) admits at least one solution. On the other hand, if r ∈ Λ, then R ∈ Λ for all R > r. Since we have assumed that
0 ∈ K ∩D(φ) it follows that Λ = (0,∞).
We shall prove next that there exists r0 ∈ Λ such that ‖ur0‖V < r0, which according to Theorem 4 means that ur0 is a
solution for problem (QHI).
Arguing by contradiction let us assume that ‖ur‖V = r for all r ∈ Λ. Using the fact that ur solves (Pr) and 0 ∈ Kr we
obtain
W 0(uˆr;−uˆr) + φ(0) − φ(ur) + H(ur)
∫
X
j0
(
x, u¯r(x);−u¯r(x)
)
dμ
−
∫
X
f
(
x, u¯r(x)
) · u¯r(x)dμ − 〈g,ur〉V ∗×V . (9)
The function φ being convex and lower semicontinuous, it is bounded from below by an aﬃne and continuous function
(see e.g. [4, Proposition I.9]), which means that for some α ∈ V ∗ and some β ∈ R we have
φ(u) 〈α,u〉V ∗×V + β −‖α‖V ∗‖u‖V + β, for all u ∈ V . (10)
Case a). Taking into account (8)–(10) and the fact that H is bounded from above we get
W 0(uˆr;−uˆr)−
(‖α‖V ∗ + ‖g‖V ∗)‖ur‖V + β − φ(0) − H0
∣∣∣∣
∫
X
j0
(
x, u¯r(x);−u¯r(x)
)
dμ
∣∣∣∣
−
∫
X
∣∣ f (x, u¯r(x))∣∣∣∣u¯r(x)∣∣dμ
−(‖α‖V ∗ + ‖g‖V ∗)‖ur‖V + β − φ(0) − H0c0(‖u¯r‖p[meas(X)](p−1)/p + ‖u¯r‖pp)
− (‖a1‖p/(p−1)‖u¯r‖p + ‖a2‖∞‖u¯r‖pp)
 c1‖ur‖pV + c2‖ur‖V + c3
for some suitable constants c1, c2, c3.
Dividing by ‖ur‖pV and letting r → ∞ we obtain W
0(uˆr ;−uˆr )
‖u‖pV
 c1, which clearly contradicts (H6).
Case b). In this case we have
W 0(uˆr;−uˆr)−
(‖α‖V ∗ + ‖g‖V ∗)‖ur‖V + β − φ(0) − H0
∫
X
∣∣ j0(x, u¯r(x);−u¯r(x))∣∣dμ
−(‖α‖V ∗ + ‖g‖V ∗)‖ur‖V + β − φ(0) − H0‖b‖p/(p−1)‖u¯r‖p
−(‖α‖V ∗ + ‖g‖V ∗ + H0‖b‖p/(p−1)‖T‖)‖ur‖V + β − φ(0).
Dividing by ‖ur‖V and letting r → ∞ we have reached again a contradiction which completes the proof. 
We point out the fact that under the assumptions required in Theorems 2, 3, 4 the uniqueness of the solution is an open
problem. However, we will show in what follows that, in the particular case when H(v) = H1  0 for all v ∈ V , imposing
certain monotonicity assumptions, the uniqueness can also be proved. More precisely, we are interested in proving the
following theorem.
Theorem 5. Let us assume that the same hypotheses as in Theorem 2 (or Theorem 3, or Theorem 4) hold in the particular case
H(v) = H1  0 for all v ∈ V . Assume in addition that the following hypotheses are fulﬁlled:
(H9) The multivalued operator V → 2V ∗ deﬁned by V  u → L∗∂W (uˆ) is strongly monotone, i.e. there exists M > 0 such that for
each pair u, v ∈ V and all u∗ ∈ L∗∂W (uˆ) and v∗ ∈ L∗∂W (vˆ)
〈
v∗ − u∗, v − u〉V ∗×V  M‖v − u‖2V ,
where by L∗ : Y ∗ → V ∗ we have denoted the adjoint operator of L : V → Y ;
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m > 0 such that for each pair y1, y2 ∈Rk and all η1 ∈ ∂ j(x, y1) and η2 ∈ ∂ j(x, y2)
(η1 − η2) · (y1 − y2)−m|y1 − y2|2;
(H11) For almost every x ∈ X, the single-valued operator Rk → Rk deﬁned by y → − f (x, y) is monotone, i.e. for each pair y1 ,
y2 ∈Rk[
f (x, y1) − f (x, y2)
] · (y2 − y1) 0;
(H12) M >mH1‖T‖2[meas(X)](p−2)/p .
Then the inequality problem (QHI) has a unique solution which depends Lipschitz continuous on the initial data g ∈ V ∗ .
Proof. We already know that problem (QHI) admits at least one solution. Our goal is to prove that the solution is unique.
To this end, let us assume that u1,u2 ∈ K are two solutions of problem (QHI).
According to Proposition 2.1.2 in Clarke [5] for i ∈ {1,2} there exists ζi ∈ ∂W (uˆi) such that
W 0(uˆi; ξ) = 〈ζi, ξ〉Y ∗×Y = max
{〈ζ , ξ〉Y ∗×Y : ζ ∈ ∂W (uˆi)}.
Thus, for each v ∈ K we have
W 0(uˆi; vˆ − uˆi) = 〈ζi, vˆ − uˆi〉Y ∗×Y
= 〈L∗ζi, v − ui 〉V ∗×V .
Applying again the aforementioned proposition we conclude that for each i ∈ {1,2} there exists ηi : X → Rk such that
ηi(x) ∈ ∂ j(x, u¯i(x)) and
j0
(
x, u¯i(x); v¯(x) − u¯i(x)
)= ηi(x) · (v¯(x) − u¯i(x)), for all v ∈ V .
Consequently, taking into account that u1 and u2 solve (QHI) we can write〈
L∗ζ1,u2 − u1
〉
V ∗×V + φ(u2) − φ(u1) + H1
∫
X
η1(x) ·
(
u¯2(x) − u¯1(x)
)
dμ

∫
X
f
(
x, u¯1(x)
) · (u¯2(x) − u¯1(x))dμ + 〈g,u2 − u1〉V ∗×V
and 〈
L∗ζ2,u1 − u2
〉
V ∗×V + φ(u1) − φ(u2) + H1
∫
X
η2(x) ·
(
u¯1(x) − u¯2(x)
)
dμ

∫
X
f
(
x, u¯2(x)
) · (u¯1(x) − u¯2(x))dμ + 〈g,u1 − u2〉V ∗×V .
Summing the last two relations we get
〈
L∗ζ1 − L∗ζ2,u2 − u1
〉
V ∗×V + H1
∫
X
(
η1(x) − η2(x)
) · (u¯2(x) − u¯1(x))dμ

∫
X
(
f
(
x, u¯1(x)
)− f (x, u¯2(x))) · (u¯2(x) − u¯1(x))dμ.
Taking into account (H9)–(H11) we arrive at
0
〈
L∗ζ1 − L∗ζ2,u1 − u2
〉
V ∗×V + H1
∫
X
(
η1(x) − η2(x)
) · (u¯1(x) − u¯2(x))dμ
 M‖u1 − u2‖2V −mH1
∫
X
∣∣u¯1(x) − u¯2(x)∣∣2 dμ.
On the other hand, using Hölder’s inequality we have
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X
∣∣u¯1(x) − u¯2(x)∣∣2 dμ
(∫
X
1p/(p−2) dμ
)(p−2)/p(∫
X
(∣∣u¯1(x) − u¯2(x)∣∣2)p/2 dμ
)2/p
= [meas(X)](p−2)/p‖u¯1 − u¯2‖2p  ‖T‖2[meas(X)](p−2)/p‖u1 − u2‖2V .
Therefore,
0
(
M −mH1‖T‖2
[
meas(X)
](p−2)/p)‖u1 − u2‖2V
which combined with (H12) shows that ‖u1 − u2‖2V  0. Consequently we have u1 = u2 in V .
Let us prove now the stability of the solution by considering the initial data g1, g2 ∈ V ∗ and u1, u2 the solutions
corresponding to g1 and g2, respectively. Using the same notations and considerations as above we conclude that〈
L∗ζ1,u2 − u1
〉
V ∗×V + φ(u2) − φ(u1) + H1
∫
X
η1(x) ·
(
u¯2(x) − u¯1(x)
)
dμ

∫
X
f
(
x, u¯1(x)
) · (u¯2(x) − u¯1(x))dμ + 〈g1,u2 − u1〉V ∗×V
and 〈
L∗ζ2,u1 − u2
〉
V ∗×V + φ(u1) − φ(u2) + H1
∫
X
η2(x) ·
(
u¯1(x) − u¯2(x)
)
dμ

∫
X
f
(
x, u¯2(x)
) · (u¯1(x) − u¯2(x))dμ + 〈g2,u1 − u2〉V ∗×V ,
which leads to
‖g1 − g2‖V ∗‖u1 − u2‖V  〈g1 − g2,u1 − u2〉V ∗×V
 〈g1 − g2,u1 − u2〉V ∗×V −
∫
X
(
f
(
x, u¯1(x)
)− f (x, u¯2(x))) · (u¯2(x) − u¯1(x))dμ

〈
L∗ζ1 − L∗ζ2,u1 − u2
〉
V ∗×V + H1
∫
X
(
η1(x) − η2(x)
) · (u¯1(x) − u¯2(x))dμ

(
M −mH1‖T‖2
[
meas(X)
](p−2)/p)‖u1 − u2‖2V .
Thus,
‖u1 − u2‖V  1
M −mH1‖T‖2[meas(X)](p−2)/p ‖g1 − g2‖V
∗ . 
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