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Introduction
The idea of using organic conjugated materials as the active elements for electronic devices started circulating only few years after the development of the first electronic devices based on inorganic semiconductors 1 but, for the majority of the past 60 years, it did not translate into a useful technology, overshadowed by the success and the technological advances of inorganic semiconductor industry. Interest in organic semiconductors research was revived during the 1990s thanks to the combination of two factors. First, a set of crucial experiments demonstrated the feasibility of cost-effective organic light emitting diodes (LED) [2] [3] [4] and thin film transistors (TFT) 5, 6 followed few years later by the development of the first prototypes of organic photovoltaic (PV) devices. [7] [8] [9] Secondly, the demand for low-cost and large-area semiconducting devices increased approximately in the same period, stimulated by the greater distribution of electronic devices and display and the need to develop new efficient photovoltaic cells and energy efficient lighting. While organic LEDs are already found on the market, 10 ,11 the development of suitable TFT and PV devices is still subject of fundamental investigation involving the development of new materials, processing 12 and device architectures. 13 There are two major classes of materials which have been considered somewhat separately in the field of organic electronics. Crystalline molecular semiconductors (some of which are illustrated in Fig. 1 ), which have been studied in bulk and thin film with a variety of techniques, offer the advantages of a well defined structure and, in principle, a simple identification of the structure-property relation.
transport and processability of polymeric materials. The most important characteristics for all organic semiconductors is the charge mobility, which is generally much lower than conventional semiconductor like silicon. A minimum acceptable value of mobility for a TFT is 1 cm 2 s À1 V À1 , while the best results obtained with polymeric materials is one order of magnitude lower. 24 Record mobilities exceeding 10 cm 2 s À1 V À1 have been reported for highly purified single crystals of pentacene 17 and rubrene. 25 Theory is expected to play a major role in the search of new organic materials with improved mobility, by rationalizing the available results and guiding the synthesis of new materials. However, notwithstanding the great accuracy in the computation of the electronic and vibrational structure of the relevant materials, it is still not possible to predict the relative mobility of a set of related compounds. The difficulty in deriving a clear structure-property relation is due to the lack of a sound understanding of the charge transport mechanism in organic semiconductors. For a long time, attempts were made to understand organic semiconductors using theories and methods analogous to those used for inorganic semiconductors and it became clear only in the past few years that this analogy can be rather misleading. The transport in crystalline pentacene cannot be described as simple hopping between localized sites or by a band transport model without contradicting part of the experimental evidence.
If one is not interested in the relation between the chemical structure and the electric properties, it is possible to describe the device using phenomenological theories, which assume a simplified model of transport and derive a relation between observable quantities (current or mobility, voltage or electric field, temperature) and a few parameters that can be used to fit the experimental results. The Gaussian disorder model (GDM), 26 its recent improvements, [27] [28] [29] and the multiple trapping model, 30 are prototypes of this modelling paradigm (based on the early work of Mott 31 on disordered inorganic materials). These methods have found many applications for the modelling of highly disordered organic solids 32 and polymeric material 33, 34 and they are particularly useful for (mesoscale) electric device modelling. 35 It might seem that the modelling of transport in crystalline materials (mostly based on microscopic theories and realistic Hamiltonians) and in polymeric materials (mostly based on phenomenological theories) are bound not to meet at any point. On the contrary, recent experimental and theoretical studies indicate that the difference between crystalline and polymeric materials is more subtle than previously thought. Many studies have shown that crystalline organic solids, held together by weak Van der Waals forces, are relatively soft and this softness is likely to affect dramatically the charge transport. The majority of high mobility polymeric materials display a high level of ordering and the correlation between high order and high mobility is very well established. [36] [37] [38] In the past few years, several research groups started combining the investigation of the electronic structure of organic materials with the study of their nuclear dynamics, traditionally of interest only for the mechanical and rheological properties. Quantum chemical methods have been combined with classical molecular dynamics methods to attempt a multiscale description of the dynamic and static disorder in the organic material and the electron dynamics.
In this perspective we describe how this new approach to the modelling of charge transport in organic materials is emerging from the alliance between conventional methods of solid state physics and quantum chemistry with those traditionally used in soft-matter modelling. As we will see, the interaction between nuclear motions and electronic motions at different timescales is crucial for the description of the charge dynamics of all types of organic semiconductors. For convenience of exposition we will separate the discussion on crystalline solids (presented in section 2, including an outline of the conventional transport models) and the study of polymer and liquid crystalline materials (presented in section 3). A discussion of the challenges for the forthcoming years is presented in the last section.
Modelling charge transport in molecular crystals

Two idealized cases of transport
Any transport mechanism can be seen as an idealization, i.e. a minimalist representation of the system Hamiltonian that allows the description of the charge carrier dynamics. The most common idealization of a molecular crystal is that of an array of molecules, with one state per molecule, each one coupled with its neighbours, whose purely electronic Hamiltonian is usually written as: 39, 40 
Here a w j and a j are the creation an annihilation operators of a charge carrier on site j, e j is the energy of the carrier isolated on site j, and Àt is the electronic coupling between states localized on adjacent molecules. The molecule is further idealized as having only one vibrational degree of freedom, not coupled to the vibrations of the other molecules so that the phonons of the one-dimensional systems are dispersionless with energy ho 0 . They can be described as localized vibrations and the phonon Hamiltonian reads:
where b w j and b j are the creation and annihilation operators for the phonon. When a charge carrier (electron or hole) is present on one isolated molecule, the latter is deformed along its vibrational mode and the energy reduced by 1 2 ho 0 g 2 . g is the local or Holstein electron phonon coupling constant and the Hamiltonian representing this coupling is written as:
The strength of the Holstein electron-phonon coupling is often discussed in terms of the reoganization energy l = ho 0 g 2 . The total Hamiltonian of the system can be therefore written as:
There are two extreme cases which form the basis for our understanding of charge transport mechanism in conventional inorganic solids.
(i) If V local el-phon can be neglected, electrons and phonons are decoupled and the charge carrier wavefunction is described by band theory. The charge carrier dynamics inside a band is satisfactorily treated by semiclassical theories 41, 42 according to which a delocalized wave packet is scattered by impurities or phonons with some characteristic scattering probability function. The carrier mobility m in a band decreases with increasing temperature T (as the scattering probability by phonons increases) with a characteristic power law m B T Àa . The mobility in this case will be proportional to the intermolecular electronic coupling t, or, equivalently, to the inverse of the effective mass. Qualitatively not dissimilar is the case of weak V local el-phon , whose effect is to reduce the effective intermolecular coupling to t eff = t exp(Àg 2 coth( ho 0 /2k B T)), 39 i.e. to cause the charge carried dressed with phonons (called polaron)tobe described by a renormalized (narrower) band. If V local el-phon is sufficiently small the carriers are still delocalized and the mobility decreases with increasing temperature following a power law.
(ii) If t is very small (i.e. the intermolecular coupling can be treated as a perturbation) the localizing term V local el-phon will dominate over the delocalizing term Àt P j a y j a jþ1 and, at any given time, the charge will reside on one particular molecule. The mobility is due to thermally activated hopping from one molecule to another (incoherent transport). The rate of the hopping is often expressed using the simplified formula: 39, 43 
Which is valid in the rather restrictive conditions that |t| { l and ho 0 { k B T. We shall notice that both conditions are quite unrealistic for organic crystals, but more general expressions are available.
44,45
The computation of the Hamiltonian parameters and their rationalization
It is clear from the discussion above that the key parameters for the computation of the mobility, according to the elementary models described above, are the intermolecular coupling t and the reorganization energy l. The computational evaluation of these two quantities, pioneered by the group of Bredas, 46,47 allowed an important step forward in the understanding of these materials. It was in fact revealed that estimates of the parameters of the Hamiltonians based solely on the fitting of experimental mobility data led to unrealistic results. 48 Moreover, even if the transport mechanism is not generally known, the mobility is expected to increase with the increase of the intermolecular coupling and is expected to decrease as the reorganization energy increases. In other words, there is the possibility to correlate, albeit not quantitatively, the Hamiltonian parameters and the measured mobility even in the absence of a well established transport mechanism.
The electronic coupling t ij between two molecular orbitals j i and j j residing on neighbouring molecules can be defined as:
where H el is the effective one electron Hamiltonian of the crystals, which can be identified with the Fock operator (in Hartree-Fock theory) or the Kohn-Sham-Fock operator (from DFT). The integral coupling in (6) can be computed explicitly, 49 or from the 'energy splitting' method. 50 According to the latter, if the isolated molecular orbital levels are sufficiently distant from one another, the levels of a dimer (with the molecules in the same relative orientation of the crystals) appear in doublets at slightly lower and higher energy than the isolated molecular level and the energy difference between them is twice the absolute value of the electronic coupling between the two orbitals (a more accurate version of the method was presented in ref. 51) . Substantially identical information is provided by band structure computations, [52] [53] [54] [55] which, in the case of organic crystals, can be described analytically as a function of few intermolecular coupling parameters. 56 Many levels of theory have been used for this computation including extended Hu¨ckel, 57 semiempirical models like INDO/S, 58 DFT methods 52 and tight-binding approximate DFT. 59 Many systematic investigations on the dependence of the electronic coupling on the molecular structure and relative orientation in the crystal led to the disappointing conclusion that there is no simple rationalization of this parameter. 60 Frontier orbitals have many nodal planes and small displacement of one molecule with respect to another will lead to a major change in the intermolecular coupling 50, 61 (see also Fig. 2 ). An experimental manifestation of this fact is the crystallochromy of perylene derivatives 62 and other crystals 63 (small changes in the crystal structure affect the intermolecular coupling and the absorption spectrum). Theoretical computations also confirm that the minor changes in the unit cell
This journal is c the Owner Societies 2008 P h y s .C h e m .C h e m .P h y s . , 2008, 10, 5941-5952 | 5943
recorded for a family of pentacene polymorphs are sufficient to alter considerably the band structure of the material. 56 This sensitivity of the intermolecular coupling to the geometry means that it is essentially not possible to crystal engineer materials with large coupling and therefore these need to be identified through systematic searches.
Much more 'predictable' is the qualitative behaviour of the intramolecular reorganization energy which is approximately proportional to the inverse of the size of the conjugated portion of the molecule, 64, 65 and increases slightly with the addition of functional polar groups. 66 This energy is given by
, where E(M) and E + (M + ) are the energies of the neutral and charged species in their optimized geometry, respectively, E(M + ) is the energy of the neutral state in the geometry of the charged state and E + (M) the energy of the charged state in the geometry of the neutral. When a more general Hamiltonian including more normal modes per molecule is considered, the contribution of each mode to the reorganization energy needs to be evaluated. The accuracy of these computations has been verified by comparing experimental and theoretically predicted high resolution photoelectron spectra. 67 In some cases it was possible to observe a correlation between decreasing reorganization energy and increased field effect mobility. 68 It is generally assumed that the external reorganization energy due to lattice relaxation around the charged molecule is smaller than the intramolecular component, but a revision of the initial estimates 69, 70 may be necessary since the materials with largest mobility have very small reorganization energies and the external contribution may be a significant factor after all (it was recently found, for example, that the nature of the two-dimensional transport at the rubrene-dielectric interface is determined by the polarization properties of the dielectric 71 ). All the computational studies described above are extremely valuable for the understanding of the charge transport because, thanks to their extensive validation with spectroscopic measurements and across different research groups, they constitute a robust set of data to be used in conjunction with the experimental results for the development of consistent transport theories.
The need of more sophisticated transport theories
The combined consideration of the experimental evidence, the computational data and the elementary transport theories indicated that the latter are not suitable to describe the charge transport in crystalline semiconductors. The charge mobility of single crystalline samples decreases with increasing temperature 14, 17 apparently in agreement with a delocalized transport mechanism similar to the band conduction in silicon. On the other hand, the mean free path of the charge carrier as deduced by the semiclassical transport theory is too small (few Angstroms) to be consistent with a band transport. An analysis presented by Cheng et al. indicated that band transport models are not tenable above 150 K, 58 although band-like transport has been reported up to room temperature. The inspection of the data of coupling and reorganization energy for the most conductive solids indicates that localization due the internal reorganization energy is quite unlikely, i.e. the reorganization energy of pentacene or rubrene is too small compared with the intermolecular coupling. In the limited number of cases when the hopping mechanism could be active (e.g., when the reorganization energy is substantially larger as in hexathiophene), the hopping rate equation cannot be described very accurately by the Marcus equation (eqn (5)) and its generalizations, because the condition |t| { l is not rigorously valid. Many authors have worked on the intermediate regime between band and hopping transport 72 including the recent proposal by Cheng and Silbey 73 who used a variational approach to find the best degree of localization of the wavefunction for a perturbative description of the charge dynamics. The transition between band and hopping is predicted by these models to be taking place in a narrow range of temperatures and so they are unable to explain the persistence of band-like mobility and small scattering distances for a very large temperature range.
One of the ingredients missing in the model of eqn (4) is the non-local (or Peierls) electron phonon coupling, i.e. the modulation of the intermolecular coupling by the intra and intermolecular vibrations of the molecule in the crystal. Since, as we have seen in section 2.2, the intermolecular coupling is extremely sensitive to the relative position of the molecules, this coupling is expected to play an important role for the mobility in organic solids. 74 Hannewald et al. 75 included this effect in a rather general Hamiltonian whose parameters were computed for naphthalene from first principles. Following the same spirit of the original Holstein paper 39 they showed that a polaronic band (obtained by renormalizing the purely electronic band) is formed by the carrier dressed with the lattice deformations. Their model correctly reproduces the temperature dependence of the mobility and clearly demonstrates the importance of non-local electron phonon coupling terms. An analogous attempt had been presented by Munn and Silbey 76 (in the absence of a realistic evaluation of the electron-phonon coupling term) and has been more recently applied by Wang et al.
77
Band renormalization models always imply the possibility of 'averaging' out the effect of the vibrations. Troisi and Orlandi explicitly computed the time dependent intermolecular coupling in a pentacene crystal and they showed that the fluctuation of the coupling due to thermal motions is of the same order of magnitude of its average value. This computation used classical Fig. 2 A representation of the overlap between the HOMO of two TMS pentacene derivatives. 61 It is clear from the nature of the interacting orbitals (with complex shape and several nodal planes) that a minor displacement of one molecule with respect to the other will change the pattern of the interaction. This appears to be a general characteristic of all relevant intermolecular interactions between large conjugated molecules in a crystal. molecular dynamics simulation of the solid, to evaluate its nuclear dynamics, in conjunction with the quantum chemical evaluation of the electronic coupling. 78 Considering that the correlation among the coupling between different molecules was modest, it was shown that the thermal motions created sufficient disorder in the electronic Hamiltonian to cause localization of the charge carrier. This dynamic localization is quite different from the localization due to the reorganization energy and leads to a completely different carrier dynamics. The latter was explored numerically using a semiclassical model Hamiltonian described in Fig. 3 which allowed the evaluation of the temperature dependent mobility. 79 By including only the non-local electron phonon coupling due to low frequency vibrations, this transport model, termed diffusion limited by thermal disorder (DLTL), is able to explain the decrease of the mobility with temperature also for temperatures for which the band transport was shown to be inconsistent. In other words, it explains why the transport appears to be 'band-like' also when the electronic bands do not exist because the translational symmetry of the electronic Hamiltonian is destroyed by the thermal motions. In a recent improvement of the same model, which includes also the effect of local electron-phonon coupling, the full set of system parameters was derived computationally for rubrene and the absolute value of the hole mobility was computed without any adjustable parameters (Fig. 4) . 80 The computed mobility values were 3 times larger than the experimental one in the same temperature range, a result that is to be considered rather encouraging.
The ideas that localization theories are relevant for the transport in organic semiconductors was further investigated by Picon et al., 81 which identified in the fluctuation of the polarization energy an alternative source of disorder in the electronic Hamiltonian.
Some new experimental evidences
As results from different theoretical methods gradually approach those of the experiments, it is important to consider a broader set of experimental measurements that could shed light on the transport mechanism and confirm the prediction of the theories. With particular reference to the new models described in the previous section, it is quite important to retrieve independent information on the nuclear motions of the molecules inside the crystals and their coupling with the electronic degrees of freedom. The existence of relatively large amplitude motions of the molecules inside a bulk crystals was repeatedly shown by crystallographic studies [82] [83] [84] including one on pentacene. 85 Simple evidence of the strong coupling of these motions with the electronic degrees of freedom was provided by Koch et al., 86 which studied the electronic structure of a pentacene thin film on graphite revealing a temperature dependent band width. In particular, they observed a reduction of the band width from 240 to 190 meV on increasing the temperature from 120 K to room temperature, in agreement with the view that at higher temperature the electrons are more localized and therefore easier to remove from the solid. Important evidence that charge carriers in ultrapure pentacene may be localized by disorder was provided by Lang et al. 87 who analyzed the tail of the density of states using optical (photocurrent) and electrical (FET) methods. They reported a tail of the density of states very similar to those observed in amorphous solid, a fact that supports the idea of an intrinsic electronic disorder in the crystal as suggested by the computations. Another indirect source of information on the density of states in organic semiconductor may be provided by the measurement of the Seebeck coefficient performed recently on a series of organic devices by Pernstich et al. 88 When two ends of a sample are held at slightly different temperatures the thermoelectric voltage between these can be related to the energy dependent electric conductivity (the Seebeck coefficient is the ratio between this voltage and the temperature difference). The authors find that the Seebeck coefficient in a series of organic samples behaves similarly to that of inorganic semiconductors, i.e. as in a system characterized by band-like transport with exponentially distributed in-gap trap states and no contribution from small polaron formation. Indication of band-like transport was also observed by Li et al. 89 who measured the integrated optical conductivity in rubrene single crystal (at low temperature) and the measured mobility anisotropy compared favourably with the inverse effective mass tensor computed from band theory.
A potentially very useful tool to investigate the coupling b e t w e e nn u c l e a ra n de l e c t r o n i c motions is the measurement of THz conductivity. Band-like mobility was reported in several papers 90, 91 but the greater interest toward this techniques relies in the possibility to explore the effect of the soft vibrational modes (in the 0.8-1.6 THz region), which are predicted to have the largest coupling with the electron dynamics. H. Van Laarhoven et al. 92 recently measured a transient absorption of radiation at 1.1 THz upon photoexciting a pentacene sample. This signal was interpreted as deriving from the vibrational modes that modulate the intermolecular electronic coupling which are activated by the photoexcitation in analogy with the effect of soliton induced infrared absorption. Localization of the charge carriers was recently investigated also via EPR by Marumoto et al. 93 who f o u n dl o c a l i z a t i o nt ow i t h i nB10 molecules at room temperature, in agreement with the model of ref. 8 .
It needs to be stressed that the localization length of the carrier may depend on the characteristic timescale of the experimental techniques. The general theoretical problem is to understand how the interaction between the nuclear and the electronic degrees of freedom determines the charge localization and dynamics and different timescales.
Modelling charge transport in soft matter
While there has been much work on the modelling of charge transport properties in molecular semiconductors, the most promising technological applications of organic electronics may utilise soft materials, such as liquid crystals (LC) 23 or polymers. 94 Despite typically having lower charge mobilities than solid state semiconductors, their ability to self-organise into complex supramolecular structures makes them easier to process than their solid-state cousins.
Understanding the charge transport properties in such systems requires knowledge on a number of levels. Some of the parameters that determine charge transport may be found from the electronic structure around single molecules, which may be studied accurately using high-level quantum chemical calculations. In condensed phases this electronic structure, and hence charge transport properties, becomes dependent on the molecular environment. This microstructure formed from a few hundreds of molecules (or monomers in the case of polymeric materials) may be investigated using atomistic molecular dynamics (MD) simulations. Finally larger scale structures, consisting of many hundreds of molecules, may be studied with coarse-grained simulations using simplified, generic potentials. To investigate the actual charge transfer in such large scale structures, kinetic (or hopping) MC simulations may be used.
Charge transport in soft materials is strongly influenced by both static and dynamic disorder. In semiconducting and conducting polymers, p-electron delocalization along the polymer backbone gives rise to charge transport. Deviations from planarity in the backbone (particularly in polymers containing aromatic rings) caused by conformational disorder leads to decreases in the charge mobility along polymer chains. 95 Likewise fluctuations in the interchain spacing in polymer crystals leads to decreases in the (already relatively low) interchain charge transfer. In the columnar phases of discotic liquid crystals, changes in the separation between molecules in the columns, lateral disorder, and changes in the relative angle between neighbouring molecules in a column may significantly affect the values of the transfer integral, hence charge mobility. 96 As for crystalline molecular semiconductors the parameters governing charge transport may be determined from quantum mechanical calculations. These depend on molecular conformation and local ordering, so the actual charge mobility at finite temperature depends on the complex interplay between nuclear and electronic degrees of freedom. For molecular organic semiconductors in the crystalline phase the exploration of the nuclear dynamics is relatively straightforward since the harmonic approximation for the nuclear modes can be made and a model Hamiltonian can be easily built. As polymers and LCs possess instead many more degrees of freedom, the number of configurations that need to be sampled is much greater (and the most likely configurations are not necessarily those that optimize charge transfer), and they are difficult to represent using simplified models. The coupling between nuclear and electronic degrees of freedom is therefore particularly difficult to deal with. While modelling on a single level (e.g. electronic structure calculations, molecular simulations) can give valuable insight into the properties of soft materials, by necessity it only gives part of the picture. Thus there is currently much interest in multiscale methods which combine calculations across a range of length and time scales including both the electron and the nuclei dynamics.
Semiconducting liquid crystals
Traditionally LCs have been divided into two classes depending on their molecular shape; either rod-shaped (calamitic LCs) or disc-shaped (discotic LCs, DLC). 97 Molecules belonging to these different classes form different phases. Calamitic molecules form nematic phases, with liquid like spatial order but long-range orientational order, with the long molecular axes aligned, and smectic phases where the molecules assemble into layers (1-D crystals). Alongside nematic phases, discotic molecules also exhibit columnar phases where the molecules form into columns that assemble into regular (typically hexagonal) arrays. 98 Semiconducting DLCs typically contain rigid aromatic cores which assemble into columns with favourable p-p stacking between the cores making them promising candidates for use in organic electronics and photovoltaics. 23, 98 Common examples of these include derivatives of triphenylene, 99,100 hexabenzocoronene (HBC), 101 and phthalocyanine 102, 103 (see Fig. 5 ), many of which have been tested in devices. Experimental studies have studied the effect of aromatic core size 104 and side-chains 105 on phase behaviour 102, 103 and charge mobility. 106, 107 Despite the wealth of experimental studies a detailed microscopic understanding of the charge mobility in discotic materials is still lacking. In particular, the complicated interplay between the electronic and nuclear degrees of freedom makes developing structureproperty relationships difficult. One example of this is in the charge mobility in DLCs, where experimentally small changes in the molecular structure, e.g. lengthening of alkyl side chains, may dramatically change the temperature dependence. 108 Despite their many potential applications of discotic LC, until recently, atomistic simulations had focused on calamitic LCs. 109 Typical DLCs are significantly larger than typical calamitic LCs, hence their simulation entails a larger computational burden. Thus early atomistic studies considered small systems of discotic molecules in the isotropic phase 110 or over short timescales. 111 However, in the interim a number of simulation studies were performed using idealised models, such as the Gay-Berne (GB) potential. 112 MC simulations of GB discs have shown the formation of a range of phases including nematic and the technologically important columnar mesophases, alongside crystalline solid and isotropic liquid phases. In particular, the stability of the columnar phase is strongly influenced by the strength of the face to face interaction between the discs. 113 Considerable attention has also been paid to the effect of electrostatic interactions on the stability of the columnar phase. [114] [115] [116] In order to study real materials it is necessary to move beyond these simple idealised models and consider atomically detailed models. Recent increases in computational resources have now made such simulations a realistic proposition. Initial simulations were performed on single columns. 117 Atomistic Monte Carlo (MC) simulations have also been used to study the effect of substitutions on the structure of column in semiconducting hexaalkoxy triphenylenes. 118 MD simulations of systems with many columns have studied the microscopic structure and dynamics in the hexagonal columnar phase. These have shown only weak coupling between molecules in different columns and collective diffusion within the columns. 119, 120 The conformations of side chains attracted particular attention, because, while these can have little affect on the electronic structure of such molecules, they can strongly influence the phase behaviour. A recent study of HBC derivatives 120 in hexagonal columnar and rectangular crystal phases has shown dramatic differences in the order and diffusion in these systems, particularly with bulk side chains such as those with branched alkanes or phenyl rings. It should be noted that only recently has the transition from isotropic liquid to the columnar phase been simulated using atomistic MD. 121 The required simulation time was of the order of 100 ns (compared to 10 ns for the isotropic-nematic transition in calamitic LCs 122 ), which illustrates the long timescales needed for the simulation of DLCs.
As for solid crystalline semiconductors, the parameters relevant for the charge transport properties may be obtained directly from quantum chemical calculations. One of the first such studies on DLCs 96 presented the evaluation of the charge mobility in triphenylene using parameters determined from band structure calculations. The temperature dependence of the charge mobility was found to differ depending on the strength of the fluctuations-at low fluctuation strength the mobility was found to be almost independent of temperature, in agreement with experimental results. 108, 123 For stronger fluctuations the mobility becomes temperature dependent and of much higher magnitude compared to experiment. Later work 124 used the same model, but with parameters derived from DFT calculations, to study charge transfer in triphenylene derivatives. Bredas and coworkers have theoretically studied the transfer integrals and reorganization energies for DLCs, [125] [126] [127] in particular the effect of changing molecular positions (lateral disorder within columns) 125 and changing molecular structure. 126 Due to the many different length and timescales involved in charge (and exciton) transfer in DLCs, this may be effectively studied using multiscale methods. 128 Some early work, performed by Bacchiocchi and Zannoni, combined molecular MC simulations of a model DLC in the columnar phase with kinetic MC simulations of the energy transfer. 129 The LC This journal is c the Owner Societies 2008 P h y s .C h e m .C h e m .P h y s . , 2008, 10, 5941-5952 | 5947 molecules were modelled as GB discs, with the energy transfer between them being modulated by their separation and relative orientations, modelled using a MC approach. Transport along columns was enhanced by increasing the molecular width. The same approach used in this study has recently been applied to study transport in molecular glasses. 130 More recently, atomistic MD simulations, quantum chemical calculations and kinetic MC simulations have been combined to study charge transfer in HBC derivatives by Kirkpatrick et al. 131 MD simulations were used to study the local ordering within the columnar phase. Pairs of molecules taken from these simulations were used to calculate the electronic coupling, using quantum chemical calculations at the semi-empirical ZINDO level. The use of many different configurations taken from a long MD trajectory (100 ns) allowed the comprehensive sampling of molecular conformations. Also the conformations used are more representative of those found at finite temperatures in real materials. The MD configurations were also periodically replicated and used to define a lattice for the kinetic MC simulations. The hopping rates between the molecular sites in these simulations were found using the Marcus theory, using the QC electronic coupling. The charge mobilities calculated from these simulations were in good agreement with those measured experimentally, validating the multiscale methodology used. Mobilities for HBC derivatives with linear side-chains are significantly higher than those with branched side-chains or side-chains containing phenyl-rings. These bulkier side-groups disrupt the local ordering within columns (see Fig. 6 ). This disorder is also seen in the distribution of transfer integrals t: the narrow distribution of t for the linear side-chains is broadened for the phenyl-ring derivative, while, for the branched derivative, defects within the columns gives rise to a second peak in the distribution at low values of t. This thorough investigation indicates clearly that the structure property relation cannot be derived from computations on few idealized structures. This approach is not limited to liquid crystals and it has been recently adopted for the study of the amorphous and crystalline phase of tris(8-hydroxyquinoline) aluminium (Alq3). 132 
Polymeric semiconductors
Organic semiconducting polymers are often characterized by a p-conjugated backbone as illustrated by the examples in Fig. 7 . While the performance of these materials is often poor in comparison to silicon and other inorganic semiconductors, they combine their electronic properties with ease of processing and flexibility typical of polymers. Charge transport in semiconducting polymers is sensitive to conformational disorder in the polymer backbone 133, 134 and to chemical defects. 95, 135 The charge mobility in polymer semiconductors is also strongly dependent on morphology, both at molecular level and over larger scales. 136 Both charge transfer between polymer chains 36 and the persistence length, are dependent on the molecular packing. The need to optimize the chain packing often runs counter to other considerations. In order to ease processing, alkyl side chains are typically added in order to reduce melting temperatures and improve solubility. P3HT and other semiconducting polymers with side chains, form a lamella structure 137 with two-dimensional conduction within the conjugated sheets, with much reduced charge transfer between them. 36 The effect of molecular packing may also be seen by comparing regioregular (RR) and regiorandom (rR) P3HT. RR-P3HT has charge mobility several orders of magnitude larger than rR-P3HT, due to its efficient packing and higher interchain overlap. 138, 139 On a larger scale polymer semiconductors often consist of crystalline domains separated by amorphous regions. Molecules in low molecular weight (MW) films are able to form well ordered crystals more easily than those in high MW films. Paradoxically higher charge mobility has been observed in high MW P3HT films, 140 and this has been rationalized as long polymer chains are able to bridge between different crystalline domains. 141 A number of experimental techniques have been applied to the study of the structure and charge mobility in polymer semiconductors. The morphology has primarily been studied using atomic force microscopy (AFM), which is only able to probe the surface of the sample, and X-ray diffraction (XRD) 142 or scattering. 143 However, X-ray measurements are largely limited to studying the crystalline regions of polymer films, while the amorphous regions are typically large enough to impact charge transport. The charge mobility may be probed by time-of-flight (TOF) measurements, 144 pulse-radiolysis time-resolved-microwave-conductivity (PR-TRMC), 145 and modelling space-charge-limited-current (SCLC) diodes 146 or TFTs. 147, 148 Typically however, TOF and PR-TRMC measurements are dominated by the fastest charge carriers and measurements from SCLC diodes and TFTs may significantly differ from each other. 136 These limitations in determining both structure and mobility make finding relationships between microscopic structure and charge transport properties difficult and make particularly important the development of computational methodologies able to model in a consistent way heterogeneous experimental data across different materials and morphologies.
Different properties of polymer semiconductors have been studied using quantum mechanical and molecular simulation methods. Due to the interest in the crystalline states of these systems, methods developed for ab initio calculations in solid state physics, such as plane-wave pseudopotential calculations, 149 may be employed, as well as traditional quantum chemical methods. 150 These have often been applied to study the optical and transport properties of simple examples of p-conjugated polymers, principally trans-polyacetylene (PA) 151, 152 and poly-para-phenylene (PPV). 153, 154 Recently Street et al. used DFT calculations to derive a transport model for polycrystalline polythiophene combining DFT calculations of the electronic structure of the crystalline domain with a model of interactions at grain boundaries. 155 Classical MD simulations have also been employed to study the structural properties of conjugated polymers in the crystal phase. In a series of papers the structure of poly(3-butylthiophene) (P3BT) has been investigated as a function of temperature and pressure using atomistic MD simulations and static lattice (SL) calculations. [156] [157] [158] [159] The experimentally observed thermochromism 160, 161 in these materials was explained by a combination of backbone and side-chain torsions (the polymer backbone was also found to planarize under high pressures 162 ). More recently, MD simulations and quantum chemical calculations have been combined to study the microstructure and optical properties of semi-conducting polymers in amorphous and crystalline states. In MD simulations of substituted PPV, 163 the main chains were found to form helices or zig-zags containing quasi-planar segments of 2-4 monomers. Simple quantum mechanical calculations were used to investigate the optical properties using configurations from the MD trajectory. Atomistic simulations have also been used to investigate the optical properties of amorphous polythiophene. 164 The elongated chains were seen to align, with nearby thiophene rings on different chains lying parallel to each other, but displaced from ideal p-stacking. Simulations of substituted polythiophenes 165 have shown that, in the liquid phase, the helical structure seen in the gas phase is suppressed for linear side-chains, but remains for branched ones. In the crystalline phase due to packing constraints, it was found that only a small number of helix defects are possible, and an arrangement of two nearby parallel polymer chains, a possible precursor of an excimer, was found to be unfavourable.
While accurate quantum mechanical calculations are only applicable to small systems or systems with translational symmetry (e.g. crystals), they may be used to provide parameters for semiempirical calculations that may be applied to larger systems. Using a tight-binding model, with some parameters derived from AM1 calculations (the others were fit to experimental data), Yu et al. considered the effect of torsional angle fluctuations on charge mobility in conjugated polymers. 166, 167 In one-dimension the model used was solved analytically, while for the three dimensional case the master equation was solved numerically. The mobility in the one and three dimensional models becomes the same in the high field region, with deviations between the two at low fields. While this model reproduced the experimentally observed field and temperature dependence of the charge mobility, the use of fitted parameters limited its application. The effect of ring torsions on charge mobility in PPV was recently studied using a semi-classical model by Hultell and Stafstrom. 168 The nuclear motions were treated using a simple force-field, while the electronic degrees of freedom (only the p-electrons were explicitly considered) were treated within a tight-binding approximation. The model parameters and relaxed geometry of the PPV monomer where determined using DFT calculations. Increases in inter-ring torsions lead to a change in the polaron motion from adiabatic drift to hopping transport. Hopping transport also arises with random torsions at zero applied field, with drift motion restored above a critical field value.
A similar tight-binding approach has been used by Siebbeles and co-workers. 169, 170 Initially, this was used to study charge mobility in PPV and P3HT. The transfer integral between two neighbouring sites (corresponding to monomer units) was modulated by the torsional angle between the sites. These were distributed according to a Boltzmann distribution and held fixed during the simulation. Both the transfer integral and torsional potential were found using quantum chemical calculations at the MP2 level. The time evolution of the meansquared displacement (MSD) of the charge carriers was found to follow two stages. At short times the MSD increases rapidly due to fast delocalization through planar segments, while at longer times the mobility drops due to holes being trapped at sites with large torsional angle differences. P3HT was found to have a mobility B30 times smaller than PPV; its weaker torsional potential leading to a higher degree of conformational disorder. Comparison between the experimentally measured charge mobilities and those calculated for finite length chains suggests that the effective length of conducting segments in these polymers contain 100-200 monomers.
This model has been extended to include the effect of dynamic torsional disorder. 171, 172 The time evolution of the torsional angles was modelled using a Fokker-Planck equation, so both deterministic and stochastic time evolution were considered. This model suggests that the main determining factor of the charge mobility is the presence of dynamic disorder-the mobility being increased by a factor of 10-50 compared to static disorder only. This is because the rotation of torsional angles relaxes barriers between monomers, decreasing the time charge carriers are trapped at sites with large torsional angle differences. By contrast, the mobility is only weakly dependent on the torsional rotation rate (decreasing torsional rotation time by a factor of 4 only increases the mobility by B1.5). Introducing random fluctuations in the site energies and transfer integrals (to model the effect of other vibrational modes) also had a weak effect on the mobility. Applying this model to PPV-derivatives showed that mobility increases with conjugation fraction and chain length. Likewise, studies of alkoxy-substituted PPV showed that the charge mobility was almost linear in the transfer integral, suggesting band-like transport. On going from 0 to 2 alkoxy groups, the charge mobility decreases due to a decrease in transfer integral and torsional rotation rate.
As it can be easily seen from these last examples, the advancement in the modelling methodology for soft matter semiconductors mirrored the same development which took place for molecular crystalline semiconductors. The static picture has been gradually replaced by a dynamic picture where the nuclear motion at different time-scales determines the charge carrier dynamics of the material. A common theme of the methodologies proposed in ref. 169 -172 is that it is not possible to 'average' the effect of the nuclear motions without losing an important element of the charge dynamics and, as a consequence, the quality of the overall description stems from This journal is c the Owner Societies 2008 P h y s .C h e m .C h e m .P h y s . , 2008, 10, 5941-5952 | 5949 a balanced computational treatment of electronic and nuclear degrees of freedom, accompanied by a suitable theoretical methodology.
Outlook
Although we are yet unable to predict quantitatively the charge transport characteristic of organic semiconductors, major progress have been made in the past few years thanks to the combination of new experimental measurements, computational investigations and theories. Several limitations of the theories developed for inorganic semiconductors when applied to organic matters have been discovered and it is now generally acknowledged that new paradigms are necessary to understand organic electronics materials and to improve systematically their quality. The charge mobility in organic solids, as in any other solids, depends on the complicated interaction between nuclear and electronic degrees of freedom, but the effect of nuclear dynamics is much more difficult to treat in molecular and especially in soft materials whose nuclear dynamics is characterized by a multitude of timescales.
It is possible to outline the future challenges for the modelling of organic semiconductors grouping them according to the characteristic time scale involved. Considering the shorter time scale (10 À14 -10 À12 s), we are still unable to describe in a consistent way the time evolution of the charge carrier's wavefunction. In particular, we cannot predict the extent of the charge carrier localization because several concurrent effects may takes place: (i) small polaron formation due to intramolecular reorganization, (ii) localization by dynamic and static (in polymer) disorder, (iii) stabilization of the small polaron at the interface with the dielectric and other polarization effects, (iv) trapping by impurities. As we have seen in this perspective, many researchers have stressed the importance of these effects and it is now necessary to compare more systematically their relative importance. Quantum chemical methods are expected to play a major role (especially for the issues (i)-(iii)) to avoid the development of models overloaded with adjustable parameters. Many different theoretical works indicated that the nuclear dynamics in an intermediate time scale (10 À12 -10 À9 s) is strongly coupled to the charge mobility. While nuclear dynamics in molecular crystal can be studied very easily, atomistic simulations of other more complicated organic semiconductors have become possible only in the recent years. The difficulties of these large scale simulations suggest that the collaboration between experts in soft-matter simulations and quantum dynamics can be particularly fruitful in this area. Finally, many materials proposed for technological application (polymers and liquid crystals) undergo large structural fluctuations in very slow timescales (c 10 À9 s), sometimes even slower than the typical times of circuit operation. These motions are not directly coupled to the charge carrier but the charge mobility of the material can be indeed modulated by them. Grain boundaries and interfaces involving polymeric crystalline phases are thought to be particularly important for transistor and photovoltaic applications and their effect is essentially unknown at the moment. It would be therefore particularly useful to combine the study of slow dynamics and interfaces in soft-matter with the methodology used in the modelling of mesoscopic electric devices.
