Monitoring gene expression profiles is a novel approach in cancer diagnosis. Several studies showed that prediction of cancer types using gene expression data is promising and very informative. The Support Vector Machine (SVM) is one of the classification methods successfully applied to the cancer diagnosis problems using gene expression data. However, its optimal extension to more than two classes was not obvious, which might impose limitations in its application to multiple tumor types. In this paper, we analyze a couple of published multiple cancer types data sets by the multicategory SVM, which is a recently proposed extension of the binary SVM.
Introduction
Microarray gene expression technology has opened the possibility of investigating the activity of thousands of genes simultaneously. Gene expression profiles are the measurements of relative abundance of mRNA corresponding to the genes. Thus, gene expression profiles have potential as a medical diagnosis tool, since they sensitively reflect the state of a cell at the molecular level. In clinical practice, it is known that classification of cancer types primarily based on histological features has limitations due to their morphological similarity to other cancer types. Current diagnosis procedures typically involve a pathologist's interpretation of combination of analyses, without a single systematic test. Accurate diagnosis would be essential for the efficacy of therapies. Under the premise of gene expression patterns as fingerprints at the molecular level, systematic methods to classify tumor types using gene expression data have been studied recently, in an attempt to overcome the limitations of such conventional procedures. See Golub et al. (1999) , Mukherjee et al. (1999) , Dudoit et al. (2000) , Furey et al. (2000) , Khan et al. (2001) , Yeo and Poggio (2001) , and references therein.
Available training data sets (a set of pairs of a gene expression profile and the tumor type that it falls into) have a fairly small sample size, typically less than one hundred, compared to the number of genes involved. This poses an unprecedented challenge to some classification methodologies. The Support Vector Machine (SVM) is one of the methods successfully applied to the cancer diagnosis problem in the previous studies. In principle, it can handle input variables much larger than the sample size since its solution is determined by the dual problem of size equal to the sample size. Although several extensions to the multiclass case have been proposed by Vapnik (1998) , Weston and Watkins (1999) , and Crammer and Singer (2000) , its optimal extension was not obvious in relation to the theoretically best classification rule. Using SVMs, multiclass problems have been tackled by solving a series of binary problems instead, such as one-vs-rest schemes. In order to overcome possible limitations in its application to multiclass problems, the multicategory Support Vector Machine (MSVM), an optimal extension of the binary SVM, was proposed recently by Lee et al. (2001) . In this paper, we apply the Multicategory Support Vector Machine (MSVM) to the leukemia data set in Golub et al. (1999) and the small round blue cell tumors (SRBCTs) of childhood data set in Khan et al. (2001) . The classification results show that the MSVMs achieve perfect classification or near perfect classification in diagnosing blind test samples. Such classification accuracy is comparable to other methods. In addition to demonstrating the effectiveness of MSVMs for the diagnosis of multiple cancer types, we touch other issues related to the data analysis in this paper; the effect of data preprocessing, gene selection, and dimension reduction. This paper is organized as follows. In Section 2, we briefly review the multicategory SVM and discuss how to assess the strength of prediction made by the MSVM and some heuristics to reject weak predictions, which may be important in clinical practice. The analysis of the two published data sets by MSVMs comprises Section 3, followed by concluding remarks and discussion at the end.
Multicategory Support Vector Machines

Brief review of Multicategory Support Vector Machines
The binary SVM paradigm has a nice geometrical interpretation of discriminating one class from the other by a separating hyperplane with maximum margin. See Boser et al. (1992) , Vapnik (1995) , and Burges (1998) for introductions to SVMs. Now, it is commonly known that the SVM paradigm can be cast as a regularization problem. See Wahba (1998) and Evgeniou et al. (1999) for details. In classification problems, we are given a training data set that consists of n samples, (x i , y i ) for i = 1, · · · , n. x i ∈ R d represents covariates or input vectors and y i denotes the class label of the ith sample. In the binary SVM setting, the class labels y i are either 1 or -1. Then SVM methodology seeks a function f (x) = h(x) + b with h ∈ H K , a reproducing kernel Hilbert space (RKHS) and b, a constant minimizing
where (x) + = x if x ≥ 0 and 0 otherwise. h 2 H K denotes the square norm of the function h defined in the RKHS with the reproducing kernel function K(·, ·), measuring the complexity or smoothness of h. For more information on RKHS, see Wahba (1990) . λ is a tuning parameter which balances the data fit and the complexity of f (x). The classification rule φ(x) induced by f (x) is φ(x) = sign[f (x)]. The function f (x) yields the level curve defined by f (x) = 0 in R d , which is the classification boundary of the rule φ(x).
For the multiclass problem, assume the class label y i ∈ {1, · · · , k} without loss of generality. k is the number of classes. To carry over the symmetry in representation of class labels, we code each class label y i as a k-dimensional vector with 1 in the jth coordinate and − 1 k−1 elsewhere if it falls into class j for j = 1, · · · , k. Accordingly, we define a k-tuple of separating functions f (x) = (f 1 (x), · · · , f k (x)) with the sum-to-zero constraint, k j=1 f j (x) = 0 for any x ∈ R d . Note that the constraint holds implicitly for coded class labels y i . Analogous to the two-category case, we consider
, the product space of k reproducing kernel Hilbert spaces H K j for j = 1, · · · , k. In other words, each component f j (x) can be expressed as h j (x) + b j with h j ∈ H K j . Unless there is compelling reason to believe that H K j should be different for j = 1, · · · , k, we will assume they are the same RKHS denoted by H K . Define Q as the k by k matrix with 0 on the diagonal, and 1 elsewhere. It represents the cost matrix when all the misclassification costs are equal. Let L be a function which maps a class label y i to the jth row of the matrix Q if y i indicates class j. So, if y i represents class j, then L(y i ) is a k dimensional vector with 0 in the jth coordinate, and 1 elsewhere.
where (f (
by taking the truncate function (·) + componentwise, and · operation in the data fit functional indicates the Euclidean inner product.
. We can verify that the binary SVM formulation (1) is a special case of (2) when k = 2. Theoretically, the population version minimizer of the loss functional in (2) at x is proven to be the coded class label of the most probable class at x in Lee et al. (2001) . This extends the binary case result that ordinary SVMs approximate the majority class label at x, sign(p 1 (x) − 1/2), asymptotically to the multiclass case. Here p 1 (x) = P (Y = 1|X = x), where (X, Y ) denotes a generic pair of a random sample from P (x, y). These implications are the main grounds to argue that solving a series of binary problems by the binary SVM may not be optimal for the original multiclass problems, and by contrast, the MSVMs implement the optimal classification rule asymptotically in a coupled fashion. So, for flexible reproducing kernel Hilbert space and appropriately chosen λ, the solution f (x) to (2) is expected to be close to the most probable class code. The problem of finding constrained functions (f 1 (x), · · · , f k (x)) minimizing (2) is then transformed into that of finding finite dimensional coefficients instead, with the aid of a variant of the representer theorem. It was shown in Lee et al. (2001) that to find (f 1 (x), · · · , f k (x)) with the sum-to-zero constraint, minimizing (2) is equivalent to find (f 1 (x), · · · , f k (x)) of the form
with the sum-to-zero constraint only at x i for i = 1, · · · , n, minimizing (2). Omitting intermediate steps and introducing nonnegative Lagrange multipliers α j ∈ R n , we get the following dual problem:
where L j ∈ R n for j = 1, · · · , k is the jth column of the n by k matrix with the ith row L(y i ), and similarly y ·j denotes the jth column of the n by k matrix with the ith row y i .ᾱ is the average of α j 's, and e denotes the vector of ones of length n. With some abuse of notation, the n by
Once we solve the quadratic programming problem, the coefficients are found from the relation
Here c ·j is the jth column of the n by k matrix with the ijth entry being c ij . b j can be found from any of the examples with unbounded α ij satisfying (5) strictly by the Karush-Kuhn-Tucker complementarity conditions. It is worth noting that if (α i1 , · · · , α ik ) = 0 for the ith example, then (c i1 , · · · , c ik ) = 0, so removing such example (x i , y i ) would not affect the solution at all. In the two-category SVM, those data points with nonzero coefficient are called support vectors. To carry over the notion of support vectors to the multicategory case, we define support vectors as examples with c i = (c i1 , · · · , c ik ) = 0 for i = 1, · · · , n. Thus, the multicategory SVM retains the sparsity of the solution in the same way as the binary SVM. For proofs and details of MSVMs, refer to Lee et al. (2001) and Lee et al. (2002) .
As with other regularization methods, the efficiency of the method depends on the tuning parameters. So, choosing proper tuning parameters is important in the MSVM as well. An approximate leaving-out-one cross validation function, called Generalized Approximate Cross Validation (GACV) is derived analogously to the GACV proposed by Wahba et al. (2000) in the binary case. Its detailed derivation can be found in Lee et al. (2002) . To define the GACV for the multiclass case, we need to introduce a prediction function µ(f ) first, which is a critical element of the leaving-out-one lemma. µ truncates any component f j < − 
to satisfy the sum-to-zero constraint. If f has a maximum component greater than 1, and all the others less than − 1 k−1 , then µ(f ) is given by a k-tuple with 1 on the maximum coordinate and − 1 k−1 elsewhere. So, the function µ maps f to a class label representation when there is a class strongly predicted by f . In contrast, if none of the coordinates of f is less than − 1 k−1 , µ maps f to (0, · · · , 0). Now, the GACV for multicategory SVMs is defined as
where L(y i ) ≡ (l i1 , · · · , l ik ), and [x] * = I(x ≥ 0). In practice, one can choose the minimizer of GACV as appropriate tuning parameters without really doing the leaving-out-one crossvalidation (LOOCV), which might be computationally prohibitive for large samples. 5-fold or 10-fold CV based on misclassification counts is often used alternatively. However, in cancer diagnosis problems using gene expression patterns, we typically encounter data sets of small sample size. Thus LOOCV can be still a feasible tuning tool, and has been often adopted for the validation of classifiers in the previous studies.
Assessing Prediction Strength
This section concerns how to measure strength or confidence of a class prediction made by Support Vector Machines. Based on some reasonable confidence measures, we wish to reject any prediction weaker than a specified threshold. For classification methods that provide an estimate of the conditional probability of each class given x, the issue of whether to reject a class prediction or not can be settled easily. Set a threshold for the prediction probability such that we make a prediction only when the estimated probability of the predicted class exceeds the threshold. We mentioned that SVMs target the representation of the most probable class itself without any probability estimate when flexible kernel functions are used. Linear SVMs do not provide probability estimates, either. The efficiency that SVMs enjoy in classification problems by targeting much simpler functions than the probability functions themselves, suddenly becomes a drawback in dealing with this issue. How to measure the strength of SVM prediction may seem to be an undue question since our goal in the original formulation of classification problems was simply to find a rule with the minimum error rate. However, in many applications such as medical diagnosis, making a wrong prediction could be more serious than reserving a call. For weakly diagnosed examples, getting further information from a specialized investigation or expert opinion would be an appropriate procedure for a more informative call.
There have been a couple of approaches to address this problem for SVMs in the binary case, and solving a series of binary SVMs in the multiclass case. The basic idea comes from the observation that SVM decision functions get small in magnitude near classification boundaries. So, it is natural to propose a confidence measure based on the evaluation of the SVM decision function, f (x) at x; the bigger f (x) in the absolute value, the stronger the prediction. Mukherjee et al. (1999) suggested a confidence measure for an SVM output f (x) and its induced class prediction in this direction. Assuming that
, they asserted that a confidence of the SVM prediction f can be quantified using the relation that P (Y |f ) ∝ P (f |Y )P (Y ). For the estimation of P (f |Y ), they used leave-one-out estimates of f values from the training data set, along with the class label y of each example left out. However, for almost separable classification problems, the proposed computations can not be done properly due to the complete or quasi-complete separation. So, they heuristically defined the confidence level of an SVM prediction f as 1 −F (|f |) at the end of their applications, using the symmetry assumption that P (f |Y = 1) = P (−f |Y = −1). Here,F is the estimated cumulative distribution function of SVM outputs |f |. This heuristic measure implicitly assumes that the probability of a correct prediction given f depends only on the margin sign(f ) · f = |f | and realizes the initial notion that the bigger the margin |f |, the stronger the prediction. Thus, the confidence level for an SVM output f is interpreted as the proportion of SVM predictions stronger than f . The proportion can be inferred from jackknife (LOO) estimates or any variants of crossvalidation of training samples. The confidence level seems to be a misnomer in that the smaller the confidence level, the stronger the prediction. In their application, the confidence level was limited to at most 95% to make a class prediction.
Here is a simple variant of the method for MSVMs. The MSVM output is a vector of the decision functions (f 1 , · · · , f k ) evaluated at x. A decision vector close to a coded class label can be considered as a strong prediction. The multiclass hinge loss in (2), g(y, f ) ≡ L(y) · (f − y) + sensibly measures the proximity between an MSVM decision vector and a coded class, reflecting how strong their association is in the classification context. It considers the sign and the magnitude of each coordinate of a decision vector simultaneously. Recall that given an MSVM decision vector (f 1 , · · · , f k ), the predicted class is arg max j f j . Analogous to the binary case, we assume that the probability of a correct prediction given f (x) = (f 1 , · · · , f k ) at x, P (Y = arg max j f j |f ) depends on f only through the multiclass hinge loss, g(arg max j f j , f ) for the predicted class. Now, the smaller the hinge loss, the stronger the prediction. The strength of the MSVM prediction, P (Y = arg max j f j |f ) can be inferred from the training data similarly by crossvalidation. For example, leave out the ith example (x i , y i ), and get the MSVM decision vector f (x i ) = (f 1 , · · · , f k ) at x i based on the remaining samples. Then, get a pair of the loss, g(arg max j f j (x i ), f (x i )) and the indicator of correct decision I(y i = arg max j f j (x i )) and repeat this calculation marching through the samples in the training data set. P (Y = arg max j f j |f ), as a function of g(arg max j f j , f ) can be estimated from the collection of pairs of the hinge loss and the indicator. If we further assume the complete symmetry of k classes, that is, P (Y = 1) = · · · = P (Y = k) and P (f |Y = y) = P (π(f )|Y = π(y)) for any permutation operator π of {1, · · · , k}, it follows that P (Y = arg max j f j |f ) = P (Y = π(arg max j f j )|π(f )). Consequently, under these symmetry and invariance assumption with respect to k classes, we can pool the pairs of the hinge loss and the indicator for all the classes, and estimate the invariant prediction strength function in terms of the loss, regardless of the predicted class. In almost separable classification problems, oftentimes we would see the loss values for correct classifications only, impeding the estimation of the prediction strength. Again, we can apply similar heuristics of predicting a class only when the corresponding loss is less than, say, the 95th percentile of the empirical loss distribution. This cautious measure will be exercised in the application following this section.
The second approach to reject a prediction by SVMs naturally arises in solving multiclass problems by binary classifiers in the one-vs-rest fashion. Breaking a multiclass problem into a series of unrelated binary problems is apt to yield unresolved calls such as non-membership prediction (it does not belong to any of the known classes) and conflicting prediction (it falls into more than one class). Though the possibility of having unresolved calls may not be desirable in general, such indecisive prediction does mean a weak call subject to rejection. Yeo and Poggio (2001) demonstrated the idea of rejecting the two kinds of predictions in a tumor classification problem with four types, using binary SVMs, and other methods in the one-vs-rest fashion. They could reject the predictions made on 5 test examples which indeed do not fall into any of the four classes. It is worth mentioning that the population version of this approach is equivalent to making a prediction only when the predicted class has more than a 50% chance of being correct. If a more stringent classification rule is necessary in making prediction for unseen examples, then one can use the nonstandard binary SVMs in Lin et al. (2002) which adjust the costs for two different types of misclassification to achieve a required accuracy.
Data Analysis and Results
Leukemia Data Set
The leukemia gene expression data set from Golub et al. (1999) is revisited. Classification of acute leukemias has been done based on subtle morphological differences under the microscope or results of histobiochemical and cytogenetic analyses. Recently, Golub et al. (1999) suggested gene expression monitoring for cancer classification, and they demonstrated this idea on the classification of two preclassified leukemias, ALL (acute lymphoblastic leukemia) and AML (acute myeloid leukemia). These two cancer types were identified based on their origins, lymphoid (lymph or lymphatic tissue related) and myeloid (bone marrow related), respectively. ALL could be further divided into Bcell and T-cell ALLs. Several classification methods were applied to the data set as a two-class (ALL/AML) problem. They include "weighted voting scheme" in the original paper, and the binary Support Vector Machine in Furey et al. (2000) and Mukherjee et al. (1999) . Dudoit et al. (2000) compared the performance of several discrimination methods such as linear discriminant analysis, CART, and nearest neighbor classifiers, for three tumor classification problems. In the last paper, the leukemia set was analyzed as both two-class (ALL/AML) and three-class problems.
We consider the problem as a three cancer types classification problem. Table 1 shows the class distribution of the leukemia data set. 38 training examples were all from bone marrow samples while 24 test examples were from bone marrow, and the remaining 10 test examples from peripheral blood samples. It was mentioned in Golub et al. (1999) that the test set may be more heterogeneous than the training set due to the different origin of the samples and different sample preparation protocols. However, Dudoit et al. (2000) argued that the heterogeneity does not seem to be prominent. The number of variables (genes) in the study is 7129. Since those genes irrelevant to the class prediction would degrade the performance of classifiers, we need to select relevant genes first for the accuracy of prediction. Before variable selection, standardization of the variables is necessary. Standardization of each variable (gene) across samples is a usual way in any statistical analysis. However, standardization of each sample, in other words, each array, across genes is often adopted in gene expression analysis. Additional preprocessing steps were taken in Dudoit et al. (2000) for the data before the standardization: (i) thresholding (floor of 100 and ceiling of 16000), (ii) filtering (exclusion of genes with max / min ≤ 5 and max − min ≤ 500 across the samples), (iii) base 10 logarithmic transformation. The filtering resulted in 3571 genes. To see the effect of different preprocessing and standardization, we tried both (A) to standardize each gene, and (B) to preprocess the data first according as Dudoit et al. (2000) , and to standardize each array, in the following analysis.
Selecting important variables (genes) out of 7129 would be a formidable task if we require learning classifiers with all the possible subsets of the variables. To circumvent the difficulty, simple prescreening measures were used to pick out relevant variables in the previous applications, Golub et al. (1999) , and Dudoit et al. (2000) . Since the multiclass problems are of current concern in this paper, we use the ratio of between classes sum of squares to within class sum of squares for each gene, following Dudoit et al. (2000) . For gene ℓ, the ratio is defined as
where n is the training sample size, 38 in the leukemia data set,x (j) ·ℓ indicates the average expression level of gene ℓ for class j samples, andx ·ℓ is the overall mean expression levels of gene ℓ in the training set. We pick genes with the largest ratios. For instance, Figure 1 depicts the expression levels of 40 important genes selected by (8) in a heat map for the training samples standardized according to (B) . Each row corresponds to a sample, which is grouped into the three classes, and the columns representing genes, are clustered in a way the similarity within each class and the difference between classes are easily recognized. We can expect from the figure that the selected 40 genes would be informative in discriminating the three classes. Table 2 shows the list of the top 20 genes out of 40 genes which maximize class separation in terms of (8). These genes encode functional proteins responsible for transcription factor, development, metabolism and structure. Since B-cell ALL (ALLB) and T-cell ALL (ALLT) arise from the same origin, we expected that these classes show similar trend in gene expression. However, surprisingly, the inspection of 20 most informative genes revealed that gene expression patterns in ALLB are much closer to those in AML than ALLT. ALLT showed quite different gene expression behavior than others. The box plots in Figure 2 illustrate four different gene expression patterns chosen from the top ranked 20 genes in the training set. More than 10 genes showed patterns similar to (i) gene 1, which possibly L04953  U09278  D38524  U49742  M58285  U47928  D86640  D83782  U37707  U58087  HG2525−HT2621   M76559  D79998  M87860  U15085  U38545  U14518  HG3063−HT3224   L26336  D49677  L17330  M58583  U52154  M74719  D82344  U15177  U38268  HG4185−HT4455   M74096  D43948  HG3987−HT4257  HG4157−HT4427   M96739  S73205  M77016  M73489  U50534  M55543  L04953  U09278  D38524  U49742  M58285  U47928  D86640  D83782  U37707  U58087  HG2525−HT2621   M76559  D79998  M87860  U15085  U38545  U14518  HG3063−HT3224   U21051−rna1   L26336  D49677  L17330  M58583  U52154  M74719  D82344  U15177  M37984−rna1   U38268  HG4185−HT4455   M74096  D43948  HG3987−HT4257  HG4157−HT4427   M96739  S73205  M77016  M73489  U50534  M55543 −−−−−− Figure 1 : The heat map shows the expression levels of 40 most important genes for the training samples when they are standardized according to (B) . Each row corresponds to a sample, which is grouped into the three classes, and the columns represent genes. The 40 genes are clustered in a way the similarity within each class and the dissimilarity between classes are easily recognized.
implies that ALLB might be closer to AML than ALLT. Whereas, only a few genes match with the patterns in (ii), (iii) and (iv). This is the reason as to why those genes listed as important predictors in distinguishing ALL from AML in Golub et al. (1999) do not overlap any of the genes in Table  2 , other than the fact that different variable selection criteria and standardization procedures were used.
We apply the MSVM to the data with various numbers of genes, and different standardization steps. In addition, we compare the performance of the multicategory SVM classifiers for different choice of kernel functions, and tuning methods. For the choice of kernel function K(x 1 , x 2 ), the Gaussian kernel exp(−
) and the linear kernel x t 1 x 2 are considered. We compare two tuning methods; the leaving-out-one cross validation (LOOCV) based on misclassification counts and the Generalized Approximate Cross Validation (GACV). Table 3 summarizes the classification results. The first column is the number of variables included, with indication of the applied preprocessing Table 2 . A possible grouping of the genes depending on the expression patterns is (i) gene 1, 2, 4, 5, 6, 7, 8, 9, 10, 11, 14, 16, and 17, (ii) gene 3, and 18 (iii) gene 12, 13 and 15, and (iv) gene 19. Since gene 20 showed a slightly different pattern than the others, it was not included in the grouping. Only one representative gene from each group is shown in the four panels.
procedure (A) or (B)
. The values in the parentheses in the third column are optimal tuning parameters chosen by the specified method. A grid search was made for λ in the linear kernel case, and (λ, σ) jointly in the Gaussian kernel case. The optimal parameters are on log base 2 scale. Typically, the LOOCV in nearly separable classification problems does not have a unique minimum due to the non-convexity of the misclassification loss function. On the contrary, GACV gives a unique minimum, which is usually a part of the LOOCV multiple minima. Finally, the number of misclassified test samples, when the estimated classification rule is applied to 34 test samples, is in the last column, along with the misclassified test sample id's in the parentheses. The non integer values in the last column are due to the multiple minima. They are the averaged misclassification counts over all the tuning parameters chosen by LOOCV. The effect of the preprocessing steps can be read from the table. For the preprocessing (A), adding 50 more genes to the 50 important genes reduced the test error rate. Comparable or even smaller test error rate is achieved using only 40 genes when the data are preprocessed according to (B) . Reducing the number of genes further down to 10, using (B) made the classification performance worse, which is not shown in the table.
From the previous studies, the test error rates reported range from 0 to 5 out of 34. Note that they resulted from solving ALL vs AML binary problem, not to mention any difference in classification (71) methods and preprocessing steps used in the papers. So, the test error rates from other studies may not be directly comparable to that of the multicategory SVM presented here. However, considering that multiclass problems are harder than binary problems, the performance of the MSVM in this three-class problem seems encouraging. Also, test samples frequently misclassified in this analysis, primarily intersect with those reported in the previous analyses. The Gaussian kernel function seems to give a slightly better result than the linear kernel function, but there is no significant difference. In terms of the test error rates, none of the tuning methods, GACV and LOOCV, gives a dominantly better result than the other. Figure 3 shows the evaluations of the three components f 1 , f 2 , and f 3 for 34 test samples, when the Gaussian kernel function was used with the GACV tuning method for the data preprocessed as (B). Recall that the population version of (f 1 , f 2 , f 3 ) in the MSVM is the representation of the most probable class, and accordingly, we predict class j with the maximum component f j at x. In this example, the class codes, (1, −1/2, −1/2), (−1/2, 1, −1/2) and (−1/2, −1/2, 1) correspond to ALL B-cell lineage, ALL T-cell lineage, and AML, respectively. Each test sample is drawn in a different color depending on the class that it falls into; ALL B-cell in blue, ALL T-cell in red, and AML in yellow. We can see from the figure that overall the estimated (f 1 , f 2 , f 3 ) approximates the corresponding class code and their proximity to the ideal class code varies along the test samples. Out of 34, there is one misclassified sample located at 56, which is from ALL B-cell, but classified into ALL T-cell. The test samples were rearranged in the figure, in order that samples from the same class cluster together. So, each value in the horizontal axis does not match with the test id in the original data set. The test id of the misclassified sample is 71. Figure 3: Evaluations of the three components (f 1 , f 2 , f 3 ) for 34 test samples. The class codes, (1, −1/2, −1/2), (−1/2, 1, −1/2) and (−1/2, −1/2, 1) correspond to ALL B-cell lineage, ALL T-cell lineage, and AML, respectively. The true test example class is indicated by colors; ALL B-cell in blue, ALL T-cell in red, and AML in yellow. There is one misclassified sample located at 56. Khan et al. (2001) classified the small round blue cell tumors (SRBCTs) of childhood into 4 classes; neuroblastoma (NB), rhabdomyosarcoma (RMS), non-Hodgkin lymphoma (NHL) and the Ewing family of tumors (EWS) using cDNA gene expression profiles. The data set is available from http://www.nhgri.nih.gov/DIR/Microarray/Supplement/. 2308 gene profiles out of 6567 genes are given in the data set after filtering for a minimal level of expression. The training set consists of 63 samples falling into 4 categories each, while the test set contains 20 SRBCT samples and 5 non SRBCTs (2 normal muscle tissues and 3 cell lines including an undifferentiated sarcoma, osteosarcoma, and a prostate carcinoma). Table 4 shows the distribution of the four distinct tumor categories in the training set and the test set. Note that Burkitt lymphoma (BL) is a subset of NHL. Khan et al. (2001) successfully diagnosed the tumor types into four categories using Artificial Neural Networks. Also, Yeo and Poggio (2001) applied k Nearest Neighbor (kNN), weighted voting and linear SVM in one-vs-rest fashion to this four-class problem, and compared the performances of these methods when they are combined with several feature selection methods for each binary classification problem. It was reported that mostly SVM classifiers achieve the smallest test error and LOOCV error when 5 to 100 genes (features) are used. For the best results shown in the paper, perfect classification was possible in testing the blind 20 samples as well as in crossvalidating 63 training samples with one training example left out each time. Yeo and Poggio (2001) did not tell how the classifiers with a tuning parameter such as kNN and SVM were tuned. However, it is clear from the context that the LOOCV errors reported in the paper refer to the misclassification counts over 63 training samples, each of which is left out to validate a classifier tuned and trained from the remaining 62 examples. Not to be confused, we refer to LOOCV tuning error whenever LOOCV is used as a tuning measure in this section. Since the one-vs-rest scheme needs four binary classifiers in this problem, the maximum number of distinct features used in learning a complete classification rule is four times the number of features for each binary classifier.
Small Round Blue Cell Tumors of Childhood
For comparison, we apply the MSVM to the problem using 20, 60, 100 genes. We take logarithm base 10 of the expression levels and standardize arrays before applying the classification method. Table 5 shows the list of top 20 genes. Most of genes were consistently selected from the top 96 genes used for the analysis in Khan et al. (2001) . However, the list includes 4 additional genes, which are neurofibromin 2, Isg20, cold shock domain protein A, and WASP, and their biological functions are poorly characterized. Table 6 is a summary of the classification results by MSVMs. The Gaussian kernel function was our choice of kernel function in the analysis. Though the previous studies showed that linear classifiers are good enough to achieve almost perfect classification, we find that flexible basis functions such as the Gaussian kernel are particularly effective for multiclass problems. The classification results with the linear kernel function are not shown in the table, but it was observed that linear MSVMs achieve similar performances as Gaussian MSVMs although their evaluated decision vectors are less specific to the class representation than those of the Gaussian kernel. The second column indicates the optimal tuning parameters pair λ and σ on log 2 scale Training set 12  20  8  23  63  Test set  6  5  3  6  20  Total  18  25  11  29  83 chosen by the GACV tuning measure (7). In fact, the LOOCV tuning error as a function of the tuning parameters was zero at multiple minima. The phenomenon that LOOCV tuning error has multiple minima while the multiple minima include the optimal tuning parameters given by GACV was observed in this experiment as well. The zero LOOCV tuning errors imply that the classification task is not challenging at all. The number of Support Vectors (SVs) in the third columns indicates how many samples out of 63 have nonzero coefficients in the expression of the solution (3). Removing non Support Vectors does not change the solution, and the number of SVs is related to the fraction of the training data near the classification boundary induced by the SVM. We observe from the table that a large number of features involved tend to produce a large number of SVs. It seems due to the sparsity of the data in a high dimensional space. The proposed MSVMs are crossvalidated for the training set in leaving-out-one fashion, with zero error attained for 20, 60, and 100 genes, as shown in the fourth column. The last column shows the final test results. Genes are selected according to the ratio of between class variability relative to within class variability in (8). Using the top ranked 20, 60, and 100 genes, the MSVMs correctly classify 20 test examples. With all the genes included, one error occurs in LOOCV and the misclassified example is identified as EWS-T13, which was reported to occur frequently as an LOOCV error in Khan et al. (2001) and Yeo and Poggio (2001) . The test error using all genes varies from 0 to 3 depending on tuning measures. The MSVM tuned by GACV gives 3 test errors while LOOCV tuning gives 0 to 3 test errors.
Perfect classification in crossvalidation and testing with high dimensional inputs, suggests a possibility of a compact representation of the classifier in a low dimension. The main obstacle of analyzing high dimensional data like gene expression data is that we are not capable of visualizing the raw data in their original space, and consequently it is hard to make judicious calls in fitting and assessing models. However, such high dimensional data oftentimes reside in a low dimensional subspace. Using dimension reduction techniques such as the principal component analysis, we can visualize the data approximately in a much lower dimension than that of the original space. Figure  4 displays the three principal components of the top 100 genes in the training set as circles. Squares represent the corresponding three principal coordinates of the test set when we apply the linear combinations obtained from the training set to the test samples. Different colors identify four different tumor types; EWS in blue, BL in purple, NB in red, RMS in green, and non SRBCT in cyan. Notice that the principal coordinates of 5 non SRBCTs in the test set land on 'no man's land', encircled by the samples from the four known classes. It clearly shows that three linear combinations of the 100 gene expression profiles are informative enough to differentiate 4 tumor types. The three principal components contain total 66.5% variation of 100 genes in the training set. They contribute 27.52%, 23.12% and 15.89%, respectively and the fourth component not included in the analysis explains only 3.48% of variation of the training data. With the three principal components (PCs) only, we apply the MSVM, and the corresponding classification result is in the last row of Table 6 . Again, perfect classification is achieved in crossvalidating and testing. Indeed, the zero test error is no surprise from the picture, and we have checked that QDA (quadratic discriminant analysis), a simple traditional method, which could not be applied when the dimension of input space exceeds the sample size, gives the same zero test error once the data are represented by three PCs. Other benefit of the dimension reduction for MSVMs is that the number of SVs is noticeably reduced to about a third of the training sample size. Figure 5 shows the predicted decision vectors (f 1 , f 2 , f 3 , f 4 ) at the test samples. The four class labels are coded according as EWS: (1, −1/3, −1/3, −1/3), BL: (−1/3, 1, −1/3, −1/3), NB: (−1/3, −1/3, 1, −1/3), and RMS: (−1/3, −1/3, −1/3, 1). We follow the color scheme in Figure 4 , to indicate the true class identities of the test samples. For example, blue bars correspond to EWS samples, and the ideal decision vector (f 1 , f 2 , f 3 , f 4 ) for them is Table 6 : LOOCV error and Test error for SRBCT data set. MSVMs with the Gaussian kernel are applied to the training data set. The second column indicates the optimal tuning parameters pair, λ and σ on log 2 scale chosen by the GACV. The third column presents the number of Support Vectors in the final solution of the MSVM with the number of genes specified as in the first column. The last row shows the results by using only three principal components (PCs) from 100 genes. Figure 5 . In clinical settings, it is important to be able to reject classification whenever samples not falling into the known classes are given. Now, we demonstrate that the MSVM predictions are specific enough to identify the peculiarity of the 5 non SRBCTs. The loss function at x in (2) is used to measure the MSVM prediction strength at unseen example x, as described earlier. The smaller loss, the stronger prediction. The last panel in Figure 5 depicts the loss for the predicted MSVM decision vector at each test sample including 5 non SRBCTs. The dotted line indicates the threshold of rejecting a prediction given the loss. That is, any prediction with loss above the dotted line will be rejected. It is set at 0.2171, which is a jackknife estimate of the 95th percentile of the loss distribution from the training data set. Note that the LOOCV error for the training data set was zero, so all the 63 losses that the jackknife estimate is based on are from correct predictions. The losses corresponding to the predictions of 5 non SRBCTs all exceed the threshold, while 3 test samples out of 20 can not be classified confidently by thresholding.
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Discussion
In this paper, we applied MSVMs to diagnose multiple cancer types based on gene expression profiles in conjunction with a method of thinning out genes. The main motivation was to demonstrate that the MSVM specially developed for multiclass problems can accurately classify cancer types and to compare the performance of MSVMs to those reported in the previous studies, in particular, that of a series of binary SVMs for multiple cancer types. The MSVM method could achieve perfect classification or near perfect classification for the two data sets considered. The classification accuracy is comparable to other methods. The cancer classification problems using gene expression profiles available so far are observed to be very separable and not a challenging task once the dimension of the input space is reduced. In other words, it has the implication that gene expression profiles are informative enough to differen- tiate several tumor types. If this is a prevalent characteristic of the cancer diagnosis problem with gene expressions, then the accuracy of any reasonable classifier may not be significantly different. Differences, if any, will get evident as we accumulate more information on this kind of data. Still, there are certain advantages of flexible classifiers, for example, the SVM is often advocated to be suitable for the tumor classification problems using gene expression data, since in principle it can handle variables even larger than the sample size via its dual formulation. In this sense, MSVMs and binary SVMs may look resistant to the curse of dimensionality, but it is obvious that the presence of irrelevant noise variables does deteriorate their classification accuracy. Not only for the sake of the parsimony, the dimension reduction including gene selection is indispensable to improve accuracy.
The MSVM methodology is a generic approach to multiclass problems treating all the classes simultaneously. Solving a series of binary problems instead, in one-vs-rest fashion has potential drawbacks when classes overlap considerably. The pairwise approach often exhibits large variability since each binary classifier is estimated from a small subset of the training data. If there are quite a few classes and pooling some classes into a hyperclass gives much simpler classification problems than the original problem, the simultaneous approach may not be very efficient. Nonetheless, the difficulty is how to form such hyperclasses cleverly without a priori knowledge about the relation among classes. The effectiveness of the various approaches to solve multiple tumor types diagnosis problems remains to be addressed as we collect more evidence. From the classification accuracy shown in this paper and its flexibility, we believe that the MSVM has a great potential to be used for medical diagnosis.
Note added
A few references on other extensions of the binary SVM to the multiclass case have been added and a couple of notations have been clarified on May 21, 2002. Section 2.2 has been slightly revised on July 7, 2002.
