Abstract. This article performs a unified convergence analysis of a variety of numerical methods for a model of the miscible displacement of one incompressible fluid by another through a porous medium. The unified analysis is enabled through the framework of the gradient discretisation method for diffusion operators on generic grids. We use it to establish a novel convergence result in L ∞ (0, T ; L 2 (Ω)) of the approximate concentration using minimal regularity assumptions on the solution to the continuous problem. The convection term in the concentration equation is discretised using a centred scheme. We present a variety of numerical tests from the literature, as well as a novel analytical test case. The performance of two schemes are compared on these tests; both are poor in the case of variable viscosity, small diffusion and medium to small time steps. We show that upstreaming is not a good option to recover stable and accurate solutions, and we propose a correction to recover stable and accurate schemes for all time steps and all ranges of diffusion.
1. Introduction 1.1. The miscible displacement model. The single-phase, miscible displacement of one incompressible fluid by another through a porous medium is described by a nonlinearly-coupled initialboundary value problem [13, 55, 59] . Denote the porous medium by Ω and write (0, T ) for the time period over which the displacement occurs. Neglecting density variations of the mixture within the domain, the unknowns are the hydraulic head p (simply called "pressure" in this paper) and the concentration c of one of the components in the mixture, from which one computes the Darcy velocity u of the fluid mixture. The model reads u(x, t) = − K(x) µ(c(x, t)) ∇p(x, t) div u(x, t) = (q I − q P )(x, t)
, (x, t) ∈ Ω × (0, T ); (1.1a)
Φ(x)∂ t c(x, t) − div (D(x, u(x, t))∇c − cu) (x, t) = (ĉq I − cq P )(x, t), (x, t) ∈ Ω × (0, T ). (1.1b)
The reservoir-dependent quantities of porosity and absolute permeability are Φ and K, respectively. The coefficient D(x, u) is the diffusion-dispersion tensor, and the coefficientĉ is the injected concentration. The sums of injection well source terms and production well sink terms are q I and q P , respectively. Assuming that the reservoir boundary is impermeable gives the no-flow boundary conditions u(x, t) · n(x) = 0, (x, t) ∈ ∂Ω × (0, T ), and (1.1c)
D(x, u)∇c(x, t) · n(x) = 0, (x, t) ∈ ∂Ω × (0, T ), (1.1d) where n(x) denotes the exterior unit normal to ∂Ω at x ∈ ∂Ω. The first of these enforces a compatibility condition upon the source terms:
Ω q I (x, t) dx = Ω q P (x, t) dx for all t ∈ (0, T ).
(1.1e)
One prescribes the initial concentration c(x, 0) = c 0 (x), x ∈ Ω, (1.1f) and the system is completed with a normalisation condition on the pressure to eliminate arbitrary constants in the solution p to (1.1a):
Ω p(x, t) dx = 0 for all t ∈ (0, T ).
(1.1g)
Russell and Wheeler [59] give a complete derivation of the system (1.1), which is hereafter called the miscible displacement model.
Literature review. The novelty of this article's main result -Theorem 3.7 -is twofold.
It presents what we believe is the first unified convergence analysis of a number of numerical schemes for the approximation of solutions to (1.1), and it provides a uniform-in-time strong-in-space convergence property for the concentration. The unified analysis is performed using a generic framework which, given a classical numerical method (a list of which is given below) for linear elliptic equations, provides a way to design from it a numerical scheme for the miscible displacement problem that ensures convergence. The uniform-in-time convergence analysis uses a recently-discovered technique [26] developed for scalar degenerate parabolic equations to establish convergence in L ∞ (0, T ; L 2 (Ω)) (i.e. uniform-in-time) of the approximate concentrations, thereby improving upon previous results that establish convergence in L 2 (0, T ; L 2 (Ω)) [4, 56] or in L q (0, T ; L r (Ω)) for all q < ∞ and r < 2 [10] .
The miscible displacement model has a large and diverse numerical literature [47] . Early work by Peaceman [53, 54] and Douglas [21, 22] uses finite differences. Finite element (FE) and mixed finite element (MFE) methods for the miscible displacement problem were the subject of considerable interest in the 1980s, with several studies conducted by Douglas, Ewing, Russell, Wheeler and their colleagues [20, 36, 38, 39, 59] .
In general, different methods for (1.1a) and (1.1b) are combined to produce a scheme for (1.1). Indeed, the convection-dominated nature of (1.1b) leads Russell and others to develop characteristic tracking methods for handling this equation [37, 57, 58] . Related to these are the so-called EulerianLagrangian localised adjoint methods (ELLAMs) [9, 61] . Finite volume (FV) and mixed finite volume (MFV) methods have been studied for the transport equation alone [2] (with a MFE method for the pressure equation) and the whole system [10] , and also Discrete Duality Finite Volume (DDFV) methods [11, 12] . Discontinuous Galerkin (dG) methods are also often employed in the numerical study of (1.1) [4, 50, 56, 60, 62 ].
1.3. Motivation and framework for the analysis. Given the diversity of methods applied to (1.1) and their corresponding convergences, a natural question to ask is whether we can unify these analyses so that a single convergence proof holds for all (or at least some) of the methods. A unified convergence analysis of this nature requires an appropriate framework; one that is sufficiently abstract so as to encompass as many numerical methods as possible, but sufficiently concrete to recover existing results for the methods in question. Such a framework is the Gradient Discretisation Method (GDM), introduced and developed by Droniou, Eymard, Gallouët, Guichard, Herbin and their collaborators, and which is the subject of a forthcoming monograph [28] to which we refer frequently. Section 3 gives a reasonably self-contained presentation of the elements of the GDM required for the subsequent analysis of (1.1). Following the GDM literature, it identifies the four key properties of coercivity, consistency, limit-conformity and compactness that a numerical method must satisfy in order for the subsequent proof of Theorem 3.7 in Section 5 to apply. If a numerical method can be written in such a manner that it satisfies these four properties, then Theorem 3.7 shows that it will approximate solutions to (1.1) with convergences prescribed in the statement of the theorem. In particular, the approximate concentrations will converge in L ∞ (0, T ; L 2 (Ω)). At the time of writing, methods known to satisfy the GDM framework include FE with mass lumping [15] ; the Crouzeix-Raviart non-conforming FE, with or without mass-lumping [17, 35] ; the Raviart-Thomas MFE [7] ; the Discontinuous Galerkin scheme in its Symmetric Interior Penalty version [19] ; the Multi-Point Flux Approximation (MPFA) O-method [1, 34] ; DDFV methods in dimension two [3, 49] and the CeVeFE-DDFV scheme in dimension three [16] ; the Hybrid Mimetic Mixed (HMM) family [29] , which includes the SUSHI scheme [42] , Mixed Finite Volumes [25] and mixed-hybrid Mimetic Finite Differences (MFD) [8] ; nodal MFD [6] ; and the Vertex Approximate Gradient (VAG) scheme [43] . Theorem 3.7 therefore applies to these methods, when a centred discretisation is employed for the convection term.
For most nonlinear models, convergence proofs using the GDM framework are based on compactness techniques. In contrast to establishing error estimates on the solution -the method favoured by most studies in the literature cited above -such analyses do not require uniqueness or regularity of the solution to the continuous problem, assumptions that are inconsistent with what the physical problem suggests and what the theory provides (see the discussion in Droniou, Eymard and Herbin [31] ). The cost of removing these uniqueness/regularity assumptions is the ability to establish rates of convergence with respect to discretisation parameters. Examples of studies that employ compactness techniques include Chainais-Hillairet-Droniou (MFV) [10] ; Amaziane and Ossmani (MFE/FV) [2] ; Bartels, Jensen and Müller (dG) [4] ; Rivière and Walkington (dG/MFE) [56] and subsequently Li, Rivière and Walkington [50] (dG).
Compactness techniques first establish a priori energy estimates on the solution to the numerical scheme, which yield weak compactness in the appropriate spaces. Ensuring convergence of the numerical solutions for nonlinear problems such as (1.1b) typically requires stronger compactness than what the estimates alone afford. For time-dependent problems, one obtains such compactness by estimating the temporal variation of the numerical solution. From here one may apply discrete analogues of the Aubin-Simon lemma. This is the procedure we employ herein. Our estimates on the discrete pressure and concentration are a straightforward adaptation of Chainais-Hillairet-Droniou [10] . The discrete time derivative estimate Lemma 4.4 is in the spirit of Droniou-Eymard-Gallouët-Herbin [30] , and for the convergence of the scheme we adapt many arguments from Eymard-Gallouët-Guichard-Masson [41] , who study a related two-phase flow problem.
1.4. Centred discretisation of the convection term. The GDM framework offers a generic discretisation of diffusion operators, but (1.1) features a (dominant) convection term div(cu). This term is usually discretised with an upstream weighted scheme, or occasionally the aforementioned modified method of characteristics. The motivation for our use of a centred discretisation is that it is an opportunity to compare the upstream and centred approaches by the results of numerical experiments conducted using two simple schemes that we present in Section 3.2. The numerical results provided in Section 6 include test cases from the literature, as well as a novel analytical test case. As expected, they show that both schemes are well-behaved in the presence of sufficient diffusion. With small dispersion and the absence of molecular diffusion, centred schemes also behave rather well for time steps of the same magnitude as those commonly used in the literature. However, they display large instabilities for smaller time steps, and upstream versions similarly do not produce acceptable results. We propose a way to introduce in centred schemes some additional diffusion to recover accurate and stable results for a wide range of time steps. This diffusion is isotropic, scaled by the magnitude of the Darcy velocity, and vanishes with the mesh size.
Constructing a centred scheme is straightforward in the GDM framework. We mention however that including other kinds of advection discretisations in a unified analysis is possible, by following the ideas of Beirão da Veiga, Droniou and Manzini [5] for HMM methods (or other face-based methods), and Eymard, Feron and Guichard in the context of incompressible Navier-Stokes [40] .
Let us finally remark that, to enable the convergence analysis, we apply a truncation (onto the unit interval) to the concentration in the convection term, and we add a boundedness hypothesis on D to remove the truncation from the limit equation (see Remark 5.1).
1.5. Notation. For a topological vector space X(Ω) of functions on Ω, we write (X(Ω)) for its topological dual. When writing the duality pairing ·, · (X(Ω)) ,X(Ω) , we omit the subscripts if they are clear from the context. When z ∈ (1, ∞) is a Lebesgue/Sobolev exponent, we write z = z z−1 for its conjugate. We denote by H 1 (Ω) those elements of H 1 (Ω) whose integral over Ω vanishes, equipped with the usual norms.
We use C to denote an arbitrary positive constant that may change from line to line. When C appears in an estimate we track only its relevant dependencies (or non-dependencies, as is frequently the case). These dependencies are understood to be nondecreasing. Given x ∈ Ω and ζ ∈ R d , we write D 1/2 (x, ζ) for the square root of D(x, ζ), which is well defined since we always assume that D(x, ζ) is a symmetric, positive-definite matrix; similarly for A and A 1/2 defined in the next section.
Problem reformulation and assumptions
In order to simplify the presentation, we write the miscible displacement model in the following synthesised form, henceforth using (p, u, c) to denote exact solutions and (p, u, c) to denote approximate solutions obtained by the numerical scheme:
Our assumptions on the data are then as follows.
Ω is a bounded, connected polytopal subset of R d , d = 1, 2 or 3, and T > 0. (2.2a)
Denote by S d (R) the set of d × d symmetric matrices with real entries. The tensor A encodes the absolute permeability K and viscosity µ:
We assume that the diffusion-dispersion tensor satisfies
The assumptions on the porosity, injected concentration and initial concentration are standard:
Φ ∈ L ∞ (Ω) and there exists φ * > 0 such that for a.e.
Finally, we assume that
Remark 2.1. Peaceman showed [53] that the diffusion-dispersion tensor takes the form
Here I is the d-dimensional identity matrix, d m > 0 is the molecular diffusion coefficient, and d l > 0 and d t > 0 are the longitudinal and transverse mechanical dispersion coefficients, respectively. Although (2.3) satisfies the coercivity condition in (2.2c), it is not uniformly bounded. Indeed, one can show that |D(x, u)| ≤ C(1 + |u|), where C > 0. The necessity of our stronger assumption on D can be traced to our choice of discretisation for the convection term in (2.1b); we discuss this further below.
We henceforth supress the dependence on space of A and D from the notation by writing A(x, c) = A(c) and D(x, u) = D(u).
Remark 2.2. The assumption that the sources are bounded is primarily to simplify the analysis. Indeed, it suffices to take q
, where r > 1 if d = 2 and r ≥ 3 2 if d = 3. These spatial regularities on q P arise from the need to bound the production well term in the discrete time derivative estimate (4.11) below, which can be accomplished using a discrete Sobolev inequality [28, Lemma B.24] . Employing this inequality, one can improve the spatial regularity of both the discrete test function and the approximation to c from
. Whilst most of the schemes that we consider in the Gradient Discretisation Method framework satisfy such a discrete Sobolev inequality, its sole usage herein would be in the estimate (4.11).
The main result of this article demonstrates that our approximate solutions converge to the following notion of weak solution to (2.1), the existence of which is due to Feng [46] , Chen and Ewing [14] (both of whom assume Peaceman's diffusion-dispersion tensor) and Fabrie and Gallouët [45] (who use the assumption (2.2c)). 
There are two noteworthy features to this definition. First, the regularity of c matches that of ϕ, so one can take ϕ = c. In doing so, by integrating by parts on the time derivative term and using the elliptic equation to transform the convective term (see the proof of [32, Proposition 3.1]), it is straightforward to show that for every T 0 ∈ (0, T ), the solution satisfies the identity
We will see that the ability to take c as a test function in the transport equation is critical to ensuring our generic discretisations properly approximate (2.4), and this resultant identity enables improved temporal convergence of the approximation to c. We consider a solution to be a pair (p, c) rather than a triple (p, u, c). This is inconsequential, and comes from the fact that our generic discretisation below requires only approximations of p and c, from which we obtain an approximation u by the discrete gradient operator. Note however that many finite element and finite volume schemes for (2.1) approximate u directly, since numerical differentiation of the approximation to p can lead to rather poor approximations of the Darcy velocity [18, 37] .
Discrete problem and main result
The basic objects of study in our GDM discretisation of the miscible displacement problem are the gradient discretisation, which must satisfy the four properties of coercivity, consistency, limitconformity and compactness in order to guarantee convergence of the associated gradient scheme.
, where
The set X D of discrete unknowns is a finite-dimensional vector space over R.
d is a linear mapping called the gradient reconstruction operator, and must be chosen so that · D,ell defined by
is a norm on X D . We also define
Note that besides the use of the · D,para norm in (iii), this notion of gradient discretisation is identical to the space-time gradient discretisation for parabolic Neumann problems presented in [28, Definitions 3.1 and 4.1].
The subscripts 'ell' and 'para' denote elliptic and parabolic, respectively, and reflect the fact that we use · D,ell to estimate the discrete pressure and · D,para to estimate the discrete concentration. The manner in which we incorporate the zero-mean value of the pressure into the scheme (see (3.3a) ) necessitates the use of the · D,ell norm and its associated Poincaré inequality (3.4) to obtain a spatial L 2 estimate on the discrete pressure. The presence of the time derivative in the parabolic equation affords the same estimate without the use of a Poincaré inequality, hence the · D,para norm. Next we introduce some notation. Consider n ∈ {0, . .
2 ) and define the discrete time derivative
We use the notation Π ex D , Π D , ∇ D (with 'exp' for explicit) for functions dependent on both space and time as follows. For almost-every x ∈ Ω, for all n ∈ {0, . . . , N − 1} and all t ∈ (t (n) , t
Normally only one choice of evaluation is required, either implicit (
. Again, the coupled nature of the miscible displacement problem appears to necessitate the use of both. We discuss this further below.
Before introducing the scheme, one final remark is necessary. The solution c to (2.1b) satisfies a maximum principle: 0 ≤ c ≤ 1. We cannot in general prove such an a priori estimate on the numerical approximation of c in the GDM framework, except in very specific cases such as the two-point finite volume scheme on simple meshes and with a diffusion-dispersion tensor that does not depend on u [24, 41] . Indeed, in Section 6 we present numerical results on coarse meshes that exhibit values of the concentration outside the unit interval. To establish the basic discrete energy estimates of Lemma 4.2 on the numerical solution, it is therefore necessary for us to stabilise the scheme by means of a truncation operator applied to c in the convection term. To this end, for s ∈ R define the truncation onto the unit interval by
The scheme for (2.1) is then obtained by replacing the continuous spaces and operators in (2.4) with their discrete analogues.
Definition 3.2 (Gradient scheme for (2.1)). Find sequences
Note the choice of Π D c (n) (i.e. explicit in time) in the definition of the discrete Darcy velocity. This choice follows Chainais-Hillairet-Droniou [10] and decouples the scheme for (2.1a) from the scheme for (2.1b). This facilitates the proof of existence of solutions to (3.3), but is by no means necessary. It does, however, reflect a structural choice common to many schemes in the literature on the miscible displacement problem. The second integral term in (3.3a) accounts for the zero mean value of p.
In order to prove the main result of this article, our gradient discretisations must satisfy properties that mimic as much as possible the properties of the continuous operators. The first of these, coercivity, imposes a restriction on the L 2 interaction between Π D and ∇ D . In particular, it gives us a discrete Poincaré inequality and ensures stability of the underlying method.
Definition 3.3 (Coercivity). Let
A sequence (D m ) m∈N of gradient discretisations is coercive if there exists C P ∈ R + such that for all m ∈ N, C Dm ≤ C P .
The corresponding Poincaré inequality for the · D,ell norm is then
The next property, consistency, ensures that we can recover our (spatial) solution space H 1 (Ω) to arbitrary L 2 precision using reconstructed functions and their gradients from X D . In this sense, it shows that X D is a 'good sample' of H 1 (Ω). This property also ensures the recovery of the initial condition, and the convergence to 0 of the time steps.
, and
Elements of the continuous spaces in our problem satisfy a divergence formula. The quantity W D defined below measures the error introduced into this formula by the discretisation method. For convergence of the schemes, we require that the formula is satisfied asymptotically.
A sequence (D m ) m∈N of gradient discretisations is limit-conforming if for all ϕ ∈ W , W Dm (ϕ) → 0 as m → ∞. This implies also the same property with w D,para instead of w D,ell .
The condition of vanishing normal trace in W is imposed by the homogeneous Neumann boundary conditions of the miscible displacement model [28] .
Our final requirement on the gradient discretisations is that the operators Π D and ∇ D afford us a compactness property. 
With these definitions in place, the main result of this article is the following theorem. 
3.2. Two examples. We present here two concrete examples that fit into the GDM framework.
3.2.1. Scheme A: finite-difference scheme. Scheme A, defined only on rectangular meshes, leads to a five-point finite volume scheme in the case of isotropic diffusion problems on rectangular meshes. For the sake of simplicity, we describe this scheme in the case where Figure 1 provides a visualisation of this construction. For proofs that this scheme is coercive, consistent, limit conforming and compact in the case of homogeneous Dirichlet boundary conditions, see Droniou, Eymard and Feron [27] . The adaptation of their arguments to homogeneous Neumann boundary conditions is straightforward.
3.2.2. Scheme B: mass-lumped P 1 conforming scheme. Scheme B, defined only for conforming triangular meshes, is the standard P 1 conforming finite element scheme with mass lumping on the dual mesh obtained by joining the center of gravity of the triangles with the middle of the edges [28, Section 8.4 ] (dual meshes can also easily be defined in 3D, so this scheme is actually also defined for 3D simplicial meshes). Denote by V the set of the vertices of the mesh, and for i ∈ V define K i as the dual cell around the vertex i. We then set
as the gradient of the conforming piecewise affine function reconstructed in the triangles from the values at the vertices of the triangles. For proofs that this scheme satisfies the four properties above in the case of homogeneous Dirichlet boundary conditions, see Droniou, Eymard and Herbin [31] . Their adaptation to homogeneous Neumann boundary conditions is once again straightforward (see also [28, Sections 8.3 and 8.4 
]).
We revisit these schemes in Section 6 to present the results of numerical experiments. 
Estimates
Thanks to the gradient discretisation framework, the following elliptic estimates are very similar to their continuous analogues. To reiterate the conventions outlined in the introduction, for the constants appearing in estimates we highlight only their relevant dependencies. In the current setting, this amounts to highlighting scheme-dependent quantities and demonstrating that the additional regularity assumed on the sources really is primarily for convenience.
Lemma 4.1. Assume (2.2) and let D be a gradient discretisation. Let (p, c) be a solution to the gradient scheme for (2.1). Then there exists C depending only on
As a consequence, for a given n ∈ {0, . . . , N − 1}, there exists one and only one p (n+1) ∈ X D such that (3.3a) holds.
Proof. Let n ∈ {0, . . . , N − 1} and take w = p (n+1) in (3.3a) to obtain
Next, apply the coercivity (2.2b) of A and Hölder's inequality:
.
Then using the discrete Poincaré inequality (3.4), we have
This yields the estimate on ∇ D p and, thanks again to (3.4), the estimate on Π D p. The estimate on u D follows from the estimate on ∇ D p and the bound on A.
For a given n ∈ {0, . . . , N − 1}, (3.3a) is a square linear system. If the right-hand side of (3.3a) vanishes, (4.2) shows that the system has a trivial kernel. The existence and uniqueness of the solution p (n+1) ∈ X D to (3.3a) then follows immediately.
The following discrete energy estimates are also a reasonably straightforward translation of the continous estimates [32, Proposition 3.1]. Note however that unlike the continuous estimates, due to our use of the truncation operator we cannot follow [45] by using the pressure equation to transform the convection term.
Lemma 4.2. Assume (2.2) and let D be a gradient discretisation. Let (p, c) be a solution to the gradient scheme for (2.1). Then there exists C depending only on
and
Proof. Take n ∈ {0, . . . , N − 1} and w = c (n+1) in (3.3b) to obtain
Applying this to the discrete time derivative term yields
) and summing over n = 0, . . . , m − 1 for some m ∈ [1, N ], we have
One estimates the diffusion-dispersion term from below using the coercivity (2.2c). Thanks to the nonnegativty of q P , the last term on the left-hand side is nonnegative. Applying Young's inequality with ε = α D to the convection term, we obtain
In particular, using the estimate (4.1) on u D and again applying Young's inequality with ε = φ * 2T ,
The right-hand side of this inequality does not depend on m. Since
). Revisiting (4.7) gives the estimate on ∇ D c.
The nonlinearity introduced by the truncation operator necessitates the use of a fixed point argument to confirm the existence of solutions to the scheme. Proof. Take n ∈ {0, . . . , N −1} and assume that (p (n) , c (n) ) are given. Lemma 4.1 gives the existence of the solution p (n+1) to (3.3a) . It remains to demonstrate the existence of a solution c (n+1) to
Replacing c (n+1) by z does not change the computations of Lemma 4.2. This shows the existence of C not depending on
In order to obtain the required level of compactness, we must estimate the so-called discrete time derivative. For this we require an appropriate dual norm. To this end, define
, and equip it with the norms
Note that · * ,B D is indeed a norm [28, Section 4.2.1], and that
Lemma 4.4. Assume (2.2) and let D be a gradient discretisation. Let (p, c) be a solution to the gradient scheme for (2.1). Then there exists C depending only on
Proof. Take t ∈ (0, T ) and w ∈ X D . Then (3.3b) gives
Take the supremum over w ∈ X D with w D,para = 1, multiply by δt (n+ 1 2 ) and sum over n = 0, . . . , N − 1. The conclusion then follows from (4.3).
Proof of the main result

5.1.
Step 1: application of compactness results. Estimates (4.3) and (4.11) show that the assumptions of [28, Theorem 4.14] are satisfied for both the explicit and the implicit reconstruction of the concentration (strictly speaking, [28, Theorem 4.14] is based the dual norm (4.9) with Φ = 1, but the adaptation of the proof to the case of a Φ satisfying (2.2d) is straightforward). This theorem thus provides c 1 , c 2 ∈ L 1 (0, T ; L 2 (Ω)) such that, up to a subsequence, Π Dm c Dm → c 1 and
(Ω)) weak- * . We handle the case when p = ∞ in Step 5.
We now show that
δ Dm c Dm (t) and thus, by (4.10), Lemma 4.8] shows that V = ∇p and therefore that p ∈ L ∞ (0, T ; H 1 (Ω)). Hypothesis (2.2b) on A and the strong convergence of Π ex Dm c Dm to c show that
Combined with the weak convergence of ∇ Dm p Dm to ∇p, using weak-strong convergence we pass to the limit on u Dm = −A(Π ex Dm c Dm )∇ Dm p Dm to see that u = −A(c)∇p.
5.2.
Step 2: convergence of the scheme for the pressure equation. We first pass to the limit on (3.3a). Take ϕ ∈ L 2 (0, T ; H 1 (Ω)). The interpolation result of Lemma A.5 yields
as a test function in the scheme for the elliptic equation and sum on n = 0, . . . , N m − 1 to obtain
By weak-strong convergence, we can pass to the limit m → ∞ in each of the terms above to see that
Taking ϕ(x, t) = θ(t) with θ ∈ C ∞ c (0, T ) shows that Ω p(x, t) dx = 0 for almost-every t ∈ (0, T ), and thus that p ∈ L ∞ (0, T ; H 1 (Ω)). The relation (5.1) then reduces to
This has been established for ϕ in L 2 (0, T ; H 1 (Ω)), but by density of this space in L 1 (0, T ; H 1 (Ω)) (5.2) also obviously holds for all test functions in this latter space.
5.3.
Step 3: strong convergence of the approximate pressure. Analogously to the continuous problem, in order to pass to the limit on the diffusion-dispersion term in the discretised transport equation we need the strong convergence of u Dm to u in
This begins with the strong convergence of ∇ Dm p Dm to ∇p in the same space.
Take w = p 
From the weak convergence of Π Dm p Dm to p, as m → ∞ the right-hand side converges to
thanks to (5.2) and the identification u = −A(c)∇p. So
from which we deduce that lim sup
The strong convergence of Π 
, and thus almost everywhere up to a subsequence. By dominated convergence, this shows that
. Then, using hypothesis (2.2b),
As m → ∞, by weak-strong convergence the second term in the right-hand side converges to
and the last term tends to 0. Taking the superior limit and using (5.4) then shows that 
By strong convergence of (∇ Dm p Dm ) m∈N and (∇ Dm v m ) m∈N , the term involving the gradients tend to 0. The strong convergence of (Π Dm v m ) m∈N and the fact that Ω p(x, t) dx = 0 for almost every t ∈ (0, T ) shows that the last term tends to 0. The strong convergences of (∇ Dm p Dm ) m∈N and of (Π ex Dm c Dm ) m∈N , and Equation (5.3) show that
Injected into (5.5), these convergences show that
. Furthermore, thanks to estimate (4.1), this convergence holds in L p (0, T ; L 2 (Ω)) for any p < ∞.
5.4.
Step 4: convergence of the scheme for the transport equation.
given for ψ by Lemma A.5.
Take w = δt , where
Dm v m (x, t) dx dt, and
Using a discrete integration-by-parts [28, Appendix D. 1.7] , the terms [Π Dm c
Dm , so that
The consistency of (D m ) m∈N gives Π Dm c 
To this end, the strong convergence of u Dm and hypoth-
Together with the weak convergence of ∇ Dm c Dm and the bound on ( to obtain
This relation has been proved for any test function in the space T = {ψ ∈ L 2 (0, T ;
, it suffices to show that the linear form
is continuous for the L 2 (0, T ; H 1 (Ω)) norm. To see this, transform (5.6) to write the integral involving ∂ t ψ in terms of integrals purely involving spatial derivatives, and use the estimates (4.1) on u D and (4.3) together with the regularity ofĉ and the sources.
Moreover, because Φ is independent of time, we have .6) and using the density of T in L 2 (0, T ; H 1 (Ω)), we see that the transport equation in (2.4) is satisfied, except with the truncation operator T applied to c in the convection term. Showing that the equation is satisfied without this operator amounts to establishing the estimate 0 ≤ c(x, t) ≤ 1 for almost-every (x, t) ∈ Ω × (0, T ). Fabrie and Gallouët [45, Proposition 4.1] prove precisely this estimate in our setting of a bounded diffusion-dispersion tensor, and with a function f that plays the role of our T.
To summarise, we have shown that the limit (p, c) of (c Dm , p Dm ) is a solution of (2.1) in the sense of Definition 2.1, and that properties (i), (ii) and (iv) of Theorem 3.7 hold. It remains to address (iii), the uniform-in-time, strong-L 2 (Ω) convergence of the approximate concentration.
Remark 5.1. The boundedness hypothesis on D was solely used to prove that a solution to (5.6) remains between 0 and 1. The proof of this in [45] relies on using the negative part of c and positive parts of (1 − c) as test functions, which is made possible for D bounded because solutions and test functions are both be taken in L 2 (0, T ; H 1 (Ω)). If D is given by (2.3), then test functions must be taken in L 2 (0, T ; W 1,4 (Ω)) whereas the solution is still only in L 2 (0, T ; H 1 (Ω)) [32] , and proving that a solution to (5.6) remains between 0 and 1 is an open problem. Should this problem be solved, our convergence analysis would apply with minor modifications to D given by (2.3).
5.5.
Step 5: 
(Ω) equipped with the weak topology. This gives
Take w = c Using the consistency of (D m ) m∈N , take the limit superior of (4.6) as m → ∞:
Note that the sequence t
Combined with the fact that
since 0 ≤ c(x, t) ≤ 1 almost-everywhere on Ω × (0, T ). Using arguments similar to those above, it is straightforward to verify that
Putting it all together, we have
Writing the first equation of (2.4) with ϕ = c 2 /2 shows that
Plugging this relation in (5.8) and recalling the energy identity (2.5), we infer lim sup
Comparing (5.7) and (5.9) shows that lim m→∞
. From the characterisation of uniform convergence given in Lemma A.4 and the uniform positivity of Φ, we conclude that 
and the second of these terms vanishes since c ∈ C([0, T ]; L 2 (Ω)) and γ m → Id uniformly as m → ∞. This completes the proof of Theorem 3.7.
Numerical experiments
We present here numerical results using schemes A and B defined in Section 3.2. These tests show that the methods behave well when the molecular diffusion is strong enough, or for large time steps, but that they become unstable and inaccurate for small or vanishing molecular diffusion and small time steps. Upstream versions of these schemes do correct these issues, but we propose a modification that enables us to recover stable and accurate schemes at all considered time steps, and for any level of molecular diffusion.
In all tests cases,ĉ ≡ 1 and the viscosity µ is defined by
with µ(0) = 1 cp and a mobility ratio M = µ(0)/µ(1) specified for each test. Scheme A is tested on Cartesian meshes with 25 × 25, 50 × 50 and 100 × 100 cells. Scheme B is tested on triangular meshes from the FVCA8 Benchmark [48] ; these meshes are built by scaling and reproducing a certain number of times an initial triangulation of the unit square: Mesh4, shown in In our tests we are led to compare the initial scheme with the scheme obtained by the following modification of the diffusion-dispersion tensor, which consists in rewriting (2.3) as
Then, for some tests with too low values for d m , d l or d t , we use the centred scheme in which we replace D with D h defined by
where h is the size of the mesh (note that the dimension of D l and D t is that of a length). This modification introduces some diffusion, scaled by the approximate Darcy velocity and vanishing with the mesh size. This numerical diffusion is not larger than the diffusion induced by upstream schemes, but has the added advantage of being isotropic when the numerical diffusion from upstreaming is larger in the direction of the flow. Note that the convergence analysis carried out in the previous sections also applies to
6.1. Analytical solutions. Exact solutions of nonlinear models involved in groundwater flows are very rare, and often limited to 1D models or to single equations; see e.g. [52, 51] . These do not account for the coupling occurring for example in (1.1), and which is at the core of numerical issues (a poor approximation of the Darcy velocity reflects strongly on the concentration fields, which in return further degrades the Darcy velocity). In this section, we design an analytic solution for a slightly modified version of (1.1). Specifically, we remove the source and reaction terms in the concentration equation, and we consider Dirichlet boundary conditions on part of the domain. The solution however has similar features to those found in real solutions: it flows from one part of the domain to the other part, and satisfies the same strongly coupled equations inside the domainand thus enable us to illustrate corresponding numerical challenges. 
with c(0, t) = 1 and c(+∞, t) = 0. The full Darcy velocity is u(ρ, t) = u ρ e ρ , where (e ρ , e θ ) are the local polar unit vectors. Denoting by δ A the Dirac measure at a point A ∈ Ω, we set q
is the lineic Dirac measure weighted by the derivate of the angle θ(x 1 ) = OIM with O = (0, 0), I = (1, 1) and M = (x 1 , 0). For x = (x 1 , x 2 ) ∈ {0} × (0, 1), q P (x) = dθ(x 2 ) is the lineic Dirac measure weighted by the derivate of the angle θ(x 2 ) = OIM with M = (0, x 2 ). Hence, solvent is injected at the top right corner of the domain and a mixture of oil and solvent is recovered at both sides of the domain passing by the origin, both at a rate of π 2 . These source terms, the expression for the function µ, and the values for d m are inspired by Tests 1 and 2 in [61, 10] , in which solvent is injected at the top right corner and the mixture is produced at the bottom left corner.
Remark 6.1 (Hidden source terms). The Darcy velocity u defined above satisfies div(u) = 0 in the sense of distributions on Ω. However, one can easily check that if ϕ ∈ C 1 (R 2 ) then, with B the ball of center (1, 1) and radius , 4) where the duality products are understood in the sense of distributions on R 2 (or as integrals against the measures q I and q P ). Here, PV denotes the 'principal value' of the integral, a classical notion in the context of distributions (but slightly less classical here since the singularity is on the boundary of the domain). Equation (6.4) shows that the relation div(u) = q I − q P is satisfied in a weak sense against test functions in C 1 (Ω). One could also consider that the source terms q I and q P are handled as non-homogeneous Neumann boundary conditions (which is how they are implemented in our tests). Indeed, for elliptic PDEs with Neumann boundary conditions, including measures in the boundary conditions or the same measures as 'source terms' of the PDE lead to the exact same weak formulations.
The same reasoning applies to the equation on c. Although the equation does not seem to contain any injection source term q I , this source term is actually hidden 'on the boundary'.
The equation on c thus no longer depends on p, and a solution is obtained by setting c(ρ, t) = ψ(ρ 2 /(4d m t)), where ψ satisfies
with ψ(0) = 1 and ψ(+∞) = 0 and N defined by (6.3) . This function is given by
We impose the nonhomogeneous Dirichlet boundary condition c(x, t) = ψ(ρ The exact solutions corresponding to these tests are shown in Figure 3 . Note that in this particular situation, the values for c do not depend on the function µ; however, the numerical issues to approximate this solution remain since we consider the full coupled system, in which µ strongly impacts the approximation of the Darcy velocity. The viscosity therefore varies, the natural diffusion is very small, and the problem is highly advection-dominated. As can be seen in Figures 5-6 and in Tables 2-3 , the centred versions of Schemes A and B produce unacceptable solutions, and do not seem to converge. The same conclusion holds for upstream versions of these schemes: even though the grid effects seem to be somehow mitigated by the upstreaming, the solutions are still very distorted and there is no apparent numerical convergence. The reasons for this failure of both the centred and upstream schemes might be found in the combination of two factors: the viscosity varying with c negatively impacts the quality of the numerical Darcy velocity, which in turns generate bad fluxes when used in the concentration equation; in case of upstreaming, the numerical diffusion introduced by this process is anisotropic. It occurs mostly in the direction of the numerical Darcy velocity, and a poorly approximated velocity therefore results in numerical diffusion in unphysical directions -typically, directions dictated by the grid rather than the genuine flow. Tables 2-3 show a clear improvement of the numerical solution. It has the expected shape, and convergence seems to occur (even though at a slow rate). 
6.2.
Comparison with test cases from the literature. We now apply Schemes A and B defined in Section 3.2 to the first and second test cases in Wang-et-al. [61] and Chainais-Hillairet-Droniou [10] . In these test cases, the source terms do not satisfy Hypotheses (2.2g), but, as we show below and as already noted in [10] , this does not seem to prevent numerical convergence. Additionally, in the second test case, the diffusion-dispersion tensor D does not satisfy all the hypotheses in (2.2c) Table 3 . Analytical test 2, errors with three variants of Scheme B: centred, upstream and with (6.2) (it is only positive, not uniformly positive-definite). This will force us, as in the analytical test 2, to introduce some additional vanishing diffusion (see Section 6.2.2).
In both cases the domain is a two-dimensional reservoir Ω = (0, 1000) 2 ft 2 and the final time is set T = 1080 days (≈ 3 years). Denoting by δ A the Dirac measure at a point A ∈ Ω, setĉ(x) = 1, q I (x) dx = 30 δ (1000,1000) and q P (x) dx = 30 δ (0,0) ; hence, solvent is injected at the top right corner of the domain and a mixture of oil and solvent is recovered at the bottom left corner, both at a rate of 30 ft 2 /day. Set Φ(x) = 0.1, c 0 (x) = 0 and, for almost-every x ∈ Ω, K(x) = kI with k = 80 md.
Remark 6.3 (Implementation of the Dirac measures). For both schemes, the reconstructions Π D provide piecewise constant functions on a certain mesh. In the case of Scheme A, the boundary cells of this mesh are cut in 2 at the boundary edges and in four at the corners, so that the centers of the cells are located on the boundary. In the case of Scheme B, these cells are dual cells centred on the vertices of the triangular mesh. In both cases, there are four cells whose centre is precisely located at a corner of Ω. In our test cases, the Dirac masses q + and q − in (3.3a)-(3.3b) are simply taken into account in the source terms corresponding to the two corner cells where they are located.
6.2.1. Test 1: constant viscosity, only molecular diffusion. We consider Test 1 of [61] . Thus, M = 1 and the diffusion-dispersion tensor is defined by (2.3) with Φd m = 1 ft 2 /day, Φd l = 0 ft and Φd t = 0 ft. D then satisfies the coercivity properties that ensures that the reconstructed gradient of the concentration remains bounded. We observe a clear numerical convergence, comparing the refinement in space and time of both Schemes A and B (see Figure 7) . Figure 8 shows the contours of the approximate concentration obtained at the final time T . We notice that many published results consider time steps equal to or larger than 36 days; with such a time step, the result obtained with scheme B is comparable to the ones in the literature. We notice however that, for smaller time steps, the results are no longer so nice. In that case, the transversal diffusion is not sufficient to stabilize the scheme, and introducing a vanishing diffusion becomes necessary.
Remark 6.4. The reason for the better results observed with a larger time step can perhaps be found in the term
. This term can be seen as an approximation of
When carried over in (4.6), it therefore contributes to controling this time derivative of the concentration, which can result in an improved stability of the scheme. For smaller time steps, this control becomes less efficient due to the δt factor.
We saw in the analytical test 2 that upstreaming the schemes was not necessarily a good option to recover a stable and accurate solution. This is confirmed here in Figure 9 : upstreaming is not a good paliative for the lack of diffusion (especially for Scheme A).
To recover a stable and accurate solution, we use the modification (6.2). The results obtained with this modified scheme are shown in Figure 10 . As can be seen, both Schemes A and B then display a nice numerical convergence to the expected solution, as the time step decreases.
It was proved in [33] that, when the molecular diffusion vanishes, weak solutions to (1.1) converge to solutions of the same model with zero molecular diffusion; the arguments given in [33] are applicable to D h defined by (6.2) and show that, as h → 0, the solution with this modified diffusiondispersion tensor converges to a solution of the model with zero molecular diffusion. This justifies using (6.2) in numerical approximations.
Conclusion
We applied the gradient discretisation method to a model of miscible incompressible flows in porous media. The GDM framework enables us to write in a unified format many different numerical methods for this model, from finite differences, to finite volumes and finite elements. We considered a centred discretisation of the advective terms in the concentration equation. The convergence analysis was performed using compactness techniques, to avoid imposing non-physical regularity assumptions on the data or the solution to the model. It applies to all methods fitting into the GDM framework. A novelty of our analysis compared to similar results in the literature is a uniform-in-time, L 2 (Ω)-strong convergence result for the approximate concentration. We showed numerical results using two schemes that fit into the GDM framework: a finitedifference scheme written on Cartesian meshes, and a mass-lumped P 1 finite element scheme on triangles. It was demonstrated, on both analytical and physical test cases, that centred and upstream schemes behave badly in the case of varying viscosity and small physical diffusion. A modification was then proposed and shown to lead to stable and accurate solutions. This modification consists introducing some vanishing numerical diffusion, designed to be isotropic, to scale as the magnitude of the Darcy velocity, and to vanish with the mesh size in the same was as upstream numerical diffusions.
Appendix A. Convergence lemmas
For proofs of the first three of these lemmas, see [32] . Lemma A.4 is proved in [26] , and the interpolation lemma A.5 is a special case of [28, Lemma 4.10] .
Lemma A.1. Let Ω be a bounded subset of R N , N ∈ N and for each n ∈ N, let H n : Ω × R N → R be a Carathéodory function such that
• there exist positive constants C and γ such that for almost-every x ∈ Ω, |H n (x, ξ)| ≤ C(1 + |ξ| γ ), ∀ξ ∈ R N , ∀n ∈ N, (A.1)
• there is a Carathéodory function H : Ω × R N → R such that for a.e. x ∈ Ω, H n (x, ·) → H(x, ·) uniformly on compact sets as n → ∞.
Corollary A.2. Let Ω, H n and H satisfy the hypotheses of Lemma A.1. If p, q ∈ [max(1, γ), ∞) and 
If, moreover, ∂ t ϕ ∈ L 2 (0, T ; L 2 (Ω)) then (v m ) m∈N can be chosen such that, additionally,
