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Three research efforts are presented which develop systems to increase radionaviga-
tion robustness. These three efforts constitute stand-alone chapters. The first of these
describes an alternative position and navigation system that estimates absolute aircraft
position and velocity based on time-series of accumulated delta range measurements
from Distance Measuring Equipment (DME) ground transponders. The second presents
a method to mitigate multipath in GNSS signals that rely on an antenna array. The de-
veloped method can be used as part of an anti-spoofing system. The third discusses a
novel radionavigation system based on passive reflectors in orbit and ground transmit-
ters. The proposed system’s ability to change the signal broadcast relatively easily in
case the system comes under attack provides a robust navigation system.
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CHAPTER 1
INTRODUCTION
Global Navigation Satellite Systems (GNSS) such as the Global Positioning System
(GPS) have attained widespread use for Position, Navigation, and Timing (PNT) ser-
vices. Attacks against GPS users in the form of jammers have increasingly been noted
as a result of this widespread use. Another threat is that of spoofers. Although no "in
the wild" spoofing attacks have been verified, one has been claimed [1], and several
controlled spoofing tests have produced alarming results [2–4]. In recent years, the vul-
nerabilities of GPS have become a challenge, and navigation robustness has moved to
the center of discussion.
In light of this challenge, proposed solutions can be seperated into two categories.
The first category of solutions seeks to mitigate the effects of the vulnerabilities of GPS
on navigation by designing methods that can detect and remove the effects of attackers
on users. The second category of solutions involves abandoning the use of GPS in favor
of alternative PNT services.
A novel method that estimates absolute aircraft position and velocity has been an-
alyzed as a possible alternative PNT method when operating aircraft over the Conti-
nental US (CONUS) and similar areas. This method is based on time-series of accu-
mulated delta range measurements from Distance Measuring Equipment (DME) ground
transponders. This method is designed to be implementable with the current infras-
tructure. The design of an Extended Kalman filter that processes the measurements for
the proposed method and the likely filter performance in representative scenarios are
described in detail in Chapter 2.
A method that detects multipath in GNSS signals by considering accumulation-type
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measurements in an antenna array has been developed as part of a method that seeks to
counteract the effects of spoofers to provide robust GNSS PNT services. The system
mitigates multipath effects by exploiting direction-of-arrival and polarization difference
in the multipath. A novel test statistic is developed to determine the number of multipath
signals present. The design of a batch filter that estimates signal characteristics and the
filter’s performance in truth-model simulations are discussed in Chapter 3. Though the
method is intended to mitigate multipath, it can also be used to detect a spoofer and
mitigate its effects on a user receiver.
An alternative radionavigation system based on passive reflector satellites and
ground transmitters has been developed as another possible alternative PNT method
with the potential for global operation. The goal is to develop an alternate to GPS that
is adaptable to attacks. The designed system’s use of ground transmitters in place of
satellite transmitters enables rapid change of the broadcast signal in the event of a sys-
tem compromise. Such a system has the potential to re-secure its signals in days or even
hours or minutes. Current GNSS constellations, by contrast, require a decade or more
to adapt their signals because existing satellites must be replaced with new ones in order
to broadcast signals with new characteristics. The design specifics of the system and
performance metrics are presented in Chapter 4.
The systems described in Chapter 2 and 4 belong to the group of proposed solutions
to GPS vulnerability that rely on designing alternative systems. The method presented
in Chapter 3, on the other hand, represents a mitigation approach.
2
CHAPTER 2
ALTERNATIVE POSITION AND NAVIGATION BASED ON DME
ACCUMULATED DELTA RANGE
2.1 Abstract
A method that estimates absolute aircraft position and velocity based on time-series of
accumulated delta range measurements from Distance Measuring Equipment (DME)
ground transponders is analyzed. This method provides an Alternative Position and
Navigation – but not quite Timing – (APNT) system for use in airplanes as a back-up to a
Global Navigation Satellite System (GNSS) such as GPS. The results show that a steady-
state accuracy level better than 0.025 nautical miles is achievable for the whole duration
of a simulated flight trajectory with the tracking of 4 DME ground stations when aided
by sporadic absolute range measurements. The system with only accumulated delta
range measurements is challenged in low speed cases; however, this system exhibits
convergence times of about 340 and 130 seconds, respectively, for an aircraft speed of
200 and 500 kts when tracking 5 DME ground stations.
2.2 Introduction
Position, Navigation, and Timing (PNT) services are vital to many essential applications
worldwide. In particular, the Global Positioning System (GPS) has been increasingly
adopted into civilian use, and GPS will become the primary, and increasingly the only,
system supporting navigation services for the U.S. civilian airspace. However, GPS
has been shown to be vulnerable to spoofing and jamming in recent years. In light
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of the vulnerability of GPS, the Federal Aviation Administration (FAA) has started an
Alternative Position, Navigation, and Timing (APNT) program that seeks to provide
back-up navigation services in the National Airspace even in the event of GPS service
degradation or outage [5].
Enhanced use of the existing Distance Measuring Equipment (DME) ground
transponder network has been proposed for this purpose. DME determines the slant
range between an aircraft and the ground transponder by round-trip two-way ranging.
The total time from an aircraft radio interrogation to the arrival of a ground-transponder
reply is measured and converted to a distance measurement. This process is visualized in
Fig. 2.1 by the top diagram, in which the blue arrow represents the aircraft interrogation,
and the red arrow stands for the transponder reply.
One of the proposed APNT methods is active aircraft interrogation of multiple DME
transponders to achieve aircraft position. In this method, the aircraft interrogates all the
DME transponders in view, and its flight management system filters the multiple range
data to solve for its position. The use of existing infrastructure is the main attraction of
this method. Because a DME transponder has to respond to interrogation by multiple
aircraft in order for all of them to get a range measurement, this method has a system
capacity limited by the response rate of the DME transponder and the fact that the DME
transponder can only reply to one interrogation at a time. Therefore, the effective num-
ber of available ground stations at an instant is reduced from its theoretical maximum of
the total number of ground stations in view.
A second proposed method is DME-based passive ranging [6]. This method replaces
the active interrogation of the previous method with on-ground pseudo interrogators.
Each DME ground station transmits a response to its pseudo interrogator as if being
interrogated by an aircraft. Unlike in the previous method, the DME response is usable
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by all aircraft in view because the pseudo interrogator sets up a pseudorandom sequence
that can be used to identify it and to time its transmission and arrival times. This elim-
inates one of the main problems with the previous method, that of system overload.
Moreover, the power consumption on the aircraft is significantly reduced due to the pas-
sivity of the aircraft part of the system. However, since the method relies on calculating
a pseudorange from the response using the broadcast time, it requires good absolute
time at the pseudo interrogator. In addition, unlike in the previous method, an upgrade
to the existing DME network in the form of the pseudo interrogators is needed. The
DME-based passive ranging method is visualized in Fig. 2.1 by the middle diagram, in
which the aircraft interrogation is replaced by the blue arrow on the left, representing
the pseudo interrogation.
Figure 2.1: Proposed APNT methods using DME interrogation and response absolute
ranging (top), DME pseudo-interrogation and aircraft passive ranging (middle), and
DME passive accumulated delta ranging (bottom)
This paper presents a new method to estimate absolute aircraft position and velocity.
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The proposed method is based on accumulated delta range measurements from DME
ground transponders using existing DME "heartbeat" signals. The accumulated delta
range measurements are provided by radio-navigation carrier phase observables of the
"heartbeat" broadcasts.
A DME transponder broadcasts a ground-transponder reply in the form of a pulse
pair in response to an aircraft radio interrogation, as discussed for the first of the pro-
posed APNT methods. However, a DME transponder naturally broadcasts its "heart-
beat" signals even without an aircraft interrogation. In the absence of aircraft radio
interrogations or when the interrogation rate is low, a rate of 700 pulses per minute is
maintained by a DME transponder by randomly transmitting pulse pairs [7]. Phase con-
tinuity of these signals, despite their on/off pulsed nature, is required for this method to
work. The underlying carrier phase has been shown to be continuous for most transpon-
ders in service [8]. The intermittent nature of the "heartbeat" signals requires a special
phase lock loop (PLL) to extract this continuous carrier phase. Using such a special
PLL, it has been demonstrated that the carrier phase is trackable to 0.02m standard de-
viation accuracy or better, as though it is continuously available [9]. DME carrier phase
has been used to smooth absolute range measurements and to provide position continu-
ity during outage gaps of absolute range availability [10]. The new concept presented
in this paper is the determination of absolute information from the accumulated delta
range relative motion data.
This new APNT method has two advantages. First, it requires few upgrades to DME
ground transponders, if any. The only needed features are phase coherency, as discussed
above, and an adequate frequency standard. Unlike the DME-based passive ranging
method, the proposed method requires no transfer of absolute time at the transponders.
The second advantage of the method is the complete passivity of the system. The lack
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of DME interrogation prevents DME transponder overload with increasing air traffic.
Furthermore, this passivity allows flight units to rely only on a DME-band receiver,
as opposed to an active DME interrogation unit, and the accompanying reduction in
required power makes this method more practical for small aircraft.
The bottom diagram in Fig. 2.1 demonstrates the lack of DME interrogation by an
absence of the blue arrow. The reliance on the ground transponder "heartbeat" signals is
represented by the green arrow.
The proposed method is similar to Doppler-based radio-navigation, especially as
used for spacecraft orbit determination. The shapes of the accumulated delta range
time histories are dependent on the absolute aircraft position and motion relative to the
DME ground transponder. As such, this method requires the aircraft to have non-zero
velocity. Furthermore, the availability of a pressure altimeter is assumed in order to
ensure vertical position observability. With sufficient geometric diversity in the DME
sources, a full navigation solution can be obtained through proper filtering of a time
series of accumulated delta range data.
A modified version of the proposed method incorporates sporadic use of active air-
craft interrogation in addition to the use of accumulated delta range measurements. The
round-trip two-way ranging obtained by active interrogation of DME transponders pro-
vides absolute slant range measurements that alleviate filter convergence issues encoun-
tered when using only accumulated delta range measurements. The navigation solu-
tion between the absolute range measurements is still obtained through the accumulated
delta range measurements and the pressure altimeter altitude measurement. This modi-
fied version preserves two of the three advantages of the new APNT method described
above. First, the existing infrastructure is already capable of active interrogation, so this
version of the proposed method still requires no upgrade of the current infrastructure.
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Second, the infrequent interrogation of the DME transponders prevents a system over-
load that would occur in the first proposed APNT method that relies only on absolute
range measurements obtained via active interrogation. However, this alternative to the
new system does not preserve the advantage of having a fully passive system that can be
smaller and require less power than an active DME transponder.
This paper makes 2 significant contributions to the subject of APNT. First, it de-
velops an Extended Kalman filter that processes the accumulated delta-range and pres-
sure altimeter measurements in order to estimate absolute aircraft position and velocity.
No known prior result demonstrates absolute position observability from measurements
of incremental range changes. The particular Extended Kalman filter happens to be
in Square Root Information filter (SRIF) form, but the particular choice of Extended
Kalman filter implementation is a matter of preference, rather than a significant contri-
bution. Second, this paper applies its filter to the outputs of the truth-model simulation
in order to demonstrate absolute position observability and to deduce likely filter con-
vergence times and steady-state accuracies for representative scenarios. Specifically, it
investigates the convergence time to a 0.025 nm error standard deviation in latitude and
longitude in order to determine whether the proposed method merits further study. The
accuracy goal of 0.025 nm is derived from the APNT surveillance requirement NACp-8
(0.05 nm 95% accuracy) described in the APNT CONOPS [11].
The remainder of the paper is organized as follows. The second section provides
a detailed description of the dynamics and measurement model of the aircraft and the
DME accumulated delta range measurement for use in this paper’s filter and truth-model
simulation. The third section describes this paper’s extended Kalman filter. The fourth
section explains the functioning of the truth-model simulation. The fifth section presents
the results of applying the Kalman filter to the simulated data. The paper’s summary and
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conclusions are presented in its sixth section.
2.3 Aircraft and DME Model
This section develops the state vector, the dynamics model, and the measurement model
that are used by the truth-model simulation and by the corresponding filter.
2.3.1 State Vector
Given N DME ground stations in view, the system state vector that is used by the truth-
model simulation and by the filter has dimension (11+2N). It is
x =
[
φ λ h φ˙ λ˙ h˙ φ¨ λ¨ h¨ δ˙R ∆hbias δ˙1 . . . δ˙N β1 . . . βN
]T
(2.1)
This filter state vector includes 9 aircraft flight states, the aircraft DME receiver’s
clock frequency offset, and the pressure altimeter bias. The state vector also includes a
transmitter clock frequency offset and an accumulated delta range bias for each DME
ground station in view. The need for these latter states will be explained in the measure-
ment model section.
The first 9 states represent the aircraft flight information. The quantities φ , λ , and
h are, respectively, the aircraft position states in latitude, longitude, and altitude, in the
WGS-84 coordinate system. The corresponding rates φ˙ , λ˙ , and h˙ are the aircraft velocity
states in the same WGS-84 system. Finally, φ¨ , λ¨ , and h¨ are the aircraft acceleration
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states. An alternative and equally applicable approach, not considered for this paper,
is to represent the aircraft position, velocity, and acceleration using an Earth-Centered,
Earth-Fixed Cartesian coordinate system.
The next two states parameterize aircraft instrument imperfections. The 10th state,
δ˙R, is the aircraft DME receiver’s clock frequency offset. The 11th state, ∆hbias, is the
aircraft’s pressure altimeter bias.
The final 2N states parameterize uncertainties associated with N DME ground
transponders. States 12 through (11+N) are the DME ground station clock frequency
offsets. States (12+N) through (11+2N) are the DME accumulated delta range biases.
As discussed in the introduction, the proposed method does not require absolute timing.
Therefore, the state vector does not have clock offsets as distinct states. Instead, these
delta range biases incorporate the clock offsets, both at the aircraft and in the ground
stations, in a manner that accurately represents their effects on the carrier-phase-based
accumulated delta range measurements. This lumping of clock offset effects into the
accumulated delta range biases has the beneficial effect of helping to ensure system
observability.
2.3.2 Aircraft Dynamics
The aircraft discrete-time dynamic propagation model is a simple linear kinematic
model. It can be represented in the matrix form:
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
φ
λ
h
φ˙
λ˙
h˙
φ¨
λ¨
h¨

k+1
=

I3 ∆t ∗ I3 0.5 ∆t2 ∗ I3
0 I3 ∆t ∗ I3
0 0 I3


φ
λ
h
φ˙
λ˙
h˙
φ¨
λ¨
h¨

k
+

0.5 ∆t2 ∗ I3
∆t ∗ I3
I3
vak (2.2)
tk = k ·∆t (2.3)
In Eq. (2.2), I3 is the 3-by-3 identity matrix, and 0 is a 3-by-3 matrix with all zero
entries. The quantity ∆t is the sample interval between DME measurements. Eq. (2.3)
defines the discrete sample time tk with k as the sample index.
The state transition matrix, the block matrix immediately to the right of the equals
sign in Eq. (2.2), represents the simple kinematic integration of aircraft position, veloc-
ity, and acceleration over one time step. vak is the 3-by-1 time integral of white-noise
random jerk. This term is an increment to the acceleration, thereby causing the accel-
eration to be a random walk. The random vector vak is a sample from a discrete-time
white-noise sequence. It is modeled as having zero time correlation, a zero mean, and
zero cross-correlation between its individual elements so that its covariance matrix is
diagonal.
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2.3.3 Clock/Bias Dynamics
A 2-state model for each clock is assumed. This model is taken from [12]. It includes
frequency random walk and additional random-walk phase noise. After re-packaging to
be consistent with the lumping of clock offsets into accumulated delta range biases, the
clock/bias models take the following form:
 βi
δ˙i

k+1
=
 1 −∆t ∆t
0 1 0


βi
δ˙i
δ˙R

k
+
 −1 0 1
0 1 0


vp,i
v f ,i
vp,R

k
for i = 1, . . . ,N. (2.4)
δ˙Rk+1 = δ˙Rk + v f ,Rk (2.5)
The quantities vp,i and v f ,i are the clock offset and clock frequency random process
noise for the ith DME ground transponder clock. The quantities vp,R and v f ,R are the
clock offset and clock frequency random process noise for the aircraft DME receiver
clock. Note that typical clock drift models have vp and v f correlated to each other for
each individual clock [12].
The clock offset and clock frequency random noise for both the transponder clocks
and the receiver clock have zero mean. Their covariances depend on the time step, ∆t,
the minimum root Allan variance of the clock, σAllan, and the time interval at which the
minimum root Allan variance applies, τmin.
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h0 = σ2Allanτmin (2.6)
h−2 =
3h0
4pi2τ2min
(2.7)
The quantities h0 and h−2 are the two Allan variance parameters in the 2-state clock
model from [12].
Eq. (2.4) applies to each transponder bias and clock frequency offset separately.
As discussed before, the bias state includes the clock offset information; therefore, the
phase random noise of both the transponder clock and the receiver clock has an effect
on the propagation of βi.
Because the bias state only holds the information about the relative phase offset
between the receiver clock and the transponder clock, the phase noise difference, vp,R−
vp,i, matters. A positive transponder clock offset noise reduces the bias and a positive
receiver clock offset noise increases the bias. In a similar manner, the frequency offset
difference, δ˙R− δ˙i, enters into the propagation equation.
Eq. (2.5) represents the random walk of the aircraft unit clock frequency offset. The
DME ground transponder biases and clock frequency offsets do not affect this state even
though this state affects the bias states.
2.3.4 Altimeter Dynamics
The pressure altimeter bias is assumed to be a constant. Therefore, it has a simple
dynamic propagation equation:
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∆hbias,k+1 = ∆hbias,k (2.8)
2.3.5 Measurement Model
The measurement vector consists of an accumulated delta range measurement for each
DME ground station along with the pressure altimeter measurement:
zk+1 =

zphasei,k+1
...
zphaseN,k+1
zh,k+1

(2.9)
Each accumulated delta range measurement is modeled by the following equations:
zphasei,k+1 = λ ·φik+1 = ρik+1 + cδRk+1− cδik+1 + cαi+wik+1
= ρik+1 + cβik+1 +wik+1 (2.10)
where cβik+1 = cδRk+1−cδik+1 + cαi (2.11)
The quantity αi is the constant accumulated delta range bias. Eq. (2.10) includes this
constant bias, as well as the DME ground transponder and aircraft DME receiver range-
equivalent clock offsets, cδik+1 and cδRk+1 . Eq. (2.11) models the contributions of the
constant accumulated delta range bias, of the DME ground transponder clock offset, and
of the aircraft DME receiver clock offset to the time-varying accumulated delta range
bias, βik+1 . The final line of Eq. (2.10) represents the actual DME accumulated delta
range model used in this paper’s truth-model simulation and in its filter.
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The quantity ρik+1 is the distance between the aircraft and the i
th DME ground sta-
tion. This term is the only nonlinear term in the entire filter model. It takes the form
ρik+1 =
√
[rECEF,i− rECEF(φ ,λ ,h)]T [rECEF,i− rECEF(φ ,λ ,h)] (2.12)
where rECEF,i is the ECEF location of the ith DME ground transponder and
rECEF(φ ,λ ,h) is the ECEF position that corresponds to latitude φ , longitude λ , and
altitude h.
The quantity wik+1 is the discrete-time, zero-mean, Gaussian white noise in the ac-
cumulated delta range measurement for the ith DME ground transponder.
The last element of the measurement vector is from the pressure altimeter:
zhk+1 = hk+1+∆hbias,k+1+whk+1 (2.13)
The quantity whk+1 is the discrete-time, zero-mean, Gaussian white noise in the pres-
sure altimeter measurement. Thus, the altimeter measurement model includes both an
unknown bias and this high-frequency random noise component.
The additional absolute range measurements that are used in the alternative version
of this navigation system are modeled by the following equation:
zρi = ρik+1 +wρi,k+1 (2.14)
The quantity wρi,k+1 is the discrete-time, zero-mean, Gaussian white noise in the
absolute range measurement for the ith DME ground transponder.
15
The measurement vector in the alternative navigation filter and truth model includes
the absolute range measurements from a subset of DME ground stations in view:
zk+1 =

zphasei
...
zphaseN
zh
zρ j
...
zρM

(2.15)
2.4 Square Root Information Extended Kalman Filter
The Kalman filter algorithm developed in this paper uses the state, dynamics model,
and measurement model discussed in the previous section. The results presented in this
paper have been generated using a Square Root Information (SRIF) implementation of
an Extended Kalman filter. The reader is assumed to be familiar with this type of filter,
but more information on Kalman filters can be found in [13] and more information on
SRIF implementations is presented in [14].
This Kalman filter performs the usual dynamic propagation step from sample time
tk to sample time tk+1 using the state dynamics models in Eqs. (2.2), (2.4), (2.5), and
(2.8). It follows each dynamic propagation step by a measurement update that relies on
the measurement vector model in Eq. (2.9) for the standard filter and on the model in
Eq. (2.15) for the alternative filter that uses sporadic absolute DME range measurements.
The filter that uses Eq. (2.9) relies on the constituent models in Eqs. (2.10) and (2.13) to
show how the measurements depend on the filter state vector elements and on the mea-
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surement noise. The alternate filter that uses Eq. (2.15) relies on constituent Eqs. (2.10),
(2.13), and (2.14). The additional absolute range measurements are included every 30
seconds.
Effectively, the EKF linearizes its nonlinear dynamics model and measurement
model equations around the current state estimate using first-order Taylor series ex-
pansions. It then proceeds with the SRIF form of the standard Kalman filter dynamic
propagation and measurement update equations. The SRIF implementation is chosen
for its numerical stability compared to the standard Kalman filter and for its capacity to
represent zero a priori information on state parameters. This capability is needed for the
new accumulated delta range bias state that is introduced every time a new DME ground
transponder comes into view.
The SRIF form of a Kalman filter works with square-root information matrices and
information vectors in place of error covariance matrices and state vector estimates [14].
The a posteriori square-root information matrix at time step k, Rxx,k, and the a posteriori
information vector, ζx,k, are defined by the following equations:
RTxx,k ·Rxx,k = P−1k (2.16)
ζx,k = Rxx,k · xˆk (2.17)
The quantity xˆk is the a posteriori estimated state vector at time step k, and Pk is the
associated a posteriori estimation error covariance matrix. Rxx,k is an upper triangular
matrix. It can be obtained by a Cholesky factorization of Pk, followed by transposition
and inversion of the result. Normally, however, the Rxx,k matrix is generated directly
by the square-root information filter, and Eq. (2.16) is inverted in order to determine
the estimation error covariance matrix from Rxx,k. The a priori square-root information
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matrix at time step k+1, R¯xx,k+1, and the a priori information vector, ζ¯x,k+1, are related
to the a priori estimation error covariance matrix, P¯k+1, and the a priori estimated state
vector, x¯k+1, in similar ways to Eqs. (2.16-2.17).
This study’s proposed filter is adaptive in its state vector dimension. The filter is
capable of adding and dropping states related to the DME ground stations as the signal
from a DME ground station becomes available or goes out of range. Specifically, a clock
frequency offset state and an accumulated delta range bias state are added to the state
before the very first Kalman filter measurement update for a ground station whose signal
has just become available. Given a state vector with M elements, the new information
associated with a new state, the new (m+1)st state in this example, is inserted between
the mth and (m+ 1)st elements of the original a priori information vector and a priori
square-root information matrix by means of the following equations:
R¯newxx,k+1 =

R¯xx,k+1(1 : m,1 : m) 0mx1 R¯xx,k+1(1 : m,m+1 : M)
01xm Radd 01x(M−m)
0(M−m)xm 0(M−m)x1 R¯xx,k+1(m+1 : M,m+1 : M)
 (2.18)
ζ¯ newx,k+1 =

ζ¯x,k+1(1 : m)
ζadd
ζ¯x,k+1(m+1 : M)
 (2.19)
The quantity 0ix j in Eq. (2.18) represents an i-by-j zero matrix. The quantity
R¯xx,k+1(i : j,k : l) represents the matrix obtained from the ith to jth rows, and kth to
lth columns of R¯xx,k+1. If no a priori information about the new state is available, Radd
is set to zero; otherwise, Radd is set to 1/σadd , with σadd being the a priori standard
deviation of the new state. The quantity ζ¯x,k+1(i : j) in Eq. (2.19) represents the vector
obtained from the ith to jth elements of ζ¯x,k+1. If no a priori information about the new
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state is available, ζadd is set to zero; otherwise, it is set to x¯add/σadd where x¯add is the a
priori estimate of the new state.
The vector ζ¯ newx,k+1 and the matrix R¯
new
xx,k+1 are, respectively, the updated a priori infor-
mation vector and square-root information matrix. The process, defined by Eqs. (2.18)
and (2.19), is repeated for every new state to be added to the state vector. The new
ground transponder clock frequency offset states are initialized with an a priori estimate
of 0 and with the a priori standard deviation given in the left-most column of Table 2.1
divided by c. The new bias states are initialized with zero a priori information, i.e., both
Radd and ζadd are set to zero. All of the initial information about the new bias states
will come entirely from the first accumulated delta range measurement from the newly
tracked DME ground station.
The associated DME states are dropped off the state vector after the measurement
update that contains the final measurement from a particular DME ground station. Given
a state vector with M elements, the mth state is dropped from the a priori information
vector and the a priori square-root information matrix by the following equations:
R
′
xx,k = Rxx,k ·A (2.20)
Q ·R′′xx,k = R
′
xx,k (2.21)
ζ
′
x,k = Q ·ζx,k (2.22)
Rnewxx,k = R
′′
xx,k(2 : M,2 : M) (2.23)
ζ newx,k = ζ
′
x,k(2 : M) (2.24)
These operations start with a state vector permutation that provides a convenient
and statistically correct way to remove the mth state from a square-root information
equation. The matrix A in Eq. (2.20) is the corresponding permutation matrix, and R
′
xx,k
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is the permuted square root information matrix. The element Ai j is 1, where i is the
original index of the element in the state vector and j is the new index of the element in
the permuted state vector. Other entries of the permutation matrix are set to 0. In order
to move the mth state to the top of the state vector, Am1 is set to 1. The remaining states
are then permuted to the second to Mth states in the permuted state vector by setting the
appropriate elements of A to 1. The following is an example permutation vector where
the third state is to be moved into the first position in preparation for its removal from a
four dimensional state vector:
A =

0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1

Eq. (2.21) implements an orthogonal/upper-triangular (QR) factorization of the per-
muted square root information matrix, R
′
xx,k. This factorization computes the orthonor-
mal matrix Q and the upper triangular square root information matrix R
′′
xx,k that achieves
equality with the column-permuted square-root information matrix on the right-hand
side of Eq. (2.21). R
′′
xx,k is a valid square-root information matrix for the permuted state
vector.
After these permutations move the state to be dropped to become the first element of
the state vector, it can be dropped from further consideration by the filter by removing
the first column and the first row from the permuted information matrix in Eq. (2.23) and
Clock σ f (m/sec) Min. Root Allan Variance τmin (sec)
DME GS 0.03 1.0e-13 3000
Aircraft 30 1.0e-11 10
Table 2.1: Clock standards
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by removing the first element from the corresponding information vector in Eq. (2.24).
The vector ζ newx,k and the matrix R
new
xx,k are, respectively, the updated a posteriori infor-
mation vector and square-root information matrix. This process, defined by Eqs. (2.20-
2.24), is repeated for the clock frequency offset state and the accumulated delta range
bias state for every DME station that goes out of view.
The plot on the left in Fig. 2.2 shows an example of the varying number of ground
stations in view for a simulation case. The plot on the right in the same figure shows the
corresponding variations in the state vector dimension.
Figure 2.2: Time history of count of visible DME ground transponders and filter state
dimension for a simulation case over the Montana/Dakota region at an altitude of 30000
ft and a speed of 500 kts
2.5 Truth-Model Simulation
A medium-fidelity truth-model simulation is used to obtain the measurement data nec-
essary for assessment of the proposed filter. This simulation also produces the "truth"
aircraft trajectory states and the "truth" clock frequency offset states. The filter’s perfor-
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mance is evaluated by comparing these "truth" states with their corresponding estimates
in the filter.
Three different sets of DME ground stations and regions of aircraft operation are
considered. These are shown in Fig. 2.3. The magenta "x" signs are the DME stations
of the New York State (NYS) region. The NYS region is considered to be the nominal
case for this study. It has good DME ground station density and good geometric diver-
sity of the direction vectors from the visible DME ground transponders to any aircraft
flying near its center. The black triangle signs are the DME ground stations of the Mon-
tana/Dakota region. This second region has been chosen in order to study the effects
of low DME ground station density. In the truth-model simulations, a flight path that
traverses the interior of the given region is considered for each of these regions.
The last region, the Mid/South Atlantic seaboard region, is the one whose DME
ground transponders are indicated by cyan plus signs. It has been chosen in order to
study the effects of insufficient geometric diversity. This region is used to study how
the system works while the aircraft is off the Atlantic coast of the southern U.S. and,
therefore, all visible ground stations are to the west of the aircraft. A flight path that
keeps the aircraft approximately 100 km from the coast is studied for this region.
The ground station locations that have been used in the study are not actual DME or
TACAN stations. DME and TACAN ground station locations in these areas have been
used with slight random perturbations in order to respect possible restrictions about
disclosing their exact locations. The added latitude and longitude perturbations were in
the range ±4 km, and the added altitude perturbations were in the range ±200 m.
The duration of each truth-model simulation is 1200 seconds. A sampling frequency
of 10 Hz, with a corresponding ∆t of 0.1 seconds, has been used.
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Figure 2.3: DME ground transponder locations for 3 regions of APNT study
For each region, three sets of aircraft speeds (60, 200, and 500 knots) are considered.
Furthermore, for each region/speed pair, three sets of aircraft altitudes are studied. Al-
titudes of 5000, 10000, and 30000 feet are chosen for the NYS and Mid/South Atlantic
seaboard regions. Because the average ground altitude in the Montana/Dakota region is
3000 feet, altitudes of 8000, 13000, and 30000 feet are instead studied for this region.
This change puts the aircraft 5000 and 10000 feet above ground for the two low-altitude
cases, similar to the first two regions.
The "truth" state vector is propagated for the duration of the simulation using the
state dynamics described in the second section. This propagation includes the random
effects of the process noise terms vak, vp,i, v f ,i, vp,R, and v f ,R. These process noise terms
are generated using a random number generator, and each individual simulation uses
different samples of the process noise distributions, thus producing a slightly different
actual trajectory through the filter’s state space.
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Table 2.1 shows the clock model uncertainty parameters that are used for the truth-
model simulation. The covariances for vp,i, v f ,i, vp,R, and v f ,R are determined by the
minimum root Allan variance and the time interval over which this minimum applies,
τmin. The initial range-rate-equivalent clock frequency error standard deviation, σ f , is
the initial standard deviation of c · δ˙R for the aircraft DME receiver and of c · δ˙i for a
ground station DME transponder. The values of σ f , the minimum root Allan variance,
and τmin are chosen to be consistent with the use of rubidium clocks for the DME ground
station clocks and with an ovenized crystal oscillator for the aircraft receiver [15]. The
assumption of rubidium clocks for the DME ground station clocks is chosen to investi-
gate how well the proposed APNT system performs if the DME stations are upgraded to
this level of clock stability. This is not the current stability level of DME ground station
clocks, but the use of rubidium clocks is a reasonable upgrade to study a possible APNT
service with the current DME ground stations.
The integrated white-noise random jerk in the aircraft dynamics model has stan-
dard deviations of 1e-11 rad/sec2, 1e-11 rad/sec2, and 5e-7 m/sec2, respectively,
for the latitude, longitude, and altitude acceleration process noise components in vak
from Eq. (2.2). These yield potential increases of (0.00035 rad)2, (0.00035 rad)2, and
(17 m)2 in the respective latitude, longitude, and altitude position error variances over
the 1200 second simulation interval. The potential latitude and longitude variance in-
creases correspond to a north/south variance increase of (2200 m)2 and an east/west
variance increase of (1700 m)2. The navigation filter will use accumulated delta range
data in order to counteract this tendency for position uncertainty to increase.
For each case, as indicated by the particular combination of the ground station re-
gion, the aircraft speed, and the aircraft altitude, 100 truth-model simulations have been
run with the same initial position, velocity, and acceleration states, randomized initial
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filter errors, randomized process noise, and randomized measurement noise. The initial
altitude rate and the initial acceleration states are set to 0 for all cases.
At each time step of the simulation, the expected measurement vector is calculated
using the propagated state vector. First, however, a minimum/maximum DME signal
range of 10/240 km is applied to the simulation. This range limit is considered at each
time step in order to assess whether the signal from a DME ground station can be re-
alistically received by the aircraft receiver. Below the minimum range of 10 km, an
aircraft passes into a null of the DME ground transponder antenna. DME signals have
been tracked up to 240 km [16] and this range is chosen as the maximum signal range .
Excellent DME carrier phase tracking up to 90 km with a handicap of additional noise
and a low power transponder has been shown [9]. The results in [9] indicate that the
0.02 m carrier phase standard deviation is conservative up to this range. We believe
that the applicability of this accuracy level up to 240 km is feasible because the same
paper concludes that the carrier phase tracking range can be significantly improved with
high-fidelity instruments.
Next, the pathway of the signal from the DME ground station to the receiver is
analyzed for ground obstruction. The simulation determines if the path of the signal
pierces the 0-altitude WGS-84 ellipsoid. At each time step, the phase measurements
from only the DME ground stations that do not violate the range limit and the 0-altitude
piercing condition are included in the measurement vector. This effectively gives a zero
elevation cutoff as viewed from the transmitter. In the future, it may be wise to enforce
a higher minimum elevation cutoff because it may be unrealistic to expect good signal
performance for zero elevation transmissions from DME ground stations. The pressure
altimeter measurement is appended to the measurement vector after all the available
DME measurements.
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Respective standard deviations of 0.02 meters and 18 meters are chosen for the
discrete-time Gaussian white noise in each accumulated delta range measurement and
in the pressure altimeter measurement.
The pressure altimeter bias is sampled from a zero-mean, 18-m standard deviation
Gaussian distribution for each of the 100 simulation runs. Thus, it has a different value
for each run.
In the modified version of the method, absolute range measurements from 2 DME
ground stations in view that result in the best horizontal dilution of precision are added
to the measurement vector every 30 seconds, starting with the first set of measurements.
A standard deviation of 37 meters (0.02 nm) is chosen for the discrete-time Gaussian
white noise on these absolute range measurements [16].
2.6 SRIF Performance When Applied to Data from Truth-Model
Simulations
The Kalman filter, discussed in the Square Root Information Extended Kalman Filter
section, has been tested using the data from the truth-model simulation. The filter is
initialized with an aircraft position that is sampled from a distribution with 9.1×10−5
rad (577 m, 0.312 nm), 1.1×10−4 rad (577 m, 0.312 nm), and 577 m 1-σ errors re-
spectively in latitude, longitude, and altitude. The aircraft velocity is sampled with
9.1×10−7 rad/sec (5.77 m/sec), 1.1×10−6 rad/sec (5.77 m/sec), and 5.77 m/sec 1-
σ respective errors in latitude, longitude, and altitude rates. The corresponding filter
square-root information matrices are initialized using these same standard deviations.
The initial filter aircraft accelerations are set to 0, while the respective latitude, lon-
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gitude, and altitude acceleration error standard deviations used to initialize the filter’s
square-root information matrices are set to 1×10−8 rad/sec2 (0.064 m/sec2), 1×10−8
rad/sec2 (0.053 m/sec2), and 0.1 m/sec2.
For each case, the filter is applied to the 100 simulation runs, and the filter results are
compared with the 100 true state histories from the truth-model simulation in order to
carry out a statistical analysis of filter performance. Figs. 2.4, 2.5, and 2.6 are from an
example case that flies through the Montana/Dakota region. The aircraft has a nominal
speed of 500 kts and a nominal altitude of 30000 ft. An example simulated aircraft
trajectory over this region is depicted in Fig. 2.4 by the blue line, starting from the green
circle and ending at the magenta "x". The DME ground stations are shown by the red
asterisks.
Fig. 2.5 compares the state estimation error standard deviation time histories for the
latitude, longitude, and altitude computed by the filter with those calculated by com-
puting the 100-simulation-case statistics of the differences between the estimated filter
position components and the simulated truth values of these components. The vertical
axes for the latitude and longitude plots use a logarithmic scale. The bottom plot for
the altitude error standard deviation is on a linear scale. For all three position states, the
standard deviation reported by the filter (blue dashed lines) matches fairly well with the
true error standard deviation (red solid lines).
Fig. 2.6 shows the filter convergence for the clock frequency offset states in their
range-rate-equivalent forms, cδ˙R and cδ˙i. The vertical axis of the left plot is on a log-
arithmic scale and the right plot is on a linear scale. The filter is able to bring the
uncertainty in the clock frequency states down to 0.01 m/sec during the 1200 seconds
of simulated trajectory, for both the aircraft clock on the left and a representative DME
clock on the right. Note how the DME clock frequency offset starts its convergence
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Figure 2.4: Plan view of an example simulated aircraft trajectory over the Mon-
tana/Dakota region at an altitude of 30000 ft and a speed of 500 kts
about 180 sec after the filter initialization. This happens because this particular ground
station is not visible until that time.
2.6.1 Results for NYS Region Using Only Accumulated Delta Range
Measurements
Summaries of the filter results for the 3 different regions are presented in Tables 2.2-
2.4. The NYS region is presented in Table 2.2. The first and second columns define
the corresponding case’s altitude/speed combination. The third column, Navg, indicates
the average number of ground stations in view for the duration of the simulation. The
fourth column presents the time when the filter has converged to a navigation solution
in latitude and longitude with a per-axis 1-σ accuracy of 0.025 nautical miles (46.3 m).
The top two panels of Fig. 2.5 illustrate how this number is obtained for that figure’s
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Figure 2.5: Latitude, longitude, and altitude position error standard deviation time his-
tories for the cases in the Montana/Dakota region at an altitude of 30000 ft and a speed
of 500 kts
corresponding table entry: by determining the intersection of the 46.3 m goal (green
dashed lines) and the true error standard deviation (red solid lines). The greater number
from the two panels is reported as the convergence time. This convergence time yields
a 95% confidence that the latitude and longitude error is no larger than 0.05 nm, which
is a sufficient accuracy level to meet the RNAV 0.1 requirement. The fifth, sixth, and
seventh columns are the steady-state 1-σ accuracies achieved by the filter in latitude,
longitude, and altitude, from left to right.
The filter has converged to the 0.025 nm horizontal accuracy within the 1200 sec-
ond simulation duration in all cases for the NYS region. Moreover, the steady-state
horizontal accuracy values are much better than the 0.025 nautical mile (46.3 m) goal.
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Altitude
(ft)
Speed
(kt)
Navg Convergence
Time to 0.025 nm
lat/long (s)
σLat,ss
(m)
σLong,ss
(m)
σalt,ss
(m)
5000
60
22
762 17 13 138
200 323 0.5 3 88
500 132 0.2 0.8 15
10000
60
28
860 19 15 106
200 390 0.6 6 71
500 85 0.05 0.14 1.5
30000
60
30
875 15 15 54
200 302 0.2 0.9 5
500 110 0.05 0.1 0.8
Table 2.2: Summary of filter results for NYS region
The results indicate that altitude does not have a significant effect on filter conver-
gence. The aircraft speed, however, noticeably alters both the convergence time and
the steady-state accuracy. In particular, the cases with a speed of 500 kts show the best
results, while the cases with a speed of 60 kts give the worst results. This is consis-
tent with the nature of the navigation information that is contained in accumulated delta
range time histories. A higher speed improves the observability for the system, and
these results confirm this expectation.
Figure 2.6: Range-rate-equivalent clock frequency error standard deviation time his-
tories for the airborne receiver (left) and a representative DME ground transponder
(right) for the case in the Montana/Dakota region at an altitude of 30000 ft and a speed
of 500 kts
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2.6.2 Results for Montana/Dakota Region Using Only Accumulated
Delta Range Measurements
A summary of the filter results for the Montana/Dakota region is presented in Table 2.3.
The column structure is the same as in Table 2.2. This region has an overall smaller
number of ground stations in view for all cases. The symbol "-" in the convergence time
column represents a failure to converge to lateral error standard deviations below 0.025
nm in the simulation duration of 1200 seconds. The symbol "*" attached to a number in
the steady-state accuracy columns indicates that this number is not a steady-state value
in reality, but rather the value the filter reached at the end of the simulation duration. In
other words, the filter covariance time histories did not converge to an obvious steady-
state value. Instead, they were still declining at the 1200 sec final time and likely would
converge at some later time.
Unlike in the NYS region, where the filter has converged in all cases, in the Mon-
tana/Dakota region the filter has failed to converge for the cases with a speed of 60 kts.
Moreover, the filter has slower convergence times for the 200 kt cases, roughly com-
parable convergence times for the 500 kt cases, poorer latitude accuracy in all cases,
and comparable or poorer longitude accuracy in all cases. However, for all the cases in
which the filter does indeed converge, the steady-state horizontal position uncertainty
values are again significantly below the 0.025 nautical miles (46.3 m) goal.
In order to assess the impact of the initial DME clock frequency error uncertainty
on the 60 kt cases, an additional case has been investigated. The 60 kt, 8000 ft case has
been repeated with initial DME clock frequency error range-rate-equivalent 1-σ values
of 0.003 m/sec instead of 0.03 m/sec. Its results are reported in italics in Table 2.3, i.e., in
the second line. This line shows improvement in the 1-σ accuracy values; however, the
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Altitude
(ft)
Speed
(kt)
Navg Convergence
Time to 0.025 nm
lat/long (s)
σLat,ss
(m)
σLong,ss
(m)
σalt,ss
(m)
8000
60
7
- 68∗ 122∗ 25
60 - 38 70∗ 22
200 450 1.7 2.6 39
500 96 0.7 0.6 18
13000
60
9
- 60∗ 65∗ 23
200 473 3.5 5.9 48
500 90 0.6 0.7 7
30000
60
9
- 62∗ 105∗ 23
200 510 4.9 8.1 22
500 92 0.5 0.7 3
Table 2.3: Summary of filter results for Montana/Dakota region
filter still fails to converge to a situation where both horizontal error standard deviations
are below 0.025 nm (46.3 m) within the 1200 sec simulation window.
2.6.3 Results for Mid/South Atlantic Seaboard Region Using Only
Accumulated Delta Range Measurements
A summary of the filter results for the Mid/South Atlantic seaboard region is presented
in Table 2.4. The column structure is the same as in Table 2.2. The symbols "-" and "*"
have the same meanings as in Table 2.3.
The 60 kts cases have failed to converge, similar to the Montana/Dakota region. This
region presents another failed convergence case, with a speed of 200 kts and an altitude
of 5000 feet. This case has been repeated with initial DME clock frequency error range-
rate-equivalent 1-σ values of 0.003 m/sec instead of 0.03 m/sec. The results, reported
in italics on the third line of Table 2.4, show that a lower initial DME clock frequency
error uncertainty leads to an actual convergence, unlike the attempt at 60 kts in the
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Altitude
(ft)
Speed
(kt)
Navg Convergence
Time to 0.025 nm
lat/long (s)
σLat,ss
(m)
σLong,ss
(m)
σalt,ss
(m)
5000
60
5
- 390 304 16
200 - 93∗ 40 18
200 644 15 18 18
500 510 3.7 8 17
10000
60
10
- 198∗ 177∗ 19
200 890 4.9 2.7 17
500 374 0.6 1.5 17
30000
60
12
- 180∗ 177∗ 21
200 882 4.9 3.1 16
500 369 0.9 2.0 13
Table 2.4: Summary of filter results for Mid/South Atlantic Seaboard region
Montana/Dakota region.
As expected, the insufficient DME geometric diversity in this region leads to inferior
results both in convergence times and in the steady-state horizontal position accuracy
values. In the converged cases, however, the steady-state horizontal accuracy values are
again significantly better than the 0.025 nautical mile (46.3 m) goal.
2.6.4 Results from the Filter with Absolute Range Measurements
The cases that have convergence issues have been re-investigated with the modified
version of the proposed method that includes intermittent DME absolute range mea-
surements once every 30 seconds from 2 of the visible ground stations. In addition, a
series of cases that show good convergence rates and steady-state accuracies have been
re-analyzed with the modified version of the proposed method. A summary of the filter
results for all of these cases is presented in Table 2.5.
The problematic low-speed cases for the Mid/South Atlantic seaboard region and the
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Region Altitude
(ft)
Speed
(kt)
Convergence
Time to 0.025 nm
lat/long (s)
σLat,ss
(m)
σLong,ss
(m)
σalt,ss
(m)
Mid/South
Atlantic
seaboard
5000 60 90 15 10 21
5000 200 120 12 9 21
10000 60 150 14 6 23
30000 60 90 12 5 22
Montana/
Dakota
8000 60 150 8 6 27
13000 60 150 5 6 25
30000 60 120 7 7 21
NYS
5000 60 0 5 2 45
10000 60 0 2 2 14
10000 200 0 0.2 0.3 4
10000 500 0 0.04 0.1 0.9
30000 60 0 2 2 6
30000 200 0 0.1 0.4 1
30000 500 0 0.06 0.1 0.5
Table 2.5: Summary of filter results for the method that incorporates sporadic use of
two-way ranging
Montana/Dakota region have managed to converge within 150 seconds in the modified
method. As indicated before, these cases failed to converge to the desired accuracy
values without the use of absolute range measurements. The latitude and longitude
steady-state 1-σ accuracy values are no greater than 15 meters for all these cases.
The cases for the NYS region in Table 2.5 are the cases that did not have any con-
vergence issues in the original method. However, the modified filter still shows very
remarkable improvements. The convergence times for all NYS region cases have been
reduced to 0 seconds. This indicates that the 1-σ uncertainties in latitude and longitude
have been reduced below the 0.025 nm (46.3 m) level with the first set of measurements
that include absolute range measurements, and they have stayed below this level for the
rest of the simulation. The results show that the absolute range measurements in the
initial sample are sufficient for convergence purposes in these cases. The steady-state
accuracy values for these cases have significantly improved to levels much below the
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desired accuracy goal.
Overall, the intermittent use of absolute range measurements has solved the conver-
gence issues for the problematic cases. Furthermore, the modified filter decreases the
convergence times of cases that achieve convergence in the original filter implementa-
tion that relies only on accumulated delta range measurements.
2.6.5 Results for the Minimum Required Number of Ground Sta-
tions
Table 2.6 presents the results from simulations that investigated the minimum number
of DME ground stations that need to be tracked simultaneously for satisfactory conver-
gence times. These simulations have been run in the NYS Region for all altitude/speed
pairs described previously. The filter has been modified to choose an optimal set of 3,
4, 5, or 6 DME ground stations, with regard to horizontal dilution of precision, from the
ground stations in view at every time step. The first number in each entry in columns
3 through 6 indicates the convergence time to 0.025 nm for the filter that does not use
absolute range measurements, and the second number shows the same convergence time
with 2 absolute range measurements used every 30 seconds. The symbol "-" indicates a
failure to converge by the end of the 1200 sec simulation.
The original method has noticeable problems with all of the 60 kt cases without
absolute range measurements. The results improve as the aircraft speed increases, but
the altitude doesn’t have a significant effect. The convergence times decrease signifi-
cantly when the number of ground stations is increased from 3 to 4. Specifically, the
200 kt cases for all altitudes have gone from not converging within the simulation dura-
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Altitude
(ft)
Speed (kt)
Convergence Time to 0.025 nm lat/long (s) with n DME
ground stations (no absolute DMEs | 2 absolute DMEs once
every 30 sec)
n = 3 n = 4 n = 5 n = 6
5000
60 - | 30 - | 0 - | 0 - | 0
200 - | 30 426 | 0 344 | 0 350 | 0
500 250 | 30 122 | 0 131 | 0 133 | 0
10000
60 - | 30 - | 0 - | 0 - | 0
200 - | 30 540 | 0 352 | 0 363 | 0
500 268 | 30 132 | 0 120 | 0 140 | 0
30000
60 - | 30 - | 0 - | 0 - | 0
200 - | 30 655 | 0 410 | 0 393 | 0
500 325 | 30 137 | 0 142 | 0 140 | 0
Table 2.6: Summary of filter results for NYS region with different number of DME
ground stations tracked
tion to converging in under 660 seconds. Increasing the number of ground stations to 5
has improved the convergence times slightly for the cases with an altitude of 10000 ft.
The cases with an altitude of 30000 ft show mixed results when increasing from 4 to 5
ground stations. The convergence times do not change significantly with the increase of
the number of ground stations from 5 to 6.
In contrast, the modified method that utilizes the absolute range measurements
shows no convergence issues. The 60 kt cases, which have failed to converge with the
original method, have been successfully tracked with the modified filter. All of the cases
with 3 ground stations have converged in 30 seconds. There is a noticeable improvement
in the filter’s performance when the number of ground stations is increased from 3 to 4,
after which the convergence time drops to 0 for all cases. This indicates that the filter has
managed to bring the 1-σ uncertainty in latitude and longitude below the 0.025 nm (46.3
m) level with the first set of measurements that include absolute range measurements,
and it has managed to stay below this level for the whole simulation. Further increases
of the number of ground stations to 5 or 6 show no more improvements, naturally. The
convergence times stay at 0 for all the cases with these two numbers of ground stations.
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Given the success of the modified method in the NYS region, a logical follow-up
question is to assess the performance in an area with bad geometric diversity or a low
number of ground stations. Another important question is whether the current DME
ground stations cover the whole United States in a way that guarantees performance
levels similar to the NYS region. Although important, these questions are not answered
in this paper, and they are left for a future study.
The filter with only accumulated delta range measurements shows poor performance
at low aircraft speeds. This could be problematic for an aircraft after takeoff or just be-
fore landing due to the reduced aircraft speed during terminal area operations compared
to the speed at cruise. Another problem for terminal area operations is low altitude,
which causes a reduction in the number of visible ground stations. This reduction might
be severe enough to render even the filter with absolute range measurements inadequate
for position estimation. This study does not encourage optimism about the performance
of the proposed systems for terminal area operations.
2.7 Summary and Conclusions
This paper has investigated a new method for APNT based on DME carrier phase. An
SRIF implementation of an Extended Kalman filter has been developed to compute nav-
igation solutions from time series of DME carrier phase data, and a Monte Carlo truth-
model simulation has been conducted to assess the likely performance of this proposed
APNT method.
The results suggest that given enough time, a sufficient aircraft speed, and a rea-
sonable number of visible ground stations, the SRIF filter is able to achieve conver-
gence. Furthermore, the steady-state accuracy observed in the converged cases is not
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only within useful range for APNT, defined as 0.025 nautical mile 1-σ error in order to
satisfy RNAV 0.1 requirements, but it can be an order of magnitude below this threshold
in many cases.
The cases that have been considered indicate that altitude has a relatively minor
effect on filter performance, and they confirm that sufficient ground station density and
sufficient geometric diversity together allow faster filter convergence. In addition, an
increase in aircraft speed improves both the convergence speed of the position estimate
and its steady-state accuracy.
The addition of intermittent absolute range measurements to a few DME ground sta-
tions helps alleviate the convergence issues encountered in the cases with poor geometric
diversity or low aircraft speed and improves convergence rates in general. Additionally,
tracking a minimum of 4 DME ground stations aided by absolute range measurements
keeps the uncertainty in latitude and longitude below the 0.025 nm (46.3 m) goal for all
cases.
The accuracy levels demonstrated by this simulation study suggest potential useful-
ness of the proposed method as part of an APNT solution. The results show that the
system with only accumulated delta range measurements yields a navigation solution
for medium to high speed aircraft, whereas the modified system with the intermittent
absolute range measurements is able to deliver consistent filter convergence for the low
speed cases as well.
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CHAPTER 3
GNSS MULTIPATH DETECTION AND ESTIMATION WITH A SMALL
ANTENNA ARRAY
3.1 Abstract
A method that detects multipath in GNSS signals by considering accumulation-type
measurements in an antenna array is developed. The goal of the system is to miti-
gate multipath effects by exploiting direction-of-arrival and polarization difference in
the multipath. A batch filter is used to estimate the code phase, carrier Doppler shift,
direction of arrival, and phasors of the left-hand and right-hand circularly polarized com-
ponents of the direct and multipath signals. The method employs a novel test statistic
to determine the number of signals present, and it uses an incremental search for the
number of signals based on this test statistic. Truth-model simulation results show accu-
rate estimation of all direct and multipath features with up to 2 multipath signals. This
hold true even when there is direction-of-arrival overlap. RMS errors in co-elevation
and azimuth angles stay below one degree for all the considered cases. RMS error in
code phase is around 0.004 chips, and successful labeling of the direct signal based on
the estimated code phase is observed. Further analysis indicates the robustness of the
proposed method to minor model mismatch.
3.2 Introduction
Multipath distortion is a significant source of error in Global Navigation Satellite System
(GNSS) based navigation. Reflected multipath signals distort the accumulations within
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a typical GNSS receiver. These unwanted distortions can lead to erroneous carrier phase
and code phase measurements, and result in inaccurate position and velocity estimates.
Various methods have been proposed for the problem of multipath detection
and mitigation, both in single- and multiple-antenna configurations. For single-
antenna receivers, existing solutions include the Multipath Estimating Delay Lock Loop
(MEDDL) [17], the Modified Sequential Maximum Likelihood (MSML) method [18],
and a moving antenna approach that uses synthetic aperture techniques [19]. For
multiple-antenna receivers, exploitation of directional diversity is a common and ef-
fective method to mitigate multipath. Existing multi-antenna methods include statistical
detection [20], mitigation using a moving antenna array [21], and signal direction-of-
arrival (DOA) estimation using a uniform linear array [22].
The use of cross-correlation between antenna feeds to estimate DOA has been ex-
plored in the radio imaging field [23–27]. Such a method relies on calculating the co-
variance matrix between different feeds of an antenna array and extracting the num-
ber of signals and their directions-of-arrival from this sparse covariance matrix. These
cross-correlation methods are limited in their use for the problem explored in this paper.
First, most of these methods rely on the assumption that signals coming from different
source directions are uncorrelated, whereas the direct signal and the multipath signals
are highly correlated for the multipath problem. Second, even for the methods that ac-
count for correlated signals, a high signal-to-noise ratio (SNR) is required for successful
estimation. These methods fail in detecting signals below an SNR of -10 dB, whereas
the GPS multipath problem has a SNR of around -20 to -25 dB at sampling frequencies
that capture the entire RF bandwidth. Third, these methods have limited resolution in
their DOA separation compared to the method discussed in this paper. Moreover, since
these methods find signals in the feed space, they require an iterative search to go from
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the solution in the feed space to the direction space, which negates the decreased number
of calculations due to a lack of non-linear operations.
This paper develops a multipath detector and estimator based on batch filtering of
data from an antenna array. The estimator employs models of the amplitude and phase
response of each antenna feed to each of the two possible circular polarizations as func-
tions of direction-of-arrival. This model operates at the level of in-phase and quadrature
accumulations. It implements an iterative method of estimating a set of parameters that
characterize the contribution of each incident signal to the measured accumulations.
Prior work [28] has shown that a maximum likelihood estimator (MLE) for estimating
code delay, direction-of-arrival, Doppler frequency, and complex amplitude of the direct
and multipath signals is possible. The proposed antenna array includes two feeds per
antenna to make the polarization of the direct and multipath signals observable. The
estimation of signal polarization enables further separation between the direct and mul-
tipath signals because multipath signals typically have linear polarization, unlike the
right-hand circular polarization of direct GNSS signals.
This paper makes two significant contributions to the subject of multipath detec-
tion and estimation with an antenna array. First, it develops a maximum likelihood
estimator that processes accumulations from a single interval, but using multiple code
delay offsets, in order to estimate the following characteristics of each received signal,
whether direct or multipath: code delay, carrier phase, carrier Doppler shift, direction-
of-arrival (azimuth/co-elevation), and the phasors of the left-hand circularly polarized
(LHCP) component and the right-hand circularly polarized (RHCP) component. No
known prior result demonstrates observability of all these quantities from a single accu-
mulation interval. This paper’s second contribution is to apply its estimator to the output
of a truth-model simulation in order to demonstrate observability of its full state space
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and to deduce estimator performance in various scenarios that include model mismatch.
The remainder of the paper is organized as follows. The second section provides a
detailed description of the signal and accumulation models for use in this paper’s batch
estimator and truth-model simulation. The third section describes this paper’s estimation
algorithm. The fourth section explains the functioning of the truth-model simulation.
The fifth section presents the results of applying the estimator to the simulated data.
The paper’s summary and conclusions are presented in its sixth section.
3.3 Data Model
This section develops the signal and accumulation measurement models that are used
by the truth-model simulation and by the corresponding estimator.
3.3.1 Signal Model
Given an antenna array with N antennas, with two feeds for each antenna, one designed
mainly to receive RHCP signals and the other designed mainly to receive LHCP sig-
nals, the complex baseband output of the RF front-end of the nth antenna array feed is
described as:
yni = y
n
Ii+ j y
n
Qi =
M
∑
m=1
[A˜RmGnR(θm,φm)+ A˜LmG
n
L(θm,φm)] e
jωDm(ti−t0) Cm[(1+ηm)(ti− τm)]
+ vnIi+ j v
n
Qi (3.1)
The quantities ynIi and y
n
Qi are, respectively, the real and imaginary components of
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the complex baseband RF front-end output sample, yni , at the receiver clock time ti. The
sample period is ∆t = ti+1− ti. The total number of antenna feeds is 2N. There are M
received signals.
Each signal is characterized by the following set of parameters. The quantities A˜Rm
and A˜Lm are, respectively, the RHCP and LHCP signal phasors. These quantities are
complex scalars. They define the received amplitudes and initial carrier phases of the
two signal components for the mth signal as it would’ve been received at the center
of the antenna array and at the initial time t0. The mth signal’s direction-of-arrival is
parameterized by the quantities θm and φm. These are, respectively, the co-elevation
and azimuth angles defined in the antenna array’s coordinate system. The DOA for
each signal is assumed to be constant over the accumulation interval. The quantity
ωDm is the carrier Doppler shift for the mth signal. The related quantity ηm is the non-
dimensional code Doppler shift. It can be obtained by dividing ωDm by the nominal
carrier frequency ωc. Each signal’s carrier Doppler shift is assumed to be constant. The
quantity τm describes the start time of the mth signal’s PRN code at the array. The PRN
code is described by the function Cm(t). Because the direct and multipath signals from
each satellite share the same PRN code, they form a subset of the M signals that shares
identical Cm(t) functions. In summary, the parameters of the mth signal are A˜Rm, A˜Lm,
θm, φm, ωDm and τm. Given that A˜Rm and A˜Lm are complex, there are a total of 8 real
parameters for each signal.
The functions GnR(θm,φm) and G
n
L(θm,φm) are the complex-valued steering functions
of the nth antenna feed for, respectively, incident RHCP and LHCP signals. They char-
acterize the amplitude and phase effects of direction variations for the two polarizations.
If the nth feed is tuned primarily for RHCP signals, then one would expect GnR(θm,φm)
to have a larger complex magnitude than GnL(θm,φm) in the antenna’s most sensitive
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directions, and vice-versa for an LHCP feed.
The noise terms vnIi and v
n
Qi are the in-phase and quadrature measurement noise. They
are modeled as being zero-mean, Gaussian white noise. The noise terms are uncorre-
lated between different feeds. The in-phase and quadrature noise components for each
feed are uncorrelated. All components are assumed to have the same variance σ2v . The
following equations describe the whiteness and lack of correlation for the noise terms:
E[vmIiv
n
Ik] = E[v
m
Qiv
n
Qk] = δmn δik σ
2
v (3.2)
E[vmIiv
n
Qk] = 0 for any combination of i, k, m, and n (3.3)
The quantities δmn and δik in Eq. (3.2) are Kronecker delta functions.
3.3.2 Accumulation Model
Given the raw RF front-end samples from the nth feed modeled in the previous subsec-
tion, in-phase and quadrature accumulations for the pth satellite are calculated according
to the following recipe:
Inp(δωD,δτ)+ jQ
n
p(δωD,δτ) =
1
Nacc
ip0+Nacc−1
∑
i=ip0
yni e
− j(ωˆDp+δωD)(ti−t0)×
Cp[(1+ ηˆp)(ti− τˆp−δτ)] (3.4)
The quantities Inp(δωD,δτ) and Qnp(δωD,δτ) are, respectively, the in-phase and
quadrature accumulations using Nacc RF-front end samples, indexed from ip0 to (ip0 +
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Nacc−1). These accumulations use the Doppler shift estimate ωˆDp, the non-dimensional
code Doppler shift estimate ηˆp = ωˆDp/ωc, and the PRN code period start time estimate
τˆp. The accumulation formula includes the option of using a frequency offset δωD from
ωˆD and a code start time offset δτ from τˆ . Accumulations will be calculated for multiple
different frequency offsets δωD and for multiple difference code start time offsets δτ in
order to make the carrier Doppler shift ωDp and the code start time τp observable.
For the remainder of the paper, the focus is on a single satellite. The low cross-
correlation between PRN code at different satellites allows one to neglect the contribu-
tion of the signals from the rest of satellites. The subscript p is omitted in the following
equations. In addition, the number of received signals, M, henceforth refers to the total
number of direct and multipath signals for the satellite under consideration.
The accumulation recipe in Eq. (3.4) can be combined with the signal model in
Eq. (3.1) in order to produce the following model of how the computed accumulations
relate to the unknown signal parameters:
In(δωD,δτ)+ jQn(δωD,δτ) =
M
∑
m=1
[A˜RmGnR(θm,φm)+ A˜LmG
n
L(θm,φm)]×
R[(1+ ηˆ)(τm− τˆ−δτ)]×
sinc(
Tacc
2
[ωDm− ωˆD−δωD])e
jTacc
2 [ωDm−ωˆD−δωD]
+ v˜nI (δωD,δτ)+ j v˜
n
Q(δωD,δτ) (3.5)
The function R(τ) is the normalized auto-correlation function for the PRN code. The
quantity Tacc is the accumulation interval. It corresponds to the sample time difference
between the first and last samples used for the accumulation calculations, Nacc×∆t.
The quantities v˜nI (δωD,δτ) and v˜
n
Q(δωD,δτ) are the in-phase and quadrature accu-
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mulation noise terms. They can be derived from applying the accumulation formula in
Eq. (3.4) to the raw noise terms from Eq. (3.1). They are zero-mean, Gaussian random
quantities with the following statistics:
E[(v˜nI (δωD,δτ))
2] = E[(v˜nQ(δωD,δτ))
2] =
σ2v
Nacc
(3.6)
E[v˜mI (δωDa,δτa) v˜
n
I (δωDb,δτb)] = δmn
σ2v
Nacc
R[(δτa−δτb)(1+ ηˆ)]×
sinc([δωDa−δωDb] Tacc) (3.7)
E[v˜mQ(δωDa,δτa) v˜
n
Q(δωDb,δτb)] = δmn
σ2v
Nacc
R[(δτa−δτb)(1+ ηˆ)]×
sinc([δωDa−δωDb] Tacc) (3.8)
E[v˜mI (δωDa,δτa) v˜
n
Q(δωDb,δτb)] = δmn
σ2v
Nacc
R[(δτa−δτb)(1+ ηˆ)]×
1− cos [(δωDb−δωDa) Tacc]
(δωDb−δωDa) Tacc (3.9)
The RHCP and LHCP signal phasors, A˜Rm and A˜Lm, can be broken down into their
real and imaginary parts:
A˜Rm = ARIm+ jARQm (3.10)
A˜Rm = ALIm+ jALQm (3.11)
The unknown parameter vector for the mth signal is defined as
xm =
[
θm φm ωDm τm ARIm ARQm ALIm ALQm
]T
(3.12)
and the individual parameter vectors from all signals are combined together to form
the large parameter vector for the full set of M signals:
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x =
[
(x1)T (x2)T . . . (xM−1)T (xM)T
]T
(3.13)
The accumulation models can be rewritten using the state vector:
In(δωD,δτ)+ jQn(δωD,δτ) = hnI (x,δωD,δτ)+ jh
n
Q(x,δωD,δτ)
+ v˜nI (δωD,δτ)+ j v˜
n
Q(δωD,δτ) (3.14)
where hnI (x,δωD,δτ)+ jh
n
Q(x,δωD,δτ) =
M
∑
m=1
[A˜RmGnR(θm,φm)+ A˜LmG
n
L(θm,φm)]×
R[(1+ ηˆ)(τm− τˆ−δτ)]sinc(Tacc2 [ωDm− ωˆD−δωD])e
jTacc
2 [ωDm−ωˆD−δωD]
(3.15)
The in-phase and quadrature accumulations from 2N different feeds, Ncode differ-
ent code phase offsets δτ and N f req different carrier Doppler shift offsets δωD can be
lumped together to two vectors to form the complete measurement equation:
z =
 hI(x)
hQ(x)
+
 vI
vQ
 (3.16)
The vectors hI(x), hQ(x), vI , and vQ are defined as below:
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hI =

h1I (x,δωD1,δτ1)
...
h2NI (x,δωD1,δτ1)
h1I (x,δωD2,δτ2)
...
h2NI (x,δωD2,δτ2)
...
h1I (x,δωDNcomb,δτDNcomb)
...
h2NI (x,δωDNcomb ,δτDNcomb)

, hQ =

h1Q(x,δωD1,δτ1)
...
h2NQ (x,δωD1,δτ1)
h1Q(x,δωD2,δτ2)
...
h2NQ (x,δωD2,δτ2)
...
h1Q(x,δωDNcomb ,δτDNcomb)
...
h2NQ (x,δωDNcomb ,δτDNcomb)

(3.17)
vI =

v˜1I (x,δωD1,δτ1)
...
v˜2NI (x,δωD1,δτ1)
v˜1I (x,δωD2,δτ2)
...
v˜2NI (x,δωD2,δτ2)
...
v˜1I (x,δωDNcomb,δτDNcomb)
...
v˜2NI (x,δωDNcomb ,δτDNcomb)

, vQ =

v˜1Q(x,δωD1,δτ1)
...
v˜2NQ (x,δωD1,δτ1)
v˜1Q(x,δωD2,δτ2)
...
v˜2NQ (x,δωD2,δτ2)
...
v˜1Q(x,δωDNcomb ,δτDNcomb)
...
v˜2NQ (x,δωDNcomb ,δτDNcomb)

(3.18)
Each (δωDi,δτi) pair in Eqs. (3.17-3.18) represents a unique combination of carrier
Doppler shift offset and PRN code phase offset from each of the Ncomb = Ncode×N f req
total combinations. The effective total number of real-valued measurements is (4N×
Ncode×N f req). The total number of unknown parameters is 8M.
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The noise covariance is defined as Rz, and it can be calculated from Eqs. (3.6-3.9):
E{
 vI
vQ
[ vIT vQT ]}= Rz (3.19)
3.4 Multipath Batch Estimator
This section develops the multipath batch estimator that solves an optimal batch es-
timation problem based on the accumulation measurement models from the previous
section.
The weighted nonlinear least-squares batch estimation problem is to find a value of
x that minimizes the following cost function:
J(x) =
1
2
[z−h(x)]T R−1z [z−h(x)] (3.20)
where h(x) =
 hI(x)
hQ(x)
 (3.21)
The cost function in Eq. (3.20) equals the negative natural logarithm of the probabil-
ity density function of the accumulation measurement vector conditioned on the values
in the x vector, but with the natural logarithm of the probability density normalization
constant removed. Minimization of this cost function amounts to maximum likelihood
estimation.
This batch estimation problem is a weighted nonlinear least-squares estimation prob-
lem. The eventual solution algorithm will employ Gauss-Newton (GN) solution tech-
niques. This iterative algorithm is like the Newton algorithm for nonlinear equation
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solving, and like that algorithm, it requires a first guess. Given that the vector x has 8M
elements, generating a reasonable first guess presents a challenge. This paper develops
a staged method of building up a reasonable first guess. The first stage of this procedure
uses standard GNSS signal acquisition techniques. The later stages are unique to the
batch estimation problem at hand. Once a good first guess is found, it is straightforward
to implement a Gauss-Newton minimizer for the batch least-squares cost function in
Eq. (3.20).
3.4.1 Initial Coarse Acquisition of Carrier Doppler Shift and Code
Delay
The initial coarse acquisition is a generalization of the brute-force search that is standard
in GNSS receivers. A search is carried out over a grid of code delays τˆ and carrier
Doppler shifts ωˆD. For each (τˆ ,ωˆD) candidate pair in the grid, in-phase and quadrature
accumulations are generated according to Eq. (3.4) using δωD = 0 and δτ = 0. The
accumulations from all antenna feeds are added non-coherently to form the following
signal detection statistic:
λ (ωˆD, τˆ) =
2N
∑
n=1
[In(0,0)
∣∣∣2
ωˆD,τˆ
+Qn(0,0)
∣∣∣2
ωˆD,τˆ
] (3.22)
The carrier Doppler shift search ranges from -9 kHz to 9 kHz, with a grid spacing of
half the accumulation frequency, pi/Tacc rad/s. The code delay search range is the full
PRN code period, with a grid spacing of the sampling period, ∆t.
The test statistic λ (ωˆD, τˆ) for each (τˆ ,ωˆD) candidate pair is compared against a given
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detection threshold, λmin, that is generated from a statistical analysis of the noise statis-
tics as described in Eqs. (3.6-3.9). The (τˆ ,ωˆD) candidate with the highest λ value above
the threshold is chosen as the result of the coarse acquisition. If the multipath code de-
lay or Doppler shift (or both) have sufficiently large offsets for a strong multipath signal,
then a second distinct acquisition peak will be visible. Its τˆ and ωˆD values can be used
to augment this paper’s first guess procedure. The same holds true for a spoofing sig-
nal with large code delay or Doppler shift offset. Such problems are typically easier to
solve. This paper’s examples are all taken from multipath cases that produce only one
distinct peak during coarse acquisition.
3.4.2 Estimation of Signal Phasors, Code Delay, Carrier Doppler
Shift, and Direction of Arrival for one signal
The batch estimation of all signal parameters is seeded with the coarse acquisition es-
timates of the carrier Doppler shift and code delay. In-phase and quadrature accumula-
tions are generated using these estimates over a grid of carrier Doppler shift and code
phase offsets, δωD and δτ , as in Eq. (3.4). The range of code phase offsets needs to
be wide enough to cover potential peaks of the direct and multipath signals along the
code phase axis. The code phase offset spacing is chosen such that close peaks of di-
rect and multipath signals can be separated in the code phase. The cross-correlation
of noise terms for accumulations with small code offset differences puts a limit on the
improvement that can be achieved with a finer code phase grid. Similarly, the range
of carrier Doppler shift offsets is chosen to encompass potential carrier Doppler shift
values of the direct and multipath signals. Cross-correlation of noise terms limits the
amount of extra information the filter can achieve with decreasing grid spacing in the
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carrier Doppler shift. The resulting weighed nonlinear least-squares problem is solved
by using a specially constructed numerical search that iteratively increases the number
of signals.
The cost function optimization starts by assuming that the number of signals is one.
A brute-force search is conducted over a co-elevation/azimuth grid (θ ,φ ) to find an
initial estimate for the direction of arrival. This initial DOA search keeps the carrier
Doppler shift and the code delay for the signal at their coarse acquisition estimates.
The choice of grid spacing for the co-elevation and the azimuth grid is important to
the performance of the estimator and will be discussed in the results section. At each
point in the co-elevation/azimuth grid, an optimal set of RHCP and LHCP phasors is
calculated. The phasor optimization can be carried out using standard matrix operations
because the phasor components enter the signal model linearly. The (θ ,φ ) pair with
the lowest cost as calculated using Eq. (3.20) and the associated phasor components are
combined with the ωˆD and τˆ estimates from the coarse acquisition to form an initial
solution guess vector:
x0 =
[
θ¯ φ¯ ωˆD τˆ A¯RI A¯RQ A¯LI A¯LQ
]T
(3.23)
The quantities θ¯ , φ¯ , A¯RI , A¯RQ, A¯LI , and A¯LQ are, respectively, the co-elevation angle,
the azimuth angle, and the phasor components from the DOA brute-force search. This
initial solution guess is used to seed a Gauss-Newton nonlinear least-squares solver
[29]. The resulting optimal estimate for x is designated as xopt,1 to indicate that it is the
optimal solution with one signal.
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3.4.3 Estimation of Signal Phasors, Code Delay, Carrier Doppler
Shift, and Direction of Arrival for two signals
The optimal value of the cost function in Eq. (3.20) can be used to test the assumption
that the current assumed number of signals is correct.
If the given number of signals is the same as the actual number, and if the optimal
estimate from the Gauss-Newton nonlinear least-squares solver is close to the true state
vector, then 2J(xopt) can be approximated as being a sample from a chi-squared distri-
bution with (4N×Ncode×N f req−8M) degrees of freedom. An upper bound for 2J(xopt)
is calculated to give a prespecified false alarm probability for the detection of added sig-
nals. If 2J(xopt) is below this bound, then xopt,1 is the final estimate of the algorithm. If
2J(xopt) exceeds the bound, then the assumed number of signals is incremented by one.
If the algorithm decides that there are 2 signals, then the brute-force search for DOA
is repeated in a modified form. The co-elevation/azimuth grid is extended from a 2D
grid to a 4D grid, with 2 azimuth angles and 2 co-elevation angles. At each grid point,
the carrier Doppler shift and the code delay for the signals are set to the coarse acqui-
sition estimates, and an optimal set of phasor components for all signals is calculated.
Again, the phasors are optimized exactly by using the matrix method of linear least-
squares because they all enter the problem linearly. Grid points that correspond to the
same azimuth and co-elevation angles for both signals are not utilized because the 8-
dimensional vector of RHCP and LHCP phasor components for the 2 signals becomes
unobservable when the signals have the same direction of arrival. Thus, the brute-force
search is conducted to find two different directions of arrival for the signals. These
direction-of-arrival estimates are combined with the ωˆD and τˆ estimates from the coarse
acquisition to form an initial solution guess vector:
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xm0 =
[
θ¯m φ¯m ωˆD τˆ A¯RIm A¯RQm A¯LIm A¯LQm
]T
for m = 1,2 (3.24)
x0 =
[
(x10)
T
(x20)
T
]T
(3.25)
The quantities θ¯m, φ¯m, A¯RIm, A¯RQm, A¯LIm, and A¯LQm are, respectively, the co-
elevation angle, the azimuth angle, and the phasor components for the mth signal from
the DOA brute-force search. The initial solution guess in Eq. (3.25) is, again, used to
seed a Gauss-Newton nonlinear least-squares solver. The new resulting optimal estimate
for x is designated as xopt,2 to indicate that it is the optimal solution with 2 signals.
3.4.4 Estimation of Signal Phasors, Code Delay, Carrier Doppler
Shift, and Direction of Arrival for more than two signals
As in the case of 1 signal, the validity of an M-signal estimate can be checked by com-
paring 2J(xopt) to a false alarm upper bound based on chi-squared statistics for a degree
(4N×Ncode×N f req− 8M) distribution. If the bound is respected, them M is accepted
as the true number of signals, and xopt,M is accepted as the best estimate of their pa-
rameters. Otherwise, the number of signals is incremented by one and a new estimation
problem is solved.
The DOA brute-force search for 2 signals described in the previous section can be
generalized for any number of signals. The co-elevation/azimuth grid can be extended
to a 2M-dimensional grid, with M azimuth angles and M co-elevation angles. However,
this DOA brute-force search for M signals can become very slow for M > 2. Given Nθ
co-elevation angles and Nφ azimuth angles in the grid, there are (Nθ ×Nφ )M points in
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the grid. Thus, the grid space is exponential in the assumed number of signals, and the
DOA brute-force search rapidly becomes computationally infeasible as M grows above
two.
An alternate method for seeding of the Gauss-Newton optimization starts with the
optimal estimate from the M−1 signals case. Given the optimal estimate xopt,M−1, the
measurement residuals are calculated as:
zres,M−1 = z−h(xopt,M−1) (3.26)
The measurement residual vector, zres,M−1, is then used as though it were a raw
measurement to search for the DOA of one signal as previously described for the M = 1
case. Instead of keeping only the DOA with the lowest cost, all the local minima in the
(θ ,φ ) grid are utilized. For each such pair, the optimal phasor components are calculated
and then combined with the optimal estimate from the M− 1 case to form an alternate
initial solution guess vector for the M case:
xi0 =
[
xopt,M−1T θ¯ iM φ¯
i
M ωˆD τˆ A¯
i
RIM A¯
i
RQM A¯
i
LIM A¯
i
LQM
]T
(3.27)
for i = 1, · · · ,nlocal
where nlocal is the number of local minima in the DOA grid. The quantities θ¯ iM,
φ¯ iM, A¯
i
RIM, A¯
i
RQM, A¯
i
LIM, and A¯
i
LQM are, respectively, the co-elevation angle, the azimuth
angle, and the phasor components for the ith local minimum from the DOA brute-force
search. ωˆD and τˆ are the values from the initial coarse acquisition. The initial solution
guess vectors in Eq. (3.27) are separately used to seed the Gauss-Newton solver so that
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nlocal solutions are computed. The resulting optimal estimates are reduced to a single
estimate by choosing the one with the lowest cost. This estimate is then designated as
the optimal estimate for the case with M signals. One might be tempted to use only the
global minimum from the initial DOA search for the Mth signal. This would seed just
one GN search for xopt,M. Unfortunately, this approach often yields a local minimum of
the M-signals batch estimation cost function, but not the global minimum. The develop-
ment of nlocal initial guesses and the execution of nlocal GN searches provide a reliable
means of finding the globally minimizing xopt,M.
Calculating the local minima in the DOA grid is non-trivial due to the azimuth pe-
riodicity and the co-elevation singularities at θ = 0 and θ = 180 degrees. A local min-
imum is defined as a grid point that has a cost lower than all of its neighboring grid
points. The tricky aspect of determining local minima concerns the definition of a given
point’s neighbors. In general, a grid point (θi,φk) has 8 neighboring points that are
characterized by the preceding, current, and following co-elevation angles, θi−1, θi, and
θi+1, and by the preceding, current, and following azimuth angles φk−1, φk, and φk+1.
These 8 neighboring points are (θi−1,φk−1), (θi−1,φk), (θi−1,φk+1), (θi,φk−1), (θi,φk+1),
(θi+1,φk−1), (θi+1,φk), and (θi+1,φk+1). A point at the edge of the grid with azimuth
angle 0 or φkmax , has 5 neighboring points if the azimuth periodicity is not taken into
account. The missing 3 points that would be neighboring points if the grid is wrapped
around in the azimuth angle are added to the list of neighboring points when the local-
minimum check is evaluated for this grid point. For a polar grid point (θ = 0◦,φ = 0◦)
or (θ = 180◦,φ = 0◦), all points with the nearest co-elevation angle are considered as
the only neighbors. Consistent with this treatment of the poles, each neighbor of a polar
point has only 6 neighbors because the one polar point takes the place of the three neigh-
bors that it would otherwise have for a neighboring co-latitude that was neither 0 nor
180 degrees. If the grid only extends to θ = 90 degrees, then all the grid points with this
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co-elevation angle have only 5 neighboring points because the neighboring grid points
with the next higher co-elevation angle are missing from the grid.
The need to execute nlocal GN searches is somewhat expensive computationally.
Nevertheless, the cumulative amount of computation required by the multiple searches is
typically much lower than the amount required to do a brute-force search simultaneously
on 3 or more DOA grids.
3.4.5 Estimation Algorithm Summary
This paper’s algorithm and its process of calculating the optimal solution can be sum-
marized as follows:
1. Obtain estimates ωˆD and τˆ from the initial coarse acquisition.
2. Set M = 1.
3. If M < 3, go to Step 4. Otherwise, go to Step 6.
4. Do a DOA brute-force grid search for M signals. Use the globally cost-minimizing
solution to develop a seed for the Gauss-Newton solver.
5. Use the Gauss-Newton method to solve xopt,M. Go to Step 8.
6. Compute zres,M−1 as in Eq. (3.26) and do a DOA brute-force grid search for 1
signal, treating zres,M−1 as though it were z. Combine xopt,M−1 with the multiple
local minima of the cost function to seed the Gauss-Newton solver.
7. Use the Gauss-Newton method and each of the seeds developed in Step 6 to solve
for candidate xopt,M, and choose the one with the lowest cost as xopt,M. Go to Step
8.
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8. Decide if the assumed number of signals is correct using the test statistic
2J(xopt,M). If so, terminate with the solution xopt,M. Otherwise, proceed to Step
9.
9. Increment M by one and go to Step 3.
3.4.6 Estimator Algorithm Limitations of System Motion
The estimator developed in this paper relies on the assumption that the DOA and the
Doppler shift of a signal remain constant over the accumulation interval. In the case
of a moving antenna array, these assumptions may not hold true, and the estimation
algorithm’s performance would be affected.
A constant velocity motion would not pose any problems for the estimator. Such a
motion would cause an additional constant Doppler shift offset, and the estimator would
be able to handle such a situation without any performance degradation because it es-
timates carrier Doppler shift. Linear acceleration of the array would cause a varying
carrier Doppler shift. However, even a large acceleration such as 10g would not cause
any issues for the system due to its short accumulation interval. Over a 10 ms accumu-
lation interval, such an acceleration would cause a Doppler shift change of 5 Hz, and it
would lead to a negligible power loss in the accumulators of around 0.01 dB.
Rotations of the array would cause varying DOA in the estimator during the accumu-
lation interval. The main effect would be the spreading of signal power across different
DOAs. The effective power loss can be calculated by considering the following two
parameters for each feed:
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Gn1 =
∣∣∣∣∣∣∣∣ 1Tacc
∫ Tacc
0
Gn[θ(t),φ(t)]dt
∣∣∣∣∣∣∣∣2 (3.28)
Gn2 =
1
Tacc
∫ Tacc
0
|| Gn[θ(t),φ(t)] ||2 dt (3.29)
The integrals are taken over the accumulation interval, and the varying DOA is empha-
sized by the time-varying co-elevation and azimuth angles, θ(t) and φ(t). The ratio
of ∑
2N
n=1 G
n
1
∑2Nn=1 G
n
2
is used as an indicator of the power loss as a result of the array rotation. In
the absence of any rotation, this ratio is 0 dB. As the rotation rate increases, this ratio
decreases from 0 dB monotonically, indicating the spreading of power across different
DOAs and the inability of a single DOA to represent the calculated accumulations.
For this power loss analysis, the average co-elevation angle, θ¯ , is varied from 0 deg
to 75 deg, with a spacing of 15 deg. The average azimuth angle, φ¯ , is varied from
0 deg to 315 deg, with a spacing of 45 deg. These average angles are related to the
time-varying angles as follows:
θ¯ =
1
Tacc
∫ Tacc
0
θ(t)dt (3.30)
φ¯ =
1
Tacc
∫ Tacc
0
φ(t)dt (3.31)
Seven different rotation vectors defined in the antenna array’s coordinate sys-
tem are used:
[
0 0 1
]T
,
[
0 1 0
]T
,
[
1 0 0
]T
,
[
1/
√
2 1/
√
2 0
]T
,[
1/
√
2 0 1/
√
2
]T
,
[
0 1/
√
2 1/
√
2
]T
, and
[
1/
√
3 1/
√
3 1/
√
3
]T
. For
each triplet of co-elevation, azimuth, and rotation vector, the ratio defined above is cal-
culated for a given rotation vector magnitude. The lowest ∑
2N
n=1 G
n
1
∑2Nn=1 G
n
2
ratio among all consid-
ered triplets for a given rotation rate is taken as the worst power loss. This analysis has
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been conducted for a RHCP signal, and a linear polarized signal of linear polarization
orientations of 0, 45, 90, 135, and 180 deg in the plane perpendicular to the propagation
vector. A rotation rate of up to 60 rad/s would cause a rotation of the antenna array by
about one tenth of a cycle over the accumulation interval. This rotation rate has been
found to induce power losses up to 2.5 dB in the accumulations among all combinations
of DOA, rotation vector, and signal polarization.
An additional analysis has been conducted for the angular estimation errors caused
by rotation of the array. Given the time-varying co-elevation and azimuth angles, θ(t)
and φ(t), the average steering function for the nth feed over the accumulation interval
can be calculated as follows:
G¯n =
1
Tacc
∫ Tacc
0
Gn[θ(t),φ(t)]dt (3.32)
This method’s optimal estimation calculations will determine a single pair of co-
elevation and azimuth, θˆ and φˆ , that matches the overall average steering vector as best
as possible when input to the steering function assuming, that the angles stay static and
by considering all the feeds together. The deviation from the average DOA, represented
by the pair (δθ ,δφ ), is used to determine the DOA angular estimation errors that are
induced by rotation:
(θˆ , φˆ) = argmin
(θ ,φ)
2N
∑
n=1
∣∣∣∣Gn(θ ,φ)− G¯n∣∣∣∣2 (3.33)
δθ = θˆ − θ¯ (3.34)
δφ = φˆ − φ¯ (3.35)
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The Gauss-Newton method is used to determine θˆ and φˆ . The average and maximum
number of iterations required to converge to a solution were 5 and 9, respectively.
This angular estimation error analysis has been conducted over the same set of aver-
age DOA angles, rotation vectors, and signal polarizations used for the power loss anal-
ysis. The azimuth errors are normalized by multiplying them by sin θ¯ to make proper
comparisons between different average co-elevation cases. The results show that the
worst angular error among all considered combinations is on the order of 0.1 deg for a
rotation rate of 15 rad/s. This angular error rises rapidly as the rotation rate is increased
from 15 rad/s. At rotation rates of 17.5, 18, 19, and 20 rad/s, the worst angular errors
are, respectively, around 0.5, 5.5, 15, and 22 deg. The worst power loss has been found
as 0.05 dB at a rotation rate of 20 rad/s. Thus, it appears that the angular estimation
error rather than the power loss is the limiting factor in how much rotation the estimator
can handle. A rotation rate of 17.5 rad/s with its negligible angular deviation of 0.5
deg is deemed as the upper limit of how much rotation the estimator can handle without
performance degradation when using an accumulation interval of Tacc = 0.010 sec.
3.5 Truth-Model Simulation
A truth-model simulation has been used to synthesize measurement data for use in as-
sessing the proposed estimator. The simulation produces measurements at the accumu-
lation level, given by Eq. (3.5), rather than at the RF front-end sample level, given by
Eq. (3.1).
An array with 6 patch antennas is considered. There are 2 feeds for each antenna
in the array. The antennas are equally distributed on a circle with a radius of 4.1 cm.
The boresight of each antenna is slanted at 35 degrees away from the center of the
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array. Each antenna is modeled as a crossed dipole with additional attenuation below
its horizon. The two feeds implement phased addition such that one feed yields perfect
RHCP reception along the boresight while the other feed yields perfect LHCP reception
along the boresight. At the horizon, this crossed dipole model yields linear polarization
on both feeds. In theory, the polarizations reverse when exactly opposite the boresight,
but attenuation in this direction implies that signals below the horizon with reversed
polarization will be unimportant.
The received carrier-to-noise-density ratio is set at 45 dB-Hz in the RHCP feed for
the direct signal when arriving along a given antenna’s boresight. For other arrival angles
and other feeds, the received carrier-to-noise-density ratio is typically lower. Multipath
received carrier-to-noise-density ratios are also typically lower.
The accumulation model in Eq. (3.5) uses the following parameters. The accumu-
lation interval is set Tacc = 10 ms. Three carrier Doppler frequency offsets are used,
δωD = − piTacc , 0, and piTacc rad/s. The code start time offsets range from -1.5 to 1.5 chips,
with a spacing of 0.1 chip so that δτ takes on the 31 possible values -1.5, -1.4, -1.3, ... ,
1.5. In total, 93 unique combinations of carrier Doppler shift offset and PRN code phase
offset are used. This results in 2232 accumulations, half of them in-phase and half of
them quadrature, from a total of 12 different antenna feeds.
Three different sets of cases have been considered. The first one uses one signal, the
second two signals and the last one three.
For the cases with one signal, 500 truth-model simulations have been run. For each
simulation, the signal is right-hand circularly polarized, and the DOA, PRN code phase
and the carrier Doppler shift have been randomized as follows: The DOA has been sam-
pled from a random uniform distribution with a maximum possible co-elevation angle of
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75 degrees. The PRN code phase has been sampled from a random uniform distribution
with a minimum value of 4×10−6 seconds and a maximum value of 6×10−6 seconds.
The carrier Doppler shift has been sampled from a random uniform distribution with a
range (0,100) Hz. For each simulation, the accumulation measurement noise is random-
ized. These 1-signal simulations are used to test the algorithm’s ability to recognize the
absence of multipath signals.
For the cases with two signals, the angle between the DOA’s of the direct signal and
the multipath signal has been varied to test the limits of how close the two signals can
be in terms of the DOA before this paper’s algorithm fails to distinguish them. For each
considered angle pair, 500 truth-model simulations have been run and the estimation
algorithm has been used to compute the number of signals and the corresponding pa-
rameters in the x vector. The accumulation measurement noise is randomized for each
of the 500 simulations.
Table 3.1 shows the signal parameters used in the truth-model simulations for the
cases with two signals. The second and third columns document the DOA angles for the
two signals. The direction separation between the two signals is achieved by varying
the azimuth of the multipath signal. Seven used values of the multipath azimuth result
in an angle of separation of, respectively, 0, 2, 4, 6, 10, 15, and 20 degrees between the
two signals. The polarizations for the direct signal and the multipath signal are set to,
respectively, right-hand circular polarization and linear polarization, as indicated by the
fourth column. The fifth column shows the power of the multipath signal relative to the
direct signal. The final two columns describe, respectively, the PRN code phase and the
carrier Doppler shift differences between the two signals.
Note that linear polarization of the multipath signal has been achieved by setting
A˜Rm = A˜Lm. This has the effect of orienting the electric field direction in the plane
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defined by the propagation direction and the antenna boresight. At the multipath co-
elevation angle θ = 45 degrees, the particular physical orientation of the multipath sig-
nal’s linear polarization does not have a large effect on the estimation performance. At
the antenna horizon, θ = 90 degrees, the direction of linear polarization can have a large
impact.
One challenge in multipath estimation is to distinguish between the direct signal and
the multipath component with very little code phase offset. This challenge is particularly
difficult if the receiver electronics tend to blunt the sharp peak in the original PRN
code’s auto-correlation function. Therefore, it is necessary to model this effect in order
to probe this aspect of multipath estimation. The simulations model the effects of the
limited RF front-end bandwidth on the accumulations. This is accomplished by defining
R(τ) in Eq. (3.5) to be the cross-correlation between a wide-bandwidth exact replica of
the PRN code and the filtered PRN code as received at the output of the RF front-end.
Figure 3.1 shows this simulated PRN cross-correlation function for a range of bandwidth
values. The green dash-dotted line shows the ideal auto-correlation function that is
expected from an infinite bandwidth. The red dashed line, the blue dotted line, and the
black solid line describe the cross-correlation function for bandwidths of 4, 2, and 1.5
MHz, respectively. A limited bandwidth is simulated by smoothing the auto-correlation
function at τ = 0 and τ =±1 chips. This is achieved by replacing portions of the ideal
auto-correlation function centered at these three code delays. The width of the replaced
portions are inversely proportional to the bandwidth. A cubic spline fills in the gaps
to make the cross-correlation function continuous, with continuous first derivative. As
Signal θ (deg) φ (deg) Polarization Rel. Power ∆τ (chips) ∆ωD (Hz)
Direct 45 25 RHC - - -
Multipath 45 variable Linear -3 dB 0.2 5
Table 3.1: Signal parameters for the cases with two signals
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a result, the sharp auto-correlation peak and the abrupt bends at τ = ±1 chips become
more rounded with decreasing bandwidth. For the truth-model simulations, an RF front-
end bandwidth of 2 MHz has been used, and the PRN cross-correlation function is set
to the one shown as the blue dotted line in Fig. 3.1.
Figure 3.1: Simulated PRN auto-correlation function for different RF front-end band-
widths
Table 3.2 show the signals parameters used in the truth-model simulations for the
cases with three signals. The column structure is the same as in Table 3.1. The second
and third columns indicate the use of only one combination of DOA for the three signals.
The fourth column indicates that both multipath signals are linearly polarized. The
power of the second multipath signal is varied from -3 to -10 dB relative to the direct
signal, with a spacing of 1 dB, consistent with the third line of the fifth column. This
set of power levels is used to test the efficacy of the incremental signal search used
in the algorithm for 3 or more signals. For each third signal power, 500 truth-model
simulations have been run. The accumulation measurement noise is randomized for
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each run.
A test has been conducted to evaluate the improvement in estimating the direct sig-
nal’s parameters using this paper’s algorithm. It compares the filter’s results when es-
timating only the direct signal to the results where the filter decides automatically how
many multipath signals to estimate. It is expected that the direct-signal-only (M = 1) re-
sults should be less accurate than the results where the filter estimates detected multipath
signals. Two additional sets of 500 simulations have been run for these tests. For each
set, the direct signal’s parameters are kept the same, as shown in Table 3.1. The first set
contains a single multipath signal, and the second set 2 multipath signals. The multipath
signal parameters for all runs are chosen randomly. The multipath signals are linearly
polarized, and their DOA, PRN code phase and carrier Doppler shift have been random-
ized as follows: The DOA has been sampled from a random uniform distribution with
a maximum possible co-elevation angle of 75 degrees. The PRN code phase has been
sampled from a random uniform distribution such that the multipath signal is between
0.1 chips and 0.5 chips later than the direct signal. The carrier Doppler shift has been
sampled from a random uniform distribution such that the multipath value is within±50
Hz of the direct signal carrier Doppler shift. This range spans the Nyquist range of the
accumulation frequency. The multipath signal power is uniformly randomized between
-2 to -6 dB relative to the direct signal power. For each simulation, the accumulation
measurement noise is randomized. In addition to the final xopt from the algorithm for
M > 1, each xopt,1 is also stored to evaluate errors when the algorithm limits itself to
Signal θ (deg) φ (deg) Polarization Rel. Power ∆τ (chips) ∆ωD (Hz)
Direct 45 25 RHC - - -
Multipath #1 65 25 Linear -3 dB 0.2 5
Multipath #2 50 190 Linear variable 0.3 4
Table 3.2: Signal parameters for the cases with three signals
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finding only the direct signal.
3.5.1 Estimator Tunings
The upper bound for the test statistic 2J(xopt) must be set to a reasonable value for
deciding whether to search for an additional signal. This bound is set to a value that
gives an expectation that the test statistic will fall below its value 99.5% of the time for
a solution with the correct number of signals.
For the initial DOA search, the nominal grid spacing for both the co-elevation and
azimuth angles is set to 18 degrees. The co-elevation angle ranges from 0 to 90 degrees.
These grid spacings are used for the 1-signal search and for the 2-signals search. A latter
study considers the effect of changing the spacing.
The bandwidth of the PRN code assumed by the estimator is 2 MHz for most cases.
This matches the truth-model simulation bandwidth. In one special study, however, the
estimator model uses bandwidths that range from 1.7 MHz to 2.5 MHz.
3.6 Performance When Applied to Data From Truth-Model Simu-
lations
Several important questions about this system has been studied using data from the
truth-model simulation. These include the following: how well does the method iden-
tify the correct number of signals? When the correct number of signals is identified,
how accurate are the system’s estimates of each signal’s 8 parameters? Is the accuracy
consistent with the predicted accuracy based on the batch filter’s computed covariance?
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In cases when the estimated number of signals is wrong, are the estimates of the direct
path signal parameters accurate?
This section’s initial subsection presents results for an example case with one signal.
The next three subsections present Monte-Carlo statistics for cases with one, two, and
three signals. The fifth subsection compares the errors for the direct signal’s parameters
using this paper’s algorithm to the errors obtained when the algorithm estimates only the
direct signal, ignoring any possible multipath signals. The sixth subsection considers
the effect of unmodeled RF front-end filter distortion. The final subsection explores the
issue of DOA search grid spacing.
3.6.1 Example Case With Only The Direct Signal
This subsection analyzes the results from a single simulation with only the direct signal
present. This simulation has the following signal parameters: θ = 70.2 deg, φ = 6.9
deg, τ = 4.4×10−6 seconds, and ωD = 34.8 Hz. The algorithm’s optimal estimate pro-
duces a value of 2115 for the test statistic 2J(xopt) with M = 1. This value is lower than
the bound for the 1-signal search, 2400; so, the algorithm successfully determines that
there is only one signal present. The optimal estimate xopt,1 is compared against the
truth values to calculate the estimation error in the 8 estimated quantities. The calcu-
lated errors can also be compared to the estimator 1-σ values obtained from the filter
covariance matrix to assess how well the predicted errors in the estimated parameters
match the actual errors.
The optimal estimate has error values of 0.19 and -0.26 degrees for the co-elevation
and azimuth angles, respectively. The filter has been able to successfully estimate the
direction-of-arrival. The filter 1-σ values for the co-elevation and the azimuth angles
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are 0.18 and 0.21 degrees, respectively. These values are commensurate to the actual
errors, and thus the filter has a very good idea about the accuracy of its DOA estimates.
The error in ωD is 0.69 Hz, and the error in τ is 7.5× 10−4 chips. The filter 1-
σ values are 0.90 Hz and 0.0019 chips, respectively. The carrier Doppler frequency
error and filter 1-σ values are comparable in magnitude, but the 1-σ τ value is an order
of magnitude larger than the actual error. The filter appears to be conservative in its
accuracy estimates for ωD and τ , but data from a sample truth-model simulation can not
adequately assess conservatism.
The errors in phasor components are 0.005, -0.023, -0.001, and -0.003 for ARI , ARQ,
ALI , and ALQ, respectively. Note that the true ARI and ARQ are on the order of 1, while the
true ALI and ALQ are zero. Thus, these errors are small relative to the signal amplitude.
The filter 1-σ values for these parameters are 0.011, 0.026, 0.004, and 0.004, respec-
tively. The filter 1-σ values and the actual errors are very close in size. The difference
between the estimated RHCP power and the estimate LHCP power is 49 dB. This large
power difference verifies that the estimator is able to correctly identify the polarization
of the direct signal.
3.6.2 Results from the Cases with One Signal
This subsection analyzes the results from the 500 simulations with one signal. When
the filter has M = 1, 0.4% of the 500 simulations produces a test statistic value that
exceeds the specified bound for deciding whether there is more than one signal. For the
other 498 simulations, the filter has successfully concluded that there is only one signal
present. This observed false alarm rate is consistent with the 99.5% rate expected from
the bound set for the test statistic.
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For the simulations that have identified the correct number of signals, root-mean-
square (RMS) error values are calculated for the signal parameters using the differences
between the simulated truth-values and the filter estimates. In addition, the maximum
value of the absolute error over all the simulations is calculated for each signal parameter
to observe the worst performance of the estimator.
For the co-elevation angle, the RMS error is 0.20 degrees and the maximum error is
0.72 degrees. The filter 1-σ values for the co-elevation angle range from 0.14 to 0.26
degrees. The filter 1-σ values are close to the observed RMS error. The maximum error
is observed in a simulation that has produced the largest 1-σ value and is within the 3-σ
value (0.78 degrees) for that simulation.
The RMS error in the azimuth angle is 0.36 degrees. The maximum error is 5.06
degrees. The filter 1-σ values show a much wider range for the azimuth angle than for
the co-elevation angle. The filter 1-σ values and the actual absolute errors are depicted
by red circles and blue x’s, respectively, in Fig. 3.2. The horizontal axis in this figure
is the true co-elevation angle from the simulation. The filter 1-σ values are comparable
to the observed errors in magnitude and the filter reports the highest 1-σ value when
the largest actual error is observed. Note how the largest azimuth error and the largest
filter 1-σ occur near the lowest co-elevation angles. This is expected because azimuth
observability decreases to zero as co-elevation decreases to zero. Azimuth has no mean-
ing at zero co-elevation. Overall, the filter’s accuracy estimates are consistent with the
observed errors.
The RMS carrier Doppler shift error is 0.72 Hz. The maximum error is 2.49 Hz.
The filter 1-σ error values range from 0.60 Hz to 0.98 Hz. Overall, the filter accuracy
estimates are consistent with the observed errors of the simulations. Similarly, the RMS
PRN carrier phase error is 0.0015 chips, and the maximum error is 0.0047 chips. The
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Figure 3.2: Azimuth error comparison for the cases with one signal
filter 1-σ error values are in the range 0.0021-0.0047 chips. The predicted filter accuracy
for the code phase is consistent with the observed errors.
In terms of the polarization, the difference between the estimated RHCP power and
the estimated LHCP power ranges from 37 dB to 88 dB. This large power difference
between the RHCP and LHCP phasors show that the filter successfully captures the
RHCP nature of the signal for all the runs.
The two runs that produce the false alarm cases both result in an optimal filter esti-
mate with 2 signals. The power difference between the 2 estimated signals are 27 and
24 dB, respectively, in these two runs; so, the final filter solution consists of one signal
with the expected direct signal power and a very weak second signal. In one of these
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runs, the filter-labeled direct signal parameters match well with the true parameters. The
estimation errors are 0.77 and 1.84 degrees, respectively, for the co-elevation and the az-
imuth angles. The error in ωD estimate is 0.78 Hz. The error in τD estimate is 9×10−4
chips. The power ratio of RHCP to LHCP phasors for the direct signal is 26 dB. The
filter captures the RHCP nature of the signal correctly.
The other run that produces a false alarm case fails in designating the correct signal
as the direct signal. The filter has labeled the fairly weak second signal as the direct
signal because the τ estimates for the two signals put the weak signal as the earlier sig-
nal. The resulting errors are quite large as expected. The filter errors are -10 degrees,
197 degrees, -106 Hz, and -0.04 chips for θ , φ , ωD, and τ , respectively. This shows a
complete failure to estimate parameters of the only signal present for this run. The filter
can be modified to label the signal with the most power as the direct signal. If the esti-
mated signal with the larger power from this run is designated as the direct signal and its
parameters are used to calculate the estimation errors, then the estimator performance
improves drastically in terms of the observed errors. The errors, with this modification,
are 0.56 degrees, 0.12 degrees, 0.26 Hz and 0.002 chips for θ , φ , ωD, and τ , respec-
tively. This result shows that for this run the filter actually has a good estimate for the
parameters of the direct signal, but the failure to label the correct signal as the direct
signal results in the large error values reported above. Nevertheless, in certain scenarios
that involve attenuation of the direct signal, the multipath signal components can have
bigger powers than the direct signal. In those scenarios, the modification to label the
signal with the most power as the direct signal would lead to erroneous results.
Similarly, the polarization estimates can be used to designate the direct signal. For
the first false alarm case, the estimated power ratio of RHCP to LHCP phasors is 26 and
3 dB, respectively, for the correctly-identified direct signal and the additional weaker
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signal. For the second false alarm case with the signal identification failure, the es-
timated power ratio of RHCP to LHCP phasors is 51 dB and 3 dB for, respectively,
the more powerful signal that produces the small error values discussed above and the
weaker signal that produces the large error values. In both cases, the signal whose esti-
mated parameters are close to the truth signal parameters is clearly right-hand circularly
polarized, whereas the other weak signal is closer to linearly polarized than right-hand
or left-hand circularly polarized. Thus, if the algorithm is modified to designate the
signal with a clear right-hand circular polarization as the direct signal, then it would
label the correct signal as the direct signal in both cases. A future modification to the
algorithm’s method of choosing the direct signal among the estimated signals would
incorporate both the estimates for signal power levels and polarizations.
3.6.3 Results from the Cases with Two Signals
This subsection analyzes the results from the cases with two signals. When the filter has
M = 1, the filter is able to conclude that there must be more signals for all 500 runs of
each of the 7 cases. Recall that the 7 cases are distinguished by the 7 different azimuth
angles of the multipath signal. For all the runs, the calculated test statistic remains well
above the bound (2400 for 1 signal), with an observed minimum of 4392 for the test
statistic over all runs. When the filter has at most M = 2, 0.2% of the 500 runs for each
case produces a test statistic value that exceeds the bound for 2 signals (2391). This
false alarm rate shows little variation with the changing angle between the two signals’
DOA.
RMS errors for all the cases are calculated over the runs that identified the correct
number of signals by comparing the filter estimates against the simulated true values.
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Figures 3.3-3.6 show 500-run RMS error, maximum error, and filter’s computed 1-σ
values for θ , φ , ωD, and τ , respectively. For all 4 figures, the RMS errors are shown by
red stars for the first signal (the direct signal) and black diamonds for the second signal
(the multipath signal). The maximum errors are shown by blue crosses (first/direct) and
red x’s (second/multipath). The predicted 1-σ values from the filter covariance matrix
are depicted with magenta squares (first/direct) and black circles (second/multipath).
Overall, for all of these 4 quantities, the predicted 1-σ errors match quite well with
the actual observed RMS errors, as seen by the overlap of the symbols used for the
RMS error and the 1-σ filter values. This result confirms the consistency of the filter
in predicting the accuracy levels of its estimates. The RMS values do not show any
significant variations with the DOA azimuth angle. The co-elevation RMS errors are
around 0.3 and 0.4 degrees for the two signals, respectively. The azimuth RMS errors
are around 0.4 and 0.6 degrees, respectively. The RMS carrier Doppler shift errors are
around 1.0 and 1.4 Hz, respectively. Finally, the RMS PRN code phase errors are around
0.004 and 0.005 chips, respectively. The maximum observed error in the code phase is
0.02 chips. Given that the code phase difference between the two signals is 0.2 chips, a
maximum error of 0.02 chips in the code phase estimates means that the filter has been
able to successfully label the correct signal as the direct signal through the use of code
phase estimates, even when the two DOAs are identical. For all 4 parameters, RMS
errors, maximum errors, and filter 1-σ values are consistently lower for the direct signal
than the multipath signal. This is consistent with the fact that the direct signal has 3 dB
more power.
The ability to estimate polarization can be evaluated by considering the estimated
power ratio of the RHCP component to the LHCP component for the two signals. It
should be very large for the direct signal and 1 for the multipath signal. The RHCP
signal component is estimated to be 25 to 73 dB more powerful than the LHCP signal
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Figure 3.3: Co-elevation estimation error values for the cases with two signals
Figure 3.4: Azimuth estimation error values for the cases with two signals
component for the direct signal over all the runs. Thus, the filter successfully identifies
the right-hand circular polarization of the direct signal. Similar calculations for the
multipath signal show a range of -1.31 dB to 1.17 dB for the ratio of the RHCP and
LHCP amplitude estimates. Figure 3.7 shows a histogram of this ratio using data from
all the runs. The true power ratio is 0 dB for all the runs since the multipath signal is
linearly polarized and the estimated amplitudes are close to this true value for all runs
indicating good identification of the multipath signal’s linear polarization.
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Figure 3.5: Carrier Doppler shift estimation error values for the cases with two signals
Figure 3.6: PRN code phase estimation error values for the cases with two signals
For the runs where the filter fails to identify two as the correct number of signals, it
concludes that there are three signals. The filter fails to find the direct signal in every one
of these runs. None of its three signal estimates is anything like the true direct signal.
Thus, the filter estimates for the direct signal parameters are very poor. Such occurrences
could be reduced or eliminated by raising the statistical test bound for deciding whether
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Figure 3.7: Histogram for the RHCP to LHCP power ratio estimates for the multipath
signal, for the cases with 2 signals
an extra signal is present. Instead of a 99.5% bound, one could use a 99.95% bound.
Of course, this might cause the algorithm to decide that there are only two signals when
there are actually three. The question of how best to set this bound remains open.
3.6.4 Results from the Cases with Three Signals
This subsection analyzes the results from the cases with three signals. When the filter
is considering the one-signal hypothesis and the two-signals hypothesis, it is able to
conclude that there must be more signals for all the runs of all the cases. The calculated
test statistic remains well above the extra-signal detection bound (2400 for 1 signal and
2391 for 2 signals), with an observed minimum of 11991 for 1 signal and 4082 for 2
signals, for the test statistic over all runs. One might have expected failures to detect
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the third signal when it was 10 dB down from the direct signal and 7 dB down from the
first multipath signal, as in one of the 8 cases. These results indicate that the 3rd signal
must be even weaker to cause detection failure. When the filter has M = 3, at most 0.4%
of the 500 runs produces a test statistic value that exceeds the detection bound for an
additional signal. Figure 3.8 shows the false alarm rates for all cases with three signals.
Recall that each case is a set of 500 simulations with a different relative power of the
2nd multipath signal. The false alarm rate remains within the expected value of 0.5% for
all the cases, regardless of the relative power of the second multipath signal.
Figure 3.8: False Alarm rates for the cases with three signals
Figures 3.9-3.12 show the RMS error, the maximum error, and the computed filter
1-σ values for θ , φ , ωD, and τ , respectively. As in Fig. 3.8, the horizontal axis indicates
the case in terms of the power level of the second multipath signal relative to the direct
signal. For all 4 figures, the RMS errors are shown by red stars for the first signal
(the direct signal), black diamonds for the second signal (the first multipath signal),
and black triangles pointing up for the third signal (the second multipath signal). The
maximum errors are shown by blue crosses (first), red x’s (second), and blue triangles
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pointing down (third). The predicted 1-σ values from the filter covariance matrix are
depicted with magenta squares (first), black circles (second), and red triangles pointing
right (third). Similar to the cases with two signals, the filter 1-σ values match well
with the actual RMS errors. The actual accuracy levels are consistent with the predicted
levels.
Figure 3.9: Co-elevation estimation error values for the cases with three signals
Figure 3.10: Azimuth estimation error values for the cases with three signals
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Figure 3.11: Carrier Doppler shift estimation error values for the cases with three sig-
nals
Figure 3.12: PRN code phase estimation error values for the cases with three signals
The RMS error values for the direct signal and the first multipath signal show little
variance with the changing power of the second multipath signal. The RMS errors for
the direct signal are 0.4 degrees, 0.3 degrees, 1 Hz, and 0.004 chips, respectively, for θ ,
φ , ωD, and τ . These error values are similar to the ones observed for the cases with 2
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signals. The RMS error values for the second multipath signal decrease with increasing
power in the second multipath signal for all the shown parameters. The observed RMS
errors in the PRN code phase are significantly smaller than the truth code phase differ-
ences between the 3 signals. This means that the filter has been able to successfully
label the correct signal as the direct signal by considering their relative code phases.
The RHCP signal component is estimated to be 26 to 90 dB more powerful than
the LHCP signal component for the direct signal over all the runs. Thus, the filter
successfully identifies the right-hand circular polarization of the direct signal. Similar
calculations for the first and the second multipath signals show, respectively, a range
of -1.51 dB to 1.30 dB, and a range of -0.54 dB to 0.59 dB for the ratio of the RHCP
and LHCP power estimates. The power ratios for both of the multipath signals show
a histogram similar to the one shown in Figure 3.7. The true power ratio is 0 dB for
all the runs since the multipath signals are linearly polarized. For the majority of the
runs, the estimated power ratios are close to this true value. The observed maximum
estimation errors of ±1.5 dB for this power ratio indicates success in identifying the
linear polarization of the multipath signals.
For the runs where the filter fails to identify three as the correct number of signals,
it concludes that there are four signals. Similar to such cases with two signals when the
filter has identified a wrong number of signals, the filter fails to find the direct signal.
The problem is not one of choosing among the several signal estimates to find the one
that is actually the direct signal. None of the estimates are reasonable. As a result,
the filter estimates for the direct signal parameters result in error values that are again
significantly larger than the RMS error values observed for the runs with the correct
number of identified signals.
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3.6.5 Direct Signal Parameter Accuracy Improvement with the Es-
timation of Multipath Signals
This subsection analyzes the results from the set of cases with one random multipath
signal and from the set with two random multipath signals. It assesses the improvement
in filter accuracy for the direct signal’s parameters that results from the estimation of
multipath features. Recall that two different estimates for the direct signal’s parameters
are obtained for each simulation, one from the usual procedure of this paper’s algorithm
and the other from where the algorithm limits itself to finding only the direct signal. In
other words, when the algorithm stops at M = 1 signal regardless of the value of the test
statistic obtained from the solution xopt,1.
For the 500 runs with one random multipath signal, the RMS errors for θ , φ , ωD,
and τ are, respectively, 0.28 degrees, 0.30 degrees, 0.74 Hz, and 0.002 chips when
the algorithm proceeds normally. The maximum errors in the same parameters are,
respectively, 1.02 degrees, 1.94 degrees, 2.25 Hz, and 0.006 chips. When the algorithm
stops at M = 1, the RMS errors are, respectively, 10 degrees, 9 degrees, 5.1 Hz, and
0.05 chips. The maximum errors are, respectively, 51 degrees, 38 degrees, 28 Hz, and
0.27 chips. Both the RMS errors and the maximum errors show a significant reduction
when the algorithm functions normally as opposed to stopping at M = 1. The estimation
of the multipath signals attenuates multipath-induced inaccuracies of direct-path signal
parameter estimates.
In terms of the polarization, the difference between the estimated RHCP power and
the estimated LHCP power falls in the range from 26 dB to 80 dB for the direct signal
when the filter functions normally. This large power difference between the RHCP and
LHCP phasors show that the filter successfully captures the RHCP nature of the signal
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for all the runs. When the filter is limited to finding only the direct signal, this power
ratio lies in the range from 3 dB to 47 dB. In the best case scenario, this limited filter
captures the RHCP nature of the direct signal, but in the worst case scenario, the filter
fails in this task, and instead estimates that the signal is nearly linearly polarized.
For the 500 runs with two random multipath signal, the RMS errors for θ , φ , ωD,
and τ are, respectively, 0.36 degrees, 0.37 degrees, 0.84 Hz, and 0.002 chips when
the algorithm proceeds normally. The maximum errors in the same parameters are,
respectively, 1.02 degrees, 1.94 degrees, 2.25 Hz, and 0.006 chips. When the algorithm
stops at M = 1, the RMS errors are, respectively, 14 degrees, 32 degrees, 8.3 Hz, and
0.10 chips. The maximumerrors are, respectively, 60 degrees, 180 degrees, 46 Hz, and
0.53 chips. Similar to the 500 runs with one multipath signal, both the RMS errors
and the maximum errors show a significant reduction when the algorithm functions
normally as opposed to enforcing the limit for M = 1. The errors when the algorithm is
limited to M = 1 are higher for these runs than the runs with only one multipath signal.
This is expected because the additional multipath signal causes further distortion of the
direct signal’s estimated parameters when multipath signals are unaccounted for by the
estimator.
The polarization estimates show a similar trend to the cases with a single multipath
component. When the filter functions normally, the estimated power difference between
the RHCP and LHCP phasors range from 25 dB to 68 dB. When the filter is limited to
M = 1, this power difference ranges from -8 dB to 43 dB. Clearly, the ability to estimate
the multipath signals enables the filter to successfully capture the RHCP nature of the
direct signal.
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3.6.6 Results from a Filter Mismatch for the Cases with Two Signals
Often, the estimator does not have a perfect replica of the distorted PRN cross-
correlation function for its RF front-end. In order to analyze the effects of such a model
mismatch, all cases with two signals are re-run with the filter given an RF front-end
bandwidth that’s different from the one used in generating the measurements in the
truth-model simulation. Bandwidth values of 1.7, 1.8, 1.9, 2.1, 2.2, 2.3, 2.4, and 2.5
MHz are used in the filter model. Unlike all other cases in this paper, none of these filter
model bandwidths equal the truth-model simulation bandwidth of 2.0 MHz. For each
wrong bandwidth, 500 runs for all 7 DOA cases are re-analyzed. Figure 3.13 shows the
false alarm rates for all 7 cases, with the 8 different RF front-end bandwidth values used
in the filter model. This figure shows the frequency with which the filter incorrectly
identifies the presence of extra signals. The false alarm rates for all the mismatched
filter bandwidth cases are equal to or larger than the false alarm rates observed from
an estimator with perfect bandwidth match, as expected. The false alarm rate increases
as the RF front-end bandwidth value used by the estimator moves away from the true
value, obtaining maximum rates in both bandwidth error directions, with the greatest
changes as shown by the dashed magenta line marked with stars for a bandwidth of 1.7
MHz and the dashed green line marked with x symbols for a bandwidth of 2.5 MHz. For
small mismatches, as shown by the dashed black line marked with squares for 2.1 MHz
and the magenta line marked with crosses for 1.9 MHz, the estimator is able to work as
expected and the false alarm rates remain below 0.5%. This shows that the estimator is
robust to small mismatches between the true distorted cross-correlation function and the
one used by the filter.
Table 3.3 shows the RMS errors and the computed filter 1-σ estimates in the direct
signal’s parameters for the different filter bandwidth values and for the runs that identi-
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Figure 3.13: False Alarm rates with RF front-end bandwidth mismatch (zoomed version
on the right)
fied the correct number of signals. Each entry of the table shows two values for a partic-
ular combination of estimated quantity (column) and bandwidth (row). The first value in
an entry represents the RMS error, and the second value is the computed filter 1-σ esti-
mate. The row that corresponds to values from perfect bandwidth match is italicized for
emphasis. The bandwidth mismatch does not seem to have any significant impact on the
accuracy of the co-elevation angle and the carrier Doppler shift (see second and fourth
columns). The RMS errors and 1-σ filter estimates remain the same with different lev-
els of mismatch. In addition, the observed RMS errors match the filter predicted values.
The predicted filter accuracy level for the azimuth angle also shows no variation with
the amount of bandwidth mismatch. However, the observed RMS errors increase with
larger mismatch values (see the third column). RMS errors in PRN code phase show
the most impact of bandwidth mismatch. RMS errors increase from 0.004 chips in the
perfect-bandwidth-match case to 0.028 chips in the most-mismatched-bandwidth case.
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Bandwidth (MHz) θ (deg) φ (deg) ωD (Hz) τ (chips)
1.7 0.4 | 0.4 1.0 | 0.4 1.0 | 1.0 0.025 | 0.004
1.8 0.3 | 0.3 0.6 | 0.4 1.0 | 1.0 0.011 | 0.004
1.9 0.3 | 0.3 0.4 | 0.4 1.0 | 1.0 0.007 | 0.004
2.0 0.3 | 0.3 0.4 | 0.4 1.0 | 1.0 0.004 | 0.004
2.1 0.3 | 0.3 0.5 | 0.4 1.0 | 1.0 0.010 | 0.004
2.2 0.3 | 0.3 0.6 | 0.4 1.0 | 1.0 0.018 | 0.004
2.3 0.3 | 0.3 0.8 | 0.4 1.0 | 1.0 0.022 | 0.004
2.4 0.3 | 0.3 0.8 | 0.4 1.0 | 1.0 0.025 | 0.004
2.5 0.4 | 0.4 1.0 | 0.4 1.0 | 1.0 0.028 | 0.004
Table 3.3: RMS errors and computed filter 1-σ values of the direct signal parameters
with RF front-end bandwidth mismatch for the cases with two signals
This significant increase in error is expected since a mismatch in the cross-correlation
function form directly affects the estimator’s ability to lock on to the code phase peak for
each signal. More worrisome is the absent increase in the 1-σ filter estimates for τ . The
filter reports the same accuracy level in its τ estimates regardless of bandwidth, resulting
in overconfident filter estimates compared to the actual RMS errors. Nevertheless, even
with the most mismatch, RMS PRN code phase error is significantly below the actual
code phase difference of the two simulated signals, i.e. below 0.2 chips. This enables to
the filter to label the direct signal correctly even in the most mismatched cases, on the
condition that the filter identifies the correct number of signals.
3.6.7 Results from the DOA Grid Spacing Analysis
Additional simulations have been run in order to investigate the effects of co-elevation
and azimuth spacing in the initial DOA search grid. Five hundred runs of the simulation
have been generated using 2 signals with the signal parameters from Table 3.1. The
azimuth angle for the multipath signal is selected such that the DOA’s of the two signals
differ by 20 degrees. Another 500 runs of the simulation have been generated for a
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3-signals case with the signal parameters from Table 3.2. The relative power of the
second multipath signal is set to -5 dB. For different co-elevation and azimuth search
grid spacings, the estimator is given the same set of 500 runs such that the measurement
noise values are the same for each chosen grid spacing.
Table 3.4 shows the results from the simulations that investigate the DOA search grid
spacing. Each column describes the results from a different grid. The second column,
with co-elevation and azimuth spacings of 18 deg., is the grid used in all the previous
simulations, and its performance is used as a baseline against which comparisons are
made. The first and the second rows give, respectively, the spacing in co-elevation
and the spacing in azimuth. The third and fourth rows show the average reduction in
processing time for the estimator compared to the baseline grid with, respectively, 2 and
3 simulated signals. The last two rows indicate the false alarm (extra-signal) rates for
the runs with 2 and 3 simulated signals, respectively.
The false extra-signal rates show no change with the different grids. For each run, the
estimator is able to come to the same optimal solution, within the estimator tolerance,
for all the grids. As a result, the test statistic values generated for all runs are almost
the same irrespective of the initial DOA grid spacing. The estimator is able to reach the
global minimum of the cost function for all runs, independent of the initial DOA grid
spacing. In terms of the processing time, all the larger grid spacings show a reduction
compared to the baseline grid. However, the biggest reduction in time is not observed in
θ -spacing (deg) 18 30 45 45
φ -spacing (deg) 18 30 45 60
Time reduction, M=2 - 24% 31% 19%
Time reduction, M=3 - 8% 10% 4%
False Extra-Signal Rate, M=2 0.2% 0.2% 0.2% 0.2%
False Extra-Signal Rate, M=3 0.4% 0.4% 0.4% 0.4%
Table 3.4: Results for different co-elevation/azimuth grids in the initial DOA search
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the estimator that uses the smallest grid — results are shown in the last column of Table
3.4. Rather the grid whose results are shown in the second-to-last column reduces the
execution time the most.
This result can be explained by considering the trade-offs when increasing the grid
spacing. While a larger spacing enables a faster initial DOA search, thereby reducing
processing time, it also results in an initial guess for the GN optimization that is farther
from the optimal solution than an initial guess resulting from a grid with smaller spacing.
As a result of the increased distance between the initial guess and the global minimum
of the cost function, the estimator has to go through more GN iterations in order to arrive
at the optimal solution. Compared to the baseline case, the decrease in processing time
to search through the DOA grid exceeds the increase in time from increased number of
GN iterations. This hold true for all of the alternate grids considered. The 45 deg-by-45
deg grid appears to optimize this trade-off between the initial DOA grid search and the
GN optimization.
Another thing to note is that the processing time reduction as a percentage of the total
processing time is smaller for all the alternate grids when solving for 3 signals instead of
2 signals. This is explained by the additional GN iterations the estimator goes through in
3 signal cases due to the need to consider all the local minima in the initial DOA search
to seed the GN optimization. More of the processing time is taken by GN iterations for
3 signals compared to 2 signals; so, the time trade-off between the DOA grid search and
the GN optimization leans more toward the GN optimization. Thus, a reduction in the
DOA grid shows less percentage improvement in the estimator processing time when
there are 3 signals.
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3.7 Summary and Conclusions
This paper has developed and presented a method to estimate multipath in GNSS signals
with the use of a special antenna array. The array must have RHCP and LHCP feeds for
each antenna element. Each feed of each element must have a good calibration of its
steering vector in response to both RHCP and LHCP incident signals. It is possible to
build such arrays using a half dozen patch antennas with a total array footprint that has
a diameter of 12 cm.
A maximum likelihood batch estimator has been developed to filter data from such
an antenna array. A truth-model simulation has been used to assess the likely perfor-
mance of the proposed estimator. The batch filter estimates the direction of arrival, code
phase, carrier phase, carrier Doppler shift, and RHCP and LHCP phasors for each sig-
nal. It includes techniques to ensure convergence to the global minimum of its nonlinear
least-squares cost function. It iteratively estimates the number of multipath signals by
looking at cost residuals to determine whether its current assumed number needs to be
incremented.
The simulation results indicate that the filter successfully estimates each signal’s
parameters for cases that include a direct signal and up to two multipath signals. The
only failures occur in a very small percentage of cases when the estimator incorrectly
overestimates the number of signals. It never underestimates this number. Further tuning
of the filter’s extra-signal detection bound might reduce the wrong-number cases.
For two signals, successful estimation is observed even when the two signals come
from the same direction. Code phase and polarization difference enable the filter to
distinguish two signals in such cases. Analysis of RF front-end bandwidth mismatch
reveals that the estimator is robust to small mismatches. The degraded performance
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with increasing bandwidth mismatch emphasizes the need of the proposed method to
have a good characterization of the RF front-end filter response.
For all cases where the filter determines the correct number of signals present, actual
RMS errors match well with the filter’s predicted 1-σ estimates. Typical direct signal
DOA accuracies are on the order of 0.4 deg RMS or less. Code phase accuracies are
on the order of 0.004 chips. In the cases where the filter fails to identify the correct
number of signals, it produces inaccurate estimates of the direct signal’s parameters.
With proper tuning of the detection threshold for the extra signals, or with sequential
filtering of a sequence of such detections, misidentification of the number of signals and
the resulting parameter estimation errors should become rare.
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CHAPTER 4
PASSIVE-REFLECTOR-BASED RADIONAVIGATION SYSTEM
4.1 Abstract
A novel radionavigation system based on passive spherical reflector satellites and
ground transmitters is developed. Such a system would constitute an adaptable global
navigation system with an increased robustness against attacks due to the ability to
change the broadcast signal characteristic at a much quicker pace than the currently
available global navigation satellite systems in the case of system compromise. A rect-
angular transmitter array is designed for the proposed system. Expected power density
levels at ground receivers and phase deviations from spherical propagation are investi-
gated for a range of proposed orbital altitudes. The effects of different array sizes are
considered. Results show that a reflector altitude of 10000 km provides good power den-
sity levels for a radiated power of 50 kW. This altitude also provides acceptable phase
deviations from spherical propagation.
4.2 Introduction
Position, Navigation, and Timing (PNT) services are vital to many essential applications
worldwide. In particular, global navigation satellite systems such as the Global Position-
ing System (GPS) have attained widespread civilian and military use. This widespread
use of GPS necessitates robustness to provide integrity to the PNT services. GPS vul-
nerability in the form of spoofing has been recognized as one threat [30, 31], and the
need for a robust system has become more evident with the recent field demonstrations
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of the unencrypted civilian L1 C/A signal spoofing [4, 32, 33]. Jamming also poses a
threat to GPS. Service denial in the form of jamming has also been studied as a major
GPS vulnerability [34–36].
Various methods have been proposed to detect spoofing attack. The proposed meth-
ods include the use of multiple antennas [37], reliance on cross-correlation of encrypted
signals between a secure receiver and the receiver under attack [38, 39], dependence on
inertial measurements [40], and changes to the navigation message to provide authenti-
cation bits [41]. However, in the event that the security of the military signals of GPS
is compromised, the methods that rely on cross-correlation, authentication bits, or the
encrypted military code would fail to work as intended. A compromised GPS system
would require the design of a new, secure signal to be broadcast. Unfortunately, the
current GPS constellation lacks the ability to change the signal broadcast from the GPS
satellites in orbit. Thus, a replacement of the whole GPS constellation, which would be
very expense and slow, would be required.
This vulnerability can be avoided by developing a system whose broadcast signal
can be changed relatively easily when needed. One way to provide signal adaptabil-
ity is to rely on ground transmitters to broadcast the signals instead of active satellites.
The proposed system relies on passive orbiting reflectors that would reflect the ground-
transmitted signals back to Earth. Because the transmitters are on the ground, the signal
can be rapidly and cheaply changed when needed, especially if the signal loses its in-
tegrity.
Project Echo was a passive communication satellite program conducted by NASA
during the 1960s [42, 43]. It relied on balloon satellites that served as passive reflectors
for communication signals that were broadcast from a ground antenna. Two experimen-
tal satellites were flown, Echo 1 and Echo 2. Their respective diameters were 30.5 and
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41 meters. Figure 4.1 shows Echo 2 on the ground. The system included a 26 meter HA-
DEC antenna to track the satellites and a 26.5 meter Az-El dish antenna that transmitted
the communication signal. The signal frequency was 2390 MHz. The system was tested
successfully when a pre-recorded message was relayed to a secondary location on Earth
by reflecting the signal off of the balloon. The radar tracking of the satellites was shown
to be accurate to 0.1 degree for the transmitting antenna. The project was abandoned
later as it was believed that the reliability of the proposed method needed to be improved
before it could be considered operationally feasible. Soon after, active communications
satellite systems became the focus of satellite communications developments, and the
use of active satellites was a natural choice when satellite-based radionavigation systems
were developed.
Figure 4.1: A photograph of Echo 2 undergoing tensile stress test
The proposed method seeks to revisit the use of the passive reflectors demonstrated
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in Project Echo. A constellation of passive reflector satellites, with sufficient numbers
and distribution around the globe to provide global coverage of reflected signals, is the
central part of the proposed system. On the ground side, the system includes antenna
arrays that are distributed around the globe to ensure that each reflector satellite is visi-
ble continuously from at least 1 transmitter. Figure 4.2 shows a diagram of the proposed
system. The ground transmitters are depicted by the black antenna arrays, and the user
receiver is shown by the blue antenna. Three reflectors in orbit are depicted by grey
circles. Blue, orange, and green solid arrows show the transmitted signals from the
ground transmitter on the left. Yellow and black solid arrows show the transmitted sig-
nals from the ground transmitter on the right. Blue, orange, green, yellow, and black
dashed arrows depict the reflected signals that are received by the user receiver. The
system requires the transmitter to be able to send signals to all visible reflectors in view.
This requirement necessitates the use of dynamic phased arrays at the ground transmit-
ters. Steering of the transmitted signals from the arrays to the reflectors is accomplished
through the use of dynamic phasing. The use of electronic steering instead of mechani-
cal steering, as implemented by Project Echo, is intended to enable rapid steering of the
signal beam and the ability to transmit to multiple reflectors in view of a single ground
transmitter. In general, as observed in GPS, the user requires signals from at least 4
distinct reflectors to be able to solve for its position and timing.
This paper makes 2 significant contributions to the subject of alternative PNT sys-
tems based on passive reflector satellites and ground-based transmitters. First, it an-
alyzes a passive reflector-based radionavigation system that relies on ground-based
phased-array transmitters. Second, it investigates the feasibility of the proposed sys-
tem by analyzing expected signal performance. Power density level of the reflected
signals on the ground and deviation of the received phase from a spherical propagation
model are analyzed.
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Figure 4.2: Reflector-based system under consideration
The remainder of the paper is organized as follows. The second section provides a
detailed description of the antenna array model and the reflection calculations. The third
section presents the results from simulations. A summary and conclusions are presented
in the fourth section.
4.3 System Model
This section develops the antenna array model and the reflection model that are used in
the power density and phase calculations.
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4.3.1 Antenna Array Model
A rectangular array of identical elements is considered. Each element is excited with
the same amplitude, but with different phase to achieve high gains in the direction of the
reflector satellite.
Figure 4.3 shows the antenna array and the coordinate system used to derive the gain
of the array. The coordinate system is centered on the central element. The coordinate
system is local East, North, Up (ENU). The quantities θ , φ , and r are the equivalent
spherical coordinates, co-elevation, azimuth and distance, respectively.
Figure 4.3: Antenna array configuration and the local coordinate system
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Rows and columns of elements are parallel to the local east and the local north
axes, respectively. The following equation describes the coordinate of the element in
the mth row and the nth column. The array elements are separated by a distance d in
both directions. There are (2N+1) elements in each direction, and a total of (2N+1)2
elements in the array. The side length of the array is (2Nd).
rmn = mdxˆ+ndyˆ (4.1)
The following equation describes the phase of the element in the mth row and the
nth column. It constitutes the phase steering law for the array. This phase is added to
the nominal signal at each array element. The quantities α and β are, respectively, the
phase progressions per unit length in the local east and local north directions. Varying
these two quantities changes the location of the main beam in the array pattern and thus
will be used to steer the main beam in the direction of the reflector.
ψmn = mαd+nβd (4.2)
The non-normalized array far-field pattern can be calculated using the following sum
of each individual element’s phasor over the whole array [44]:
F(θ ,φ) =
N
∑
m=−N
N
∑
n=−N
e jψmn+ jk rˆ·rmn
=
sin [2N+12 (u+u0)]
sin [12(u+u0)]
sin [2N+12 (v+ v0)]
sin [12(v+ v0)]
(4.3)
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The quantity rˆ is the unit vector in the propagation direction defined by θ and φ ,[
cosφ sinθ sinφ sinθ cosθ
]T
. The quantity k is the wavenumber of the signal.
The quantities u and v describe the dependence of the array factor (F) on the radiation
direction:
u = kd sinθ cosφ (4.4)
v = kd sinθ sinφ (4.5)
The related quantities u0 and v0 are respectively, the phase progressions per element in
the local east and local north directions. They are defined as u0 = αd and v0 = βd.
If the main beam of the radiation pattern from the antenna array is intended to be
steered to the co-elevation/azimuth pair (θˆ ,φˆ ), the phase progression in each direction
is calculated to achieve u+u0 = 0 and v+ v0 = 0 in that direction. This leads to:
α =−k sin θˆ cos φˆ (4.6)
β =−k sin θˆ sin φˆ (4.7)
One can calculate the total gain in any direction using the far-field un-normalized
pattern from Eq. (4.3) and the radiation pattern of each element, f (θ ,φ). The function
f (θ ,φ) represents the gain pattern of each individual element. The elements are as-
sumed to be ideal hemispherical radiators for this study, and the exact radiation pattern
used will be discussed in a later subsection. The resulting normalized gain takes the
form [45]:
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G(θ ,φ) = 4pi
F2(θ ,φ) f 2(θ ,φ)∫ 2pi
0
∫ pi
0 F2(θ¯ , φ¯) f 2(θ¯ , φ¯)sin θ¯dθ¯dφ¯
(4.8)
4.3.2 Specular Reflection Solution
The calculations required to find the specular reflection point on a spherical reflector in
orbit for a given pair of antenna array location and receiver location are explored in this
subsection. The specular reflection point on a spherical reflector is needed in order to
calculate the received phase at the receiver location in the following subsections.
Figure 4.4 describes the problem of finding the specular reflection point. The quan-
tity rT represents the position of the antenna array in some arbitrary coordinate system.
The vectors rR and rre f are, respectively, the position of the receiver and the specular re-
flection point on the satellite in the same coordinate system. The solid blue arrow shows
the transmitted signal. The dashed blue arrow is the same signal reflected at the specular
reflection point and received by the user. Given a radius of R and a center location vector
of r0 for the spherical reflector, the specular reflection point must satisfy the following
set of equations:
∣∣∣∣rre f − r0∣∣∣∣= R (4.9)
ur−ut +2(uTt n)n = 0 (4.10)
where
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ur =
rR− rre f∣∣∣∣rR− rre f ∣∣∣∣ (4.11)
ut =
rre f − rT∣∣∣∣rre f − rT ∣∣∣∣ (4.12)
n =
rre f − r0∣∣∣∣rre f − r0∣∣∣∣ (4.13)
Figure 4.4: Specular reflection problem
The quantities ut , ur, and n are, respectively, the unit vector from the transmitter to the
reflection point, the unit vector from the reflection point to the receiver, and the unit
normal vector to the spherical surface at the reflection point, as depicted in Fig. 4.4.
The only unknowns in the problem are the coordinates of the reflection point given by
rre f . Eqs. (4.9) and (4.10) are implicit equations in rre f .
Given the geometry of the problem, the number of unknowns can be reduced down
to 1 from 3 by considering the plane created by rR, rT , and r0. This reduces the problem
to finding a reflection point on a circle.
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Figure 4.5 describes the modified problem of finding the specular reflection point on
a circle. The coordinate system is centered at the physical center of the reflector. The
receiver is placed on the x-axis of the plane, labeled XPlane, and the y-axis, labeled YPlane,
is defined such that the transmitter lies in the +y half of the xy-plane. A single quantity,
θre f is used to describe the reflection point. Its coordinates in the new coordinate system
are defined by the vector rre f =
[
Rcosθre f Rsinθre f
]T
. The vectors ur, ut , and n are
similarly redefined using the new planar coordinate system:
ur =
[
(ρR−Rcosθre f ) −Rsinθre f
]T
∣∣∣∣∣
∣∣∣∣∣
[
(ρR−Rcosθre f ) −Rsinθre f
]T ∣∣∣∣∣
∣∣∣∣∣
(4.14)
uT =
[
(Rcosθre f −XT ) (Rsinθre f −YT )
]T
∣∣∣∣∣
∣∣∣∣∣
[
(Rcosθre f −XT ) (Rsinθre f −YT )
]T ∣∣∣∣∣
∣∣∣∣∣
(4.15)
n =
[
cosθre f sinθre f
]T
(4.16)
The quantities ρR, XT , and YT are, respectively, the distance from the reflector sphere
origin to the receiver, the new 2-dimensional X-coordinate of the transmitter, and the
new 2-dimensional Y-coordinate of the transmitter.
This results in a single 2D-vector equation, a modified form of Eq. (4.10), with
a single unknown, θre f , to be solved for finding the point of reflection. However, a
closed-form solution for this problem does not exist [46]. Thus, the specular reflection
point is calculated using Newton’s method to solve this problem involving a modified
form of Eqs. (4.10-4.13):
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0 = Asinθre f cosθre f +B(sin2θre f − cos2θre f )+C cosθre f +Dsinθre f (4.17)
where
A = 2 XT ρR (4.18)
B = YT ρR (4.19)
C = R YT (4.20)
D =−R (XT +ρR) (4.21)
Figure 4.5: Specular reflection problem - planar
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4.3.3 Power Density Calculation
The system under study involves transmission from ground and reflection in orbit. This
means that signal power loss through propagation is expected to be greater than active
satellite systems that have one-way propagation (orbit to ground) as opposed to two
(ground to orbit followed by orbit to ground). Because of this, received power on ground
needs to be investigated to analyze the feasibility of the system.
The received power density at a given receiver location, rR is calculated using the
following equation [47]:
P¯R =
G(θre f ,φre f ) PT
4pi
∣∣∣∣rT − rre f ∣∣∣∣2
σre f (rT ,rR)
4pi
∣∣∣∣rR− rre f ∣∣∣∣2 (4.22)
The first fraction represents the signal power density at the reflector location. The
quantity PT is the total power radiated by the antenna array. It includes the antenna
gain in the direction of the reflector (θre f ,φre f ) to get the effective radiated power in
that direction. The denominator, 4pi
∣∣∣∣rT − rre f ∣∣∣∣2, represents the power loss due to the
distance between the antenna array and the reflector. Similarly, the second denomina-
tor 4pi
∣∣∣∣rR− rre f ∣∣∣∣2 is the power loss due to the distance between the reflector and the
receiver.
The quantity σre f (rT ,rR) in Eq. (4.22) is the scattering cross section of the reflector.
It depends on the reflection scenario and this dependence is expressed as a function of
the transmitter and receiver locations. However, for this study, certain assumptions are
made that simplify the expression for the scattering cross section. First, the reflector is
assumed to be a perfect electric conductor (PEC) sphere. Second, the reflector sphere
is assumed to be large compared to the wavelength of the signal. The behaviour of the
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scattering cross section depends on the product of the wavenumber and the reflector
radius (kR). The particular radius of the reflector sphere and the particular wavelength
used for this study will be discussed in a later section, but using the values from Project
ECHO gives a value of about 1000 for this product. In this large sphere regime (kR>>
1), the scattering cross section simplifies to the following expression [48]:
σre f (rT ,rR) = piR2 (4.23)
This result can be derived by considering how the area perpendicular to the di-
rection of travel at the receiver, A, depends on the solid angle at the transmitter, Ω.
One can calculate dAdΩ and calculate the scattering cross section through this derivate,
σre f =
(
4pi
∣∣∣∣rR− rre f ∣∣∣∣2× ∣∣∣∣rT − rre f ∣∣∣∣2)/ dAdΩ . Such calculations agree with the sim-
plified result from Eq. (4.23).
This implies that the reflector scatters back the incident power isotropically and the
scattering cross section is a constant independent of the transmitter and receiver location.
This approximation is invalid in the forward scattering scenarios where the transmitter
and the receiver lie on the opposite sides of the reflector; however, scenarios where both
the transmitter and the receiver are on Earth, located on the same side of the reflector,
are considered for this study.
For simplicity, potential power losses due to propagation through the ionosphere and
the neutral atmosphere are ignored in this discussion. The effects of the ionosphere and
the neutral atmosphere on the received power density are left for a future study.
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4.3.4 Phase Calculation
The total phase of the signal at the receiver location is given by the following equation:
θR(rR) =−k
∣∣rT − rre f ∣∣− k ∣∣rR− rre f ∣∣−pi (4.24)
The first two terms are the phase changes due to the wave propagation. The extra phase
of pi radians is due to the reflection from the sphere.
These phase calculations for a reflector sphere in the far-field regime are typical in
the literature [49], but the possibility of approximating the non-spherical wave front by
finding the best-fit phase center assuming a spherical wave-front model for use in nav-
igation solutions has not been explored. One important question to be answered is the
variation of the received phase on the ground from an expected phase given a spherical
propagation from the reflector. Pseudorange equations typically used in receiver loca-
tion solutions employed by radionavigation systems such as GPS make the assumption
that the signal phase varies as though the signal is propagated spherically from the trans-
mitter. Any large variations from this assumption in the received phase would incur large
errors in the calculated receiver location when pseudoranges from the transmitters are
employed for receiver location calculations for the system under study (unless a more
complicated pseudorange model were used). Thus, variation from spherical propagation
in received phases and the best-fit phase center are studied.
Given K receiver locations on Earth, the observed phases can be calculated using
Eq. (4.24) to form a vector of received phases as follows:
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z =

θR(rR1)
θR(rR2)
...
θR(rR(K−1))
θR(rRK)

(4.25)
The expected phase for the kth receiver location, rRk, assuming a spherical propaga-
tion from a phase center of rC with a nominal phase of θ0 at the phase center, is given
by the following equation:
hk(rC,θ0) = θ0− k |rC− rRk| (4.26)
The nonlinear least-squares problem is to find the phase center and nominal phase
that minimize the following cost function:
J(rC,θ0) =
1
2
[z−h(rC,θ0)]T [z−h(rC,θ0)] (4.27)
where
h(rC,θ0) =

h1(rC,θ0)
h2(rC,θ0)
...
hK−1(rC,θ0)
hK(rC,θ0)

(4.28)
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Finding an optimal solution to this problem is straightforward using Gauss-Newton
(GN) solution techniques. A good initial guess for the phase center is r0, the physical
center of the reflector sphere.
Once an optimal solution to the two variables, rˆc and θˆ0, are found, the deviation
from a spherical propagation at each receiver location is obtained through the residual:
δθRk = θR(rk)−hk(rˆc, θˆ0) (4.29)
For simplicity, delays due to propagation through the ionosphere and the neutral
atmosphere are ignored in this discussion. The effects of the ionosphere and the neutral
atmosphere on the phase are left for a future study.
4.4 Simulation Results
This section discusses the results from various scenarios that are considered to analyze
the feasibility of the system. The first subsection discusses the simulation setup with
a detailed description of the scenarios. The second subsection explores the antenna
array and the expected gain. The third subsection presents the expected power density
on ground for a variety of reflector altitudes and transmitter-reflector geometries. The
fourth subsection presents the results for deviation from spherical propagation of the
signal phase at a range of receiver locations.
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4.4.1 Simulation Setup
The frequency for the signal is set at 3.75 GHz, with a corresponding wavelength of 8
cm. Three reflector sizes, a radius of 10, 15, and 20 m, are considered. This range of
sphere radii results in a range of kR of 785 to 1571. As a result, the scattering cross
section given in Eq. (4.23) is valid for all the considered radii.
Three orbital altitudes are considered. The first altitude is at low Earth orbit (LEO),
with a value of 2000 km. The second and third altitudes are at medium Earth orbit, with
values of 10000 and 20200 km. The last altitude corresponds to the GPS altitude, with
an orbital period of 12 hours. There is a trade-off between the received power density
and the ground coverage as the reflector orbital altitude varies, and these three altitudes
are chosen to study this variation.
For each considered altitude, the reflector is placed in orbit with latitude and lon-
gitude of 0 degrees. When the transmitter array is placed on the same latitude and
longitude, the reflector is at zenith. The effects of location of the reflector relative to the
transmitter are analyzed by moving the transmitter array to different locations on Earth.
For each reflector altitude and for each transmitter location, a range of receiver locations
are considered. Since the ground coverage depends on the altitude, the range of consid-
ered receiver latitude and longitude values depend on the altitude. For the first altitude,
second altitude and third altitude, the receiver latitude and longitude have a range of,
respectively, -23.8 to 23.8 degrees, -44.5 to 44.5 degrees, and -52.5 to 52.5 degrees.
These values result in a maximum co-elevation of about 82 degrees for all altitudes at
the corners of the receiver grid. The spacing in receiver latitude and longitude values is
set to 5 degrees.
Antenna arrays with side lengths of 1 km, 2 km, or 4 km, are used for the calcula-
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tions. The largest S band array is the Space Fence radar system currently under con-
struction. It has a side length of about 25 meters [50]. Thus, the array sizes considered
for this study might be unfeasible for the current technology.
The distance between each element is set to 0.9λ . This value is kept below 1λ to
prevent the appearance of a grating lobe in the array pattern. The presence of grating
lobes leads to a significantly decreased array gain, which defeats the purpose of having
a large array [45]. The 0.9λ distance between elements gives 13887, 27777, and 55555
elements in each array direction, for each of the respective array side lengths. The total
power radiated by the antenna array is set to 50 kW. Each element is considered to be
an ideal hemispherical radiator with the following radiation pattern:
f (θ ,φ) =

1, if θ ≤ pi2
0, otherwise
(4.30)
This results in the following simplification of Eq. (4.8) for the final gain equation:
G(θ ,φ) =

4pi F
2(θ ,φ)∫ 2pi
0
∫ pi/2
0 F
2(θ¯ ,φ¯)sin θ¯dθ¯dφ¯
, if θ ≤ pi2
0, otherwise
(4.31)
The integral in the denominator is calculated numerically. In practice, no such radiator
exists and the effect of the element radiation pattern on the transmitter gain should be
considered in a further study.
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4.4.2 Antenna Array Gain
For the given antenna array specifications in the previous subsection with a side length
of 1 km, the antenna gain when the main beam is steered at the zenith is calculated as 93
dB. The arrays with a side length of 2 km and 4 km have an antenna gain 6 dB and 12 dB
more in the zenith direction, respectively. Figure 4.6 shows the gain near the main beam
of the array. The first null beam width is 1.6× 10−4 radians. This small beam width
requires the system to have very good ground tracking of reflector locations. A tracking
error around 3× 10−5 radians would lead to a loss of 2.1 dB in the power received by
the reflector.
Figure 4.6: Array gain - zoomed near the main beam for a steering direction of θˆ = 0
The gain in the main beam direction decreases as the main beam is steered from
the zenith as shown in Figure 4.7. The gain is around 93 dB when the main beam is
directed towards the zenith. At a co-elevation of 35 degrees, the peak antenna gain is
reduced by about 1 dB compared to when the main beam is towards the zenith. At a
co-elevation of 70 degrees, the antenna gain drops down to 88.3 dB. This represents an
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effective radiated power in this reflector direction of about one third the effective power
radiated if the array is steered towards the zenith. This acceptable level of power loss
validates the use of the antenna array as a way to direct the radiated power towards the
reflector.
Figure 4.7: Array gain as a function of steering co-elevation
Figures 4.8 and 4.9 show the array gain as a function of deviation from the steering
direction in the co-elevation and azimuth directions, respectively, for a steering direction
of 35 deg co-elevation. The distance between the first nulls are larger in both directions
compared to when the main beam is aimed towards the zenith. The first null beam width
is 2× 10−4 radians in the co-elevation direction and 2.8× 10−4 radians in the azimuth
direction.
Figures 4.10 and 4.11 show the array gain as a function of deviation from the steering
direction in the co-elevation and azimuth directions, respectively, for a steering direc-
tion of 70 deg co-elevation. Unlike the 35 deg case where the first null beam width is
larger in both co-elevation and azimuth directions compared to the zenith case, the main
beam’s increase in width occurs mostly in the co-elevation direction for the 70 deg co-
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elevation case. The distance between the first nulls expands to 4.7×10−4 radians in the
co-elevation direction. The first null beam width is 1.9× 10−4 radians in the azimuth
direction.
Figure 4.8: Array gain for deviations in the co-elevation near the main beam for a
steering direction of θˆ = 35 deg
Figure 4.9: Array gain for deviations in the azimuth near the main beam for a steering
direction of θˆ = 35 deg
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Figure 4.10: Array gain for deviations in the co-elevation near the main beam for a
steering direction of θˆ = 70 deg
Figure 4.11: Array gain for deviations in the azimuth near the main beam for a steering
direction of θˆ = 70 deg
113
4.4.3 Received Power Density
Received power density varies as a function of the reflector altitude, reflector radius, the
position of the transmitter array relative to the reflector, the transmitter array size, and
the receiver location relative to the reflector.
Figure 4.12 shows the power density distribution on the surface of Earth for a reflec-
tor altitude of 20200 m, a reflector radius of 20 m, and a transmitter array side length
of 1 km. Each receiver location is colored according to its received power density. A
colorbar on the right displays the mapping of power density values to the presented col-
ors. The transmitter array is located at a latitude of 0 deg. and longitude of 0 deg. As a
result, the reflector lies at the zenith of the antenna array and the gain of the array attains
its maximum value. The received power density is largest around the receiver locations
that are closest to the reflector, i.e. latitude and longitude of 0 deg. The largest observed
power density is -143.2 dBW/m2. The power density decreases as the receiver location
moves away from the reflector as expected. Near the edges of reflector coverage on the
ground (latitude of ±52.5 deg., longitude of ±52.5 deg.) the power density attains its
lowest value of around -145 dBW/m2.
For comparison, received power density for GPS ranges from -131 to -133 dBW/m2
[51]. Due to the lower collecting area of a hemispherical gain pattern patch antenna for
a signal with a wavelength of 0.08 m compared to the GPS L1 wavelength of 0.19 m, the
power densities on the ground for this wavelength must be 7.53 dB higher than the GPS
power densities in order to get the same signal-to-noise ratio in a receiver. Therefore,
the GPS-equivalent power density range for the example case discussed above is -151
to -152.5 dBW/m2. The power density range for this case is significantly below the
range needed to give GPS-like carrier-to-noise ratios at the output of hemispherical patch
antennas.
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Figure 4.12: Received power density for an altitude of 20200 km, reflector radius of 20
m, the transmitter array located at a latitude of 0 deg and a longitude of 0 deg, and a 1
km transmitter array size
The effect of reflector radius on the received power density is straightforward. For
a given combination of reflector altitude and transmitter location, the power density at
any receiver location is proportional to the reflector radius squared, as determined by
Eq. (4.23). Thus, the largest power density results are obtained from the reflector with
a radius of 20 m. Going with a larger reflector radius is a straightforward choice if
the received power density on ground needs to be increased. Alternatively, one could
transmit more power or could increase the size of the transmitter phased array.
Table 4.1 presents the observed power density ranges for various transmitter array
locations. The reflector radius is 20 m, and the transmitter array size is 1 km for these
results. The first two columns describe the latitude and the longitude of the transmitter
array, respectively. The third, fourth, and fifth columns, are, respectively, the range of
GPS-equivalent power density values for a reflector altitude of 2000, 10000, and 20200
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Transmitter
Lat.
(deg)
Transmitter
Long.
(deg)
Range of GPS-equivalent Power Density Values
(dBW/m2) for a reflector radius of 20 m, and a
transmitter array size of 1 km
2000 km 10000 km 20200 km
0 0 -110.5 to -118 -138.5 to -142 -151 to -152.5
10 10 -115 to -122 -142 to -145 -152 to -154
20 20 -118 to -125 -143 to -146 -153 to -155.5
30 30 - -144 to -147 -154 to -156
40 40 - -147 to -150.5 -154 to -156
50 50 - - -155 to -157
Table 4.1: Dependence of received power density on the transmitter location and reflec-
tor altitude for a signal wavelength of 0.08 m
km, over all the receiver locations. The term "GPS-equivalant" indicates that the actual
power densities have been decreased by 7.53 dB before entry into this table in order to
make them directly comparable with the typical L1 C/A code GPS power density range
of -131 to -133 dBW/m2. Thus, the column for reflectors at a 2000 km altitude is the
only one that can equal or exceed GPS-like carrier-to-noise density ratios. An entry with
the symbol - means that this combination of transmitter location and reflector altitude
has not been tested because the transmitter array does not have a clear line-of-sight to the
reflector with that particular combination. The pattern observed in Figure 4.12 is present
in all the transmitter-location/reflector-altitude pairs. The upper and the lower ends of
the power density range are observed at a receiver location of (0,0) latitude-longitude
pair and a receiver location at the edge of coverage, respectively.
The power density on the ground depends strongly on the reflector altitude. The
reflector with the lowest altitude produces the largest power density values. This is
expected because the decreased distance between the transmitters and the reflector for
the lowest altitude leads to reduced power losses through propagation in space. For each
altitude, as the reflector moves away from the zenith, a decrease in power density is
observed. This is a combined result of increased distance between the transmitter array
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and the reflector, and the reduced antenna gain as the main beam moves away from the
zenith. The power density values for the reflector at 2000 km altitude is about 20 and 30
dB larger than the values for the reflector at 10000 km and 20000 km, respectively.
If navigation performance similar to GPS is desired, an altitude of 10000 km has too
little power density for a GPS-like carrier-to-noise ratio, about 5.5 to 17.5 dB too little
power density. While a LEO altitude results in much higher power density levels, it also
leads to a significant reduction in coverage. Conversely, the GPS altitude offers the best
coverage among the considered values, but it leads to power density level at least 20 dB
below those typical for GPS users. Thus, none of these designs appears to be practical.
The use of a transmitter array with a side length of 4 km may be needed at an altitude
of 10000 km. Such an array has a 12 dB gain over the array considered for Table 4.1.
This gain of a 4 km array would make the 10000 km altitude case nearly match GPS-like
carrier-to-noise ratio performance.
Table 4.2 presents the observed power density ranges for various transmitter array
locations. The reflector radius is again 20 m for these results. The wavelength of the
signal is set to the GPS L1 carrier wavelength, 0.19 m. The array side length is increased
Transmitter
Lat.
(deg)
Transmitter
Long.
(deg)
Range Power Density Values (dBW/m2) for a
reflector radius of 20 m and a transmitter array
size of 2.5 km
2000 km 10000 km 20200 km
0 0 -102.5 to -110 -130.5 to -134 -143 to -144.5
10 10 -107.5 to -115 -134 to -137 -144 to -146
20 20 -111 to -118 -136 to -139 -145 to -147.5
30 30 - -137 to -140.4 -146 to -148
40 40 - -138 to -141 -146.5 to -149
50 50 - - -148 to -150
Table 4.2: Dependence of received power density on the transmitter location and reflec-
tor altitude for a signal wavelength of 0.19 m.
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from 1000 m to 2500 m for this set of simulations in order to keep the number of ele-
ments in the array similar to the array used for Table 4.1. A similar column structure to
Table 4.1 is used in Table 4.2. The power density ranges for this set are higher due to
two effects: a) the lack of an equivalent power loss from a lower collecting area for the
receiver antenna and b) maintenance of the gain of the transmitter antenna array for the
larger wavelength through an increase of its size. Specifically, the power density ranges
observed for an altitude of 10000 km are comparable to the GPS power density range
or somewhat below. If the large array size is a concern, a similar power level density
range at this altitude can be obtained by decreasing the array size while increasing the
transmitter power or the reflector size.
4.4.4 Deviation from Spherical Propagation
The deviation in the modeled phase from that of spherical propagation from a phase
center is calculated for all transmitter-location/reflector-altitude pairs according to the
analysis associated with Eqs. (4.27-4.29). The set of points at which phase deviations
are calculated are the same 5 deg by 5 deg grid points considered for the power density
results.
Figure 4.13 shows the results of the phase deviation for an example case. The re-
flector radius is 20 meters. The transmitter is located at a latitude of 10 deg. and a
longitude of 10 deg. The reflector altitude is 10000 km. Each receiver location is col-
ored according to its phase deviation from the best-fit spherical wave front. A colorbar
on the right displays the mapping of phase deviation values to the presented colors. The
phase deviation ranges from -29 to +8 degrees. This range represents a pseudorange
error of significantly less than one carrier wavelength for this case. The optimal fit of
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the phase center lies 10.16 meters away from the center of the reflector in the direction
of the transmitter. In general, the results show that the calculated phase center is close
to the point R/2 away from the reflector center in the direction of the transmitter for all
tested transmitter-location/reflector-altitude pairs, though the exact distance varies from
case to case, up to 2 m, 48 cm, and 18 cm, respectively for altitudes of 2000, 10000, and
20200 km.
Figure 4.13: Phase deviation from spherical propagation for an altitude of 10000 km,
reflector radius of 20 m, transmitter array size 1 km, and the transmitter array located
at a latitude of 10 deg and a longitude of 10 deg
If the phase center is assumed to be at exactly R/2 away from the reflector center
in the transmitter direction, a slightly modified form of Eqs. (4.27-4.29) can be used
to calculate a new expected phase at each receiver location. This alternate method of
determining the phase center fixes rC and solves only for an optimal θ0. Since θ0 enters
the phase calculations linearly, finding an optimal value for θ0 is trivial. This alternate
optimal value for θ0 can be used along with the fixed phase center to calculate an alter-
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nate value for the phase deviation that are expected to be larger than the original values
because of the assumed phase center used.
Figure 4.14 shows the phase deviation results for such calculations for the same
example case presented in Figure 4.13. Each receiver location is again colored according
to its phase deviation. A colorbar on the right displays the mapping of phase deviation
values to the presented colors. The phase deviation range increases to a range of -91
to 25 degrees. As expected, the phase deviation increases as the phase center used in
the calculation is changed from a calculated one to an assumed one. Nevertheless, the
maximum phase error for this phase center assumption implies a maximum pseudorange
error of about one quarter the wavelength, 2 cm.
Figure 4.14: Alternate phase deviation from spherical propagation for an altitude of
10000 km, reflector radius of 20 m, transmitter array size 1 km, and the transmitter
array located at a latitude of 10 deg and a longitude of 10 deg
For a given transmitter-location/reflector-altitude pair, a bigger reflector radius leads
to increased phase deviation from spherical propagation. A reflector radius of 10 m
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shows the lowest phase errors, and a reflector radius of 20 m present the largest phase
errors. This is expected because as the reflector radius decreases, reflection points for
various receiver locations move closer on the sphere and a single phase center captures
the observed phases more accurately. In the limiting case of a 0-radius reflector, i.e.
a point, all reflection points are the same and there is no deviation from a spherical
propagation from a single point. Thus, as the radius increases and moves away from
this limiting case, observed phase deviation increases.
Figure 4.15 shows the maximum absolute phase deviation and RMS phase deviation
as a function of reflector radius for an example case. The considered reflector radii
are 10, 15, 20, 30, and 40 m. The transmitter is located at a latitude of 20 deg. and
a longitude of 20 deg. The reflector altitude is 10000 km. The maximum absolute
deviation over the receiver location grid for each reflector radius is shown by a red x.
The RMS phase deviation for each reflector radius calculated over the receiver grid is
depicted with a blue star. The red and blue lines represent the best-fit linear curves to
the data points. Both the maximum absolute deviation and the RMS deviation show a
strong linear dependency on the reflector radius when both the phase center and nominal
phase are optimized.
Table 4.3 catalogs the phase deviation results for various transmitter array locations.
The reflector radius is 20 m for these results. A similar column structure to Table 4.1
is used. The first two columns describe the latitude and the longitude of the transmitter
array, respectively. The third, fourth, and fifth columns, are, respectively, the maximum
observed phase deviation for a reflector altitude of 2000, 10000, and 20200 km, over all
the receiver locations. The first number in each entry of the third to fifth columns is the
calculated maximum phase deviation when the phase center is optimized as described
in Eqs. (4.27-4.29). The second number in each entry is the calculated maximum phase
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Figure 4.15: Phase deviation from spherical propagation as a function of reflector ra-
dius for an altitude of 10000 km, with the transmitter array located at a latitude of 20
deg and a longitude of 20 deg
deviation when the phase center is assumed to be exactly R/2 away from the reflector
center, as described previously in this subsection. Overall, there is an increase in phase
deviation as the reflector moves away from the transmitter zenith for all altitudes. The
best results are observed for the reflector located at an altitude of 20200 km. At this al-
titude, the maximum observed phase deviations of 14.2 and 53.9 degrees for the exactly
optimized phase and for the assumed R/2 phase center, respectively, imply pseudorange
errors well below the signal wavelength. Similarly, the observed phase deviations for
the reflector at an altitude of 10000 km would result in a maximum pseudorange error
of about one wavelength if the phase center is approximated and less if the optimized
center is used. For both of these altitudes, the low phase deviation results justify a
phase center of R/2 away from the reflector center in the transmitter direction as a good
approximation.
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Transmitter
Lat. (deg)
Transmitter
Long. (deg)
Maximum phase deviation from spherical prop-
agation (deg) for a reflector radius of 20 m, and
a transmitter array size of 1 km
2000 km 10000 km 20200 km
0 0 156 / 325 6 / 19 0.9 / 2.6
10 10 1360 / 4300 29 / 91 3.1 / 10.3
20 20 2190 / 7120 62 / 203 6.6 / 22.2
30 30 - 90 / 311 10.2 / 36.0
40 40 - 105 / 379 12.9 / 47.4
50 50 - - 14.2 / 53.9
Table 4.3: Dependence of phase deviation on the transmitter location and reflector alti-
tude
This approximation fails for the reflector in LEO. The maximum phase deviation
values are below one cycle for a reflector at the zenith. As the reflector moves away
from the zenith, the maximum phase deviation increases significantly above one cycle.
For a transmitter array located such that the reflector is at an elevation of about 75
degrees, given by the third row in this table, a maximum phase deviation of about 20
cycles is observed. Such a phase deviation would translate to a pseudorange error on the
order of 1.5 m.
An accurate phase model is required for high precision applications such as CDGPS.
Given the large phase deviations observed for the proposed system, one possibility to
achieve accurate pseudorange and beat carrier measurements is to broadcast a non-
spherical wave-front model that can be used to calculate the phase deviations from a
spherical wave-front model. The best form for such a model and how to use such a
model in navigation calculations are two topics that are left for future study.
When also considering the power levels observed in the previous subsection for each
altitude, an altitude of 10000 km appears to be a good choice if enough transmission
power or large enough transmitter or reflector dimensions can be applied so that there
will be a sufficient power density on the ground. The large phase deviation observed in
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LEO rules it out as a suitable choice. While there is some improvement in this aspect as
the altitude moves from 10000 km to 20000 km, the poor power density levels observed
at an altitude of 20000 km make it a poor choice, too. Thus, the altitude of 10000 km
appears to have acceptable phase deviation values and the possibility of adequate power
density levels per this first analysis.
A combination of higher transmitted power, a larger reflector, or a larger phased-
array dimension for the transmitter would make a higher altitude workable. Conversely,
a lower altitude might be acceptable with a sophisticated wave-front model that accounts
for the phase deviations. The exact form of such a wave-front model and whether a pre-
calibrated version of it could be created and stored in a receiver are left for future study.
4.5 Summary and Conclusions
This paper has developed and presented a preliminary study on a novel radionavigation
system based on ground transmitters and passive orbiting spherical reflectors. The signal
utilized by an example version of the system has a wavelength of 8 cm. A rectangular
antenna array for the transmitter is designed to achieve high transmitter gain in the
direction of reflector. This antenna array achieves a gain of 93 to 88 dB depending
on the co-elevation of the reflector.
The simulation results indicate that a reflector altitude of 10000 km with a transmit-
ter power of 50 kW and array dimension of 1 km offers received power density levels 5
to 17 dB weaker than GPS power density levels that yield an equivalent carrier-to-noise
density ratio at the output of a hemispherical patch antenna. GPS-like power density lev-
els can be achievable by increasing the transmitter power and the array size. Observed
phase deviation values at this altitude seem promising for a spherical propagation as-
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sumption. This altitude offers a good trade-off between ground coverage and received
power density levels. While a LEO reflector offers improved power density levels, its
significantly reduced ground coverage and significantly increased phase deviation from
a spherical wave front compared to the 10000-m altitude reflector indicates that it is a
more problematic choice for the proposed system.
Calculations show that the phase center can be assumed to be at a point half of the
reflector radius away from the reflector center in the direction of the transmitter without
causing large pseudorange errors for an altitude of 10000 km.
The results show that decreasing the altitude leads to higher power density levels at
the cost of increased phase deviation from a spherical wave front model. Similarly, an
increased reflector size increases both the power density and the phase deviation. For
any given reflector altitude and reflector size, increasing the array size or the transmitter
power is a way to achieve higher power density without causing larger phase deviations.
The results demonstrated by this study reinforce the feasibility of a passive reflec-
tor based radionavigation system whose broadcast signal can be altered easily at the
ground transmission level. These results merit further study that investigates the pseu-
dorange equation for this system, a navigation solution dependent on such pseudorange
equations, reflector constellation design, and more realistic power level calculations.
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CHAPTER 5
SUMMARY AND CONCLUSIONS
Three studies have been conducted as part of either providing increased GPS robust-
ness or alternatives to GPS. These studies have been motivated by a perceived need to
strengthen the integrity of GPS or to provide a back-up in case GPS is compromised.
The first study of this dissertation has analyzed a new method for Alternative Posi-
tion, Navigation, and Timing (APNT) for aircraft based on Distance Measuring Equip-
ment (DME) carrier phase. An Extended Kalman Filter that processes time series of
DME carrier phases has been developed. Likely filter performance has been assessed
through a truth-model simulation. A steady-state accuracy level better than 0.025 nau-
tical miles is achievable with this system. Typical convergence times range from 80
seconds to 900 seconds. The navigation filter uses primarily passive measurements,
thereby avoiding the potential for overloading the active two-way ranging function of
the existing aircraft navigation DME system. Aircraft altitude has been found to have a
minor effect on filter performance. Filter convergence speed and steady-state accuracy
have been found to improve with increased aircraft speed. Observed convergence issues
in the cases of poor geometric diversity or low aircraft speed can be mitigated with the
use of intermittent absolute range measurements. The results suggest potential useful-
ness of the method as part of an APNT solution for aircraft navigation over CONUS and
similar airspaces that have DME networks.
This dissertation’s second study has developed a method to estimate multipath with
the use of a special antenna array. A maximum likelihood batch estimator that includes
a novel iterative search on the number of multipath signals has been developed. The
method is also applicable to anti-spoofing systems. The truth-model simulation results
have shown successful estimation with up to two multipath signals. Typical direct-signal
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direction-of-arrival accuracies have been found to be on the order of 0.4 deg RMS when
estimating multipath, but they would be on the order of 10 deg RMS when ignoring
multipath by not using this new method. Pseudorange accuracies are on the order of
0.004 chips and 0.1 chips, respectively, when estimating multipath using the new system
or when ignoring multipath.
This dissertation’s third study has developed a novel radionavigation system based
on passive reflector satellites and ground transmitters. A large rectangular phased-array
transmission antenna is used in order to achieve high antenna gains for the system,
thereby focusing a significant amount of power on the passive reflector satellite, which
takes the form of a spherical balloon or similar structure with a radius that might be as
large as 20 m.
A reflector altitude of 10000 km and radius of 20 m have been found to offer good
power density levels when transmitting an 0.08 m wavelength signal from a 4km-by-
4km ground-based phased array at a 50 kwatt power level. Analysis has shown that
such a system yields an acceptably small phase deviation from a spherical propagation
model. The results have demonstrated the feasibility of this proposed alternative radion-
avigation system whose broadcast signal can be altered easily at the ground transmitter,
thereby providing system robustness through the ability to rapidly adapt the nature of
the transmitted signal.
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