described. A concurrent read, exclusive write (CREW) PRAM permits multiple processors to read data from the same memory location simultaneously, but permits only one processor at a time to attempt to write to a given memory location. A concurrent read, concurrent write (CRCW) PRAM permits concurrent reads as above, but allows several processors to attempt writing to the same memory location simultaneously, with some tie-breaking scheme used so that only one of the competing processors succeeds in the write. An exclusive read, exclusive write (EREW) PRAM is the most restrictive version of a PRAM in that only one processor can read and write from a given memory location at a given time. Some bus-based machines with a small number of processors, such as those marketed by Alliant, ELXSI, Encore, and Sequent, to name a few, are conceptually similar in design to a PRAM.
Efficient Parallel Convex Hull Algorithms
A bstract-In this paper, we present parallel algorithms to identifv (i.e., detect and enumerate) the extreme points of the convex hull of a set of planar points using a hypercube, pyramid, tree, mesh-of-trees, mesh with reconfigurable bus, EREW PRAM, and a modified AKS network. It is known that the problem of identifying the convex hull for a set of planar points given arbitrarily cannot be solved faster than sorting. For the situation where the input set of n planar points is given ordered (by x-coordinate) one per processor on a machine with 8 ( n ) processors, we introduce a worst case hypercube algorithm that finishes in 80og n) time, a worst case algorithm for the pyramid, tree, and mesh-of-trees that finishes in 8(log3 n/(log log n)*) time, and a worst case algorithm for the mesh with a reconfigurable bus that finishes in 8(log2 n) time. Notice that for ordered data the sorting bound does not apply. We also show that our 80og n) time hypercube algorithm for ordered data extends to yield an optimal time and processor 80og n) worst case time EREW PRAM algorithm for the case where the set of planar points is distributed arbitrarily one point per processor. We also show that this algorithm can be extended to run in worst case 80og n) time on a modified AKS network, giving the first optimal 80og n) time algorithm for solving the convex hull problem for arbitrary planar input on a fixed degree network.
Index Terms-AKS network, computational geometry, convex hull, EREW PRAM, hypercube, mesh, mesh-of-trees, parallel algorithms, pyramid, reconfigurable mesh.
I. INTRODUCTION
HE CONVEX hull is a geometric structure of primary T importance that has been well studied for the serial model of computation [8] , [47] , [52] , [56] , [60] . It has applications to normalizing patterns in image processing, obtaining triangulations of sets of points, topological feature extraction, shape decomposition in pattern recognition, and testing for linear separability, to name a few. Some general references which describe such problems, show some of their uses, and provide some serial algorithms solving them are [46] , [47] , [56] .
Compared to the number of serial algorithms for solving such problems, the number of parallel algorithms is quite small. A number of parallel algorithms have been presented which computed geometric properties of digitized pictures (c.f., [17] , [26] , [35] - [37] , [40] , [42] , and the references contained therein). However, problems that involve digitized Manuscript received February 17, 1988; revised July 15, 1988. pictures are significantly different from the problems that arise when the figures are represented as sets of points, which is a much more general form of input, and one that allows for larger problems to be solved on existing machines. In the early 1980's, parallel algorithms for convex hull problems using point data began to appear [3] , [ 131, [U] . In 1984, the authors published a preliminary version [34] of [38] that included parallel algorithms for several problems involving geometric properties, such as convexity, proximity, area, intersection, and containers on a mesh computer, and Chazelle published a paper using a one-dimensional systolic computer to solve some problems involving convexity, proximity, and intersection [ 121. Subsequently, additional papers with parallel algorithms for point data input have appeared [ l l , [61, [71, [191, 1241, [30] , and it can be expected that this trend will continue. Parallel computers provide the possibility of substantial improvements in the running time of algorithms, allowing larger problems to be solved in a feasible amount of time.
Elegant serial solutions to many problems are based on being able to efficiently construct the planar Euclidean Voronoi diagram of a set of planar points, or use sophisticated data structures specifically designed for geometric problems [52] . However, it is not clear that manipulating data structures for constructing Voronoi diagrams is as useful in parallel computers, since operations such as following a pointer may be very efficient on a serial computer but less so on a parallel one. Some of our algorithms are for local-memory parallel computers where information must be exchanged as messages between processors. In such a setting, the distance information must travel and the communication patterns that govern multiple messages become dominant considerations.
In this paper, we give algorithms to identify (i.e., detect and enumerate) the extreme points of the convex hull for a set of planar points on a hypercube, pyramid computer, tree machine, mesh-of-trees, mesh with reconfigurable bus, EREW PRAM, and a modified AKS network. It is known that the problem of identifying the convex hull for a set of planar points given arbitrarily cannot be solved faster than sorting [47] . Therefore, given a set S of n planar points, distributed arbitrarily one point per processor on a network M with n processors, sorting bounds dictate that solutions to the convex hull problem require a( T , ( n ) ) worst case time, where T , ( n ) represents the worst case time to sort n items, stored one item per processor on network M.
The concentration of this paper is on developing polylogarithmic (i.e., O(1og' n), for c L 1 a constant) time algorithms for a variety of parallel machines. Since the convex hull is a geometric structure of importance to solving many other problems, there will be occasions when one is concerned with identifying the extreme points of a set of planar points as an intermediate step in solving computationally intensive problems. In this situation, it is reasonable to assume that preprocessing of the data has been, or can be, performed to order the data. Most of the algorithms presented in this paper assume the input set S of planar points is initially distributed in an ordered fashion so that the x-coordinate of the point in processor Pi is less than the x-coordinate of the point in processor Pi, for i < j . (This ordered data assumption was used independently in [19] for obtaining an optimal O(1og n)
time algorithm for the CREW PRAM.) Generally, the worst case running times of our convex hull algorithms that assume ordered data input are far superior to the worst case running times of algorithms possible for arbitrary input since these are bounded by sorting. In fact, for some of the mesh-based models discussed in this paper, for a set of planar points distributed arbitrarily, a best possible worst case lower bound on the time to solve the convex hull problem is Q ( r~l /~) .
For the pyramid and mesh-of-trees, in which this Q @ z ' /~) time bound applies, optimal 8(n1'2) worst case time solutions to this problem are known [38]. A contrast in the running times of the algorithms based on differences in input can be seen by the fact that the algorithm we introduce for input size n on a pyramid with n base processors finishes in worst case €)(log3 n/(log log n)2) time when the data are ordered. This algorithm is also extended to give a worst case €)(log3 n/(log log n)2) time algorithm for ordered input on a tree and mesh-of-trees architecture, and to give a worst case 8(log2 n) time algorithm for ordered input on a mesh with a reconfigurable bus. A somewhat different approach is used to
give an optimal worst case €)(log n) time algorithm for ordered input on a hypercube. Lower bounds are discussed more fully in Section 11-D. As a byproduct of the algorithms that we develop for ordered input on a hypercube, we also introduce an optimal worst case 8(log n) time and n-processor EREW PRAM algorithm for solving the convex hull problem for planar point data input distributed arbitrarily one per processor. This improves on the optimal worst case @(log n) time CREW PRAM algorithm given in [l] and [6] in that we use the weakest PRAM model, the EREW PRAM, which forbids concurrent reads and concurrent writes. We also give an expected 8(log n) time algorithm for the hypercube to solve the convex hull problem for planar point data input distributed arbitrarily one per processor. Finally, we give the first worst case 8(log n) time algorithm to solve the convex hull problem for planar point data input distributed arbitrarily one point per processor on a fixed degree network, specifically, a modified AKS network.
On parallel machines, the convex hull is often a fundamental step in determining minimum-area containers into which points can fit, the diameter of the set of points, linear separability of two sets of objects, and so forth. Since its applications are so wide ranging, it makes sense to consider running times of algorithms for different machines and different types of input.
In Section 11, the notation, models of computation, and definitions that are used throughout the paper are defined.
Furthermore, lower bounds are given for solving the convex hull problem, and different assumptions regarding the form of the input data are discussed. In Section 111, a general parallel algorithm is given for solving the convex hull problem for ordered data. Worst case 8(10g3 n/log log n) time implementations of this algorithm are then given for the pyramid, tree, and mesh-of-trees, while an efficient @(log2 n) implementation is given for the mesh with a reconfigurable bus. The algorithm given in Section IV for solving the convex hull problem on a hypercube is different from the algorithms given in Section 111, and has a worst case running time of 8(log n). In this section, we also give an expected 8(log n) time algorithm to solve the convex hull problem for planar data initially distributed in an arbitrary fashion. In Section V, we show how to combine ideas developed in Section IV with the algorithms given in Section 111 to derive worst case 8(10g3 n/ (log log n)2) time algorithms for the pyramid, tree, and meshof-trees. In Section VI, we show that the hypercube algorithm that is developed in Section IV can be modified to yield an optimal worst case @(log n) time, n-processor, EREW PRAM algorithm for solving the convex hull problem assuming an arbitrary ordering of the planar point data input. In Section VII, we show that the hypercube algorithm that is developed in Section IV can be modified to yield an optimal worst case €)(log n) time algorithm for a fixed degree network assuming arbitrary planar point data input. This is the first algorithm presented that solves the convex hull problem in worst case 8(log n) time on a fixed degree network. Section VI11 is the conclusion.
11. PRELIMINARIES
A . Order Notation
Throughout this paper, 0, 8, and Q notation are used, where 8 is used to mean "order exactly," 0 is used to mean ''order at most, " and Q is used to mean ''order at least. ' ' That is, given nonnegative functions f and g defined on the positive integers, we write f .= 8 ( g ) if and only if there are positive constants Cl, C2, and a positive integer N such that C1 * g(n)
and only if there is a positive constant C and an integer N such that f ( n ) I C * g(n), for all n > N , and we write f = Q( g ) if and only if there is a positive constant C and an integer N such that C * g(n) I f ( n ) , for all n > N.
B. Models of Computation
In this section, the models of computation that are used in this paper are defined and some standard terminology is reviewed.
The communication diameter of a machine is defined to be the maximum of the minimum distance (number of communication links) between any two processors in the network. Therefore, the communication diameter of a machine gives a lower bound on the running time for problems where data need to be exchanged between processors at maximum distance.
Another method of determining lower bounds for problems that require extensive data movements is by a wire-counting (or wire-cutting or cut-set) argument. For instance, suppose one is concerned with the minimum time necessary to sort or route data on a particular machine and it can be shown that in the worst case all of the data from one "half" of the machine must be exchanged with all of the data from the other "half" of the machine. If there are w wires that connect the two halves of the machine, then in one unit of time only 2w elements can cross these w bidirectional communication wires. Therefore, if each half of the machine has n/2 pieces of data, then n(n/w) time is required simply to move data between the two halves of the machine. 1) Mesh Computer: An optimal mesh algorithm for identifying the extreme points of the convex hull is given in [34], [38] , and [40]. The description of the mesh is presented in this section for convenience since a number of the other architectures of interest in this paper are mesh-based, e.g., the pyramid, mesh-of-trees, and mesh with reconfigurable bus.
The mesh computer (mesh) of size n is a machine with n simple processing elements (PE's) arranged in a square lattice. To simplify exposition, it is assumed that n = 4' for some integer c. For all i, j E [0, * , n1I2 -13, PE Pj,j, representing the PE in row i and column j , is connected via bidirectional unit-time communication links to its four neighbors, PE's Pj+l,,+l, assuming they exist. (See Fig. 1 .) Each PE has a fixed number of registers (words), each of size @(log n), and can perform standard arithmetic and Boolean operations on the contents of these registers in unit time. Each PE can also send or receive a word of data from each of its neighbors in unit time. Each PE contains its row and column indexes, as well as a unique identification register, the contents of which are initialized to the PES' proximity order index, as discussed below.
Several of the algorithms presented in this paper rely on ordering data with respect to the proximity ordering of processors (which is based on the concept of space-filling curves). There is no single natural ordering of a twodimensional mesh, so many orderings of processors have been used. Some of the more useful and popular orderings are given in Fig. 2 . Notice that snake-like ordering has the useful property that PE's with consecutive numbers in the ordering are adjacent in the mesh, while shuffled row-major ordering has the property that the first quarter of the PE's form one quadrant, the next quarter form another quadrant, etc., with this property holding recursively within each quadrant. This property of shuffled row-major ordering is useful in many applications of a divide-and-conquer approach. Proximity ordering combines the advantages of snake-like and shuffled row-major order. Some properties of proximity ordering follow. Given row and column coordinates of a PE P, in O(1og n) time a single processor can compute the proximity order of P by a binary search technique. Similarly, given a positive integer i, the row and column coordinates of the PE with i as its proximity number can be determined in O(1og n) time by a single processor. Given any positive integers i c j , the shuffled row-major property of recursively dividing indexes among quadrants gives the property that the distance from PE number i to PE numberj is O ( ( j -i)l12), and that a path of length 0(( j -i ) ' I 2 ) can be achieved using only PE's numbered from i toj. Furthermore, the PE's numbered from i through j contain a subsquare with more than ( j -i )/8 PE's. The communication diameter of a mesh of size n is @(n ' I 2 ) as can be seen by examining the distance between PE's in opposite corners of the mesh. This means that if a PE in one comer of the mesh needs data from a PE in another comer of the mesh at sometime during an algorithm, then a lower bound on the running time of the algorithm is n(n'I2).
2) Pyramid Computer: A pyramid computer (pyramid) of size n is a machine that can be viewed as a full, rooted, 4-ary tree of height log4 n, with additional horizontal links so that each horizontal level is a mesh. It is often convenient to view the pyramid as a tapering array of meshes. A pyramid of size n has at its base a mesh of size n, and a total of f n -f PE's. The levels are numbered so that the base is level 0 and the apex is level log4 n. A PE at level i is connected via bidirectional unit-time communication links to its nine neighbors (assuming they exist): four siblings at level i, four children at level i -1, and a parent at level i + 1. (A sample pyramid is given in Fig. 3 .) It is assumed that each PE has a fixed number of words (registers), each of size @(log n), and that arithmetic, Boolean, and communication operations with a neighbor take unit time. Each PE contains registers with its row, column, and level coordinates, the concatenation of which provides a unique label for the PE. Notice that the communication diameter of a pyramid computer of size n is @(log n). This is true since any two processors in the pyramid can exchange information through the apex. (The reader is referred to [40] for @(log n) time algorithms that solve a variety of problems on a pyramid of size n.) Of course, if too much data are trying to be passed through the apex, then the apex becomes a bottleneck. In [39] and [40], it is shown that for a variety of problems on a pyramid computer of size n, the Q(1og n) lower bound is overly optimistic and can be replaced by a bound closer to n114. Notice that efficient pyramid algorithms must avoid operations that require extensive data movement, such as sorting or routing all of the data in the base, since a simple wire-counting argument shows that Q(n time is required.
To see this, consider the number of wires crossing the middle of the pyramid versus the number of items that potentially must move from one half to the other. In the base of the pyramid, there are n112 wires crossing the middle of the pyramid, in the next level there are n112/2 such wires, and so on, giving the total number of wires crossing the middle of a pyramid of size n to be Cr' (")-I n112/2', which is 2n112 -2. Since all n pieces of data that initially reside in the base of the pyramid may need to cross from one side of the base mesh to the other, then rn/(2n time, is required just to get data across the middle of the pyramid. 3) Mesh-of-Trees Architecture: A mesh-of-trees of base size n, where n is an integral power of 4, has a total of 3n -2n1'* PE's. n of these are base PE's arranged as a mesh -2)1 time units, or Q(n of size n. Above each row and above each column of the mesh is a perfect binary tree of PE's. Each row (column) tree has as its leaves an entire row (column) of base PE's. All row trees are disjoint, as are all column trees. Every row has exactly one leaf PE in common with each column tree. Fig. 4 shows a sample mesh-of-trees. Each base processor is connected to six neighbors (assuming they exist): four in the base mesh, a parent in its row tree, and a parent in its column tree. Each PE in a row or column tree that is neither a leaf nor a root is connected to exactly three neighbors in its tree: a parent and two children. Each root in a row or column tree has its two children as neighbors. It is assumed that each PE has a fixed number of words (registers), each of size B(1og n), and that all arithmetic, Boolean, and communication operations with a neighbor take unit time. Each PE contains identity registers with its row, column, and level coordinates (the base being level 0), the concatenation of which provides a unique label for the PE.
Like the pyramid, the mesh-of-trees also has a communication diameter proportional to the logarithm of the number of base PE's. Also, like the pyramid, a simple wire-counting argument shows that for operations that require extensive data movement, such as sorting or routing, Q(n 112) time is required since only 2n112 wires cross the middle of the mesh-of-trees. However, due to the multiple paths available between proces- sors, the mesh-of-trees is often able to provide solutions to problems that are more efficient than those possible for the pyramid [40]. In fact, while it is of no use for the convex hull problem considered in this paper, [40] has shown that the mesh-of-trees can sort a restricted amount of data given in certain configurations in 8(log n) time. The mesh-of-trees is a very useful architecture in VLSI because it embeds nicely into the plane [58], although no significant mesh-of-trees has been built yet. It should be noted that the mesh-of-trees is not always defined to include the connections between base PE's, but it is easy to show that these additional connections do not change the planar embedding properties of the mesh-of-trees. 4) Hypercube: A hypercube of size n , where n is an integral power of 2, has n PE's indexed by the integers (0, * e , n -1). Viewing each integer in the index range as a log2 n bit string, two PE's are connected via a bidirectional communication link (i.e., they are neighbors) if and only if their indexes differ by exactly one bit. A hypercube of size n is created recursively from two hypercubes of size n/2 by labeling each hypercube of size n/2 identically and independently with the indexes (0, ..*, (n/2) -I}, and then appending a 1 in front of the bit strings of one of the cubes and a 0 in front of the other, which "creates" a new link from each PE in one cube to the corresponding PE in the other cube. See Fig. 5 . It is assumed that each PE has a fixed number of words (registers), each of size 8(log n), and that all arithmetic, Boolean, and communication operations with a neighbor take unit time.
It is easy to see that like the mesh-of-trees and pyramid, the communication diameter of a hypercube of size n is @(log n). However, unlike the mesh-of-trees or pyramid, a wirecounting argument only shows that Q(1) time is required for operations that require extensive data movement, since there are n/2 wires that connect two subhypercubes of size n/2 in a hypercube of size n. This is encouraging, and in [40] it is shown that many problems can be solved much more efficiently on a hypercube than on other machines. A variety of hypercubes are marketed commercially, including finegrained machines such as the Connection .) The mesh with reconfigurable bus (reconfigurable mesh) of size n consists of an n"* x n1I2 array of processors connected to a grid-shaped reconfigurable broadcast bus, where each processor has four locally controllable bus switches, as shown in Fig. 6 . Other than the buses and switches, the reconfigurable mesh is similar to the standard mesh in that it has O(n) area, under the assumption that processors, switches, and individual links have constant size. In one unit of time, each processor can perform standard arithmetic and Boolean operations on its own data, can set any of its four switches, and can send and receive a piece of data from the bus. The restriction is that within any maximally connected subbus, simultaneous writes to the subbus are only allowed if the same piece of information is being written, otherwise simultaneous writes to a subbus are prohibited. This differs from the model used in [31]-[33] in which simultaneous writes are strictly prohibited.
Notice that the switches allow the broadcast bus to be divided into subbuses, including row and column buses, a bus within each disjoint submesh, and so forth, where each subbus can function as a smaller mesh with a reconfigurable bus. This architecture is much more general than the mesh augmented with row and column broadcasts, and still requires only O(n) area to layout an n-processor mesh with reconfigurable bus. Furthermore, except for small differences, the reconfigurable bus is used as an interconnection network in thepolymorphictorus network of a machine consisting of identical processors and a global memory, where all processors have unit-time access to any memory location.
Three of the common variations of the PRAM are now( k -r)-dimensional hypercube. One drawback of a cubeconnected cycles network is that when trying to simulate recursive divide-and-conquer hypercube algorithms, CCC's do not partition into smaller CCC's. The problem is that cycles get partitioned into paths. This can be remedied by introducing additional interconnection links to form the desired cycles. Furthermore, these additional interconnection links can be added so that this modvied cube-connected cycles network will remain a fixed degree network.
Constructing a processor organization that gives each of n processors LeiAKS connections, as well as modified cubeconnected cycles connections, gives a processor organization that can sort in O(log n) time and perform hypercube operations and divide-and-conquer techniques that are used in Section IV in the required time. This organization will be referred to as a modvied AKS network, and is defined more fully in [41].
C. Convex Hull
In this paper, we give efficient algorithms for identifying the extreme points that represent the convex hull of a set S of n or fewer planar points, initially distributed one point per processor. The convex hull of a set S of points, denoted huN(S), is defined to be the minimum convex set containing S . A point P E S is an extreme point of S if P B hull(S -P ) . For several of the algorithms presented in this paper, it will be useful to impose an ordering on the extreme points of S . The ordering will be in a counterclockwise fashion, starting with the easternmost point. Since the number of points under consideration is finite, and we assume that no two points have the same x-coordinate, then notice that there must be a unique easternmost point.
In general, if S is finite, then hull(S) is a convex polygon, and the extreme points of S are the corners of this polygon. The edges of this polygon will be referred to as the edges of the hull(S). (See Fig. 7.) We say that the extremepoints of S have been identified, and hence huN(S) has been identified, if 1) for each PE Pi containing a point of S, Pi has a Boolean variable "extreme" that is true if and only if the point contained in Pi is an extreme point of S , and 2) for each PE Pi containing an extreme point of S, Pi contains the position of its point in the counterclockwise ordering, the total number of extreme points, and its adjacent extreme points in the counterclockwise ordering. That is, the term identifv is used throughout this paper to mean detect (mark) and enumerate (number in counter- clockwise order). Finally, we define the convex hull problem to be the problem of identifying the extreme points of a given set of planar points.
D. Lower Bounds
In [47] , it is shown that sorting n elements can be reduced to the problem of identifying the extreme points of the convex hull of a set S of n planar points. Therefore, given a set S of n planar points distributed arbitrarily, a serial machine will require Q(n log n) time in the worst case to identify (i.e., mark and enumerate) the extreme points of hull(S). Furthermore, this result shows that any reasonable O(n) processor parallel machine requires Q(1og n) worst case time to identify the extreme points of hull@) when the points of S are distributed in an arbitrary fashion one per PE. Proposition I: Given a set S of n planar points stored arbitrarily one per processor on machine M that takes Q ( T , ( n ) ) worst case time to sort n elements, a lower bound on the worst-case time to identify the extreme points of hull(S) on Therefore, for mesh-based machines with 0 ( n ) processors, such as the mesh, mesh-of-trees, and pyramid, Q(n1'2) worst case time is required to solve the convex hull problem for a set of planar inputs arbitrarily distributed throughout the base processors of the machine. These worst case lower bounds are easy to derive through wire-counting arguments, as discussed previously in this section. Furthermore, [38] and [40] give optimal 0(n1/2) worst case time algorithms for solving the convex hull problem on these machines with arbitrary planar point data input. Notice also that an easy wire-counting argument shows that a tree machine with n pieces of data stored one per leaf processor must take Q(n) time to sort the data in the worst case. Therefore, the worst case running time to solve the convex hull problem for planar point data that is initially distributed in an arbitrary fashion one per leaf processor on a tree with n leaf processors is Q(n). Finally, the only provable lower bound on the worst case running time to solve the convex hull problem for planar point data distributed arbitrarily among the n processors of a hypercube is Q(log n), based on the communication diameter. However, currently the best worst case time to sort on a hypercube of size n is @log2 M is Q( T,(n)). n) [9] , which means that currently all algorithms bounded by sorting take Q(log2 n) worst case time on a hypercube of size n.
An interesting result is presented in [16] , which shows that Q(1og n) is the best possible worst case running time for a machine to solve the convex hull problem even if arbitrarily many processors are allowed.
Proposition 2 [16]: Given a set S of n planar points stored arbitrarily one per processor on a parallel machine with arbitrarily many processors, a lower bound on the worst case time to identify the extreme points of hull(S) is Q(log n).
It should be noted that this proposition applies to the problem of identifying (i.e., detecting and enumerating) the extreme points on a parallel machine. For the problem of simply detecting the extreme points, it is easy to construct a 0 ( l ) time CRCW PRAM algorithm that requires only polynomially many processors.
An identification algorithm for the CREW PRAM is given in [6] that is optimal with respect to both time and space, and is used as a point of reference for the algorithms given throughout this paper.
Proposition 3 [6]
: Given a set S of n planar points stored arbitrarily one per processor on a CREW PRAM with n processors, the extreme points of hull(S) can be identified in 8(log n) time.
PARALLEL ALGOMTHMS FOR ORDERED INPUT
In this section, we describe a general parallel algorithm for identifying the extreme points of the convex hull of a set S of n planar points distributed in an ordered fashion throughout the processors of the machine. As mentioned previously, the points are assumed to be ordered so that the x-coordinate of the point in PE Pi is less than the x-coordinate of the point in PE P,, for i < j . After describing the general algorithm, we give efficient implementations of it on the pyramid, tree, mesh-oftrees, and mesh with reconfigurable bus. It should be noted that in Section V, we show how to incorporate techniques from Section IV into the algorithms presented in this section to further improve the running times for the pyramid, tree, and mesh-of-trees.
The general parallel algorithm that we use to identify the extreme points of a set S of n planar points is given below in Algorithm Identify-Hull .
A lgorithm Iden tify-Hull:
1. Divide the set S of n planar points into two subsets SI and S2, each of size n/2, so that all points of SI have xcoordinates less than those of S2, and such that S = SI U Sz.
Recursively identify the extreme points of hull(S1) and

3.
Identify the upper and lower common tangent lines between hull(S1) and hull(Sz). See Fig. 8 . It should be noted that an extreme point Pk of SI, with P k -1 and P k + ] as its preceding and succeeding extreme points, respectively, with respect to the counterclockwise ordering of the extreme points of SI, is the left endpoint of the upper common tangent line between SI and SZ if and only if no points of S2 lie above the line P k + 1Pk, while at least one point of Sz lies above the line p x . (Recall that the extreme points are labeled in hull(&). 
4.
Eliminate all extreme points between the common tangent lines (i.e., all extreme points of SI and S2 that are inside the quadrilateral formed by the four endpoints representing the common tangent lines) and renumber the remaining extreme points.
The remainder of this section is concerned with developing efficient implementations of this algorithm for a variety of models of computation, some of which will be improved further in Section V.
A. Pyramid a n d Tree
Assume the points of S initially reside in the base of a pyramid of size n ordered by x-coordinate with respect to the proximity order indexing scheme of the base mesh. We now give the implementation details corresponding to each step of Algorithm Identify-Hull.
1. Due to the ordering of points in the base of the pyramid, those points in processors labeled 0, 1, --, ( n / 2 ) -1 (conceptually corresponding to the left half of the base of the pyramid) will represent SI, while those points in processors labeled n / 2 , (n/2) + 1, e , n -1 (conceptually corresponding to the right half of the base of the pyramid) will represent S2.
Recursively identify the extreme points of hull(&) and hull(&).
3. One of the keys to an efficient pyramid algorithm is in the identification of the upper and lower common tangent lines between hull(SI) and hull(&). Assume that there are nl extreme points in SI and n2 extreme points in S2. Further, assume the extreme points of SI are labeled 1, 2, -* -, nl.
Since the extreme points of SI and Sz have been identified in Step 2, each processor that is responsible for an extreme point of S I (S,) knows a) its number in the counterclockwise ordering of the extreme points of SI (Sz), b) the total number of extreme points, nl (nz), of SI (S2), and c) the points and processors that correspond to its preceding and succeeding extreme points with respect to the counterclockwise ordering of the extreme points of SI (S2).
We now describe an algorithm to determine the left endpoint of the upper common tangent line between SI and Sz.
Pipeline through the apex of the pyramid a logarithmic number of equidistantly placed extreme points from SI, with respect to the counterclockwise ordering, down to the base processors of the right side of the pyramid that are responsible for S2. Let i = Lnl/log2 nl]. Specifically, in @(log n) time send copies of the extreme points, along with their preceding and succeeding extreme points, labeled 1, 1 + i, 1 + 2i, * e , 1 + itlog, (nl) -11 through the apex and down to the right side of the pyramid where the extreme points of S2 reside in the base. As each extreme point P k sent from SI, withpk-and P k + its preceding and succeeding extreme points, arrives at a base processor on the right side of the pyramid, the processor receiving the extreme point will determine if the point of S2 that it is maintaining is above the line P k + 1 P k . The processor will also determine if its point is above the line P k P k -1. Each of these results are recorded with a single bit in the processor. So, each base processor on the right side of the pyramid maintains a @(log n)-bit vector to keep track of the intervals of extreme points that it considers candidates for containing the left extreme point of the upper tangent line between SI and SZ.
After all Llog, nl] points have reached the base processors on the right side of the pyramid, the base processors on the right side of the pyramid pipeline the bits of their vectors up to the apex in pairs (each pair corresponds to a single extreme point of SI), logically oRing corresponding entries along the way, until the apex knows the single interval of extreme points of SI corresponding to possible candidates for the left endpoint of the upper common tangent line between SI and S2.
The apex broadcasts to the base processors on the left side of the pyramid the indexes of the two extreme points that determine the single interval of O(nl /log nl) extreme points that are candidates for the left endpoint of the upper common tangent line. This binary search process continues recursively in search of the left endpoint of the upper common tangent line, where at each iteration of the search, the number of extreme points under consideration is reduced by a factor of A similar operation is performed to find the right extreme point of the upper common tangent line, and both extreme points that correspond to the lower common tangent line between SI and Sz. The worst case running time for this algorithm to find an endpoint of a common tangent line between SI and S2 is given by T(n) = T(n/log n) + @(log n), which is @(log2 n/log log n).
4. Once the four extreme points corresponding to the endpoints of the two tangent lines are known, they are broadcast, along with their counterclockwise ordering number restricted to either SI or S2 and their preceding and succeeding extreme points restricted to SI or S2, to all base processors. This is accomplished by a straightforward bottom-up topdown tree-like report and broadcast in @(log n) time. All PE's containing an extreme point of SI or Sz can now compute in e(1) time whether or not they remain an extreme point of S , and if so they may determine their possibly new number and total number of extreme points of S , as well as their possibly new preceding and succeeding extreme points. Therefore, the worst case running time for this algorithm to identify the extreme points of n planar points is given by the recurrence T(n) = T(n/2) + @(log2 n/log log n), which is @(log3 n/log log n). Since this pyramid algorithm only makes @(log n1).
use of the child-parent links of the pyramid and not of the mesh links, the algorithm is easily extended to a tree machine.
Theorem 4: Given a set S of n planar points ordered by xcoordinate in the base of a pyramid (leaves of a tree) of size n, the implementation of Algorithm Identify-Hull given above will identify the extreme points of hull(S) in @(log3 n/log log B. Mesh-of-Trees An algorithm to identify the extreme points of the convex hull of a set S of n points, initially distributed ordered by xcoordinate with respect to the proximity ordering in the base mesh of a mesh-of-trees of base size n, follows directly from the algorithm just described in Section 111-A for the pyramid and tree architectures. Data movement operations that perform standard report and broadcast operations, as well as techniques for pipelining data throughout the mesh-of-trees, are straightforward and can be found in [40] . Simply perform the abstract data movement operations implied in the algorithm of the preceding section to arrive at a @(log3 n/log log n) time meshof-trees algorithm for solving the convex hull problem.
Theorem 5: Given a set S of n planar points ordered by xcoordinate in the base of a mesh-of-trees of base size n, the implementation of Algorithm Identify-Hull given in this section will identify the extreme points of hull(S) in 8(10g3 n/
C. Mesh with Reconfigurable Bus
In this section, we describe an algorithm to identify the extreme points of the convex hull of a set S of n points, initially distributed on point per processor on a reconfigurable mesh of size n, where the points are ordered by x-coordinate with respect to the proximity ordering of the mesh. The algorithm presented in this section follows the spirit of Algorithm Identify-Hull given in Section III. However, the implementation is tailored to this interesting architecture so as to obtain an algorithm that finishes in @(log2 n) worst case time. This improves on the running times of the convex hull algorithms given for the pyramid, tree, and mesh-of-trees by a factor of @(log n/log log n).
Using Algorithm Identify-Hull as a template, we give the detailed implementation of an algorithm to identify the extreme points of a set S of n planar points on a mesh with reconfigurable bus of size n.
.
In order to obtain a proper subdivision of points into subreconfigurable meshes, the switches of the reconfigurable bus are set so as to partition the reconfigurable mesh with respect to the proximity ordering of the processors. This partitioning will have processors labeled 0, 1, e , (n/2) -1 (conceptually corresponding to the left half of the mesh with a reconfigurable bus) represent SI, while those points in processors labeled n/2, (n/2) + 1, . * a , n -1 (conceptually corresponding to the right half of the mesh with a reconfigurable bus) will represent S2. This step is complete in @ ( l ) time.
2. The problem can now be solved recursively within each submesh with reconfigurable bus of size n/2.
3. The endpoints of the upper and lower common tangent lines between hull(&) and hull(S2) can be identified in 8(log n) time by a binary search technique for each of the four n) time. log log n) time.
required points. For instance, in order to determine the extreme point that corresponds to the left endpoint of the upper tangent line between SI and S2, do the following. a) Suppose there are nl extreme points of SI labeled 1, 2,
Use the bus to broadcast extreme point P k of S1 to the processors on the right side of the reconfigurable mesh that are responsible for S2. c) Using simultaneous writes to the bus, all processors on the right side of the reconfigurable mesh that maintain a point above the line P k + 1Pk, broadcast an identical message on the bus to all n processors. d) If there is at least one such point of S2 that is above P k + IPk, then the binary search continues on the points labeled k + 1 , k + 2;.*,r.[i.e.,setI= k + landreturntostep e) If there are no points of S2 above P k + ]pk, then using simultaneous writes to the bus, all processors on the right side of the reconfigurable mesh that maintain a point above the line PkPk-1, broadcast an identical message on the bus to all n processors.
i) If there are no such points of S2 abOVepkpk-then the binary search continues on the set of points labeled I, 1 + 1, e , k -1 . [i.e., set r = k -1 and return to Step 3b)l.
ii) If there is at least one point of S2 abovepkpk-thenpk is the left endpoint of the upper tangent line between SI and S2. Notice that P k has the property that all points of S2 lie below the line P k + Ipk, while at least some points of S2 lie above the line P k P kAfter no more than [log2 nl1 iterations, an extreme point of SI will be found that is the left endpoint of the upper tangent line between SI and S2. Since each of the O(1og n) broadcasts takes @(l) time, this step is complete in 8(log n) time in the worst case. The algorithm is trivially modified to find each of the other three common tangent points, so that in 8(log n) worst case time, the endpoints of the upper and lower tangent lines between SI and S2 will be known.
4. Once the four extreme points corresponding to the endpoints of the two tangent lines are known, they are broadcast to all PE's in @ ( l ) time. All PE's containing an extreme point of SI or S2 can now compute in @(l) time whether or not they remain an extreme point of S , and if so they may determine their possibly new number and total number of extreme points of S, as well as their possibly new preceding and succeeding extreme points. This step takes e ( 1) time.
Therefore, the worst case running time for this algorithm to identify the extreme points of n planar points is given by the recurrence T(n) = T(n/2) + @(log n), which is @(log2 n).
Theorem 6: Given a set S of n planar points ordered by xcoordinate in the processors of a mesh with reconfigurable bus of size n, the extreme points of S can be identified by the , nl. Let I = 1 and r = nl.
...
3~1 .
above algorithm in @(log2 n) time.
IV. HYPERCUBE ALGORITHMS FOR ORDERED AND UNORDERED INPUT
This section introduces an optimal @(log n) time algorithm for a hypercube of size n to identify the extreme points of a set -1 -r of n planar points, distributed one point per processor in an ordered fashion. This algorithm is then extended to give an expected 8(log n) time hypercube algorithm to solve the convex hull problem for a set of planar input points that are initially distributed in an arbitrary fashion, one point per processor.
Given an input set of size n distributed one element per base processor on a mesh-of-trees of base size n, [40] shows that any algorithm that runs in T(n) time on the mesh-of-trees of base size n can be simulated to run in cT(n) time, c a constant, on a hypercube of size n. This follows from the mapping given in [37] that shows how to embed a mesh-of-trees of base size n into a hypercube of size n so that adjacent processors of the mesh-of-trees are mapped to hypercube processors that are at most two communication links apart, and so that no hypercube processor is responsible for more than three mesh-of-trees processors. In this section, we show that by exploiting the hypercube topology, we are able to solve the convex hull problem substantially faster on a hypercube than by direct simulation of a mesh-of-trees algorithm.
The hypercube algorithm presented in this section gives a solution to the convex hull problem for ordered input that conceptually differs only slightly from the algorithms given in Section I11 for the pyramid, tree, mesh-of-trees, or mesh with reconfigurable bus. One change is that the hypercube network allows us to do more than one search at a time. Another change is that the endpoints of upper and lower common tangent lines are determined by a comparison of slopes of hull edges, which replaces the bottleneck-restricted binary search technique used in Section III. Specifically, supposepx, p i E SI, qj E S,, is the upper tangent line between convex sets SI and S,, as in Fig. 8 . The algorithm presented in this section uses the fact [45] that the slope of p x is between 1) the slope of pip;-and the slope of pi+ I p i , and 2 ) the slope of 4, -qj and the slope of q,qj+ That is, in this section we just make comparisons to the specific points that will answer the query, rather than with all points. The algorithm also relies heavily on data movement operations that exploit properties of the hypercube. The algorithm follows.
1. The set S , which consists of n planar points, is divided into n114 subsets, SI, S,, * , SnII4, each of size n314, such that S = U ;:: S; and the x-coordinates of all points in S; are less than the x-coordinates of all points in Si, for i < j . Define region R; to be the processors responsible for set Si. It is assumed that the set S; is stored in the ith subhypercube of size n314 and that this ordering holds recursively within each such region of size n314. It should be noted that the idea of partitioning into regions of size square root in the size of the input has been used previously in conjunction with PRAM algorithms (e.g., [61) . However, to the best of our knowledge, data division techniques such as this have only recently been explored with respect to the hypercube (c.f., [17], [40] ).
2 . For each region R;, 1 5 i I n114, recursively identify the extreme points of hull(Si).
3. In @(log n) time, each region R,, 1 I i I n114, can determine p w j and pei, the westernmost and easternmost extreme points, respectively, of Si. This is accomplished in 8(log n) time by performing a report and broadcast operation within R; so that all processors of R; know p w j and pej. Each processor of R; that contains an extreme point of S; can now decide in 8 ( l ) time whether its extreme point lies on, above, or below pwjpej.
Steps 4-6 are performed twice, once for those extreme points in R; that lie on or above pwjpei, and once for those points in R; that lie on or below p x , 1 I i I n114. The description that follows in Steps 4-6 will be concerned only with those extreme points that lie on or above their respective lines, with the description being similar for the extreme points that lie on or below their line.
4. The goal of this step is to determine for each region R;, the upper (and when performed a second time, the lower) tangent line between its set of points S;, and every other set of points Si, for i # j. This is similar to the approach used in a PRAM algorithm given in [6] in which n1l2 regions, each containing O(n1/2) points, are used. However, the number and sizes of the regions, as well as the specific implementation given here, are very dependent on the properties and data movement operations available for the hypercube. The method for determining the tangent lines also differs from the binary search technique used in [6] . Furthermore, a direct simulation of the algorithm given in [6] would not yield an efficient hypercube algorithm. a) For each region R;, murk n114 extreme points that are equidistantly spaced with respect to their number in the counterclockwise ordering of the extreme points of Si. For instance, if region R; has n; extreme points, and 1 = Lnj/n,l14J, then mark points 1, 1 + 1, 1 + 21, . * * , 1 + lLnf14 -11 in region R;. For each marked extreme point pk, with Pk-and P k + I as its preceding and succeeding extreme points, respectively, with respect to the counterclockwise ordering of extreme points in R;, create two slope records. One record consists of the slope of linepk+ IPk, Pk+ pk, and the index of the processor that contains the point, while the other record consists of the slope of line PkPk -Pk , Pk -1, and the index of the processor. b) Define a source region to be a region that sends slope records to other regions, and a host region to be a region that receives such records from source regions. During Step 4 of this algorithm, every region will act as both a source and a host region.
Every region R; acts as a source region and sends its O(n'I4) slope records to every other region R j , i # j. Every region R; acts as a host region and receives the slope records from every source region R j , i # j . Since each of the n114 regions is sending O(n114) records to each of the other n114 -1 regions, there are only O(n314) records being routed in the hypercube of size n. Using data movement operations given in 1431, the necessary routing can be accomplished in 8(log n) time. The routing is performed so that within each host region, all O(n1/2) records arrive ordered together by the slope field. c) Each host region creates two slope records for each of its O(n314) extreme points. Using a bitonic merge within each host region, in 8(log n) time merge the O(n314) ordered slope records of the host with the O(n ordered slope records sent by the source regions. d) Perform a 8(log n) time parallel prefix operation within each host region so that each source record determines the --largest slope of a hull edge of the host region, and its associated points, that is smaller than its slope. Similarly, perform a @(log n) time parallel "postfix" operation (a backwards prefix operation) so that each source record determines the smallest slope of a hull edge of the host region, and its associated points, that is larger than its slope.
In e( 1) time, every processor residing in host region Rj that contains a source record representing an extreme point p from source region Ri, i # j , can determine i) the tangent line to Si passing through point p , and ii) whether p is on, to the left of, or to the right of (with respect to the counterclockwise ordering of extreme points in Si) the upper common tangent line between Si and S,.
e) Using a @(log n) time routing step, the source records return to their originating regions ordered by destination region by slope. Within each source region, by comparing neighboring elements, it is determined for each destination region the interval of points, delimited by consecutive marked extreme points, that contain an endpoint of an upper common tangent line between the source region and the destination region.
It is important to note that our algorithm compares marked extreme points of Si with all extreme points of Si, for all i # j, in order to determine the subset of points in Si that contains the endpoint of the upper common tangent line between Si and S,.
This avoids a possible pitfall [7] that would arise if one tried determining the subset based on comparing marked extreme points of Si with only the marked extreme points of Si, i # j .
f) Perform Steps 4a)-4e) twice more, where the returning information is used to determine which sets of points are to be compared between regions. Notice that during each of the two additional applications of Steps 4a)-4e), a source region will send a possibly distinct set of O(n114) points to each of the other regions. However, there will still be only O(n314) pieces of data being routed in the hypercube of size n, since each of the n 114 regions is sending O(n 114) records to each of the other n114 -1 regions. Therefore, the routing can still be accomplished in @(log n) time. After a total of three applications of Steps 4a)-4e), all processors of region Ri, 1 5 i I n114, know the extreme points representing the upper common tangent line (and lower common tangent line after
Step 4 is performed a second time) between Si and all S,, i # The running time of this step is @(log n), and is dominated by the time to perform data movement operations such as routing, broadcasting, reporting, parallel prefix, and bitonic merge.
5. In @(log n) time each of the regions can now decide how many, and which of its extreme points, are extreme points of S. In order for region Ri, 1 I i 5 n114, to determine the interval of its extreme points between its westernmost and easternmost extreme points that are extreme points of S , the following is performed within Ri. pr be the extreme point of Ri that is an endpoint of this common tangent line. c) If pr is to the left of p,, or pr = p I and the angle open to the top, formed by these two line segments, is less than 180°, then no points of Ri are extreme points of S . Otherwise, those extreme points of Ri betweenpl and pr are extreme points of S .
See Fig. 9 .
Broadcasts and reports within regions complete this step in @(log n) time.
6. Each region creates a record with the total number of points that remain in the final upper (lower) hull. A @(log n) time prefix operation will inform each region as to the new set of labels for its points. The relabeling of points and identification of preceding and succeeding points can be completed in @(log n) time.
For further explanations and implementations of some of the @(log n) time data movement operations, such as broadcast, report, parallel prefix, and so on, the reader may wish to refer to [40] . The worst case running time for this algorithm to identify the extreme points of n planar points distributed in an ordered fashion one point per processor on a hypercube of size n is given by the recurrence T(n) = T(n3I4) + @(log n), which is @(log n).
Theorem 7: Given a set S of n planar points ordered by xcoordinate one point per processor in a hypercube of size n, the algorithm given above will identify the extreme points of An expected @(log n) time algorithm is given in [50] for sorting data on a hypercube of size n. This operation may be used in conjunction with the algorithm given in this section to derive an expected @(log n) time hypercube algorithm to solve the convex hull problem for an arbitrarily distributed set of planar points. Sort the initial data into order by x-coordinate in expected @(log n) time. This performs the initial preprocessing step, after which the algorithm given in this section can be performed as stated.
Theorem 8: Given a set S of n planar points distributed in an arbitrary fashion one point per processor in a hypercube of size n, the extreme points of hull(S) can be identified in If a @(log2 n) time deterministic sort is used instead of an expected @(log n) time sort to order the initial set of planar points by x-coordinate, then the following is obtained.
Corollary 9: Given a set S of n planar points distributed in an arbitrary fashion one point per processor in a hypercube of size n, the extreme points of hull(S) can be identified in hull(S) in @(log n) time.
expected @(log n) time. @(log2 n) time.
V . IMPROVING THE HIERARCHICAL ALGORITHMS Ideas used in the hypercube algorithm of Section IV can be combined with the algorithms given in Section 111 to produce slightly faster algorithms for the pyramid, tree, and mesh-oftrees. Instead of merging two regions at a time, as in Section 111, one can merge n) regions at a time. However, if each region pipelines @(log n) probes to each other region, then the apex would become a bottleneck. This can be circumvented by having each region send only n) probes at a time to each other region, resulting in @(log n) probes passing through the apex at each step. modification, the time of the algorithms obey the recurrence T(n) = T ( n / l~g ' /~ n) + 8(log2 n/log log n), which is 8(10g3 Theorem 10: Given a set S of n planar points ordered by x-coordinate in base of a pyramid, base of a mesh-of-trees, or leaves of a tree, the extreme points of S can be identified in n/(log log n)2). 8(10g3 n/(log log n)2) time.
VI. EREW PRAM ALGORITHM FOR UNORDERED INPUT
The hypercube algorithm for ordered data given in Section IV can be modified in a straightforward manner to solve the convex hull problem for planar point data stored in an arbitrary fashion on an EREW PRAM in optimal w o g n) time using optimal e(n) processors. Previously, such time and processor bounds were obtainable for algorithms on the CREW PRAM [l], [6], but it is not clear that these algorithms could be modified to run in the same time using a linear number of processors on an EREW PRAM.
The modifications to the hypercube algorithm of Section IV consist of sorting the initial data into order by x-coordinate on the EREW PRAM, and then simply following the spirit of the algorithm given in Section IV on the EREW PRAM. It should be noted that deterministic sorting or routing of n elements distributed one per processor on an n processor EREW PRAM can be completed in 8(log n) time [ 151, as can parallel prefix Theorem ZZ: Given a set S of n planar points distributed arbitrarily one per processor on a EREW PRAM with n processors, in optimal €)(log n) time the extreme points of hull(S) can be identified. Furthermore, this result is both time ~5 1 . and processor optimal.
VII. A MODIFIED AKS NETWORK ALGORITHM FOR UNORDERED
Recall from Section 11-B-7 that a modified AKS network (a bounded degree network) with O(n) processors can sort n items, distributed no more than one per processor, in worst case O(log n) time by restricting the interconnections between processors to those present in the LeiAKS network. Other operations required in the hypercube algorithm for arbitrary input, given in Section IV, can be accommodated on the modified AKS network by exploiting the interconnections available through the modified cube-connected cycles. Therefore, a straightforward adaptation of the expected 8(log n) time hypercube algorithm for arbitrary input given in Section IV will yield an optimal worst case €)(log n) time algorithm for solving the convex hull problem on a modified AKS network, under the assumption that the set of planar points is initially distributed in an arbitrary fashion, one element per processor of the network. This is the first 8(log n) time algorithm given to solve the convex hull problem for arbitrary planar point input on a fixed degree network. Recall from Section 11-D that any parallel algorithm to solve the general convex hull problem for planar point data input must take O(1og n) worst case time, regardless of how many processors are available.
Theorem Z 2 : Given a set S on n planar points distributed arbitrarily one per processor on a modified AKS network, in optimal 8(log n) time the extreme points of hull(S) can be identified. Furthermore, this result is both time and processor INPUT optimal.
VIII. CONCLUSION
In this paper, poly-logarithmic time parallel algorithms were given to determine the convex hull of a set of planar points using a hypercube, pyramid, tree, mesh-of-trees, mesh with reconfigurable bus, EREW PRAM, and a modified AKS network. All algorithms are new and more efficient than any previously developed algorithms for the same machine and input set. It was discussed that given a set S of n planar points, distributed arbitrarily one per processor on a network with n processors, optimal worst case solutions to the convex hull problem on networks of processors such as the pyramid and mesh-of-trees require n(n time, and in fact time solutions to this problem were cited. For the case where the n input points are ordered on a machine with 0 ( n ) processors, our hypercube algorithm finishes in worst case 0(log n) time, our pyramid, tree, and mesh-of-trees algorithms finish in worst case 8(10g3 n/(log log n)2) time, and our mesh with reconfigurable bus algorithm finishes in worst case 0(log2 n) time.
We showed that our W o g n) time hypercube algorithm can be modified to give an optimal time and processor worst case 0(log n) time EREW PRAM algorithm for planar point data given in an arbitrary fashion. This improves upon the CREW PRAM algorithm of [l] and [6] in that the same optimal worst case running time is achieved, but on the weakest PRAM model. By using an expected 0(log n) time routing algorithm, the hypercube algorithm for ordered data can be modified to give an expected 0(log n) time algorithm for arbitrary planar point data input. Finally, we gave the first optimal worst case 0(log n) time algorithm for solving the convex hull problem for arbitrary planar input on a fixed degree network.
We should note that the worst case 0(log2 n) time algorithm that we presented for the reconfigurable mesh can be modified using data movement operations developed in [33] to work even if the model is restricted so that only one message is allowed to be broadcast onto a maximally connected bus at any time. Furthermore, we conjecture that 0(log2 n) time is suboptimal for this architecture, and leave the problem of lower bounds and/or faster algorithms as an open problem. Similarly, we conjecture that a running time of 8(i0g3 n/(log log n)2) is not the best possible for the pyramid, tree, and mesh-of-trees, and leave this as an open problem.
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