Set partitioning is a key component of many algorithms in machine learning, signal processing and communications. In general, the problem of finding a partition that minimizes a given impurity (loss function) is NP-hard. As such, there exists a wealth of literature on approximate algorithms and theoretical analyses of the partitioning problem under different settings. In this paper, we formulate and solve a variant of the partition problem called the minimum impurity partition under constraint (MIPUC). MIPUC finds an optimal partition that minimizes a given loss function under a given concave constraint. MIPUC generalizes the recently proposed deterministic information bottleneck problem which finds an optimal partition that maximizes the mutual information between the input and partitioned output while minimizing the partitioned output entropy. Our proposed algorithm is developed based on a novel optimality condition, which allows us to find a locally optimal solution efficiently. Moreover, we show that the optimal partition produces a hard partition that is equivalent to the cuts by hyper-planes in the probability space of the posterior probability that finally yields a polynomial time complexity algorithm to find the globally optimal partition. Both theoretical and numerical results are provided to validate the proposed algorithm.
I. INTRODUCTION
Partitioning algorithms play a key role in machine learning, signal processing and communications. Given a set M consisting of M N -dimensional elements and a loss function over the subsets of M, a K-optimal partition algorithm splits M into K subsets such that the total loss over all K subsets is minimized. The loss function has also termed the impurity which measures the "impurity" of the set. Some of the popular impurity functions are the entropy function and the Gini index [1] . For example, when the empirical entropy of a set is large, this indicates a high level of non-homogeneity of the elements in the set, i.e., "impurity". Thus, a K-optimal partition algorithm divides the original set into K subsets such that the weighted sum of entropies in each subset is minimal.
In general, the partitioning problem is NP-hard. For small M , N , and K, the optimal partition can be found using an exhaustive search with time complexity O(K M ). In some special cases such as when N = 2, and a particular form of impurity functions is used, it is possible to determine the optimal partition in O(M log M ), independent of K [2] . On the other hand, for large M , N , and K, exhaustive search is infeasible, and it is necessary to use approximate algorithms.
To that end, several heuristic algorithms are commonly used [3] , [4] , [5] , [6] to find the optimal partition. These algorithms exploit the property of the impurity function to reduce the time complexity. Specially, in [5] , [6] , a class of impurity function called "frequency weighted concave impurity" is investigated. Both Gini index and entropy function belong to the frequency weighted concave impurity class. Furthermore, assuming the concavity of the impurity function, Brushtein et al. [6] and Coppersmith et al. [5] showed that the optimal partition can be separated by a hyper-plane in the probability space. Consequently, they proposed approximate algorithms to find the optimal partition. Recently, in [7] , an approximate algorithm is proposed for a binary partition (K = 2) that guarantees the true impurity is within a constant factor of the approximation. From a communication/coding theory perspective, the problem of finding an optimal quantizer that maximizes the mutual information between the input and the quantized output is an important instance of the partition problem. In particular, algorithms for constructing polar codes [8] and for decoding LDPC codes [9] made use of the quantizers. Consequently, there has been recent works on designing quantizers for maximizing mutual information [10] , [11] .
In this paper, we extended the problem of minimizing impurity partition under the constraints of the output variable. It is worth noting that many of problem in the real scenario is the optimization under constraints, therefore, our extension problem is interesting and applicable. For example, our setting generalizes the recently proposed deterministic information bottleneck [12] that finds the optimal partition to maximize the mutual information between input and quantized output while keeps the output entropy is as small as possible. It is worth noting that Strouse et al. used a technique which is similar to the information bottleneck method [13] and is hard to extend to other impurity and constraint functions. On the other hand, our proposed method is developed based on a novel optimality condition, which allows us to find a locally optimal solution efficiently for an arbitrary frequency weighted concave impurity functions under arbitrary concave constraints. Moreover, we show that the optimal partition produces a hard partition that is equivalent to the cuts by hyperplanes in the probability space of the posterior probability that finally yields a polynomial time complexity algorithm to find the globally optimal partition.
II. PROBLEM FORMULATION
Consider an original discrete data X i ∈ X = {X 1 , X 2 , . . . , X N } with distribution p X = [p 1 , p 2 , . . . , p N ] is given. Due to the affection of noise, one only can view a noisy version of data X named Y = {Y 1 , . . . , Y M } with the joint probability distribution p (Xi,Yj ) is given ∀ i = 1, 2, . . . , N and j = 1, 2, . . . , M . It is easily to compute the distribution of Y , i.e., p Y = [q 1 , q 2 , . . . , q M ]. Therefore, each sample Y i is specified by a joint probability distribution vector p (X,Yi) = [p (X1,Yi) , p (X2,Yi) , . . . , p (XN ,Yi) ] which involves two parameters (i) the probability weight q i and (ii) a conditional probability vector tuple
(1) Fig. 1 illustrates our setting. Our goal is finding an optimal quantizer (partition) Q * such that the impurity function F (X, Z) between original data X and partitioned output Z is minimized while the partitioned output probability distribution
A. Impurity measurement
The impurity F (X, Z) between X and Z is defined by adding up the impurity in each output subset Z i ∈ Z i.e.,
is the impurity function in Z i , p X|Zi = [p X1|Zi ,p X2|Zi ,. . . ,p XN |Zi ] denotes the conditional distribution p X|Zi . The loss function f (.) is a concave function which is defined as following.
Definition 1.
A concave loss function f (.) is a real function in R N such that:
(i) For all probability vector a = [a 1 , a 2 , . . . , a N ]
with equality if and only if a = b.
(ii) f (a) = 0 if a i = 1 for some i.
We note that the above definition of impurity function was proposed in [4] , [5] , [6] . Many of interesting impurity functions such as Entropy and Gini index [4] , [5] , [6] satisfy the Definition 1.
Reformulation of the impurity function: We will show that the impurity function F (X, Z i ) can be rewritten as the function of only the joint distribution variable
Now, the impurity function can be rewritten by:
The impurity function F (X, Z i ), therefore, is a function of p (Xj ,Zi) variables. In the rest of this paper, we will denote F (X, Z i ) by F (p (X,Zi) ) and F (X, Z) by F (p (X,Z) ).
B. Partitioned output constraint
Now, we formulate a new problem such that the impurity function is minimized while the partitioned output distribution
is a concave function. For example,
• Entropy function:
For example, if we want to compress data Y to Z and then transmit Z as the intermediate representation of Y over a low bandwidth channel to the next destination, the entropy of p Z which is controlled the maximum compression rate, is important. A lower of H(p Z ), a smaller of channel capacity is required [12] . • Linear function: Similar to previous example, to transmit Z over a channel, each value in the same subset Z 1 , Z 2 , . . . , Z K is coded to a pulse, i.e., Z 1 → 0, Z 2 → 1, Z 3 → 2 which have a difference cost of transmission i.e., power consumption or time delay. The cost of transmission now is
where t i is a constant relate to power consumption or time delay. An example of transmission cost can be viewed in [14] .
C. Problem Formulation
Now, our problem can be formulated as finding an optimal quantizer Q * such that the impurity function F (X, Z) is minimized while the partitioned output probability distribution p Z satisfies a constraint C(p Z ) ≤ D. Since both F (X, Z) and C(p Z ) depend on the quantizer design, we are interested in solving the following optimization problem
where β is pre-specified parameter to control a given trade-off between minimizing F (X, Z) or C(p Z ).
Relate to Deterministic Information Bottleneck (DIB) method: we also note that our optimization problem in (5) covers the proposed problem called Deterministic Information Bottleneck Method [12] which solved the following problem
where H(Z) is the entropy of output Z and I(X; Z) is the mutual information between original data X and quantized output Z. Minimizing H(Z) is equivalent to minimizing C(p Z ). Moreover,
Thus, minimizing −I(X; Z) is equivalent to minimizing H(X|Z) due to p X is given. That said Deterministic Information Bottleneck [12] is a special case of our problem where both f (.) and g(.) are entropy functions.
III. SOLUTION APPROACH

A. Optimality condition
We first begin with some properties of the impurity function. For convenience, we recall that F (p (X,Zi) ) denotes the impurity function in output subset Z i and p X|Zi = [
].
Proposition 1. The impurity function F (p (X,Zi) ) in partitioned output Z i has the following properties: (i) proportional increasing/ decreasing to its weight: if p (X,Zi) = λp (X,Zj ) , then
(ii) impurity gain after partition is always non-negative: If p (X,Zi) = p (X,Zj ) + p (X,Z k ) , then F (p (X,Zi) ) ≥ F (p (X,Zj ) ) + F (p (X,Z k ) ).
Proof. (i) From p (X,Zi) = λp (X,Zj ) , then p X|Zi = p X|Zj and p Zi = λp Zj . Thus, using the definition of F (p (X,Zi) ) in (2), it is obviously to prove the first property.
(ii) By dividing both side of p (X,Zi) = p (X,Zj ) + p (X,Z k ) to p Zi , we have
Now, using the definition of F (X, Z i ) in (2),
with (10) is due to (9) and (11) due to concave property of
Now, we are ready to prove the main result which characterizes the condition for an optimal partition Q * . Theorem 1. Suppose that an optimal partition Q * yields the optimal partitioned output Z = {Z 1 , Z 2 , . . . , Z K }. For each optimal subset Z l , l ∈ {1, 2, . . . , K}, we define vector
We also define
Then, data Y i with probability q i is quantized to Z l if and
Proof. Now, consider two arbitrary partitioned outputs Z l and Z s and a trial data Y i . For a given optimal quantizer Q * , we suppose that Y i is allocated to Z l with the probability of p Z l |Yi = b, 0 < b ≤ 1. We remind that p (X,Yi) = [p (X1,Yi) , p (X2,Yi) , . . . , p (XN ,Yi) ] denotes the joint distribution of sample Y i . We consider the change of the impurity function F (p (X,Z) ) and the constraint C(p Z ) as a function of t by changing amount tbp (X,Yi) from p (X,Z l ) to p (X,Zs) where t is a scalar and 0 ≤ t ≤ 1. where p (X,Zs) + tbp (X,Yi) and p (X,Z l ) − tbp (X,Yi) denotes the new joint distributions in Z s and Z l by changing amount of tbp (X,Yi) from Z l to Z s . Fig. 2 illustrates our setting. From (15) and (16), the total instantaneous change of βF (p (X,Z) )+ C(p Z ) by changing amount of tbp (X,Yi) is
However,
Similarly,
From (12), (13), (18), (19) and (20), we have
Now, using contradiction method, suppose that
Proposition 2. Consider I(t) which is defined in (17). For 0 < t < a < 1, we have:
Proof. From Proposition 1,
(23)
where the inequality due to (ii) and the equality due to (i) in Proposition 2, respectively. Similar, since g(.) is a concave function,
Thus, adding up (23), (24), (25), (26) and using a little bit of algebra, one can show that
which is equivalent to (22). Now, we continue to the proof of Theorem 1. From Proposition 2 and the assumption in (21), we have:
Thus, I(0) > I (1) . That said, by completely changing all bp (X,Yi) from Z l to Z s , the total of the impurity is obviously reduced. This contradicts to our assumption that the quantizer Q * is optimal. By contradiction method, the proof is complete.
The optimal solution to the problem (5) is a deterministic quantizer (hard clustering) i.e., p Zi|Yj ∈ {0, 1}, ∀ i, j.
Proof. Lemma 2 directly follows by the proof of Theorem 1. Since the distance function D(Y i , Z l ) does not depend on the soft partition p Z l |Yi = b, one should completely allocate Y i to a Z l such that D(Y i , Z l ) is minimized.
B. Practical Algorithm
Theorem 1 gave an optimality condition such that the "distance" from a data Y i to its optimal partition Z l should be shortest. Therefore, a simple algorithm which is similar to a k-means algorithm can be applied to find the locally optimal solution. Our algorithm is proposed in Algorithm 1. We also note that the distance from Y i to Z l is defined by
Therefore, one can ignore the constant q i while comparing the distances between D(Y i , Z l ) and D(Y i , Z s ).
Algorithm 1 Finding the optimal partition under partitioned output constraint 1: Input: p X , p Y , p (X,Y ) , f (.), g(.) and β. 2: Output: Z = {Z 1 , Z 2 , . . . , Z K } 3: Initialization: Randomly hard clustering Y into K clusters. 4: Step 1: Updating p (X,Z l ) and d l for output subset Z l for ∀ l ∈ {1, 2, . . . , K}:
5:
Step 2: Updating the membership by measurement the distance from each Y i ∈ Y to each subset Z j ∈ Z 6: Step 3: Go to Step 1 until the partitioned output {Z 1 , Z 2 , . . . , Z K } stop changing or the maximum number of iterations has been reached.
The Algorithm 1 works similarly to k-means algorithm and the distance from each point in Y to each partition subset in Z is updated in each loop. The complexity of this algorithm, therefore, is O(T N KM ) where T is the number of iterations, N , K, M are the size of the data dimensional, the output size and the data size.
C. Hyperplane separation
Similar to the work in [6] , we show that the optimal partitions correspond to the regions separated by hyper-plane cuts in the probability space of the posterior distribution. Consider the optimal quantizer Q * that produces a given partitioned output sets Z = {Z 1 , Z 2 , . . . , Z K } and a given conditional probability p X|Z l = {p X1|Z l , . . . , p XN |Z l } for ∀ l = 1, 2, . . . , K. From the optimality condition in Theorem 1,
For a given optimal quantizer Q * , c q l ,c q s , d l , d s are scalars and 0 ≤ p Xq|Yi ≤ 1, N q=1 p Xq |Yi = 1. From (30), Y i ∈ Z l belongs to a region separated by a hyper-plane cut in probability space of posterior distribution p X|Yi . Similar to the result proposed in [6] , existing a polynomial time algorithm having time complexity of O(M N ) that can determine the globally optimal solution for the problem in (5) . Fig. 3 illustrates the hyper-plane cuts in two dimensional probability space for N = 3, M = 5 and K = 3.
D. Application
As discussed in the previous part that the Deterministic Information Bottleneck [12] is a special case of our problem for the impurity function and the output constraints are entropy functions. We refer reader to [12] for more detail of applications. In this paper, we want to provide a simple example that using the results in Sec. III-C to find the globally optimal quantizer for a binary input communication channel quantization. Fig. 4 illustrates our application. Output Z is quantized from data Y . Next, Z is mapped to W by a mapping function W = f (Z). Now, W is the input for a limited rate channel C. Our goal is to design a good quantizer such that the mutual information I(X; Z) has remained as much as possible while the rate of output Z is under the limited rate C. We also note that a similar constraint, i.e., cost transmission, time delay can be replaced to formulate other interesting problems.
Example 1: To illustrate how the Algorithm 1 work, we provide the following example. Consider a communication system which transmits input X = {X 1 = −1, X 2 = 1} having p X1 = 0.2, p X2 = 0.8 over an additive noise channel with i.i.d noise distribution N (µ = 0, σ = 1). The output signal Y is a continuous signal which is the result of input X adding to the noise N .
Due to the additive property, the conditional distribution of output Y given input N (1, 1) . We also note that due to the additive noise is continuous, Y is in continuous domain. The continuous output Y then is quantized to binary output Z = {Z 1 = −1, Z 2 = 1} using a quantizer Q. Quantized output Z is transmitted over a limited rate channel C with the highest rate R = 0.5. We have to find an optimal quantizer Q * such that the mutual information I(X; Z) is maximized while H(Z) ≤ R. Now, we first discrete Y to M = 200 pieces from [−10, 10] with the same width ǫ = 0, 1. Thus, Y = {Y 1 , Y 2 , . . . , Y 200 } with the joint distribution p (Xi,Yj ) , i = 1, 2, j = 1, 2, . . . , 200 can be determined by using two given conditional distributions p Y |X1=−1 = N (−1, 1) and p Y |X2=1 = N (1, 1). Next, to find the optimal quantizer Q * , we scan all the possible value of β ≥ 0. For each value of β, we run the Algorithm 1 many times to find the globally optimal quantizer. Finally, the largest mutual information I(X; Z) * is 0.18623 which corresponds to H(Z) = 0.48873 at β * = 6.
Using hyper-plane separation to find the globally optimal solution: Using the result in Sec. III-C, the optimal quantizer (both local and global) is equivalent to a hyper-plane cut in probability space. Due to |X| = N = 2, the hyperplane is a scalar in posterior distribution p X2|Y . Noting that p X1|Y is a strictly increasing function over Y = [−10, 10]. Thus, an exhausted searching of y ∈ [−10, 10] can be applied to find the optimal quantizer. Fig. 5 illustrates the function of I(X; Z) and H(Z) with variable y ∈ [−10; 10] using the resolution ǫ = 0.1. For β = 6, the optimal mutual information I(X; Z) * = 0.18623 corresponds to H(Z) = 0.48873 that are achieved at y = −1.1. This result confirms the globally optimal solution using Algorithm 1 in Example 1. 
IV. CONCLUSION
In this paper, we presented a new framework to minimize the impurity partition while the probability distribution of partitioned output satisfies a concave constraint. Based on the optimality condition, we show that the optimal partition should be a hard partition. A low complexity algorithm is provided to find the locally optimal solution. Moreover, we show that the optimal partitions (local/global) correspond to the regions separated by hyper-plane cuts in the probability space of the posterior distribution. Therefore, existing a polynomial time complexity algorithm that can find the truly globally optimal solution.
