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LP-Approximation durch Reihen nach dem 
Haar-Orthogonalsystem und dem 
Faber-Schauder-System 
P.OSM'ALD 
In dieser Arbeit sol1 die Approximationsgeschwindigkeit bei der 
Darstellung von Funktionen f E L”(0. l), 0 < p < co, durch Rcihlen nach 
dem Haar- bzw. Faber-Schauder-System untersucht werden. 
Zur Erlguterung der Fragestellung betrachten wir das Haar-System 
H= /xi\: , und definieren die Bestapproximationen 
E!:(f) = hiz,F IIf- h!l,,,. I? = I. 2 ,.... f E L”, 0 < p < m. (0.1) 
II 
wobei N,, = span(Xi/r , entsprechende Klassen von Treppenfunktionen sind. 
Bekanntlich gilt die Jackson-Typ-Ungleichung 
I? = I, 2 . . . . . fE L”. 0 < p < 03, (0.2) 
mit dcm Stetigkcitsmodul 
(mit C, C,.... bezeichnen wir positive Konstanten. die nur von den 
angegebenen Parametern abhiingen und im allgemeinen von Formel zu 
Formel verschieden sind). Fiir I <p < co ist (0.2) wohlbekannt, der Fall 
0 K p < I wurde von V. G. Krotov in / 111 und V. I. Ivanov 15 I bewiesen. 
Da das Haar-System H eine Basis in L”, I <p < ou, bildet, so konvergiert 
die Haar-Forierreihe \‘T , c;(f) x,. ci(f) = !‘bf(x) xi(x) dx. i = 1. 2..... fiir 
jede Funktion f E Lp. mehr noch. es gilt 
!I < WXf 13 II- 1, 2 ,.... 1 <p < a,. (0.4) , ! ’  
Diese Abschdtzung zeigt, da13 fur L”, I <p < 00. zwischen der Approx- 
imation durch die Partialsummen der Haar-Fourierreihe van f und den 
entsprechenden Bestapproximationen (0.1) kein wesentlicher Unterschied 
besteht. 
Fur 0 <p < 1 dagegen bezitzen die Quasi-Banachraume L” keine Basis 
Systeme. Allerdings folgt aus Ergebnissen von A. A. Talaljan 1 12 1 da13 jede 
Funktion fE L”, 0 < p < 1. durch (unendlich viele) Haar-Reihen dargestellt 
werden kann, d.h. es existieren Reihen 2: , aixi(x) mit 
Ii./- SAL, = 41). n+co;J‘EL”, o<p< I. (0.5 ) 
Dabei bezeichnen wir mit S,(x) = z:,_, aixi(s), die Partialsummen dieser 
Reihen. Im Vergleich zu (0.5) weitergehende Abschatzungen der Approx- 
imationsgeschwindigkeit bei der Darstellung durch Reihen (z.B. in 
Abhangigkeit von Glattheitseigenschaften der Funktion S) sind nicht 
bekannt. So scheint u.a. nicht klar zu sein, ob bei entsprechender Wahl von 
x:i^_, aixi fur de GriiBen il.f- SnllI-,, (0.5) durch eine Jackson-Typ- 
Ungleichung analog zu (0.2) ersetzt werden kann. 
Ahnliche Fragen sind fur die Darstehung von Funktionen aus L”. 
0 < p < co, mit Reihen nach dem Faber-Schauder-System ebenfalls 
unbeantwortet. 
In 3 I beschaftigen wir uns mit diesen Problemen im Falle des Haar 
Systems (0 < p < 1) und beweisen folgende Satze. 
THEOREM 1. ‘sei “/“G L”(0, I), 0 < p < 1. Danrz existiererl Reihen 
x2, a,x,(x), fir die die Beziehung 
llf- Snll,,,‘< c, . n -(‘!p-” 1-I 1’ ” Qt. f)” t2-p dt\ * n = 1, 2.... (0.6) -inLI) ’ 
giiltig ist. 
THEOREM 2. Sei f E Lp(O, I), 0 < p < 1, wzd 
.I; r- 2 + %,(t. f’)” dt < 00 (0.7) 
Dann ist f integrierbar und fCr die Partialsummen S, f (x) = xy-, ci(f’) xi(s) 
der Haar-Fourierreihe uon f gilt 
IIf- S,f jlIp < C, . nm “‘P- ‘) (“n w dt 1 I”, n = 1. 2.... . (0.X 1 
-0 
~~~~~~~~~~~~~~~~ DURCH REIHEN 3 
Beide Abschatzungen erganzen sich in gewisser Weise und fiihren zu einer 
Rcihe interessanter Aussagen. Zur Illustration wollen wir die Klasse,n 
Lip(u. p) = {fE L”(O. 1) : w,(t. f) = O(fn), t + O}, 
a E (0, max( 1. l/p)) (0.9) 
heranziehen (zur Definition im Falle 0 < p < I s. 1 1 I I). Fur fE Lip(u. p), 
0 <: p < I, liefert Theorem I die Existenz von Reihen mit der Eigenschaft 
/~f-S,7)~,,,= 0 j L’:‘I’. ‘)ln”‘n. (0.10) 
, H “‘p-‘). I/p- 1 < a < l/p. 
wahrend sich geman Theorem 2 fur die HaarFourierreihe sogar 
1 .f- S,,fll,,‘= O(n -,‘). l,ip- 1 <a < l/p. 114~0, (0. I I ) 
ergibt. Damit zeigt sich. da13 fur Funktionen aus den Klassen L,ip(a,p) 
(u f l/p ~-- I ) dieselbe Approximationsgeschwindigkeit, wie sie gemSiB (0.2) 
fur die Bestapproximationen E:(f) gesichert ist. such durch die 
Partialsummen einer gewissen Reihe erreicht werden kann. 
lm “kritischen” Fall a = l/p - 1 dagegen kann ein solches in gewissem 
Sinne optimales Konvergenzverhalten bei der Darstellung durch Haar-Reihen 
rnit Hilfe obiger Abschatzungen nicht nachgewiesen werden. Dal3 dlas kein 
Zufall ist. folgt aus dem in 4 2 konstruierten Beispiel einer Funktion 
/;, E Lip( l/p -~ I. p) mit der Eigenschaft. dafi fur beliebige Haar-Reihen 
lim IIf- ‘lt Ill,’ , 0 
II/‘-I) .Inn ’ * o<p< 1. I,+ / il 
(0.12) 
gilt. Aus (0.12) ergibt sich gleichzeitig, da13 eine zu (0.2) analoge Jackson- 
TypUngleichung fur die GoDen [If- S,II,, nicht miiglich ist. Im Zusam- 
menhang damit stellt sich die folgende Frage. Sei 
H;’ = {j-E L”(0. I) : w&t, f‘) = O(n(t)), t --t O}. 0 <p < I (0.13) 
(beziiglich der Eigenschaften von n’(t) s. $2). Welche notwendigen und 
hinreichenden Bedingungen an M.(I) garantieren fur jede FunktionfE HF die 
Existenz einer gewissen Haar-Reihe mit 
(0.14) 
Eine Antwort gibt Theorem 3 in $2. In diesem Paragraph untersuclhen wir 
auBerdem unter Benutzung von Theorem 2, ob das Haar-System H eine 
Basis in gewissen Raumen vom Besov-Typ Bk,g fur 0 < p < 1 bildet. Diese 
Fragestellung entstand im Zusammenhang mit Ergebnissen von H. Triebel 
1151. 
Ahnliche Probleme beziiglich der Approximationsgeschwindigkeit bei der 
Darstellung von Funktionen aus Lp (insbesondere fur I <p < 03) durch 
Reihen nach dem Faber-SchauderSystem werden in $3 ausfuhrlich 
betrachtet. 
1 
In diesem Paragraph sei j”E- L”(0. 1). 0 <p < I. Der in (0.3) definierte 
Stetigkeitsmodul w,(t,f) der Funktion f hat folgende Eigenschaften (zum 
Beweis s. 1 I1 I): 
o,<w,(t.f)“~w,(t+r..~)p 
< w/At, sy’ + QJ,,(r. J-Y’. o<r<r+s,<1 (1.1) 
w,(nt, f) < n’%J,(t, f). 0 < nf < 1. II = I. 2,... 






< y  lu;!‘l. --co <u, < +a. i = I . . . . . m (1.2) 
i 1 
und 
Dabei ist Ilfii, = {l;, If(. dx}“” gesetzt. entsprechendes gilt fur die 
Bezeichnw Ilflll,~ca,h~~ 
Aus der Definition der Haar-Funktionen 
/y,(x) = 1. .Y E IO, 1 I =/I:“’ 
&J-x) = 2u2. -YE A::*:‘, 
= -y b2, XEA’zy’. 
(1.3) 
= 0. x & Ajk’, n = 2’ + 1. I = l,..., 2h, k = 0, l.... 
mit djk) = ((j - 1)/2~, j/2k). j = I ,..., 2h. k = 0. l,.... folgt, da0 die Klasse 
H,, = span{Xj}f! , mit der aller Treppenfunktionen 
h(x) = pi- x E A!k’ I - j = l..... 2k 
zusammenfallt. Aus Ill ) (Lemma 1.1 und (2.4)) ergibt sich 
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LEMMA 1. Sei f E Lp(O, I), 0 < p < 1. Dann existiert eine Treppen- 
jitnktion hz E H,, (k = 0, l,...) mit 
E;k(f) = IIf- h; II,, < 2’%0p(2-k.f). k = 0, l,... (1.4) 
LF~MMA 2. Flier jede Treppenfinktion h, = C’;y, aiXi E ,Hzr und 
k = 0. I,... kann man Koeffizienten a,. i > 2k, derart bestimmen, dqp die Par- 
tialsltmmenfolge 
SPA ..(.U; hk) = \‘ six,(x), r = 0. l.... (1.5) 
i-l 
der Beziehung 
I’s?,.,(. ;hk)llp=2-r”p- “I~h,~/,=O(l), r = 0, l,.... 0 < p .< 1 (1.6) 
genGgt. d.h. in Lp, 0 < p < 1. gegen f’(x) = 0 koncergiert. 
Bew!eis. Wir fixieren k = 0, l,... und bezeichnen mit ai”’ den Wert, den 
hk(x) auf Ajk’ annimmt. Die gesuchte Reihe ist dann 
*  ?A I 21. 
\‘ aixi = \‘ aiXi + \‘ \’ - ajh’2’” ’ k’, ‘xzi,, 
, I Z 
-A I,,.?’ I 
5 I; 1 
Dutch Nachrechnen iiberzeugt man sich leicht, da13 
S2,,+,(X; hk) = 0. .y E A!k+ r, I - i+j. 2’, 
= yq, x E AlkiT) j = l,.... 2k 
(1.7) 
,.?’ ’ 
gilt. Demnach folgt 
w.z.b.w. 
=2-‘(1-~) \‘ 2-kla;,k)lc 
.i= I 
= 2 r”-p) ilhkjl;, r = 0, l,... 
Bemerkung 1. Die Existens nichttrivialer in der LP-Metrik gegen 
f(x) = 0 konvergierender Haar-Reihen (sogenannter Null-Reihen) ist bekannt 
[ 12 I. Lemma 2 liefert Nullreihen crZ 1 a,x,(x) mit 
~IS,~I, = O(n-“‘Pm’)), n --t co, 
i 
S,(x) = c 
,r, 
,O <p <: 1, (1.8) 
wobei eine endliche Zahl von Koeffizienten ai sogar beliebig vorgegeben 
werden kann. (1.8) kann nicht weiter verscharft werden. da aus 
umgekehrt a, = 0. i = 1, 2,.... folgt. Tatsachlich, fur die Partialsummenfolge 
SZi(S), k = 0. I . . . . . ergibt sich aus der wichtigen Eigenschaft 
s&) E /3)” = 2” / S2i <r(f) dt. ,yEdjk’. j= I ,..., 2”. r- 0, I . . . . . (1.10) 
.\!A’ 
sowie (1.2) gemaU (1.9) die Abschatzung 
und somit Szi(s) = 0. .Y E (0. I ), li = 0. I . . . . w.z.b.w. 
Benleis ~YU? ~T’Izeheorern I. Seien h,*(s) die bestapproximierenden Haar- 
polynome aus Lemma 1. Fur jede der Funktionen 
bestimmen wir gema. Lemma 2 die Koeffizienten al”‘. so dab die Reihe 
h,(x) + a,(s: 12,) 
?I , 
= ,; U)“‘XJ.Y) + i ;, , u:A’xi(s). k = 1. 2.... 
I 
der Beziehung (1.6) geniigt, sei aul3erdem h:(s) = ui”’ . X,(X). Fur die Reihe 
I I 




-“y. I” u)k, 
3 r-1 
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gilt zunachst 
Szm(x) = h;(s) - ;’ {S&: h,) - h,(x)} 
k-l 
= h;(x) ~ “ s2i. /,,, &: hh)‘ 
h-l 
m = 0, l.... 
Deshalb kann jetzt under Benutzung von (1.2)‘. (1.6) sowie (1.4) auf 
folgende Art und Weise abgeschatzt werden: 
< (2 + 22-r’) 2- m(’ r’) \‘ 2k” ~‘~~~(2 “,f,“. 
h-0 
m =: 0. I.... 
Diese Ungleichung ergibt zusarnmen mit der elementaren Beziehung 
die in Theorem 1 zu beweisende Behauptung (0.6). wenn mit Hilfe von ( 1. I ) 
wie gewohnlich zur Integralschreibweise tibergegangen wird. 
Damit ist Theorem 1 gezeigt. 
Beizseis L’on Theorem 2. Wir stiitzen uns auf ein Einbettungsresultat, das 
von E. A. Storoienko 1101 (s. such Ill I) bewiesen wurde. Aus der 
Ungleichung (2.7) in 11 1 ] und der Voraussetzung (0.7) folgt 
(1.12) 
Somit ist fE L’(0, 1). Da fur die Haar-Fourierreihe x:i’ , ci(f)xi dieser 
Funktion 
1” 
IIf- S,,fil; = L ) If(x) - 2k 1’ f(t) dti” d.u 
I I ‘“I”’ .i)“’ 




gilt. benotigen wir entsprechende Abschatzungen der GrdOen I, = 
JAik, if(.y) -f(t)1 dt, x E Aik’, j = I,..., 2k. Dazu benutzen wir die Ungleichung 
.h 1’ .i‘: ” If(r) --f(t + h)lP dt dh / 
+-Jo j2-” i (1.14) 
die unmittelbar aus (1.12) folgt, indem man dort die Beziehung 
w,(t, f)” < C,r ’ )I (1” oh If(x) -f(x + h)l” d.r ) dh. O<f< I (1.15) 
-0 -0 
einsetzt, umformt und von (0, 1) zu einem beliebigen Interval1 (a, b) c (0, 1) 
iibergeht. In (1.14) setzt man (a, b) = dj”’ und statt S(t) jetzt f(t) -f(x) mit 
fixiertem x E dlk’, so darj sich 
I$ < c, 2k” PI 1. If(x) -f(f)l” dr 
“)“I 
+ .(II 
.? ’ .i‘:;?;,;zr If(t) -f(t + h)lP dr dh 
j?-P I 
ergibt. Diese Ungleiching benutzen wir zur weiteren Abschatzung in ( 1.13): 
If(x) -f(W dfd.~ 
< C,,2--k” up’ (_ w,(t, f )” . t” ‘dt, k = 0. I.... 
0 
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Unter Bert’icksichtigung von (1.11) und (1.1) ist damit Theorem 2 bewiesen. 
Bernerkung 2. In den Voraussetzungen von Theorem 2 ist die Haar- 
Fourierreihe von f die einzige Reihe, die eine Abschatzung der Form (0.8) 
zulal3t. Im gegenteiligen Fall gabe es namlich eine nichttriviale :Haar-Reihe 
\;‘ I 
-i I a,x;(x) mit der Eigenschaft 
II S,,/lp < c, (n ” ” ‘I.(: ” to&/-)“t” * dt) 
= o(n I i:p 11 ). Il'CO. 
was im Widerspruch zu dem in Bemerkung 1 Gesagten steht. 
Die Abschatzung in Theorem 1 dagegen wird gemiilJ (1.8) clurch unen- 
dlich viele Haar-Reihen realisiert. 
2 
Wir wenden uns in diesem Paragraph einigen Folgerungen aus den in 3 1 
bewiesenen Abschatzungen (0.6) und (0.8) zu. Dabei spielen die Funktionen 
F(x) = F(x; (b, }) = 0, xE(2’4-5-‘,4-y 
=b 0 x E (4 (.. ‘, 2 4-‘-l), s =o, l,... 
(2.1) 
(b, > 0, s = 0, l,...) eine wichtige Rolle. 
LEMMA 3. Sei F E Lp(O, l), 0 < p < 1, eine Funktion vom rpp (2.1). 
Dann gilt 
\-I 
0,(4-‘, F)< C, 4-’ \’ y+ \“; 4-j-%7 
i I 
VP 




, s = 0, l,... (2.3) 
- 2 4’“(’ -P)llF- S&/ ‘7 m>k (2.4) 
fir die Partialsummen S,,(x) einer beliebigen Haar-Reihe CT., a,;x[(x). 
Beweis. Aus der Definition der Bestapproximation (0.1) ergibt sich 
gema(3 (2.1) sofort 
Damit ist (2.3) gezeigt. Zum Nachweis von (2.2) fixieren wir 5 =y I. 2.... und 
betrachten h E (0.4 ‘). Dann ist dank (1.2) und (2.1) 
Wenn man hier das Supremum beziiglich h nimmt. ergibt sich (2.2). 
Wir fixieren nun m > k und definieren unter Beriicksichtigung der 
speziellen Struktur von F(x) die Zahlen ;,I, .i = I..... 4”‘. aus 
S,,,,(s) = ;‘, . .y E l(hl c I 
_ >. i /’ .Y E Jy c (2 4 \ I.4 ‘). 
= h, t ;qi. .Y t Lp” c (4 ’ ‘. 2 4 ’ ’ ). 
s = o...., m -- 1 : i =: 2,.... 4”‘. 
Dank dieser Festlegung folgt einerseits 
_ 2 4 ‘)I ’ ;,, ,i’ + \‘ 4 “1 ~;,I,!” 
r> 
und andererseits gilt fiir x E (0,4 “) 
..I h 
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Mit Hilfe von (2.5) und (2.6) erhalten wir nun die Abschatzungen 
Damit ist such (2.4) bewiesen und Lemma 3 volistandig gezeigt. 
Als erste Folgerung aus Lemma 3 wollen wir die in der Einfiihrung 
angegebene Funktion f, E Lip( l/p - l-p), 0 < p < 1. mit der Eligenschaft 
(0.12) konstruieren. Dazu setzen wir in (2.1). b, = 4‘ A ‘. s = 0, I,... und 
bekommen die gesuchte Funktion A,(X) = F(x. { 4’+ ’ }). Aus (2.2) folgt 
d.h. 1;, E Lip( l/p - 1, p). Urn (0.12) zu beweisen, nehmen wir das Gegenteil 
an und setzen die Existenz einer Haar-Reihe C,“-, a,~,@) mit 
11 f, - S,!/, = o(n’ L p . In n), II + cc 
voraus. Aus dieser Annahme und (2.4) fur k = 0 ergibt sich 
und damit ein Widerspruch zu so E L”. 
Dieses Beispiel zeigt, daB fur Funktionen f(x) E L”(0, l), 0 <p < 1, die 
Gronen iif- S,l/, im allgemeinen langsamer als die entsprechenden Bestap- 
proximationen gegen Null konvergieren. 
12 I’. OSW.AI I) 
Wir wenden uns nun den Klassen Hii (0.13) zu. Dabei sei rt(t)” ein 
Stetigkeitsmodul in C(0. 1). d.h. 
Das ist auf Grund der Eigenschaften ( I. 1 ) des L”-Stetigkeitsmoduls tr);,(f. .I‘). 
0 < p < 1, eine natiirliche Forderung. 
Da aus der Jackson-Typ-Ungleichung (0.2) stets 
E:;(f) = O(w( l/n)). II -+ co. ,f‘E H” i’ C2.X) 
folgt (bier kann man 0 nicht durch o ersetzen!), ist es naheliegend. 
diejenigen Klassen H;: zu charakteristieren. fur die bei der Darstellung 
beliebiger ./‘E Hi,’ durch Haar-Reihen die glejche optimale Konvergenzrate 
0(rr( I In)) fiir n + co erreicht wird. 
odet 
(7.101 
erfiillt ist. so hut Hj: dieJblgende Eigenschq/i: Fli’rjedes /‘E C-l;: c.CsticJrr (lit;? 
Haar-Reihe 
gelten. so uzuJ3 eirle dcr beiden Beditlgut7getr (2.9) oder (2. 10) et-/ii’lll scitl. 
Belz%eis. Behauptung (a) folgt sofort aus Theorem 1 (im Faile \on (2.9)) 
bzw. aus Theorem 2 (fiir (2. IO)). 
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Zum Beweis der Notwendigkeit (Teil (b)) bemerken wir zunachst. da13 die 
Bedingungen (2.9) und (2.10) jeweils aquivalent zu 
dt = O(w(6)), 6 + 0 
und 
gl,’ 1 .A w(t) / i’“dr= O(w(rS)), 6-O 
0 
(2.9)’ 
sind. Auf den Nachweis dieser einfachen Tatsache wollen wir hier nicht 
eingehen. Wir setzen in (2.1 ). b, = 4” ’ “‘“~(4~ ‘+I). s = 0, I.... Fiir die so 
konstruierte Funktion f,(.u) = F(x. {h,}) haben wir gemal (2.2) und 
Voraucsetzung (2.12) 
= O( K(4 ‘)‘I). .s+m. 
dh. es gilt J E H::. Laut Voraussetzung (2.1 1) gibt es fiirJ eine Haar-Reihe 
mit 
Wcnn (2.9) gilt. so ist (b) bereits bewisen. Sei deshalb (2.9) bzvv. (2.9)’ nicht 
crfiillt. Dank der Eigenschaften (2.7) von n’(l) folgt daraus sofort fur 
lx 0. I.... die Beziehung 
Nun wenden wir die Beziehung (2.4) aus Lemma 3 an: 
Unter Berucksichtigung von (2.7) geht man hier zur Integralschreibweise 
iiber und erhalt mit Hilfe von (2.13) 
Fur m -~-t cc erhalt man deshalb gemal (2.14) 
Diese Abschatzung und wiederum (2.13) implizieren die Richtigkeit van 
(2.10)’ bzw. (2.10). Damit ist die Behauptung (b) und Theorem 3 insgesamt 
bewiesen. 
Bemerkwzg 3. Die zushtzliche Voraussetzung (2.12) garantiert eine 
gewissse Regularitat von \i’(f) (sie ist z.B. fur w>(t) = 1”. 0 < (1 < l/p. erfiillt. 
nicht aber im Fall a = l/p) und vereinfacht den Beweis von Teil b). In der 
Literatur sind zu (2.12) aquivalente Bedingungen angegeben (s. 11 I). Es ist 
wahrscheinlich. da13 die Aussage in Teil b) von Theorem 3 such ohne (2.12) 
bestehen bleibt. 
Im letzten Teil dieses Paragraphen betrachten wir die Kiassen 
(2.15) 
Hier sei 0 <p < I. 0 < q < co, 0 < s < I/p (zur Definition und einigen 
Eigenschaften s. 17, $4 I). Fur diese Parameterwerte stellt BA,(,(O, 1) einen 
Quasi-Banachraum dar, wobei die Topologie such mit Hilfe der folgenden 
aquivalenten Quasi-Normen definiert werden kann: 
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(2.17) 
Der Nachweis dieses Sachverhalts ergibt sich fur (2.16) aus der Un,gleichung 
(1.15). zur Herleitung im Fall (2.17) s. [ 7, $4 ]. Fur 1 < p < co sind ahnliche 
Aussagen bekannt, vergleiche z.B. [ 91. 
H. Triebel [ 15 ] hat die Existenz von Schauderbasen in Besov-Typ- 
Raumen Bi,,(R”), denen im Vergleich zu (2.15) ein anderer 
Definitionsgedanke zugrunde liegt (ausfiihrlich dazu s. [ 13. 14]), fiir 
o<p< 1 untersucht und zu diesem Zweck das Haar-System H 
herangezogen. Dabei wurde in [ 15 ] faktisch bewiesen, da13 H’ fur die 
Parameterwerte l/2 <p < 1, l/p-l<s<l und 0 <q < co eine 
Schauderbasis in den Quasi-Banachrlumen Bi*,(O, 1) bildet. Wir erganzen 
dieses Resultat von H. Triebel durch folgenden Satz. 
THEOREM 4. Sei 0 < p < 1. Dann bildet das Haar-System H eine 
Schauderbasis in Bj,q(O, l), wenn 
l/p - 1 < s < l/p, 0 < q < co oder s=l/p-l.O<q<p (2.18) 
gilt. Fiir die Werte 
o<s< l/p-l,O<q<co oder s= l/p- 1, 1 <q < a) (2.19) 
dagegen existieren keine nichttrivialen, auf Bi,JO, 1) definiertefil stetigen 
linearen Funktionale und damit such keine Schauderbasen. 
Beweis. Da Bi,,(O, 1) (0 <p < 1) ein F-Raum mit der durch 
P = min(p, 9) (2.20) 
gegebenen translationsinvarianten Metrik p ist, so ergibt sich bereits, da13 H 
eine Schauderbasis in diesem Raum ist, wenn wir nur nachweisen, da13 jede 
Funktion aus Bj,,(O, 1) durch genau eine konvergierende Haar-Reihe 
dargestellt werden kann. Fur die Werte (2.18) ist, wie man auf Gund der 
Definitions (2.15) und (1.12) leicht einsieht BL,q(O, 1) c Bj,:-~‘(O, 1) c 
L’(0, 1). wobei diese Einbettungen stetig sind. Da aber H eine Ba.sis in L’ 
bildet. folgt daraus, da13 die Darstellung einer Funktion f(x) aus BB-JO, 1) 
(wenn uberhaupt) nur durch deren Haat-Fourierreihe moglich u,nd damit 
eindeutig ist. Es geniigt somit, die Beziehung 
llf- &flIN;.y = o(lh n + CO; fE BA.q(O. 11, (2.21) 
fur die Werte (2.18) nachzuweisen. 
640 33 !  2 
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Sei 2k < n < 2ki ‘, k = 0, l,... . Dann gilt dank der Eigenschaften der 
Bestapproximation und (2.17) 
Der zweite Summand ist o(l), n --) co, wegen fE BbJO. 1). Fiir den ersten 
Summanden ergibt sich aus Theorem 2 mit Hilfe von (1.2) bzw. der 
Minkowski-Ungleichung 
q/p > I, I/p ~ 1 < S < I/p, 
wobei a > 0 so gewihlt wird. da0 (s - l/p + 1) - (1 . (l/p ~ l/q) > 0 gilt. 
Deshalb kann weiter 
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abgeschatzt werden. Damit ist der erste Teil von Theorem 4 bewiesen. 
Zum Beweis des zweiten Teils betrachtet man ein beliebiges stetiges 
lineares Funktional @: Bi,4(0. 1) --t R ‘, d.h. sei 
I w-)I < CIP llfllNb,q. f(x) E f&(0. 1). (2.22) 
Unter der Voraussetzung (2.19) mu13 @(f) = 0 gezeigt werden. Da die 
Vereinigung der Klassen Hzr = span(Xi}fA~, , k = 0. l..... dicht in B;.y(O, 1) ist 
(das folgt aus den Eigenschaften der Quasi-Norm (2.17)) geniigt es, die 
Beziehung 
@(h;h’) = 0, h;k’(X) = 0. x 6L Ll!k’ I 
= 1, x E A)“‘, j = l)...) 2h, k = 0, l,... (2.23) 
zu zeigen. Sei zunachst 0 < s < l/p - 1, 0 < q < co. Da offensichtllich 
Eg/o’) = 2 k’p, i = O,..., k - 1 
= 0, i=k,k+ I,..., j= I ,..., 2’. k = 0, I,... (0 < p < 1) 
gilt, so haben wir 
< c,,,2k(‘~- LPI, j= l,..., 2k, k = 0, I ,... . 
Hieraus ergibt sich unter Berticksichtigung von (2.22) 
<C 8,p,q,, pt.5 UP’ 2’(S “0 + 1’ = o(l), y + a 
und (2.23) ist gezeigt. Es bleibt noch der etwas schwierigere Fall s == l/p - 1. 
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1 < q < co, zu betrachten. Wir geben lediglich den Beweisgedanken an und 
lassen die technischen Details weg. Sei fur r= 1. 2,... die Funktion 
g”‘(X) = 2’ -‘(r + 1)- ‘, x E (2 ;. 2 i ‘I), i= I,..., r 
= (r + I)- ‘. .uE(0,2 ‘) 
detiniert und mit der Periode 1 auf R’ fortgesetzt. Die Funktionen 
g)“(X) = gyx -j . 2 ‘). .Y E (0, l), j = l,.... 2’ 
genugen den Beziehungen 
2’ 
5 g;“(x) = /y(x) FE 1, x E (0, I), Y = I, 2 . . . . (2.24) 
I I 
und 
II g:r)lIR;.e I < c,., - 2- ‘(r + I)‘/” ‘, 
j=l, . . . . 2’.r=l,2 ,..., qE(1.a) (2.25) 
die durch direkte Berechnung erhalten werden konnen. Wie oben folgt nun 
/ @(h;“‘)l ,< ;: / @(g,j”)l 
,I 
<C a,,,,~2’~2~‘(r+1)‘Y ‘=0(l), r+ co 
Damit ist (2.23) fur k = 0 gezeigt. der Nachweis fur k = I. 2,... geschieht 
analog (man transformiert dazu die obigen Funktionen g;.“(.u) von (0. 1) 
entsprechend auf dfk’ und setzt sie mit dem Wert 0 auf ganz (0. 1) fort, so 
dal3 man eine (2.24) entsprechende Zerlegung von hjk’(x) erhalt). 
Theorem 4 ist vollstandig bewiesen. 
Bemerkung 4. Theorem 4 la& lediglich den Fall s = l/p - 1, p < q < I 
offen. Wahrscheinlich ist, da13 das Haar-System H such fur diese Klassen 
Bi,&O. 1) eine Schauderbasis bildet. 
Ahnliche Satze konnen such fur Spline-Systeme, die aus Spline- 
Funktionen hoherer Ordnung bestehen, hergeleitet werden. Zur Definition 
und wichtigen Eigenschaften solcher Funktionensysteme siehe die Arbeiten 
von Z. Ciesielski, J. Domsta, S. Ropela u.a. (z.B. 13,4, 9 I). Darauf sol1 an 
anderer Stelle eingegangen werden. 
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3 
In diesem Paragraph betrachten wir Konvergenzgeschwindigkeitsabschat- 
zungen fur die Darstellung von Funktionen SE L”(0. l), 0 < p < co, durch 
Reihen nach dem Faber-Schauder-System 
i = 1. 2.... . Wir definieren wieder entsprechende Bestapproximationen 
eu) = I’$ Ilf- 4,,,1 fEL”(0. l).O<p< co,n=O,l,... (3.1) 
I/ 
beziiglich der Unterraume linearer Spline-Funktionen L, = span(cp,}r~- 1. 
11 = 0. l,... . Es gilt 
wobei 
mf) < c, %,J l/24 f), n = 1, 2,... (3.2) 
den Stetigkeitsmodul 2. Ordnung der Funktion fe Lp(O, l), 0 ‘<p < 00, 
darstellt (hier ist wie gewohnlich Aif = f(x) - 2f(x + h) + f(x + 2h)). 
Einen Beweis von (3.2) fur 1 <p < co findet man in [ 31, fur 0 < p < 1 in 
171. 
Bekanntlich ist F das klassische Basissystem im Raum C(0, l), in L”(0, 1) 
dagegen stellt es keine Basis dar (0 <p < co), obwohl fur jede Funktion 
fE Lp Reihen 1” o ajo, mit 
llf- SnIl,.P= 4113 n+ co: S,(x) = + 
zl 
aiwicx1 (3.4) 
existieren (die Darstellung ist nicht eindeutig). Zu diesen Fragen siehe [ 17 1. 
Zunachst werden wir analoge Ergebnisse iiber die in (3.4) mogliche 
Konvergenzgeschwindigkeit herleiten. Im Unterschied zum Haar-System, bei 
dessen Betrachtung in $5 1,2 ein enger Zusammenhang zu Einbet- 
tungsbedingungen in L’ sichtbar wurde (“kritischer” Parameter a q = l/p - 1 
in der Lipschitz-Skala), spielt jetzt die Frage der Einbettung von Funktionen 
nach C(0, 1) eine entsprechende Rolle (demzufolge “kritischer” Parameter 
a = I/p). 
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THEOREM 5. Sei f E Lp(O, 1). 0 < p < co. Dann existieren Reihen 
CE(, a,qi(x), fir die die Abschhtzung 
l<p<al. 
(3.5) 
0 c p c. 1, n = 1. 2.... 
gilt. 
Beweis. Sei 0 <p < co fixiert und f E Lp(O, 1). Wir setzen 
lk(X)=lk*(X)-lIk*~,(X)=~ ajk’q7,(x) E Lzi. k = 1. 2,... 
i 0 
Hier bezeichnen 1: E LZk, k = 0, I,..., die linearen Spline-Funktionen, fur die 
llf - Gyp = Gk(f I< c, “*.# k ‘vf 13 k = 0, l,... (3.6) 
gilt. Fur jedes k = 1, 2,... konnen wir auf Grund der speziellen Struktur van k‘ 
Koeffizienten a;‘), i > 2’. derart bestimmen, dalJ die Partialsummen 
li ir :I .! 
s,i +,(x: lk) = \‘ aik’qi(x) = l,(x) + \‘ aik’qi(x), r = I. 2.... 
i :~ 0 j FL, 
der Reihe CF-,, aj”‘qi(x) die Eigenschaft besitzen: 
S,,,,(j’ 2mkm’. lk) 
= l,(i . 2- ‘). j = i . 2’. 
= 0, j+i.2’. i=O ,..., 2”.j=O ,..., 2k” 
(3.7) 
was offensichtlich stets moglich ist. Dank (3.7) und der Beziehung 
(b - a)(1 I(a + I l(b)“) < C, I.h 11(x)1” dx 
0 
< Cb(b ~ a)(1 4aV + I 4b)ly). 0 <p < cc (3.8) 
die fur beliebige lineare Funktionen I(x) = Ax + B und beliebige (a, b), a < b. 
giiltig ist, ergibt sich 
< c, 2 ” iilk/i,,* k = 1, 2.... 
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und damit die zu Lemma 2 aus 1 analoge Aussage. Die gesuchte Keihe hat 
die Gestalt 
so dam wiederum 
f(x) - S,,(x) = f(x) - I;(x) + ? Sp?(X, fk), 
k-1 
m = 0, l,..., 
gilt. Die weiteren Abschatzungen laufen fur 0 <p < 1 genau wie irn Beweis 
von Theorem 1, fur 1 <p < co benutzt man statt (1.2)’ die Minkowski- 
Ungleichung. Dabei werden die (1. I) entsprechenden Eigenschaften des 
Stetigkeitsmoduls 2. Ordnung 
benotigt (fur 1 <p < co s. 1161 oder 161, fur 0 <p < 1 s. 171). Die 
Einzelheiten iiberlassen wir dem Leser. Theorem 5 ist gezeigt. 
Dem Beweis des zu Theorem 2 analogen Satzes schicken wir ein 
Einbettungsresultat voraus. Fur O<p, q<co und 0 <: s < 2 + 
max(O, l/p - 1) definieren wir die Klassen (vergleiche such 171) 
LEMMA 4. Fiir 0 <p < CO gilt Bb*y.2(0, 1) c C(0, 1). d.h., zU jedem 
.f(.u) E BL.‘;.2(0. I) existiert eine (eindeutig bestimmte) Funktion 
g(x) E C(0. 1) mit f(x) = g(x) fast iiberall in (0. 1). Werm auj3erdem 
g(0) = g( 1) = 0 ist, so hat man die Ahschtitzung 
Beweis. Die zu beweisende Einbettung und deren Stetigkeit. d.h. 
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ist im Fall 1 < p < co bekannt (s. 12 I), fur 0 < p < 1 la& sie sich mit Hilfe 
der Ergebnisse aus [ 7 1 (z.B. gilt B:/,q., (0, 1)~ B;,,,,(O. 1). 0 <p < 1) auf den 
Fall 1 <p < co zuriickfiihren. 
Wir kommen daher zum Beweis von (3.1 1). Zunachst ist klar, da13 eine 
Fortsetzung g(x), x E (-l/2, 3/2). von g(x) (d.h. g(x) = g(s). x E (0. I)) 
derart existiert, da13 
gilt (fur 1 <p < co siehe [ 61. der Beweis fur 0 <p < 1 ist analog). Sei 
// gllc = g(q). 0.B.d.A. wollen wir x0 E (0, 4) annehmen. Laut Voraussetzung 
g(0) = 0 sowie (3.12). (3.13) ergibt sich die Abschatzung 
Hieraus folgt die interessierende Ungleichung (3.1 I), wenn man 
tE(O,~I,fELp,O<p<co. (3.15) 
benutzt. Der Beweis dieser einfachen (vielleicht berets bekannten) Beziehung 
beruht auf der Identitat 
2 
die in ahnlichem Zusammenhang in [ 8 1, Lemma 2, benotigt wurde. Wir 
wollen auf die Einzelheiten hier nicht eingehen. Lemma 4 ist bewiesen. 
THEOREM 6. Sei fE Bz,<,2(0, 1), 1 <p < co bzw. fE B;;.,(O. I ) 
(C BA?,,(O, I)), 0 <p < 1. Dann existiert eine fast iiberall auf (0, I) mit ,f 
zusammenfallende stetige Funktion g, deren Basiszerlegung nach dem 
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Faber-Schauder-System F in C(0, 1) wir mit C?YO ci(f)qi bezeichnen. Fur 
die Partialsummenfolge S,f dieser eindeutig durch f bestimmten Reihe gilt 
(3.16) 
0 <p < 1, n == 1, 2,... 
Beweis. Gem8 Lemma 4 wollen wir fE Bi<<,,(O, l), 0 .<p < co. 
0.B.d.A. selbst als stetig voraussetzen. Da fur Reihen nach F die (1.1 1) 
entsprechende Beziehung gilt, genugt es, lediglich n = 2k, k = 0, l,..., zu 
betrachten. Lemma 4, (3.11), wenden wir auf jedem der Intervalle djk’, 
j = 1, 2,..., 2k, und auf die Funktionf(x) - S,,f(x) an (fur die Basiszerlegung 
nach F in C(0, 1) ist bekanntlichf(j/2k) - s2J’(j/2k) = 0,j = 0, l,..., 2k): 
Wir setzen 
Skb 1) = lI&f(X)ll,,N~j- IV2~,j/Z~-20 x E djk’, j = I,...’ 2k. t E (0, 2 kp ‘). 
Dann folgt aus (3.17) 
Fiir l<p<co schliefien wir hier die verallgemeinerte Minkowski- 
Ungleichung an und erhalten 
.2-k I 
< c, . 22wp ) t-“P-‘~2,p(f,f )dt, k = 0. l,..., 1 ::p < co. 
. 0 
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Fiir 0 <p < 1 schltzt man unter der VoraussetzungfE Bj,“,.,(O, 1) zuntichst 
grob 
ab, der weitere Beweisgang ist wie in Theorem 2 (s. 5 1). Damit ist (3.16) 
gezeigt. 
Aufbauend auf Theorem 5 und 6 kijnnen wie in $2 fiir das Haar-System 
such fiir das Faber-Schauder-System F weitergehende Aussagen iiber das 
Approximationsverhalten bei der Darstellung von Funktionen durch Reihen 
gewonnen werden. Wir beschrinken uns auf zwei charakteristische 
Folgerungen fiir den Fall 1 <p < co. 
Wir definieren entsprechende Lipschitz-Klassen 
Lip,(a, p) = {fE Lp(O. 1): (~~,,,([,f) = O(f”), f -2 01 (3.18) 
mit l<p<oo undO<u<2. 
THEOREM 7. Sei f E Lip,(a, p). 1 <p c a3. Dunn existiert eine Reihe 
x;“-. aivj(,u) nach dem Faber-Schauder-System, f% die 
I, 
Z ’ ;’ In n. 
o<u< Ijp. 
1i.f.-- S,IJ, = 0 a = I/p. (3.19) 
I? ‘I. Ilp<u<2. II +a3 
gilt. In (3.19) kann 0 in keinem der Fiille durch o ersetzl \c,erden. 
Auf den einfachen Beweis dieses Satzes sol1 hier verzichtet werden. 
THEOREM 8. Sei 1 <p < co. 0 < y < w und 0 < s < 2. Das Faber- 
Schauder-System F bilder eine Basis in B;,,*,(O, 2) genau dann. wenn 
I/p < s < l/p + 1,o < q < co oder s= I/p.O<q< 1 (3.20) 
gilt. 
Beweis. Sei J’E Bi,,.,(O, l), wobei die Parameterwerte (3.20) geniigen 
magen. Auf Grund der entsprechenden Einbettungssdtze (s. 12 1 bzw. 
Lemma 4) k&men wir f als stetig voraussetzen. Da F in C(0, 1) eine Basis 
bildet und die betrachteten Klassen BL.,.2 (0, I) stetig in C(0. 1) eingebettet 
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sind, ist eine Darstellung in diesen Klassen fur f nur durch deren 
Basiszerlegung Cz0 ci(f)cpi iiberhaupt moglich. Deshalb mu13 noch 
llf- &fll$+q,2 = o(l), n-t co,fEB;,,,,(O, I), 
gezeigt werden. Hierbei stellt 





eine zu jl&, iquivalente 
0 < s < I/p + E)“f s. 
(Quasi-)Norm dar(1 <p < ~13, 0 c q < CO, 
S. Ropela 191. Der Beweis von (3.21) unter det 
Voraussetzung (3.20) ist nun vollig analog zu dem von Theorem 4 aus $2. 
Wir verzichten deshalb auf Einzelheiten und geben nur die wichtigen Schritte 
in der folgenden Abschatzung an. Fur 2k < n < 2ki ‘, k = 0, l,..., gilt (s. 
Theorem 6) 
,< CP.4.’ trsY~ ‘wz.p(t, f)“dt n-+ co. 
Damit ist die Behauptung von Theorem 8 in einer Richtung gezleigt. Wir 
mussen noch zeigen, da13 F keine Basis in Bi.s.z(O, I) bildet, wenn (3.20) 
nicht erfiillt ist. Fur l/p + 1 <s < 2, 0 < q < co ist das trivial, da 
w,(t. &),p > c, t”pi ‘, t + 0, gilt und daher nicht alle Funktionen aus F zu 
B,5,,.?(0. I) gehoren. Fur 0 < s < l/P, 0 < q < co gibt es Nullreihen in 
q1.,.,0 1). so hat z.B. die Reihe C;” ,) a,qi(x) = cpI(x) - ; C;C-, etZl(x) die 
Eigenschaft 11 SnllBI , = o(l), n + co. Deshalb ist die Darstellung mit 
Faber-Schauder-Re%en in diesem Fall nicht eindeutig und F keine Basis in 
&/.AO, 1 I 
Es bleibt noch der etwas schwierigere Fall s = l/p, 1 < q c 00, zu 
betrachten, wir fixieren diese Werte (1 <p < co) und nehmen indirekt an. 
da13 F eine Basis in B,!z.>(O, 1) bildet. Fur die Funktion 
J(x) = In(k + 1). x=2 k. 
(3.23) 
= linear fur s E [2-V 2-7, k = 0. l.... 
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gilt offenbar 
<C/p”. (k+ I) ‘. k = 0. I... 
woraus sich (s. (3.22))fz E Bkg,,(O, I), 1 < q < co, ergibt. 
Sei Cc0 aiqi die zu fi gehorende eindeutige Reihe, fur die 
IIf* ~ s,, 11/$y2 = 4 113 n + w (3.24) 
gilt. Wichtig ist, da13 fur diese Reihe unbedingt 
S?A(X) = ./-~(X)~ .Y E (2 h. 1 I. k = 1. 2,.... (3.25) 
sein mufi. Im gegenteiligen Fall konnte man namlich eine Nullreihe bezuglich 
F in Bj%/.“(O, 1) konstruieren, was im Widerspruch zur Eindeutigkeit der 
Zerlegung des Nullelements in diesem Raum stiinde. (Tatskhlich, wenn A:” 
ein Interval1 ist (j= 2,..., 2k), auf dem die lineare Funktion JZ(x) ~~ SZA(s) 
nicht verschwindet, so ergibt 
fi(f) - SZk(t) - “ 
SUPllt;iJj~’ 
wi(th t=2 yx+j- 1). s E (0. 1). 
nach entsprechender Umnumerierung eine Reihe nach F, die gemal (3.24) in 
Bi%/;“,.*(O. 1) gegen Null konvergiert.) 
Da wieder fur geniigend grol3e k > k,, .Slk(0) = a, < 4 In(k + I) gilt. so 
folgt aus (3.25) und der Linearitat von SZi auf (0, 2- ‘) 
f2(x) - S,&r) >fAx) - 3/4 ln(k + 1) 2 1/4S,(x), .Y E (0. 2 A ‘), 
Daher haben wir weiter (s. (3.25) und (3.3)) 
2 C,~ i 
i$+22 ‘(ln(i+ I)Tj”‘>CP2 A”‘PIn(k+ 1). k > k,,. 
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In(3.10) eingesetzt, ergibt sich nun 
Il.6 - al~~2> Cp.,2Wp%,,(2-kLf2 - S*r) 
2 C,,, In(k + 1). k> k,, 
was im Widerspruch zu (3.24) steht. Damit ist Theorem 8 vollstlndig 
bewiesen. 
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