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Abstract
In this paper we study the ordering properties of the first two eigenvectors entries of the correlation
matrices for forward rates in a relevant class of models. A conjecture for the third eigenvector entries
behavior is given.
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1. Introduction
A great deal of attention has been devoted in the last decade to the development of statistical
methods suitable to describe the movements of the yield curve and to empirically justify some
important models for interest rate dynamics based on one or more factors (see e.g. [1,2]). Principal
Component Analysis (PCA from now on) has turned out to be one of the most useful tools to find
such factors.
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Consider a yield curve completely described (see [3]) by an n-dimensional random vector
(r.v.) XT = [X1, X2, . . . , Xn] with zero mean E[X] and unit variances E[X2i ] which components
represents the forward rates corresponding to maturities t1 < t2 < · · · < tn. This vector can be
expressed as a linear transformation V Y of an n-dimensional r.v. Y with uncorrelated elements
(factors) Yj = VTj X termed (see [4]) the principal components (PCs) of X. The vectors Vj , for
j = 1, 2, . . . , n, are the normalized eigenvectors of the correlation matrix R = E[XXT] of X
and the corresponding eigenvalues λj are the variances of the PCs, taken in decreasing order:
λ1  λ2  · · ·  λn  0.
Given the high degree of correlation among the variables involved, the first three PCs are usually
considered to be sufficient to account for the total variability of X, i.e.
∑3
s=1 λs  tr(R) = n. It
has been empirically observed (see [2]) that the first three eigenvalues of R are simple, and
the first eigenvector V1, called the shift (or level), has approximately equal components, the
second eigenvector V2, called slope, has elements of increasing magnitude approximately equal in
modulus and with opposite signs at the end points of the maturity range and the third eigenvector
V3, called the curvature, has components first increasing then decreasing (or with opposite
convexity behavior), approximately equal at the end points of the maturity range and twice large
and of the opposite sign in the middle.
Recently Salinelli and Sgarra [5] and Lord and Pelsser [6] have studied the connections between
these spectral properties and some empirical features observed in the correlation matrices, i.e.
(a) interest rates at different maturities are always positively correlated;
(b) the correlation coefficients decrease when the distance between the indices increases;
(c) the previous reduction in the correlation between variables corresponding to the same
difference in the indices tends to decrease as the maturities of both the variables are greater.
Formalizing these properties and relating them to the total positivity, the authors have proved
results on the sign changes of the first three eigenvectors. Nevertheless, as pointed out in [5], both
the properties of sign change of the eigenvectors and the monotonicity of their components are
relevant for a proper definition of shift, slope and curvature.
With the present work we want to deal with the ordering problem of the components of the first
three eigenvectors of R referring to the simple but fundamental correlation model for forward rates
ρij = ρ|i−j | i, j = 1, 2, . . . , n, ρ ∈ (0, 1). (1)
As noted in [7, p. 196], this simple model is “less ad hoc and arbitrary than one might expect,
and can be arrived at in several ways as a financially justifiable first-order building block of more
realistic correlation functions”. The relevance of the exponential model (1) has already stimulated
some interest in the investigation of its spectral properties: Forzani and Tolmasky in [8] and [9]
proved that the eigenfunctions of the linear operator which represents the continuous counterpart of
the correlation matrix introduced, are closed to the functions {cos nx}∞n=0 in a suitable norm, while
in [10] the same analysis is carried out for the same operator on the entire real line. Although the
results for the continuous case can give interesting indications, they do not provide any rigorous and
definite conclusion for the spectral behavior of the discrete (and finite) case. With the present work
we try to fill this gap providing complete results on the ordering properties of the first two eigen-
vectors elements, and presenting a conjecture for the third supported by numerical simulations.
We want to mention here that the spectral structures of other “patterned” correlation matrices
interesting for financial applications have been studied, like in [11], where a class of matrices
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describing correlations between stocks is considered and an eigenvalue–eigenvector analysis has
been performed.
The outline of the paper is the following: in Section 2 we recall the basic concepts related to the
correlation matrices and their spectral properties for interest rates, and the main results already
available on the subject, with special attention devoted to the sign change properties and their
relations with total positivity. In Section 3 we introduce the exponential model recalling its main
features, and we comment on the results obtained for its continuous version in order to compare
them with those we obtain for the discrete counterpart in Sections 4 and 5.
2. Notation, definitions and general results
As pointed out in [5], the empirical evidence suggests to consider n-dimensional yields
correlation matrices R = [ρij ] with the following properties:
P0 positivity, i.e. ρij > 0, ∀i, j = 1, 2, . . . , n;
P1 strictly decreasing subdiagonal column elements, i.e.:
1  j < s < i  n imply ρij < ρsj ;
P2 strictly increasing superdiagonal column elements, i.e.:
1  s < i < j  n imply ρsj < ρij .
The previous properties express the positivity and the monotonic behavior of correlations among
forward rates with respect to the difference in maturities. Note that, by the symmetry of R,
properties P1 and P2 can be obviously stated in terms of rows.
Having formalized the properties of the empirical correlation matrices of forward rates, now
we characterize the spectral properties of our interest.
Definition 1. Given a correlation matrix R having the first three eigenvalues simple, we define:
• its first eigenvector: pure shift if it is 1 = [1, 1, . . . , 1]T; shift if all its components are positive,
strictly increasing and then strictly decreasing; weak shift if all its components are positive;
• its second eigenvector: slope if its elements are strictly increasing (strictly decreasing) pre-
senting a unique change of sign; weak slope if its elements present a unique change of sign;
• its third eigenvector: curvature if its elements are strictly decreasing (increasing) and then
strictly increasing (decreasing) presenting only two changes of sign; weak curvature if its
elements present only two changes of sign.
It is easy to verify that the set of correlation matrices satisfying the afore mentioned definition
is nonempty.
Example 2. The correlation matrix
R =
⎡⎢⎢⎣
1 0.5 0.2 0.3
0.5 1 0.3 0.2
0.2 0.3 1 0.5
0.3 0.2 0.5 1
⎤⎥⎥⎦
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has its first three eigenvectors that are respectively pure shift, weak slope and weak curvature:
V1 = [0.5 0.5 0.5 0.5]T,
V2 = [0.5 0.5 −0.5 −0.5]T,
V3 = [0.5 −0.5 −0.5 0.5]T.
Several further examples that illustrate particular but significative cases considered in Definition
1 are given in [5].
For what concerns the first eigenvector of R, it is immediate to conclude that every positive
correlation matrix has weak shift dominant eigenvector: this is a part of the content of the cele-
brated Frobenius–Perron Theorem (see e.g. [12]). The possibility to have a pure shift dominant
eigenvector is on the other hand excluded if R satisfies properties P1 and/or P2.
Proposition 3 (see [5]). IfR is a positive correlation matrix of dimensionn  3 satisfying property
P1 and /or P2, then V1 /= 1.
The distinction between slope and curvature in a weak sense depends on the number of sign
variations in their components. As usual (see [12]) all zero components can be considered both
positive or negative; according to the sign attributed to each one of them, for every eigenvector Vj
a maximum S+Vj and minimum S
−
Vj number of sign variations can be computed and if S
+
Vj = S−Vj
this common value is defined the number of sign variations of Vj .
Recently in [5] and [6] the presence of slope and curvature in the weak sense has been explained
in terms of total positivity (see [13,12,14]). More precisely, in [5] the relations between properties
P0–P2 and total positivity are investigated and the following two results are proved.
Theorem 4. An n × n Strictly Totally Positive of order 2 (STP2) correlation matrix R = [ρij ]
satisfies properties P0–P2.
Theorem 5. An n × n correlation matrix R with n  3, satisfying property P0 and such that for
i = 2, . . . , n − 1 and s = 1, . . . , i − 1 its minors of order two R[s, s + 1|i, i + 1] are positive,
is STP2.
The main result in [6] is the following:
Theorem 6. Assume  is an N × N positive definite symmetric matrix that is STPk. Then we
have λ1 > λ2 > · · · > λk > λk+1  · · ·  λN > 0 i.e. at least the first k eigenvalues are simple.
For s ∈ {1, . . . , k} the sth eigenvector has exactly s − 1 changes of sign.
Remark 7. The results just given, related to the sign change of the eigenvectors of an STP matrix,
hold for a larger class of matrices, the so-called oscillatory matrices [12]: a positive matrix A is
said to be oscillatory if a suitable power Aq is STP. Criteria for checking the oscillatory character
of a matrix are given in [15].
The importance of the results just stated lies not only in the characterization of the change of
sign features of the eigenvectors in terms of a structural property of the correlation matrices, i.e.
the total positivity, but also in the remarkable observation that total positivity is a “step-wise”
property, meaning that STPk implies the sign change properties for the first k eigenvectors. In
order to have the usual shift, slope, curvature in the weak sense we have defined before is
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then enough that a correlation matrix is STP3 or exhibits oscillation character of order 3. It is
important to remark, in any case, that total positivity (or oscillatory character) provides just a
sufficient condition for the existence of shift, slope and curvature eigenvectors.
3. The exponential model
Desirable properties for a model correlation function for interest rates should be the following
(see [7]):
(1) a time-homogeneous behavior that could be resumed in the following functional form:
ρij (t) ρ(t, Ti, Tj ) = ρ(Ti − t, Tj − t); (2)
(2) the function ρi,i+p should be, for fixed p, an increasing function of i, that is, the correlation
function should display decreasing convexity as a function of maturity of the first forward rate;
(3) the dynamics of the yield curve produced by the correlation function should be explainable
by the canonical modes of deformations of parallel shift, slope and curvature modifications, as
obtained by the standard PCA.
Sometimes a further simplification has been introduced, removing an explicit dependence of
the correlation function on t, summarized in another functional form of the following kind:
ρ(t, Ti, Tj ) = ρ(Ti − Tj ). (3)
The simplest model correlation function considered in this class is the following:
ρi,j = exp{−β|Tj − Ti |} β > 0. (4)
If we identify indices with maturities, we obtain a correlation matrix R with elements
ρij = ρ|i−j | i, j = 1, 2, . . . , n,
where ρ = exp(−β), β > 0, i.e.
R =
⎡⎢⎢⎢⎢⎢⎣
1 ρ ρ2 · · · ρn−1
ρ 1 ρ · · · ρn−2
ρ2 ρ 1 · · · ρn−3
...
...
...
.
.
.
...
ρn−1 ρn−2 ρn−3 · · · 1
⎤⎥⎥⎥⎥⎥⎦ . (5)
This simple choice has some drawbacks: first of all, it does not satisfy requirement (2), since the
explicit dependence on t has been eliminated, second, as |Ti − Tj | → ∞, ρ → 0, while empirical
evidence suggests that it should approach a strictly positive constant. In spite of this, in [7] it is
shown through both a financial and a mathematical argument that an exponential decay naturally
arises as the correct behavior of the correlation function, moreover “the most general solutions
can often be regarded as a small perturbation of the simplest fundamental exponential solution
…”.
From an empirical viewpoint, on the other hand, Forzani and Tolmasky [8] have presented
a very detailed discussion of the exponential model showing that in most relevant cases there
is a very small discrepancy between the real data and the model previsions. We also mention
that the exponential model naturally arises in the framework of the stochastic string approach to
interest-rate modeling [16].
Before starting our analysis for the exponential model, we want to recall here the main results
obtained for the continuous version of the model we are going to study. Forzani and Tolmasky
[8] have shown that, under suitable assumptions, the eigenfunctions of the operator
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Kρf (x)
∫ π
0
ρ|y−x|f (y) dy (6)
with domain and range on L2(0, π) are “close” to the set of functions {cos nx}; more precisely,
they have proved the following theorem:
Theorem 8. There exists a C > 0 such that for ρ > 1/2 each eigenvalue λn of the operator Kρ is
in the interval (μnρ − C(− log ρ)2, μnρ + C(− log ρ)2) with μnρ = −2c log ρn2+c2(log ρ)2 , μ0ρ = π and for
n  n0 = C(− log ρ)	− 13 . Moreover, if Pn[Kρ] denotes the eigenprojection for the eigenvalue
λn and Qn denotes the projection on the subspace generated by cos nx the following estimate
holds:
‖Pn[Kρ] − Qn‖L2  C(n + 1)3(− log ρ), n = 0, . . . , n0. (7)
In [10], in the context of risk management and asset allocation for interest rate products, the
same continuous version of the exponential model is introduced as the most plausible correla-
tion structure compatible with a time-invariance principle, and its spectral properties have been
investigated, but the explicit results provided there are related to the spectrum of the operator
considered on L2(R).
Remarking that the aforementioned results can not be immediately extended to the discrete
case, we start our analysis by noting that since {Ts} is an increasing sequence, the correlation matrix
(5) satisfies properties P0–P2. Furthermore, the presence of weak shift, slope and curvature is a
direct consequence of the following result proved in [5].
Theorem 9. For each β > 0 and q  1 the n-dimensional correlation matrix R = [ρij ] with
ρij = exp{−β|i − j |q} (8)
has simple eigenvalues
λ1 > λ2 > · · · > λn−1 > λn > 0.
The kth eigenvector (i.e. corresponding to the k-th eigenvalue) has exactly k − 1 changes of
sign.
On the other hand, the matrix (5) is a symmetric Toeplitz: several results are available about
spectral properties of this class of matrices, [17–19], but in particular one gives interesting
informations on the structure of the eigenvectors of R. In order to present it we need the following
Definition 10. An eigenvector x of a square n-dimensional matrix A, is termed as
symmetric eigenvector if it satisfies Jx = x;
skew-symmetric eigenvector if it satisfies Jx = −x
where Jn is the flip matrix
Jn = [δi,n+1−i]i,j=1,...,n
that has ones in its secondary diagonal and zeros elsewhere.
Eigenvalues corresponding to symmetric and skew-symmetric eigenvectors are named even
and odd, respectively. If the eigenvectors, ordered according to decreasing magnitude of their
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corresponding eigenvalues, are alternatively odd and even, the spectrum is said to have the
interlacement property.
Proposition 11 (see [17]). A symmetric Toeplitz matrix has [(n + 1)/2] symmetric eigenvectors
and [n/2] skew-symmetric eigenvectors.
By Theorem 9 and Proposition 11 we easily obtain some preliminary results on the spectra
of R.
Proposition 12. The correlation matrix R has the interlacement property: if μs and ξs denote
respectively its even and odd eigenvalues, then the dominant eigenvalue is μ1 and
μs+1 < ξs < μs ∀s = 1, . . . , [n/2].
Furthermore, if V1, V2 and V3 denote the first three eigenvectors of R, then V1 and V3 are
symmetric, V2 is skew-symmetric.
Remark 13. A matrix A=(aij ) is called centrosymmetric if an+1−i,n+1−j =aij i=1, . . . , n; j =
1, . . . , n. Note that since R is centrosymmetric, then JRJ = R. This imply that if x is a symmetric
vector, then Rx is symmetric too:
J (Rx) = JRJx = Rx.
The same conclusion holds for skew-symmetric vectors.
Remark 14. The interlacement property of Proposition 12 is directly obtained as a byproduct
of the oscillatory property, but an alternative proof can be provided. In fact, in [20] a sufficient
condition is provided in order to have interlaced odd and even spectra for a symmetric Toeplitz
matrix Hn. If Hn = (hr−s)nr,s=1 with
hr = 1
π
∫ π
0
f (θ) cos(rθ) dθ, r = 0, 1, . . . (9)
the function f is said to generate Hn. If the function f is monotonic and nonconstant the odd and
even spectra of Hn are interlaced. It is very easy to verify that the generating function of (5) is
monotonic and nonconstant. In fact, it can be obtained by simply summing up the Fourier series:
f (θ) =
∞∑
k=0
ρk cos kθ = 1 − ρ cos θ
1 − 2ρ cos θ + ρ2 (10)
and it is immediate to verify that f is monotonic and nonconstant.
The following example concerns two simple cases in which the low dimension allows a direct
treatment.
Example 15. If n = 2, then for each ρ ∈ (0, 1) the correlation matrix
R =
[
1 ρ
ρ 1
]
has pure shift eigenvector, and second eigenvector slope: V2 = [−1 1]T. A direct computation
shows that for n = 3 and for each ρ ∈ (0, 1) the correlation matrix
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R =
⎡⎣ 1 ρ ρ2ρ 1 ρ
ρ2 ρ 1
⎤⎦
has its eigenvectors that are shift, slope and curvature, respectively:
V1 =
[
1 3ρ+
√
ρ2+8
ρ2+ρ
√
ρ2+8+2 1
]T
; V2 = [−1 0 1]T;
V3 =
[
1 3ρ−
√
ρ2+8
ρ2−ρ
√
ρ2+8+2 1
]T
.
We conclude this section by recalling a classical tool (see [21,22]) of numerical analysis,
usually called the power method, that will be the basic tool in the proof of some of the main
results of the following sections:
Lemma 16. Let A be a symmetric, n dimensional matrix with simple eigenvalues λ1 > λ2 >
· · · > λn and corresponding eigenvector V1 , V2, . . . , Vn.
(a) If z0 ∈ Rn\{0} is not orthogonal to V1, then the sequence
y0 = z0, yp := zp‖zp‖ , zp := A
pz0 (11)
converges to V1 as p → ∞.
(b) If w0 ∈ Rn\{0} is orthogonal to V1, V2, . . . , Vm−1 but is not orthogonal to Vm, then the
sequence
y0 = w0, yp  wp‖wp‖ , wp A
p
mw0, (12)
where
Am = A −
m−1∑
s=1
λsVsVTs
converges to Vm as p → ∞.
4. The shift
We are going now to present our analysis of the monotonicity property for the first eigenvector
of the correlation matrix (5).
Theorem 17. For each ρ ∈ (0, 1) and n  4, the correlation matrix (5) has dominant eigenvector
V1 that is shift.
Proof. By Frobenius–Perron theorem and Proposition 3, R has simple dominant eigenvalue λ1
with corresponding eigenvector V1 weak shift but not pure shift.
For each m = 1, . . ., n, and p ∈ N\{0}, we will denote with r(p)m the m-th element of the
vector ‖Rp1‖−1Rp1; in particular we set rm = r(1)m . Since 1 is not an eigenvector of R and it is
not orthogonal to the dominant positive eigenvector V1, by Lemma 16 it follows
V1 = lim
p→+∞
1
‖Rp1‖R
p1.
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Hence, setting ε = [n/2], if for every p ∈ N\{0} the following implication holds:
1  m < ε ⇒ r(p)m+1 > r(p)m (13)
then the thesis follows by Remark 13 and the sign preserving theorem.
In what follows we shall consider the even case with n = 2ε  4; the odd case can be treated
in same way.
For p = 1 and 1  m  ε we have
‖R1‖(rm+1 − rm) = ρm − ρn−m = ρm(1 − ρn−2m) > 0.
Suppose now that for p ∈ N\{0} we have
1  m  ε ⇒ r(p)m+1 > r(p)m .
Note that, by setting γ (p+1) := ‖Rp1‖−1‖Rp+11‖
γ (p+1)r(p+1)m+1 =
m∑
s=1
ρm−s+1r(p)s +
2ε∑
s=m+1
ρs−m−1r(p)s
=
m∑
s=1
ρm−s+1r(p)s +
ε∑
s=m+1
ρs−m−1r(p)s +
2ε∑
s=ε+1
ρs−m−1r(p)s .
By symmetry, we have
2ε∑
s=ε+1
ρs−m−1r(p)s =
2ε∑
s=ε+1
ρs−m−1r(p)2ε−s+1 =
ε∑
s=1
ρ2ε−m−sr(p)s
hence
γ (p+1)r(p+1)m+1 =
m∑
s=1
(
ρm−s+1 + ρ2ε−m−s)r(p)s + ε∑
s=m+1
(
ρs−m−1 + ρ2ε−m−s)r(p)s
= (ρ + ρ2ε−2m)
m∑
s=1
ρm−sr(p)s +
ε∑
s=m+1
(ρs−m−1 + ρ2ε−m−s)r(p)s .
The difference (p+1)m = r(p+1)m+1 − r(p+1)m between two consecutive row sums is then:
γ (p+1)(p+1)m = (ρ + ρ2ε−2m)
m∑
s=1
ρm−sr(p)s + ρ−m
ε∑
s=m+1
(ρs−1 + ρ2ε−s)r(p)s +
− (1 + ρ2ε−2m+1)
m−1∑
s=1
ρm−sr(p)s − ρ1−m
ε∑
s=m
(ρs−1 + ρ2ε−s)r(p)s .
Since
(ρ + ρ2ε−2m)
m∑
s=1
ρm−sr(p)s − ρ1−m
ε∑
s=m
(ρs−1 + ρ2ε−s)r(p)s
= (ρ + ρ2ε−2m)
m−1∑
s=1
ρm−sr(p)s − ρ1−m
ε∑
s=m+1
(ρs−1 + ρ2ε−s)r(p)s
+ (ρ + ρ2ε−2m − 1 − ρ2ε−2m+1)r(p)m
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and (ρ + ρ2ε−2m − 1 − ρ2ε−2m+1) = −(1 − ρ)(1 − ρ2ε−2m), it follows:
γ (p+1)(p+1)m = −(1 − ρ)(1 − ρ2ε−2m)
m∑
s=1
ρm−sr(p)s + (1 − ρ)ρ−m
×
ε∑
s=m+1
(ρs−1 + ρ2ε−s)r(p)s ,
i.e.
γ (p+1)(p+1)m = (1 − ρ)
⎛⎝ ε∑
s=m+1
(ρs−m−1 + ρ2ε−m−s )r(p)s − (1 − ρ2ε−2m)
m∑
s=1
ρm−sr(p)s
⎞⎠ .
By the induction assumption it follows:
γ (p+1)(p+1)m > (1 − ρ)r(p)m
⎛⎝ ε∑
s=m+1
(ρs−m−1 + ρ2ε−m−s) − (1 − ρ2ε−2m)
m∑
s=1
ρm−s
⎞⎠
and since
ε∑
s=m+1
(ρs−m−1 + ρ2ε−m−s) = 1 − ρ
2ε−2m
1 − ρ ,
(1 − ρ2ε−2m)
m∑
s=1
ρm−s = (1 − ρ
m)(1 − ρ2ε−2m)
1 − ρ ,
we easily conclude that
γ (p+1)(p+1)m > ρm(1 − ρ2ε−2m)r(p)m = ‖R1‖ (rm+1 − rm)r(p)m > 0.
Finally, note that, by ‖Rp+11‖ < ‖R‖‖Rp1‖, we obtain

(p+1)
m >
‖R1‖
‖R‖ (rm+1 − rm)r
(p)
m .
By the positivity of the dominant eigenvalue of R it follows that:
lim
p→+∞
(p+1)
m = α > 0,
i.e. the inequality among the elements of V1 is strict. 
Remark 18. The result of Theorem 17 can be straightforward extended to the more general model
ρij = exp{−β|i − j |q}.
The following proposition gives further insight on the relations between the elements of the
dominant eigenvector of our correlation matrices.
Theorem 19. If V1 = [V11 V21 · · · V21 V11]T is the dominant eigenvector of R then
ρVm+1,1 − Vm,1 < 0
for all ρ ∈ (0, 1) and m such that 1  m < ε.
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Proof. From RV1 = λ1V1 since λ1 > 0 we obtain:
λ1(ρVm+1,1 − Vm,1) = ρ
(
m+1∑
s=1
ρm−s+1Vs,1 +
n−m−1∑
k=1
ρkVm+k+1,1
)
−
m∑
s=1
ρm−sVs,1 −
n−m∑
k=1
ρkVm+k,1
= (ρ2 − 1)
m∑
s=1
ρm−sVs,1 + ρVm+1,1 +
n−m∑
k=2
ρkVm+k,1 −
n−m∑
k=1
ρkVm+k,1
= (ρ2 − 1)
m∑
s=1
ρm−sVs,1 < 0. 
5. The slope and curvature
Example 20. If ρ = 0.2 and n = 6 the correlation matrix R = [ρij ] has second eigenvector that
is not slope:
V2 =
[−0.4479 −0.5025 −0.2164 0.2164 0.5025 0.4479]T .
Hence it is not true that the second eigenvector of R is slope for every value of ρ. The next
theorem clarifies what happens.
Theorem 21. For each n  4, there exists a ρ∗ ∈ (0, 1) such that the correlation matrix (5) has
second eigenvector that is slope (in a strict sense) for all ρ ∈ (ρ∗, 1).
Proof. We already know that the second eigenvector V2 of R is weak slope. In the sequel we
assume R has odd dimension 2ε + 1, but the same proof with opportune changes works in the
even case too.
The idea underlying the proof is to use Lemma 16, (b). So, we consider the matrix
R˜ = R − λ1V1VT1
and the skew-symmetric initial vector W = [−1 · · · −1 0 1 · · · 1]T. By properties P1–P2 it
follows that W is not an eigenvector of R; furthermore, the symmetry of V1 implies that W
belongs to the orthogonal complement of V1, and:
R˜pW = RpW p ∈ N\{0}.
Denoting by r¯ (p)m the mth elements of vector ‖RpW‖−1RpW, we prove now that for all integer
p > 1 and for all m = 1, . . . , ε, we have
r¯
(p)
m < 0. (14)
For p = 1 and for all 1  m  ε, setting for simplicity r¯m = r¯ (1)m , we have
‖RW‖r¯m = −
ε−m∑
s=0
ρs −
m−1∑
s=1
ρs + ρε−m+2
ε−1∑
s=0
ρs
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and since ρ ∈ (0, 1) we obtain:
‖RW‖r¯m  −
ε−m∑
s=0
ρs −
m−1∑
s=1
ρs+ε−m + ρε−m+2
ε−1∑
s=0
ρs = −(1 − ρε−m+2)
ε−1∑
s=0
ρs < 0.
Since (by Remark 13) RpW is skew-symmetric, by setting γ¯ (p+1) := ‖RpW‖−1‖Rp+1W‖, we
have, for all integers p  1 for which (14) holds:
γ¯ (p+1)r¯ (p+1)m =
ε−(m+1)∑
s=0
ρε−m−s r¯ (p)ε−s +
ε−1∑
s=ε−m
ρs−ε+mr¯(p)ε−s + ρε−m+2
ε−1∑
s=0
ρs r¯
(p)
ε+2+s
= −ρε−m
ε−(m+1)∑
s=0
(ρ−s − ρs+2)r¯(p)ε+2+s
− ρm−ε(1 − ρ2(ε−m+1))
ε−1∑
s=ε−m
ρs r¯
(p)
ε+2+s < 0,
where the last inequality is a consequence of ρ ∈ (0, 1); the conclusion follows by the induction
argument.
We study now the monotonicity of the row sums: since W andRpW are, as V2, skew-symmetric
it is sufficient to confine the analysis to the case 1  m  ε. We have:
‖RW‖ (r¯m+1 − r¯m) = ρε−m − ρm + ρε−m+1(1 − ρ)
ε−1∑
s=0
ρs
= ρε−m(1 − ρ2m−ε + ρ(1 − ρε)).
If ε/2  m  ε, then r¯m+1 − r¯m > 0 for all ρ ∈ (0, 1).
Let us consider the case 1  m < ε/2, setting f (ρ) = ‖RW‖(r¯m+1 − r¯m). Obviously f (0) =
f (1) = 0, and since
lim
ρ→0+
ρ2m−ε = +∞
in a right neighborhood of 0 we have f (ρ) < 0. On the other hand, since
lim
ρ→1−
1 − ρ2m−ε + ρ(1 − ρε) = 0
by the continuity of f and, setting g(ρ) = ρm−εf (ρ), from
lim
ρ→1−
g′(ρ) = lim
ρ→1−
(1 − (2m − ε)ρ2m−ε−1 − (ε + 1)ρε) = −2m < 0
in a left neighborhood of 1 we have f (ρ) > 0.
Moreover, considering the polynomial with, by the assumption on ε and m, decreasing expo-
nents
P(ρ) = −ρ2ε−m+1 + ρε−m+1 + ρε−m − ρm
from the Descartes sign rule it follows that it can exist at most two real positive zeroes of P(ρ).
SinceP(1) = 0 we can conclude that ∀ε and ∀m (with 1  m < ε/2) there exists ρ∗1 (ε,m) such
that
0 < ρ∗1 (ε,m) < 1 and P(ρ∗1 (ε,m)) = 0.
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In short, for every n  4, choosing
ρ∗1 (ε) = maxm {ρ
∗
1 (ε,m)}
for each ρ ∈ (ρ∗1 (ε), 1) and for all m such that 1  m  ε we have r¯m+1 > r¯m. Suppose now that,
fixed ε and m, for an integer p  1 there exists ρ∗p(ε,m) ∈ (0, 1) such that
¯
(p)
m = r¯ (p)m+1 − r¯ (p)m > 0 ∀ρ ∈ (ρ∗p(ε,m), 1) (15)
with
0 < ρ∗p(ε,m) < ρ∗1 (ε,m).
For every ρ ∈ (ρ∗p(ε,m), 1), we have:
γ¯ (p+1)¯(p+1)m =
m∑
s=1
(ρm−s+1 − ρm−s)r¯(p)s +
ε−m∑
s=1
(ρs−1 − ρs)r¯(p)m+s
+ (ρε−m+1 − ρε−m+2)
ε−1∑
s=0
ρs r¯
(p)
ε+2+s .
To use the symmetry of RpW it is opportune to operate a change of indices, obtaining
γ¯ (p+1)¯(p+1)m =
ε−1∑
s=ε−m
(ρm−ε+s+1 − ρm−ε+s)r¯(p)ε−s +
ε−m−1∑
s=0
(ρε−m−1−s − ρε−m−s)r¯(p)ε−s
+ (ρε−m+1 − ρε−m+2)
ε−1∑
s=0
ρs r¯
(p)
ε+2+s .
Thanks to the equality r¯ (p)ε−s = −r¯ (p)ε+s+2 and after some simple computations, we obtain:
γ¯ (p+1)¯(p+1)m = (1 − ρ)(ρε−m+1 + ρm−ε)
ε−1∑
s=ε−m
ρs r¯
(p)
ε+2+s
+ (1 − ρ)ρε−m
ε−m−1∑
s=0
(ρs+1 − ρ−(s+1))r¯(p)ε+2+s .
Note that the first sum is positive, the second one is negative. By the induction assumption (15)
for any ρ ∈ (ρ∗p(ε,m), 1) we have:
γ¯ (p+1)¯(p+1)m > (1 − ρ)(ρε−m+1 + ρm−ε)
ε−1∑
s=ε−m
ρs r¯
(p)
2ε−m+2
+ (1 − ρ)ρε−m
ε−m−1∑
s=0
(ρs+1 − ρ−(s+1))r¯(p)2ε−m+2.
Substituting
ε−1∑
s=ε−m
ρs = ρε−m 1 − ρ
m
1 − ρ
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and
ε−m−1∑
s=0
(ρs+1 − ρ−s−1) = 1
1 − ρ (ρ(1 − ρ
ε−m) + 1 − ρm−ε)
after some computations, we finally can write:
γ¯ (p+1)¯(p+1)m > ‖RW‖ (r¯m+1 − r¯m)r¯(p)2ε−m+2. (16)
By the first step of this proof follows the positivity of the left member of (16): by the sign
preserving theorem it holds Vm+1,2  Vm,2. Operating as in the proof of Theorem 17, we show
now that this inequality holds in a strict sense. Since ‖Rp+1W‖  ‖R‖ · ‖RpW‖, from (16) the
following inequality follows:
¯
(p+1)
m >
‖RW‖
‖R‖ (r¯m+1 − r¯m)r¯
(p)
2ε−m+2.
For 1 < m  ε we know that r¯ (p)2ε−m+2 > 0 for every p, with positive limit as p → ∞, and this
implies
lim
p→+∞ ¯
(p+1)
m > 0.
Note that
ρ∗p+1(ε,m) < ρ∗p(ε,m) < · · · < ρ∗1 (ε,m). 
Remark 22. With reference to the proof of the previous theorem, note that, fixed ε with 1  m <
ε/2, the function
gm(ρ) = 1 − ρ2m−ε + ρ(1 − ρε)
is increasing with respect to m
ρ∗1 (ε, 1) > ρ∗1 (ε, 2) > · · · > ρ∗1 (ε, ε/2 − 1)
and thus
ρ∗(ε) = ρ∗1 (ε, 1).
Moreover, it is easy to verify that gm is increasing with respect to ε too, and this implies
ρ∗(n + 1) > ρ∗(n) ∀n ∈ N.
Figs. 1 and 2 illustrate these conclusions in some particular cases.
The study of the third eigenvector is more difficult than the previous ones. We confine ourselves
to some remarks, introduced by the following example.
Example 23. Let be n = 10. Then, the second and the third eigenvectors of R for ρ = 0.2 are
not slope and curvature
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Fig. 1. Graph of f (ρ) = ‖RW‖(r¯m+1 − r¯m) for ε = 8, m = 1 (solid line), m = 2 (dotted line) and m = 3 (dashed line).
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Fig. 2. Graph of f (ρ) = ‖RW‖(r¯m+1 − r¯m) for m = 1, ε = 4 (solid line), ε = 8 (dotted line) and ε = 12 (dashed line).
V2 =
[
0.26 0.39 0.41 0.31 0.11 −0.11 −0.31 −0.41 −0.39 −0.26]T ,
V3 =
[
0.35 0.41 0.2 −0.14 −0.39 −0.39 −0.14 0.2 0.41 0.35]T ,
whereas, for ρ = 0.5 the second eigenvector is not slope but the third one is curvature:
V2 =
[
0.32 0.4 0.39 0.28 0.1 −0.1 −0.28 −0.39 −0.4 −0.32]T ,
V3 =
[
0.4 0.38 0.14 −0.17 −0.39 −0.39 −0.17 0.14 0.38 0.4]T .
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Finally, for ρ = 0.9 we have
V2 =
[
0.42 0.4 0.33 0.22 0.077 −0.077 −0.22 −0.33 −0.4 −0.42]T ,
V3 =
[
0.43 0.29 0.033 −0.24 −0.41 −0.41 −0.24 0.033 0.29 0.43]T ,
i.e. V2 and V3 are slope and curvature, respectively.
Extended numerical simulations suggest that in general the situation for what concerns the third
eigenvector of R is the one described in the previous example. In other words, it is well-founded
the following:
Conjecture. For every n  4 there exists ρ∗∗(n) ∈ (0, 1) such that ρ∗∗(n) < ρ∗(n) and for all
ρ ∈ (ρ∗∗(n), 1) the third eigenvector of R is curvature.
Remark 24. The existence of Slope and Curvature for ρ exceeding a critical value is in strict
agreement with the results obtained for the continuous time counterpart of the exponential model:
we refer to the theorem by Forzani, Tolmasky [8], mentioned in Section 3.
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