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In this issue of Neuron, Nauhaus et al. use a combination of optical imaging and multiple electrode recording
to demonstrate that the orientation tuning of single cells in primary visual cortex is reliably related to the local
structure of the orientation preference map in both cats and monkeys.Neurons in primary visual cortex (V1)
respond most strongly to oriented con-
tours presented at a particular angle in
the visual field, known as the preferred
orientation. Cells within one vertical col-
umn in V1 tend to have the same preferred
orientation, while cells in nearby columns
tend to have slightly different preferred
orientations. In this way, orientation pref-
erence is mapped across the cortical sur-
face in a largely continuous fashion (Hubel
and Wiesel, 1974). Despite decades of
research, however, the functional conse-
quences of this mapping have remained
somewhat elusive. Several recent ad-
vances in technology, described below,
have now enabled us to peer deeper into
the fine-scale organization of the map
of orientation preference. Results from
these studies shed some light on the
relationship between single-cell response
properties, local anatomical connections,
and the structure of functional maps.
Thedirect visualization of the full two-di-
mensional structure of themap of orienta-
tion preference first became possible with
the advent of optical imaging of intrinsic
signals. This technique, which measures
changes in tissue oxygenation that are
correlated with cortical activity, revealed
that orientation preference changes in a
smooth and continuous manner through-
out most regions of V1, interrupted only
by point discontinuities (Blasdel, 1992;
Bonhoeffer and Grinvald, 1991). These
discontinuities became known as pin-
wheel centers, since orientation prefer-
ence changes continuously with radial
movement around the point. Intrinsic
signal imaging also revealed that orienta-
tion selectivity is poor near pinwheel cen-
ters. However, it was not originally clear
whether this was due to poor tuning of
the individual cells, disorder in the map
of orientation preference, or samplingfrom many cells around the pinwheel
center, all of which are well tuned, but
with different preferred orientations. Con-
ventional optical imaging cannot resolve
this question, since it integrates signals
froma large number of cellswithin a radius
of 50–100 mm.
Recent experiments utilizing two-pho-
ton calcium imaging have now revealed
that orientation preference maps are in-
credibly precise near pinwheel centers,
with orderly changes in orientation prefer-
ence apparent over distances as small
as 10 mm (Ohki et al., 2006). The same
study also reported that cells near pin-
wheel centers are tuned for stimulus
orientation, but more broadly than cells
in other locations of the map. The ques-
tion of the tuning width of individual cells
near pinwheel centers as measured by
spiking, however, has remained more
controversial.
Data supporting the idea of poor orien-
tation tuning near pinwheel centers was
obtained in one study that combined
optical imaging and single-cell recording
in V1 of kittens (Crair et al., 1997) and
from another study that used tetrodes to
record from V1 of adult cats (Hetherington
and Swindale, 1999). However, in several
other studies that combined optical imag-
ing with electrophysiology, broad orienta-
tion tuning has been observed for the
subthreshold inputs to cells near pinwheel
centers, but not for the spiking output of
those cells (Maldonado et al., 1997; Mar-
ino et al., 2005; Schummers et al., 2002).
One problem with at least some of the ex-
isting studies is that the sampling of the
orientation tuning curve may have been
inadequate to determine the tuning width
of the most tightly tuned cells in cat V1.
A second problem is that it is very difficult
to obtain an accurate recording from a
pinwheel center with a single electrodeNeurondue to errors in targeting and penetration
angle.
In this issue of Neuron, Nauhaus et al.
re-examine this issue using a new combi-
nation of optical imaging and multiple-
electrode recording (Nauhaus et al.,
2008). They first obtained an orientation
preference map using optical imaging.
They then inserted a 10 3 10 electrode
array into the same region of V1 and ob-
tained orientation tuning curves for each
of the electrodes. Although specific struc-
tures in the orientation map were not tar-
geted when the array was placed, the set
of orientation preferences obtained from
each of the 100 electrodes constitutes
a spatial array of data that can be used
to accurately align the electrophysiologi-
cal data to the optical imaging data after
the experiment. This alignment method
greatly reduces the magnitude of one ma-
jor source of error in the experiment.
Nauhaus et al. use this process to
examine the relationship between single-
cell tuning and local structure of the orien-
tation map in both cats and monkeys.
In each species, they find that the width
of a cell’s orientation tuning curve is cor-
related with the level of heterogeneity in
the map of orientation preference within
a small region surrounding the cell. For
example, cells in the middle of large iso-
orientation domains tend to have the
smallest tuning width, while those near
pinwheel centers tend to have the largest
tuning width. However, the results are not
limited to these extremes and should not
be construed as evidence that pinwheel
centers are discrete processing units.
Instead, the tuning width of cells near pin-
wheel centers simply falls at one end of
a continuous spectrum, and a strong cor-
relation between tuning width and local
map organization is found for all regions
of the map.57, March 13, 2008 ª2008 Elsevier Inc. 627
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not only within themap of orientation pref-
erence for each species, but also across
the two species. Cells in cat V1 tend to
have much tighter orientation tuning than
cells in monkey V1. There are also sys-
tematic differences in the density of pin-
wheel centers in V1 of the two species
(cat2 pinwheels/mm2,macaque8 pin-
wheels/mm2), and thus there is typically
much greater variation in the local struc-
ture of the map of orientation preference
within a 200 mm region in the macaque.
So again, greater heterogeneity in the
map of orientation preference is corre-
lated with broader orientation tuning.
Thevisualcortexof rodentsprovidesan-
other interesting place to test this relation-
ship. Rodents lack orientation preference
maps in V1 but have many orientation-
selective cells. Interestingly, although the
average orientation tuning width for cells
in V1 of the gray squirrel is only slightly
larger than for cells in V1 of the cat, it ap-
pears that the subthreshold inputs to these
cells are more broadly tuned, as has been
observed for cells located near pinwheel
centers in the cat (VanHooser et al., 2006).
What are the consequences of this rela-
tionship? At aminimum, the observed cor-
relation between the local structure of the
orientation preference map and the orien-
tation tuningwidthof individualcells should
provide new constraints for models of cor-
tical development and for models of the
possible role of local cortical circuits in
the generation of response properties in
the adult. While these results alone do not
directly demonstrate a causal role of local
intracortical connections in the adult, they
are consistent with those circuits playing
an important role in shaping the final tuning
for cells in V1. In addition, the observed
relationship between cell tuning and map
structure may explain the observation628 Neuron 57, March 13, 2008 ª2008 Elsethat cells near pinwheel centers tend to
exhibit greater levels of plasticity (Crair
et al., 1997; Dragoi et al., 2001). If cells
in V1 receive excitatory and inhibitory in-
puts from a small spatially isotropic region
surrounding each cell, this could account
for both variations in tuning width and the
differential potential for plasticity observed
at pinwheel centers (Marino et al., 2005;
Schummers et al., 2002). Indeed, local in-
trinsic connections in V1 appear to be rela-
tively nonselective for orientation prefer-
ence (Bosking et al., 1997; Malach et al.,
1993). The relative roles of these short-
range connections, and the more specific
long-distance connections in V1, may de-
pend on the stimulus or task at hand.
In the future, it will be necessary to inte-
grate this new observation with other
principles governing the functional orga-
nization of V1. For example, the current
results do not explain why there is such
a large variability in the spatial scale of
orientation preference maps in various
mammalian species in the first place.
This variability may be related to the num-
ber of different visual response properties
that are mapped in V1 of each species
and to developmental mechanisms that
ensure adequate coverage for all com-
binations of those features (Swindale,
2000; Swindale et al., 2000). In addition,
there are likely to be other constraints,
such as a need to minimize the length
of cortical connections (or wire length)
required to sample from, or interconnect,
various feature combinations. The exact
manner in which evolution and develop-
ment shape cortical organization in ac-
cord with these constraints remains to
be determined. Whatever the forces that
lead to the final organization of the map
of orientation preference, however, there
is now substantial evidence that the struc-
ture of the map has consequences forvier Inc.understanding both the normal responses
and the capacity for plasticity of individual
cells in the adult. The full impact of differ-
ent organizational schemes on the perfor-
mance of various visually guided behav-
iors, however, remains to be assessed.
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