Workload characterization is an important feature in a cloud environment. Using a fast and accurate characterization cloud providers can allocate virtual machines in physical hosts that best fit a specific workload and improve the overall performance without new investments. Current strategies of workload characterization are based on complex algorithms that are difficult to apply in a cloud environment with thousands of virtual machines running. Other strategies to characterize virtual machines rely on several changes in a hypervisor, or virtual machine layer, and are hypervisordependent. This paper presents a hypervisor agnostic characterization methodology that uses standard metrics of Processor and Memory utilization, available in SNMP. Collected data are normalized and applied to a low computational cost decision tree, that is able to characterize a virtual machine in a customizable time window. As evaluation, some tests were performed in different hypervisors (KVM, Xen and VMWare) running spec benchmark and in real workloads, such as Hadoop Cluster in Rackspace and a production Web Server running in a VMWare Farm. Results showed that our methodology is able to infer a very accurate characterization.
Introduction
In a cloud environment, workload characterization plays an important role. With accurate workload characterization, vendors can allocate virtual machines to the physical hosts that best fit the demanding resources of their users. Combining precision and speed when characterizing workloads can lead to balanced environments without wasting computational resources. Furthermore, a precise allocation is very important in order to fulfill Service Level Agreements (SLA).
Several problems arise when dealing with characterization in cloud computing environments. In general, these problems are caused by the features of this paradigm. Among the various features of cloud computing, elasticity [1] (capacity to adapt to a given workload without downtimes) is the most appealing one. However, this agility must be provided with the same security and level of availability as traditional data centers. Also, collecting data from virtual machines is a non-trivial challenge. A well-known problem called semantic gap [2] , makes data gathering and interpretation difficult and this can lead to inaccurate workload characterization.
Most traditional techniques in workload characterization are computationally expensive [3] , and become prohibitive in a cloud environment with thousands of virtual machines running at the same time. Current virtual machine characterization is difficult to implement in a cloud environment because most of them use hypervisors specialized metrics [4] , or rely on virtual machines or hypervisor modifications [5] [6] that can become a security issue. The usage of hypervisor specialized metrics is not practical in an environment based on heterogeneous hypervisors (also called nested virtualization [7] [8] ).
The presented methodology of workload characterization avoids hypervisor specialized metrics and modifications at virtual machine or hypervisor layer collecting data, by using a standard protocol (SNMP). These metrics are Processor and Memory related, and already available in current SNMP implementations. Accuracy and computational efficiency can be achieved using decisions trees, which are a Data Mining technique. In combination with exponential moving average (EMA), our methodology can be applied to target systems on the fly.
In order to evaluate our methodology, some tests were performed. The first test was executed using an identical workload (SPEC CPU2000) but in different hypervisors (the three most popular hypervisors were used, Xen, KVM and VMWare). The second test was run in two real workloads. The main objective of this test is to observe the methodology behavior during the different phases of a real application. As a real workload, it implemented a Hadoop cluster in a commercial cloud provider. The second real workload data were collected from a production web server, placed in a VMWare farm, for 48 hours. Results were promising, showing an accurate characterization.
The rest of this paper is organized as follows. Section 2 provides detailed information about the proposed characterization model, and how the collected data are processed, in order to be used as input in decision trees. In Section 3, the use of decision trees is discussed. Section 4 presents a set of results obtained from using the methodology. Related works are discussed in Section 5 and, finally, conclusions and future work are offered in Section 6.
Characterization Methodology
The current characterization model executes several steps before submitting the collected data to decision trees. It is important to present these steps and the manner in which they interact with each other in order to obtain a better understanding of the overall process. Figure 1 presents a macro view of the proposed model workflow. The data is collected for a time period (time window), which may vary according to the service provider or customer requirements. Note that characterization will be inferred as a function of the configured period (which could be anything from a few minutes to several days). After collecting the data during the time period, the Exponential Moving Average (EMA) of the time window is calculated.
The EMA result is normalized and submitted to the decision trees. As the collected data are related to processor and memory usage, two decision trees were designed. One decision tree will receive the data related to processor and the other one data related to memory. The process will then, start over again.
Data Collection
One of the key objectives of the presented methodology is to collect data from virtual machines without modifying them and the respective hypervisor using standard metrics. In order to achieve these objectives, data are collected using the SNMP protocol, which has several benefits. One is the fact that SNMP is a standard protocol and is thus supported by most general-purpose operating systems (Linux, Windows and other Unix flavors).
Another feature of SNMP is security. In SNMP v1 and v2, there is a security option (community string) that can be used to make it difficult for unauthorized machines to query a system. The SNMP v3 has security improvements, such as packet encryption and authentication. Ease of configuration is also a significant draw.
In a cloud environment, where operating systems installation images are used, the configuration can easily be replicated to new virtual machines. Another important feature of using SNMP in a cloud is the possibility of using UDP as a communication protocol. The stateless nature of UDP, in combination with the small SNMP packet size (about 125 bytes; [9] ), suits a cloud environment very well.
For this paper, the SNMP v2 was chosen owing to its ease of configuration. The following metrics were collected from the target system during the time window (note that these probes are already available in SNMP, no new probes were implemented):
 CpuRawUser: Number of ticks spent by the CPU in the User Space;  CpuRawSystem: Number of ticks spent by the CPU in the Kernel Space;  CpuRawContexts: Number of ticks spent by the CPU executing context switches [10] (the metric takes into account all kinds of context switches);  MemAvailReal: Amount of available memory (in KB);  MemBuffer: Amount of memory used for buffering (in KB);  MemCached: Amount of memory used for caching (in KB).
Exponential Moving Average
In the stock market the use of moving averages to predict the future behavior of a given stock [11] is very common.
Analysis is performed in a time series, defined by the investor as a function of several factors. In the proposed characterization strategy, the idea is to allow the workload characterization of a customized time window. For this paper, a time window of one minute was chosen empirically. Unlike the simple moving average (simple average of last ω samples), the exponential moving average (EMA) assigns a greater weight to the newer samples. Accordingly, the EMA is more accurate when predicting tendencies.
To calculate a given EMA E, using a size window ω:
, where:
Cω: Average of last ω samples;
K: The multiplier factor. It can be calculated as K= .
Thus, the resulting EMA is then applied as an input to the decision trees. Note that the time window can influence how sensitive the EMA will be for peaks values. Owing to this characteristic, it is possible to use the combination of a small time window and a large one in order to predict a workload tendency and, possibly, take action before the workload assumes a specific behavioral pattern.
Data Normalization
In order to be used as an input to decision trees, the raw data must be transformed. Data normalization is a necessary step. Without normalization, a new decision tree would have to be created every time a change occurs in virtual machine configuration. The CPU normalization is, basically, the ratio between the number of available CPUs, and the time spent processing in a specific mode (user or kernel space or doing context switches). Formally, the processor usage ratio P of each processor metric n, can be calculated as:
The memory normalization is the ratio of memory usage in each type of memory (buffer or cache) or the available memory between the sum of the all collected metrics. Formally, the memory ratio M of each metric i, can be calculated as:
It is important to point out that, even when using metrics related to processor and memory, it is possible to characterize IO workloads. This is owing to the fact that the operating system has a specific behavior of resource usage when it is under a given workload.
Decision Trees
Decision trees are a class of Data Mining techniques [12] based on statistical disciplines, such as linear regression. They attempt to find a strong relationship between input values and target values, in a group of observations that form a dataset. When a set of input values is identified as having a strong relationship with a target value, then all of these values are grouped in a bin that becomes a branch of the decision tree. The main features of decision trees are [13] :
 They are easy to produce, understand and use. The addition of further supplementary predictors is a simple operation;  They can use different levels of measurement, including qualitative and quantitative measurements;  They can be adapted rapidly to several twists and turns in data -unbalanced effects, offsetting effects, interactions and nonlinearities-that frequently defeat other one-way and multi-way statistical and numerical approaches;  They are non-parametric and highly robust, and produce similar effects regardless of the level of measurement of the fields that are used to construct decision tree branches.
These features are very appealing to an environment such as cloud computing. In such an environment, which has a high load variation, the efficiency and speed required, to infer the characterization of a given system makes the decision trees a very promising choice. The key feature that makes this technique useful in cloud computing is its low computational complexity.
The computational cost of a decision tree increases linearly as a function of the depth of the tree. This complexity can be described as O(η), where η is the depth of the tree [14] .
A decision tree can be divided into three parts: the root node, which has no edges arriving and at least one edges leaving; the nodes where the conditional tests are placed are called intern nodes, and have at least one edge arriving and one leaving; and the leaf node, where the final classification is placed, which has at least one edge arriving and none leaving.
Decision Tree Design
Decision tree construction itself is not difficult, but some attention must be paid to avoid the use of polluted data. If the data are too noisy the classification could be compromised. With this in mind, several phases have been executed in order to design very reliable trees.
Training Data
The first step to building a decision tree is the generation of training data. This data will be used as a reference in order to classify target data whose classification is unknown. By definition, the classification of training data must be known a priori.
In order to generate the training data, the Isolation Benchmark was used. This benchmark has a set of specialized stress tests for each subsystem (Memory, Processor, IO and Network). In Table 1 , a brief description of each stress test used to generate the training data is presented. This same benchmark set was used previously in other studies as training data [6] , or to evaluate the performance of subsystems separately in virtualized environments [15] . All tests were run for three hours using virtual machines configured with two virtual processors and one gigabyte (512MB per processor).
Data Processing
Data generated by the Isolation Benchmark were collected and processed, in order to avoid noisy data when building the decision tree. The first step was to remove the first and the last twenty minutes of data, in order to, avoid effects of cold cache [17] .
Next, to prevent noisy data, a histogram was created and fitted into a normal distribution (Gaussian Curve). As an example, see Figure 2 , which shows the processor ticks spent in kernel mode (system) for the IO stress test. The graph represents the entire data set (except the first and the last twenty minutes).
To be used as training data, it only values with high frequency (the first bar) or inside the Gaussian curve were considered. In this example, values greater than 115 were discarded.
After the creation of decision trees, they were optimized by means of cross-validation [18] . This was done to reduce the size of the decision tree (consequently, reducing the computational cost) without compromising predictive accuracy. Using this technique, the reduction was up to four leaf nodes. 
Experimental Results
The evaluation of the proposed methodology was conducted in two different ways. The first evaluation had the objective to verify the accuracy of the methodology when applied in different hypervisors. It was created virtual machines with the same configuration and in same hardware, running the same workload. Next, in second evaluation, the methodology was applied in two real world applications. A Hadoop cluster, configured in a commercial cloud provider and a production Web Server, placed in a VMWare farm.
Different Hypervisor Evaluation
To verify the accuracy of the methodology in different hypervisors, a test using three most popular hypervisors Figure 3 . Characterization of SPEC CPU2000.
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(Xen [19] , KVM [20] and VMWare ESX [21] ) was conducted. Hypervisors were installed in a physical host with an Intel core i7 processor with a 2.80GHz clock, 8GB DDR3 of memory, and a 500GB Sata Hard Disk. Virtual machines were configured with two virtual processors and one gigabyte of memory. The operating system was the OpenSuse 12.1, which includes the kernel 3.1.0. In order to perform the tests, the 300.twolf test suit of SPEC CPU2000 [22] benchmark was chosen. This benchmark simulates a router and is CPU-bound. Results of the characterization are presented in Figure 3 .
This figure is composed of six graphs. All graphs placed on the left side (Tree01) show the characterization results of the tree which receives processor data as input. Graphs placed on the right side (Tree02) receive data related to memory as input. For all tests, a time window of 60 seconds (empirical choice) was used. The plotted graphs represent the characterization during the benchmark execution. As can be observed in all graphs, the presented methodology was able to characterize the workload for all hypervisors correctly.
Real Workload Evaluation
The main objective of the evaluation using real workload is to observe the characterization behavior during different phases of an application. It is expected that a real-world application has different behavior specific periods. Our methodology should be able to identify these behavior changes, and provide a correct characterization.
Hadoop Cluster
A Hadoop cluster is an implementation of the Google MapReduce [23] . Basically, it is a framework to process a large amount of data. The usage of MapReduce cluster in cloud became very popular (there are some cloud providers, such as Amazon EC2 with its own MapReduce implementation [24] ).
Owing to its popularity, we implemented a Hadoop cluster in Rackspace, composed of three nodes. The master node (small server, with four processors and 2GB of memory and 80GB in storage); and two slave nodes (c) (larger servers, with four processors and 4GB of memory and 160GB in storage).
A dataset of 100GB of movie user classifications was used as the workload in Hadoop cluster. Using this dataset we ran the K-Mean classification algorithm. During the execution of K-Mean, it was collected data from Memory, Processor and Disk usage. Figures 4a and 4b , show that resources used by Slaves Nodes (master node was not plotted owing to its low resource usage. Basically, the master node is responsible to control how data is distributed in Hadoop File System and by tracking the Jobs execution).
The memory usage plotted in Figures 4a and 4b are calculated as the total amount of memory minus the cache memory. Cached memory was removed from the graph because Linux uses free memory to cache accessed files. When a read occurs, Linux will try to find the file in memory before access the disk (which is slower). In write operations, if the file is in cache, all the modifications will be made in memory and the modified pages (called dirty pages) will be updated to disk sporadically (an operation called sync). For this reason, a high cache usage can indicates an IO intensive workload.
The page faults plotted shows a high memory access rate. Our methodology will characterize as memory intensive workload systems with high access to memory rate. Note that an intensive memory workload is not necessary a workload that presents a small amount of free memory. A page fault will occur whenever a process try to access a memory page that is mapped in virtual address space, but not loaded in physical memory. A large number of page faults can be caused by scarce free memory or by a process with behaviour of high rates of memory access.
Based in plotted graphs of resource utilization and page faults, the expected characterization of this clusters nodes are memory and IO intensive. We can observe high rates of memory access (page fault plot) and high usage of cached memory and disk usage.
Production Web Server
The last real workload is a production web server placed inside a VMWare Farm. This server is behind a load balancer domain name server. It collected data over a 48 hours period. This web server accessed data placed in a NAS server. Owing to this configuration, Figure 5a plots the number of NFS calls (read and write requests) and not the disk utilization.
The constant characterization as IO by decision tree number two is a result of the cache behavior of Linux, as happened with the Hadoop cluster. High cache usage is an indication of an IO characteristic.
Observing the characterization of decision tree number one, which is based on Processor metrics, the characterization was a constant IO profile. This characterization can be explained by the network utilization of this server. During business hours, the server is requested continually by users accessing web pages and, during the night, it was possible to observe some backup and administrative jobs running.
For the 48 hours of data collection, this server has an average of 50MB/Second of data transfer in the production network interface and 10MB/Second of data transfer in the administration network interface. Looking at these numbers, it is not surprising that the decision tree characterized this server as intensive IO. It is important to point out that processors interruptions caused by network communication is similar to disk interruption and network is part of the IO subsystem.
Related Works
Since cloud computing has become a topic of considerable interest in the scientific community, several studies have been developed in an attempt to optimize resource allocation or to ensure the performance for final users of computational environments. Workload characterization is not fundamental for improving the (a) (b) Figure 5 . Production Web Server resource utilization (a) and Workload Characterization (b).
. computational resource balance. However characterization tools can complement existing workload balancers.
The paper [25] is not about a virtual machine characterization methodology itself, but it does discuss several metrics and tools that can be used to characterize workloads in a virtualized environment. One of the points discussed by the authors is a list of desirable features that must be implemented in a virtualization benchmark. It is interesting to note that there are few virtualization benchmarks capable of measuring virtualization overhead, which it is an important metric to compare hypervisors and to select which one best suits a given workload.
Also in study [25] , the authors cited two tools used to consolidate virtual environments. The first tool discussed is vCon, developed by Intel which is hypervisor agnostic. The other tool is VMMark, developed by VMWare, which is capable of collecting detailed metrics from VMWare virtual machines.
In paper [5] , methods for collecting metrics from virtual machines (called guest-wide profiling by authors) and from hypervisors (called system-wide profiling) are discussed. Virtual machine characterization is very useful in conjunction with schedule polices in a cloud computing environment. However, the characterization of the hypervisor and any number of virtual machines can be very appealing in order to avoid overloading a physical host.
The paper [5] presents metrics that can be collected from the processor (called PMU -Processor Monitoring Unit). These metrics can monitor processor events and, accordingly, trace the virtual machine or hypervisor profile. However, unlike the strategy presented in the current solution, the virtual machines and hypervisors need to be altered in order to implement the monitoring of PMU metrics. Another important point is the performance penalty imposed by the PMU monitoring.
In study [4] , the authors present a tool to characterize the IO subsystem for virtual machines. As argued by the authors, the IO characterization is necessary information for enterprise IT administrators, since vendors do not inform users about the workload generated by their applications. The developed tool is capable of generating an online histogram of IO access, and several metrics can be collected, such as the spatial locality of IO operations, read/write ratios, IO sizes, outstanding IOs, device latency and inter arrival times.
The study [4] has some similarities with the presented paper, such as online characterization and a focus on virtual machines. Its weakness is the hypervisor specialization of the tool. It is not possible to use the developed tool with other hypervisors. In a heterogeneous environment, such as a cloud data center, this tool could not be used. Another key difference is that, in order to use the designed tool, cloud providers must have access to the virtual machine since it is necessary to install the tool and then collect the produced data.
The paper [6] , which is about workload characterization in the hypervisor layer presents a methodology to extract virtual machine behavior by only observing events that happens in the hypervisor layer. Hypervisor events can be defined as architectural events that a hypervisor must intercept, in order to ensure correct execution. Some examples of these events are: execution of privileged instructions, access to shared resources, and IO. The authors present a comparison of regression algorithms to infer the workload characterization of a virtual machine.
The main differences with this study are standard metrics: our study collects metrics from SNMP, which is a standard protocol. Metrics collected in [6] will depend on the hypervisor. The authors do not mention how to collect hypervisor events when there is more than one virtual machine running. We can infer that it is very difficult and expensive to collect and separate each hypervisor event pertaining to different virtual machines.
Conclusion and Future Work
This paper presented a methodology to characterize virtual machines independently of underlying hypervisor. Our methodology is based on low computational cost decision trees, which were demonstrated to be very efficiency and accurate when characterizing different hypervisors and real-world applications running in cloud.
As future work, we intend to use this characterization method as a complement to scheduler algorithms in environments with hybrid hypervisors. Adapting the decision trees, we believe that our methodology could be used to identify the best hypervisor for a given workload. In order to achieve this, methods to migrate virtual machines among different hypervisors will need to be developed.
Future work will also include studies on how the memory management in virtual machines (like KVM memory de-duplication or VMWare Balloon) interferes in our characterization strategy. We believe that this memory management can provide us with some clue about the type of workload, and could be used in conjunction with decision trees.
