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Uniqueness of positive solutions of nonlinear second order systems Robert Dalmasso Abstract. In this paper we discuss the uniqueness of positive solutions of the nonlinear second order system ;u 00 = g(v), ;v 00 = f(u) in (;R R), u( R) = v( R) = 0 where f and g satisfy some appropriate conditions. Our result applies, in particular, to g(v) = v, f(u) = u p , p > 1, or f(u) = u + a 1 u p 1 + + a k u p k with p j > 1, a j > 0 for j = 1 : : : k and 0 < 2 1 where 1 = 2 =4R 2 .
Introduction.
In this paper we discuss the uniqueness of positive solutions (u v) 2 (C 2 ;R R]) 2 As a particular case of Theorem 1.1 we can state the following corollary concerning fourth order equations. Corollary 1.1. Let f 2 C 1 (R) satisfy (H 2 ): Let u 2 C 4 ;R R] be a positive solution of (1.3) u (4) (t) = f(u(t))
;R < t < R u( R) = u 00 ( R) = 0 : Then u is symmetric about the origin and is unique in the class of all positive solutions in C 4 ;R R] .
In our proofs we shall make a n i n tensive use of the one dimensional maximum principle and the related Hopf boundary lemma 5], which we recall: The outline of the paper is as follows. In Section 2 we i n troduce an initial value problem and we establish some preliminary results. Theorem 1.1 will be obtained as an immediate consequence of a crucial result that we state and prove in Section 3 (Theorem 3.1). Finally in Section 4 we prove an existence result and we give some examples to illustrate our theorem.
Preliminary results.
In order to prove our theorem we introduce the initial value problem Below we prove some propositions which will be needed to state and prove our crucial result: Theorem 3.1. In the following proposition we establish the local existence and uniqueness of solutions of problem (2.1). for all t 1 : Thus we can nd t 1 s u c h t h a t u(t) < 0 and we obtain a contradiction. Proof. We rst prove the uniqueness. Let > 0 be xed. Suppose that there exist > > 0 such that u( t ) = v( t ) = u( t ) = v( t ) = 0: In order to simplify our notations, we denote u( t), v( t), u( t) and v( t) by u(t), v(t), Since u j (t) u j (t ) we obtain (2.17) u j (t) ! 0 when j ! +1 :
From (2.16) with s = t and (2.17) we deduce that u (t) = 0: Since t 2 t T ) is arbitrary we obtain a contradiction by using Lemma 2.4.
Thus T = T : Then necessarily T < +1: By Lemma 2.4 we can nd s 2 (t T ) such that jv (s)j = 2 and jv (r)j 2 for r 2 0 s ]: We can assume that t j s and =2 < j < 3 =2 for all j: Then from (2.12), (2.13) and Lemma 2.4 we obtain 2 j v (s) ; v j (s)j c j j ; j for all j where c is a positive c o n s t a n t independent of j: Clearly this is impossible.
2) Suppose that C is not open. (2.3) implies that there exists 2 C and a sequence ( j ) i n B such that j ! and t j ! T 2 0 +1]: By Lemma 2.5 we can assume that minfT T j g > maxft t j g for all j and so T T : As in 1) we can show that T < +1: Now suppose that T < T : Then from (2.12), (2.13) and Lemma 2.4 we get (2.18) ju (t j ) ; u j (t j )j c j j ; j for all j where c is a positive constant independent of j: Since u j (t j ) = 0 for all j (2.18) implies that u (T ) = 0 : Therefore T > t : We 
t T ) is arbitrary we obtain a contradiction by using Lemma 2.4.
Thus T = T : Then necessarily T < +1: By Lemma 2.4 we can nd t 2 (t T ) such that ju (t)j = 2 and ju (r)j 2 for r 2 0 t ]: We can assume that t j t for all j: Then from (2.12), (2.13) and Lemma 2.4 we obtain j u (t) ; u j (t)j c j j ; j for all j where c is a positive c o n s t a n t independent of j: Clearly this is impossible. The proof of the lemma is complete. 
t)+F(u( t))+G(v( t)) = F( )+G( ) for t 2 0 T ) .
The proof is obvious.
3. Proof of Theorem 1.1.
We keep the notations introduced in Section 2. Clearly Theorem 1.1 is an immediate consequence of the following result. Theorem 3.1. Let f g2 C 1 (R) satisfy (H 1 ) and (H 2 ). Then for any > 0 there exists a unique ( ( ) t ( )) 2 (0 +1) (0 +1) such that u( ( ) t ( )) = v( ( ) t ( )) = 0 and u( ( ) t ) > 0 v( ( ) t ) > 0 for t 2 0 t ( )): Moreover ( ) is a strictly increasing function of and t( ) is a strictly decreasing function of .
Proof. Let > 0 be xed. Since f and g verify the hypotheses used in Section 2 the existence and uniqueness of ( ( ) t ( )) satisfying the conditions of the theorem are given by Proposition 2.3. Unfortunately the proof of the last part of the theorem is rather long. For > 0 > 0 de ne
for t 2 0 T ): Then ', , and satisfy the linearized equations Lemma 3.2. There exists t 0 2 (0 t ( )) (respectively, s 0 2 (0 t ( ))) such that X( t) > 0 for t 2 0 t 0 ) (respectively, Y ( t) > 0 for t 2 0 s 0 )) and X( t) < 0 for t 2 (t 0 t ( )] (respectively, Y ( t) < 0 for t 2 (s 0 t ( )]):
Proof. In order to simplify our notations, we denote X( t) Y ( t) u( ( ) 4. An existence result and examples.
t ) and v( ( ) t ) b y X(t) Y (t) u (t) and v(t): We have
We begin this section with an existence result concerning positive solutions of problem (1.2).
The method we use to prove the existence of a positive solution of problem (1.2) consists of rst obtaining a priori estimates on the positive solutions and then applying well-known properties of compact mapping taking a cone in a Banach space into itself (see 3]).
We denote by 1 the rst eigenvalue of the operator ;d 2 =dx 2 on (;R R) with Dirichlet boundary conditions and ' 1 is the positive e i g e nfunction corresponding to 1 ( 1 = 2 =4R 2 and ' 1 (t) = C cos( t=2R) where C > 0 is a constant). to conclude that has a nontrivial xed point (u v) 2 C. Theorem A a n d the properties of the Green's function imply that any nontrivial xed point of in C yields a positive solution of (1.2) in (C 2 0 R ]) 2 . The proof of the theorem is complete.
Remark. Note that, for the a priori estimates, condition (H 3 ) is not needed. We need it merely to insure that the maps and F are conepreserving.
We conclude this section with some examples to which our theorems apply. a) We rst consider problem (1. Clearly the above lemma shows that conditions (H 1 ) a n d ( H 2 ) are sharp.
