Polyploid organisms contain a number of chromosomes that is some multiple of x (basic chromosome number) greater than the 2 x content of related diploid species. Winkler (1916) introduced the term in a study of vegetative grafts in Solanum, when he discovered tetraploid plants regenerated from callus tissue on cut stems of diploid S. nigrum . Winge (1917) observed that interspecific hybrids give rise to hybrid plants that are sterile as a result of the failure of correct chromosome pairing at meiosis; he proposed that spontaneous chromosome doubling, resulting from accidental somatic doubling in mitosis or nonreduction in meiosis, could convert such hybrids into a fertile type. As illustrated by these two early reports, polyploidy can arise from a doubling of a single genome (autopolyploidy) or from the merger of two distinct genomes after hybridization (allopolyploidy).
Since then, polyploidy has been found to be very common in plants. Polyploidization is currently viewed as a highly dynamic process and a major force in the evolution of higher plants (Soltis and Soltis, 1995) . Wendel (2000) stated that certainly 50% and perhaps more than 70% of angiosperms have experienced chromosome doubling at some point in their evolutionary histories, and Grant (1981) reported an estimated frequency of as high as 95% among pteridophytes. Genomic analysis of a growing number of organisms may produce further upward revisions of these numbers as numerous previously recognized diploids, including Arabidopsis (Grant et al., 2000) , maize (Gaut and Doebley, 1997) , soybean (Shoemaker et al., 1996) , cotton (Muravenko et al., 1998) , and sorghum (Gómez et al., 1998) , are discovered A Sense of Self: The Role of DNA Sequence Elimination in Allopolyploidization to have undergone ancient rounds of chromosome doubling followed by gene loss. Wendel (2000) wrote that it "is difficult to overstate the importance of doubling in the evolutionary history of flowering plants." Polyploidy also occurs in vertebrates, some well-known examples being among frogs, fish, and chickens. Spring (1997) provided a convincing argument that humans and other vertebrates may be ancient polyploids; a survey of more than 50 gene families from aldolases to zinc finger transcription factors showed that usually a single invertebrate gene corresponds to up to four equally related human genes on different chromosomes.
PALEOPOLYPLOIDS AND DIPLOIDIZATION
The ancient polyploid nature of numerous diploid organisms has been revealed only by genomic approaches, such as genome sequencing and comparative mapping, because polyploids appear to undergo a process of "diploidization" along with extensive gene loss or inactivation and chromosomal rearrangements that make ancient rounds of chromosome doubling difficult to detect. As Winge observed in 1917, two sets of chromosomes in a diploid hybrid may be sufficiently different from one another that they fail to pair correctly at meiosis. Chromosome doubling and the creation of a polyploid thus solves the immediate problem of meiotic pairing of homologous chromosomes in a hybrid organism; each chromosome can pair with its own duplicate. However, the polyploid organism faces another immediate problem during meiosis: the two sets of homeologous chromosomes (i.e., from different parental stock) may be sufficiently similar to one another that pairing of homeologous chromosomes may occur, disrupting the correct pairing of the new truly homologous (i.e., duplicated) chromosomes. The process of diploidization may serve to accentuate differences between homeologous chromosomes in a polyploid organism, facilitating correct pairing of homologous chromosomes during meiosis (Feldman et al., 1997) . If this is the case, we might expect to see evidence of substantial diploidization occurring within the first generation after polyploidization.
DIPLOIDIZATION BEGINS IN FIRST GENERATION ALLOPOLYPLOID WHEAT
Polyploidy is widespread among the wheat (Aegilops and Triticum genera) group. For example, bread wheat ( T. aestivum ) is a hexaploid that arose from successive rounds of chromosome doubling after hybridization between various species of Aegilops and Triticum ( Figure 1 ). The observation that chromosome doubling apparently occurred at least twice in the evolutionary history of bread wheat underscores the notion that polyploidy is a common and frequent occurrence in wheat. In fact, instead of a single ancestral route to polyploidy, many polyploids appear to have had multiple origins (Soltis and Soltis, 1995) . In one of the best known examples, hybridization between Tragopogon species in eastern Washington State has led to polyploid formation of T. mirus and T. miscellus on numerous independent occasions within a span of 50 years (Soltis et al., 1995) .
In this issue of The Plant Cell ,
Shaked et al. (pages 1749-1759) and Ozkan et al. (pages 1735-1747)
present companion articles on genomic events that occur in the first generations after allopolyploidization in wheat ( Figure 2 ). The authors found that DNA sequence elimination is a major and immediate response to allopolyploidization in wheat that can affect up to 15% of polymorphic loci, in some cases within a single generation. In the first article, Ozkan et al. analyzed the elimination of eight low-copy DNA sequences in diploid F1 progeny and in derived allopolyploids formed from hybridization between various Aegilops and Triticum species. The sequences analyzed are present in all diploid wheat species but occur in only one genome in polyploid wheat, either as a single homologous pair (chromosome-specific sequence) or in several pairs on more than one chromosome (genome-specific sequence). In the companion article, Shaked et al. analyzed a large and unbiased set of polymorphic loci in three diploid wheat species, the F1 progeny of interspecific hybridizations, and derived synthetic allotetraploid progeny using amplified fragment length polymorphism (AFLP) and methylation-sensitive amplification polymorphism (MSAP) fingerprinting. Their results show that sequence elimination was a widespread and immediate response to allopolyploidization among these wheat species. Furthermore, it often followed a nonrandom, reproducible pattern characterized by preferential elimination of sequences from one of the parental genomes.
Previous work (Feldman et al., 1997; Liu et al., 1998b) showed that sequence elimination occurs very early (within the first few generations) after allopolyploidization in the wheat group. In these earlier studies, 3-to 6-year-old synthetic allopolyploids were compared with their diploid parental accessions rather than with the exact parental plants. Ozkan et al. analyzed diploid parental plants, F1 progeny, and the first three generations (S1, S2, and S3) of synthetic allopolyploids obtained from hybridization of several species of Aegilops and Triticum, allowing a more precise determination of the timing and rate of genomic change.
Differential sequence elimination between the parental genomes in an allopolyploid within the first generation would have the immediate effect of increasing divergence between homeologous chromosomes. The hypothesis of Feldman et al. (1997) that nonrandom sequence elimination leads to diploidization and a more well-behaved meiotic system is attractive and appears to fit the data from wheat (Ozkan et al., 2001; Shaked et al., 2001 ) and Brassica species (Song et al., 1995) . Feldman et al. (1997) postulated that this mechanism of diploidization operates independently of a second wellknown mechanism by which the Ph1 locus controls homeologous chromosome pairing in allopolyploid wheat. The activity of the Ph1 locus suppresses homeologous pairing in polyploid wheat, and ph1 mutant plants show high levels of homeologous recombination (Luo et al., 1996) . Ozkan et al. examined allopolyploids produced by crossing wild-type ( Ph1Ph1 ) and mutant ( ph1ph1 ) lines of hexaploid wheat with diploid Ae. longissima . Sequence elimination in these allooctoploids was reduced compared with that in synthetic tetraploids or hexaploids, but there was no difference in the pattern of sequence elimination between allooctoploids carrying or lacking Ph1 .
NATURAL VERSUS SYNTHETIC POLYPLOIDS
The polyploids examined in these studies were produced by colchicine treatment of the diploid F1 hybrids. Colchicine is an antimitotic agent that arrests mitosis in metaphase by preventing the formation of spindle fibers; it has long been recognized as an inducer of polyploidy in plants. Thus, the question is raised whether the characteristics of synthetic polyploids are shared by naturally occurring polyploids. The study by Ozkan et al. included several polyploids that arose spontaneously (without colchicine treatment) after hybridization, and no significant differences were observed in the pattern of sequence elimination in these plants versus the synthetic polyploids. Also, the pattern of elimination in synthetic allohexaploids was similar to that of the natural hexaploid wheat. Interestingly, the patterns of sequence elimination were different in synthetic polyploids that did not have a genomic makeup analogous to any naturally occurring allopolyploid. Sequence elimination was found to start earlier in the synthetic allopolyploids that resembled naturally occurring allopolyploids (Ozkan et al., 2001) . Although intriguing, these results raise many more questions than they answer, and the mechanisms and bases of sequence elimination remain elusive. It has been observed that synthetic allopolyploid plants tend to be phenotypically and genetically unstable, in contrast to wild and cultivated allopolyploids (Comai, 2000) . Rapid sequence elimination and consequent diploidization may be part of a mechanism for stabilizing allopolyploid genomes.
CHARACTERISTICS OF SEQUENCE ELIMINATION
In a previous study of allopolyploidy, Song et al. (1995) observed extensive and rapid genome changes after the production of synthetic polyploids derived from various combinations of three Brassica species, and concluded that homeologous recombination was a likely cause of the changes. The results of Song et al. (1995) suggested that the frequency of genomic change associated with polyploidization is correlated positively with the degree of divergence between parental diploid genomes (see also Soltis and Soltis, 1995 The wheat spike shown in the center is from a newly synthesized allopolyploid with a genomic combination (SlSlAmAm) similar to that of durum wheat (genome BBAA). It is flanked by its twodiploid parent: Ae. sharonensis (genome SlSl) on the left and T. monococcum ssp aegilopoides (genome AmAm) on the right. The articles by Ozkan et al. and Shaked et al. describe the genetic and epigenetic rearrangements that occur in F1 interspecific and intergeneric hybrids between various species of the wheat (Aegilops and Triticum) group and in the subsequent generations (S1, S2, and S3) of the derived amphiploids. DNA elimination and methylation were found to be rapid and major responses of the genome to wide hybridization and to allopolyploidy in wheat. (Image kindly provided by Avi Levy.) the female parent with B. nigra (B genome) to produce AB and BA polyploids, and B. rapa as the male or female parent with B. oleracea (C genome) to produce AC and CA polyploids. Of the 80 to 90 sequence fragments examined, the AB and BA polyploids showed about twice the number of changes as did the AC and CA polyploids, and the A and B genomes were more highly divergent than the A and C genomes. Although these data are consistent with the idea that a higher degree of sequence divergence gives rise to a greater frequency of genomic change in the new polyploid, we should remember that this represents a rather small data set and that generalizations may be premature. Ozkan et al. examined eight DNA sequences in a total of 35 interspecific and intergeneric F1 hybrids and 22 derived polyploids from numerous Aegilops and Triticum species, whereas Shaked et al. analyzed a large number of loci (more than 3600 AFLP fragments) in diploid and tetraploid progeny of a small number of crosses. These studies did not find a correlation between the frequency of genomic change in polyploid wheat and the degree of divergence between the parental lines. Song et al. (1995) also found that the cytoplasmic donor may play an important role in the formation of the polyploid, such that DNA sequence was preferentially eliminated from the genome corresponding to the male parent in some cases. In contrast, Ozkan et al. found that the nature of the cytoplasmic donor did not affect the pattern of sequence elimination in polyploids arising from crosses between two wheat species, T. aestivum ssp aestivum and Ae. speltoides , that were tested for this effect. In another cross between Ae. sharonensis and Ae. umbellulata , 14% of loci from the cytoplasmic (female) parental genome of Ae. sharonensis were eliminated compared with only 0.5% for the male parental genome of Ae. umbellulata . The reasons for this nonrandom pattern of sequence elimination are unknown. It might be of interest to compare these genomic changes with those produced from a reciprocal cross using Ae. umbellulata as the cytoplasmic donor and Ae. sharonensis as the pollen donor.
In contrast to the results of Song et al. (1995) , Axelsson et al. (2000) could find no evidence of rapid genome change in synthetic and natural B. juncea polyploids (AABB genome) using restriction fragment length polymorphism linkage analysis. While they could not rule out the possibility that such changes occurred, their results strongly suggested that homeologous recombination was minimal in the Brassica polyploids. In a recent study of cotton (Gossypium), Liu et al. (2001) analyzed six sets of synthetic allopolyploids using AFLP and MSAP and found no evidence of rapid genomic change among some 22,000 loci. In that study, only two generations of allopolyploids were examined, but the nearly complete absence of sequence elimination and of changes in methylation were in striking contrast to the widespread changes observed within the first two generations of polyploidy in wheat by Ozkan et al. and Shaked et al. Clearly, there is much more to be learned about the mechanisms of rapid genomic change in wheat and possibly Brassica allopolyploids on the one hand and the mechanisms for the maintenance of a relatively quiescent genome in cotton allopolyploids on the other hand.
GENE SILENCING AND GENE DIVERSIFICATION IN ALLOPOLYPLOIDS
An alteration in cytosine methylation patterns was a second major response to allopolyploidization observed within the first few allopolyploid wheat generations (Shaked et al., 2001) . Alterations in cytosine methylation occurred in ‫ف‬ 13% of the loci examined with MSAP analysis, and methylation was found to affect both repetitive and low-copy DNA sequences and apparently was independent of sequence elimination. Liu et al. (1998a) found that methylation was a contributing factor to changes that occurred in low-copy coding sequences in newly synthesized wheat allopolyploids. Methylation has been shown to be associated with some types of gene silencing (Holliday and Ho, 1998) . Typically, hypermethylation is associated with gene inactivation, although gene activation could result from hypermethylation of a negative regulator of transcription (Comai, 2000) .
The silencing of one parental set of ribosomal RNA (rRNA) genes in an interspecifc hybrid, termed "nucleolar dominance," is a widespread phenomenon in plants. Chen and Pikaard (1997) showed that silenced rRNA genes in Brassica allotetraploids are maintained by DNA methylation and histone deacetlyation. Gene silencing has been found to be a rapid response of Brassicaceae genomes to allopolyploid formation. Using AFLP analysis, Comai et al. (2000) estimated that at least 0.4% of the genes in Arabidopsis suecica , an allotetraploid of A. thaliana and Cardaminopsis arenosa, were silenced within one or two generations of polyploidization. Although this may seem like a small number, it should be remembered that changes in the expression of a small number of genes, particularly regulatory genes, have the potential to cause enormous changes in the development of an organism. Lee and Chen (2001) extended this work and identified a variety of genes, including rRNA and transcription factor genes, that are silenced in polyploid A. suecica in a methylation-dependent manner. Gene silencing associated with methylation is believed to have evolved as a defense response mechanism against invasive transposons (Matzke and Matzke, 1998). Comai (2000) suggested that gene silencing in allopolyploids may occur in genes that contain transposon-like sequences as a result of the activation of this plant defense mechanism.
Wendel (2000) discussed three primary evolutionary fates of duplicated genes in polyploid organisms: gene silencing, functional diversification, and the retention of original or similar function. Gene silencing would encompass both genetic (e.g., mutation, sequence elimination) and epigenetic (e.g., methylation, chromatin structure) phenomena, and functional diversification would include changes in noncoding regulatory regions that affect transcription. Divergence of function among duplicated genes is widely considered to be a reason for the evolutionary success of polyploids. However, Wendel (2000) noted that there is very little concrete evidence of functional divergence of genes occurring after polyploidization. This area is sure to garner more attention in the near future.
THE SUPER-DYNAMIC GENOME
Recent work in comparative genomics and the study of polyploidization, such as that of Ozkan et al. and Shaked et al., has engendered a radical change in our views of genome size and organization. For example, Bennetzen and Kellogg (1997) concluded that plants may have a "one-way ticket" to larger genome sizes via amplification of retrotransposons, based on the phylogeny of some diploid grasses of known genome size. These authors noted that the grasses examined were all diploids, according to the best evidence available, so that increases in genome size did not appear to be associated with polyploidy. Furthermore, it was difficult to envision a process whereby repetitive elements could be removed from genomes at a rate that would balance or reverse the trend of retroelement amplification. Because interspersed repetitive DNA sequences make up the majority of the repetitive DNA in complex plant genomes, a removal process must be able to excise these sequences without removing adjacent plant genes (Bennetzen and Kellogg, 1997) . However, we must now consider the possibility that many of these "diploid" species are derived from ancient polyploids. And the work of Ozkan et al. (2001) , like that of Song et al. (1995) , shows that allopolyploidy-induced sequence elimination in noncoding regions (albeit low-copy sequences that were examined in these reports) can occur rapidly in a sizable fraction of various plant genomes. The idea of the "dynamic genome" has been a paradigm in genetics since the confirmation and widespread acceptance, in the late 1970s and early 1980s, of McClintock's discovery-some 30 years earlier-of transposable elements, but we are perhaps only beginning to appreciate the extreme dynamic range, the rates of change that are possible, and the various mechanisms for promoting change or maintaining homeostasis within genomes. 
Nancy

"SPECKLES, SPOTS, AND DOTS": INSIGHTS INTO PHOTORECEPTOR STRUCTURES, FUNCTIONS, AND LOCALIZATIONS
The first step in any plant photomorphogenic response is the perception of an incoming light signal. These signals can come in many forms, varying in both quality and quantity. To date, three classes of plant photoreceptors have been identified at the molecular level: the red/far-red-light-absorbing phytochromes (Fankhauser, 2001) and two distinct classes of blue light receptors, the cryptochromes and the phototropins (Briggs et al., 2001; Christie and Briggs, 2001) . In this section, we will summarize the most significant new insights into the structures, functions, and localizations of these important plant proteins.
Phytochromes
Higher plant phytochromes are dimeric chromopeptides (monomer sizes of 120 to 130 kD) that can be divided into two major functional regions: an N-termi-nal "sensor domain" in which chromophore binding occurs, and a C-terminal "output domain" that contains two Per/Arnt/Sim (PAS)-related domains and a histidine kinase-related domain (Fankhauser, 2001) . Signaling from the output domain is regulated through the interconversion of the molecule between its red light-absorbing "inactive" Pr form and its "active" far-redlight-absorbing Pfr form, a process dependent on the sensor domain (Fankhauser, 2001 ). Phytochromes and phytochrome-like proteins are found in a broad assemblage of organisms ranging from nonphotosynthetic eubacteria to higher plants ( Davis et al., 1999) . One interesting difference between the phytochrome and phytochrome-like photoreceptors of different organisms that was discussed at this conference is the utilization of different linear tetrapyrrole bilins as chromophores. For example, Rick Vierstra (University of Wisconsin, Madison) presented evidence that the bacteriophytochromes present in Deinococcus radiodurans and Pseudomonas aeruginosa may use biliverdin as their native chromophores, whereas Tilman Lamparter (Freie Universität Berlin, Germany) and J. Clark Largarias (University of California, Davis) showed that the Synechocystis phytochrome Cph1 is likely to use phycocyanobilin (PCB) as its chromophore. Preliminary results from David Kehoe's laboratory (Indiana University, Bloomington) suggest that PCB also is likely to represent the chromophore for the phytochrome-like protein RcaE involved in chromatic adaptation of Fremyella diplosiphon. Although higher plant phytochromes generally are thought to use phytochromobilin (PB) as their native chromophore (Fankhauser, 2001) , Masaki Furuya's group (Hitachi Advanced Research Laboratory, Saitama, Japan) recently obtained data suggesting that phytochrome B (phyB) may use PCB in addition to PB.
Why such a diversity of bilin chromophores? Certainly, there is a need for different photosensory capacities among the various organisms containing phytochrome and phytochrome-like molecules. Rick Vierstra speculated that the shift in chromophore use is related to the need of higher plants to efficiently sense neighbors by monitoring red/far-red ratios. Hence, whereas biliverdin-containing bacteriophytochromes are quite good far-red sensors, they are poor red sensors and would not be expected to exhibit good ratio sensing. The PCB-utilizing phytochromes of cyanobacteria can function as red/far-red sensors; however, given their blueshifted absorption spectra, they are not as good at discriminating between red and far-red light as PB-containing phytochromes of higher plants.
Although the photosensory action of phytochromes in different taxa may be related to differences in chromophore use, the way in which functional differences arise between duplicated phytochromes within a single organism is still an open question. Bob Sharrock (Montana State University, Bozeman) discussed the use of transgenic Arabidopsis overexpressing chimeric phytochromes as a tool to understand the functional differences between phyB and phyD, proteins that exhibit ‫%08ف‬ amino acid identity (Clack et al., 1994) . At least one determinant in the differential activity of these receptors may be related to regions of the proteins spanning the C-terminal region of the "photosensory domain" and the PASrelated domains. In particular, Sharrock's group has observed that overexpression of a chimeric phytochrome containing this region from PHYB confers apparent phyB function to an otherwise phyD molecule, whereas the reverse situation does not result in a phyB overexpressor phenotype.
Upon the discovery that phytochromes can migrate to the nucleus in response to light (Sakamoto and Nagatani, 1996) , a dramatic conceptual and experimental shift in how we study phytochromes and their action was made. One area of interest has been in understanding how the movement of phytochromes between the cytoplasm and the nucleus is regulated and how this process relates to particular photomorphogenic responses. Eberhard Schäfer (Albert-Ludwigs Universität, Freiburg, Germany) provided a progress report from his laboratory's studies of the intracellular localization and partitioning of phyA in response to different light conditions. First, nuclear translocation of a phyA-green fluorescent protein (GFP) fusion protein can occur in response to either a single pulse of farred light or continuous far-red light. However, a large portion of the phyA-GFP pool apparently is retained within the cytoplasm under both irradiation conditions. Schäfer also reported that these two pools of phyA are different in both their visible appearance-with nuclear phyA forming clear "speckles" and cytosolic phyA being diffuse-and their stability-with nuclear phyA exhibiting very high stability compared with cytosolic phyA. Although a diffuse signal of phyA was predominant in the cytoplasm after far-red treatment, pulsed red light given concomitant with continuous far-red light resulted in the formation of numerous cytosolic speckles.
The formation of nuclear phyA speckles appears to be under circadian control to some extent according to Schäfer. Ferenc Nagy (Biological Research Center, Szeged, Hungary) reported that the nuclear localization of phyB also is regulated, at least in part, by the activity of the circadian oscillator, because the numbers and size of the nuclear speckles varies diurnally. The physiological role of such nuclear and cytoplasmic speckles remains unknown. However, given phytochrome's ability to interact directly with transcription factors (Martinez-Garcia et al., 2000) , it is possible that the speckles represent foci for transcriptional activity, as has been observed for nuclear speckles in metazoan systems (Wei et al., 1999) . Interestingly, Nagy also reported that physiologically inactive mutant versions of phyB do not form nuclear speckles.
Cryptochromes
The cryptochrome (cry) blue light receptors were identified first in plants but have been found since in a broad assemblage of organisms, including humans (Christie and Briggs, 2001) . Although the N-terminal regions of both cry1 and cry2 are similar to DNA photolyases, the C-terminal regions are relatively novel and diverged between the two cryptochromes (Christie and Briggs, 2001) . It has been found that overexpression of the C-terminal region of cry1 and cry2 confers a constitutive photomorphogenic (COP) phenotype in dark-grown Arabidopsis seedlings, leading to the hypothesis that the photolyase-like domain normally acts as a repressor of the C-terminal domain in darkness and that upon irradiation, this repressive action is relieved (Yang et al., 2001) . Tony Cashmore (University of Pennsylvania, Philadelphia) reported that in yeast and in vitro, the C-terminal region of cry1 interacts with COP1, a nuclear protein that is key to the switch from skotomorphogenesis to photomorphogenesis (Ang et al., 1998) . Because cry1 translocates to the nucleus in response to light (Christie and Briggs, 2001 ), these results suggest potential direct connections between cry1 and the nuclear events mediating the deetiolation program. Relative to cry2 signaling events, Alfred Batschauer (Phillips-Universität, Marburg, Germany) reported the identification, by yeast two-hybrid screening, of two cry2-interacting proteins, an F-box protein and a novel protein that has been designated ROC1. Analysis of ROC1 function by overexpression suggests that it functions as a negative regulator of cry2. However, the way in which ROC1 potentially represses cry2 function is unclear at present, because ROC1 appears to be a cytosolic protein, in contrast to the apparent constitutive nuclear localization of cry2 (Christie and Briggs, 2001 ).
Phototropins
Like the phytochromes and cryptochromes, the phototropin (phot) blue light receptors, phot1 and phot2, can be split into two major polypeptide domains: an N-terminal sensory domain containing two PAS-like domains, LOV1 (light, oxygen, and voltage) and LOV2, that serve as flavin mononucleotide binding sites, and a C-terminal serine/ threonine protein kinase domain (Christie and Briggs, 2001) . Although phot1 was identified originally as a sensor for lowfluence-rate phototropic stimuli, it has since been found to play a role in the movement of chloroplasts under lowlight conditions (Sakai et al., 2001) as well as in the rapid blue light-induced inhibition of hypocotyl growth (Folta and Spalding, 2001) . phot2 has been shown to play a role in phototropism under high-fluence-rate conditions (Sakai et al., 2001) and to mediate the high light-induced chloroplast avoidance response (Jarillo et al., 2001; Kagawa et al., 2001; Sakai et al., 2001) .
Although it is assumed that light activation of the phototropin kinase domain is important for signaling (Liscum and Stowe-Evans, 2000; Christie and Briggs, 2001) , little is known about the intramolecular reactions occurring within the phototropins upon light absorption. However, given the recent crystallization of an LOV2 domain (Crosson and Moffat, 2001 ), this is not likely to be the case for long. In a talk befitting a top faculty candidate, third year graduate student Sean Crosson (University of Chicago) reported on his latest studies with the LOV2 crystals. Surprisingly, these crystals remain photoactive, thus allowing Crosson to demonstrate the formation of a flavin C(4a)-cysteinyl adduct within the LOV2 domain in response to blue light, something previously proposed from absorption and fluorescence spectroscopy (Salomon et al., 2000) . Although previous circular dichroism measurements suggested that LOV2 undergoes a conformational change in response to the formation of this adduct (Salomon et al., 2000) , no obvious change in conformation has been observed in the LOV2 crystals used by Crosson.
Preliminary results presented by Winslow Briggs (Carnegie Institution of Washington, Stanford, CA) suggest that phot1 will join the list of mobile photoreceptors. Using transgenic Arabidopsis expressing phot1-GFP, the Briggs laboratory has confirmed that phot1 is plasmalemma associated with dark-grown seedlings. Although expression of phot1 appeared fairly ubiquitous throughout the plant, higher GFP signals were observed in vascular parenchyma cells and in the end walls of hypocotyl and root cells. These patterns of apparently concentrated phot1 are curiously similar to the patterns of expression for the putative auxin efflux carriers PIN1 and PIN2 (Morris, 2000) . Examination of phot1-GFP signals in blue light-irradiated seedlings also has revealed that at least some portion of the phot1 protein becomes cytosolic in response to light. Mannie Liscum (University of Missouri, Columbia) proposed that the phot1-interacting protein NPH3 (Motchoulski and Liscum, 1999) might act as a molecular scaffold to bring phot1 together with the colocalized auxin transporter proteins. In this way, activated phot1 might phosphorylate the auxin carrier, thus changing its activity and promoting the generation of a lateral auxin gradient across the curving organ, an apparent prerequisite for tropic responses (Liscum and StoweEvans, 2000) . The mobility of phot1 in response to light could be representative of other intracellular protein movements (e.g., shifting of PIN localization from basal to lateral walls) or of some sensor sensitization/regeneration event. Like any exciting new discovery, the phot1 expression/localization studies have raised more questions than they have answered.
NEWLY IDENTIFIED LOCI INVOLVED IN PHOTOMORPHOGENIC SIGNALING
Mutational and two-hybrid screening approaches continue to represent the most frequent sources of new players in photomorphogenic signaling. In this section, we will provide an overview of new loci that have been identified by such methods, restricting our discussion to genes/proteins whose characterizations remain unpublished or that appeared in print only within a couple of months of the meeting. Of 16 genes/ proteins presented at this meeting that appear to represent new photomorphogenic signaling molecules, 12 appear to function primarily in phytochrome signaling pathways, 5 (EID1, EVE1, MAP7, MAP8, and PKS2) in phyA pathways, 4 (DSR1, ELF3, SHL5, and SOB1) in phyB pathways, and 3 (DDWF1, PAB1, and PRP1) being used by multiple phytochromes. The remaining four genes/ proteins discussed at this meeting (SHL1, SHL2, SHL3, and SHL4) appear to function downstream of both phytochromes and cryptochromes (Pepper et al., 2001 ).
Apparent Phytochrome A Signaling Molecules
Eberhard Schäfer discussed the recent cloning and characterization of EID1 (mutant designation, empfindlicher im dunkelroten Licht 1) (Dieterle et al., 2001) . EID1 is an F-box protein that appears to be involved in targeting positively acting components of phyA signaling pathways for proteolysis. The EVE1 locus (mutant designation, enhanced very low fluence response 1) was reported by Jorge Casal (University of Buenos Aires, Argentina) to be allelic to DIMINUTO/DWARF1, which encodes a brassinosteroid biosynthetic enzyme (Klahre et al., 1998) . The MAP7 and MAP8 loci (mutant designation, modifier of arf7 phenotypes) were proposed by Emily Stowe-Evans (University of Missouri, Columbia/Indiana University, Bloomington) to function in phyA-dependent enhancement of phot1-mediated phototropism. Neither gene has been cloned yet. As Christian Fankhauser (Université de Geneva, Switzerland) discussed, PKS2, identified by its homology with PKS1 (phytochrome kinase substrate 1) (Fankhauser, 2001) , can interact with both phyA and phyB in yeast and appears to act as a negative regulator of very-low-fluence responses.
Apparent Phytochrome B Signaling Molecules
Mutations in the DSR1 locus confer decreased sensitivity to red light and resemble weak phyB mutants. Christian Fankhauser reported that DSR1 encodes a novel protein with no apparent homolog in Arabidopsis. As discussed by David Alabadi (Scripps Research Institute, La Jolla, CA), ELF3 was cloned recently and found to encode a novel nucleus-localized protein that functions in an input pathway to the circadian oscillator (Covington et al., 2001; Hicks et al., 2001) as well as in a phyB pathway regulating stem elongation (Liu et al., 2001) . In a large screen for seedlings hyper-responsive to light (SHL), Alan Pepper's group (Texas A&M University, College Station) identified the SHL5 locus that appears to function as a negative regulator of phyB signaling (Pepper et al., 2001 ). The molecular identities of the SHL proteins are unknown at present. Finally, Michael Neff (Washington University, St. Louis, MO) presented results showing that gain-offunction mutations in the SOB1 locus (mutant designation, suppressor of phyB) are capable of suppressing phenotypes conferred by both weak and null phyB mutations. Neff's group has cloned SOB1 and found that it encodes a Doftype transcription factor.
Molecules Apparently Involved in Signaling from Multiple Phytochromes
Pill-Soon Song (Kumho Life and Environmental Science Laboratory, Kwangju, Korea/University of Nebraska, Lincoln) discussed the recent identification of DDWF1 (dark-induced DWF-like protein 1) by two-hybrid screening with a small G protein, Pra2, which has been shown to be involved in phytochromeregulated hypocotyl growth (Kang et al., 2001) . Because DDWF1 is a cytochrome P450 involved in brassinolide synthesis, it may represent a potential direct connection between phytochrome and brassinosteroid signaling. Meng Chen (Salk Institute, La Jolla, CA) described the isolation of PAB1 (phytochrome and actin-binding protein 1) and PRP1 (phytochrome-related phosphatase 1) by two-hybrid screening using the C-terminal output domain of phyB as bait. PRP1 has been shown to exhibit serine/threonine protein phosphatase activity, and the phenotypes of loss-of-function prp1 mutants suggest that PRP1 acts as a positive regulator of phyA signaling and a negative regulator of phyB signaling. Phenotypic analysis of pab1 loss-of-function mutants and overexpressing lines suggest that PAB1 functions as a positive regulator of both phyA-and phyBdependent responses. Chen also reported that the PAB1-CFP fusion protein is found both in the nucleus and associated with the endoplasmic reticulum (ER). Interestingly, he reported a similar ER association for cytoplasmically localized phyB-GFP. The importance of such an ER association for phyB and PAB1 remains to be determined.
THE PHOTOSIGNALING SUPERHIGHWAY: INTEGRATIVE WEBS AND NETWORKS PREVAIL
One of the major themes emerging in plant photobiology and in plant biology as a whole is that of interacting networks of signal-response pathways. Much of Jorge Casal's presentation was devoted to describing the complex interactions his group has observed among and between the different photoreceptor signaling pathways. Such interactions can be positive, negative, additive, or synergistic, and they can be different for one pair of receptor pathways for different output responses (Casal, 2000) . Casal concluded his talk by proposing that the most important photomorphogenic response of a plant in the natural environment is the shift from a heterotrophic to an autotrophic growth form and that the many observed photoresponse pathway interactions may serve to reduce the noise of the light environment such that plants can respond most effectively to the dark-to-light transition that induces this developmental change.
As should be obvious from many of the new photomorphogenic loci reported at the meeting, the networks include not only photoreceptor pathways but also hormone response pathways, most notably brassinosteroid and auxin pathways. At least six of the speakers at Plant Photobiology 2001 could have been transplanted to a Plant Growth Regulator Conference and retained a captive audience. Jason Reed (University of North Carolina, Chapel Hill) presented an update on his laboratory's studies to understand the connection between phyB and auxin responses. Several of the genes Reed's group has identified in mutant screens for suppressors of weak phyB mutations have turned out to encode members of the Aux/IAA protein family, which appear to function as repressors of auxin-induced gene expression (Liscum and Reed, 2001) . Reed reported that his group recently found that Escherichia coli produced a SHY2/IAA3 (mutant designation, short hypocotyl 2)-CBD fusion protein that can be used to "pull down" phyB from plant extracts, providing, as in the case of Pra2-DDWF1, a potential direct connection between a photoresponse and a hormone response pathway. Emily Stowe-Evans presented her work showing interactions between two receptor pathways, phot1 and phyA, and auxin response pathways (StoweEvans et al., 2001 ). Studies in Karen Halliday's laboratory (Bristol University, UK) have revealed yet another road of the "superhighway," namely, the influence of temperature responses on auxin and phytochrome pathway interactions. It is abundantly clear from the studies presented at this meeting that photomorphogenesis represents not just a collection of receptors, their functions, and a few downstream elements arranged in neatly packaged linear response pathways but rather a broad integration of multiple environmental inputs, of which light is just one.
THE BIG PICTURE: MAKING SENSE OF THE PHOTOSIGNALING SUPERHIGHWAY
One of the most difficult tasks currently facing the plant photobiology community is how to experimentally approach the vastness and complexity of the interactive network of response pathways regulating photomorphogenesis.
For example, what kinds of experiments do we initiate that go beyond one gene-one response questions? And once high-throughput photobiology is being done, how do we put the results obtained back into the context of the plant?
Functional Genomics for High-Throughput Photobiology?
With the recent completion of the Arabidopsis genome sequencing project, a variety of whole-genome functional genomics approaches have opened up (Theologis, 2001 ) that reductionist plant photobiologists should look to as a potential means of asking larger, more encompassing questions about photomorphogenesis. Talks by Peter Quail (Plant Gene Expression Center/University of California, Berkeley) and XingWang Deng (Yale University, New Haven, CT) illustrated this point forcefully. Both laboratories have been using DNA microarray technology to determine what global changes in gene expression occur in response to a variety of light conditions. Quail's group has used Affymetrix chips (http://www.affymetrix. com/products/arabidopsis.html) to establish expression profiles under different far-red light irradiation conditions. By comparing wild-type and phyA profiles, they have been able to establish that 812 genes (of the 8600 represented on the array) exhibit reproducible phyAdependent changes in expression in response to far-red light (Tepperman et al., 2001 ).
Deng's group has used customized DNA chips (http://info.med.yale.edu/ wmkeck/dna_arrays.htm) to examine profiles under a number of conditions (dark versus white, red, blue, and farred light; dark/light transitions; light/dark transitions) in wild type, loss-of-function photoreceptor mutants, and photoreceptor-overexpressing lines. One of the more interesting findings of the Deng studies is that large numbers of biologically coordinated genes exhibit coordinate changes in expression in response to photoreceptor signaling, quite consistent with what has been reported already for the circadian regulation of gene ex-pression (Harmer et al., 2000) . The Quail and Deng laboratories now face the monumental task of wading through all of the data to determine what is biologically meaningful and what is not.
Can Physiological Ecology and Ecological Genetics Bring Together Reductionist Biology and Real World Biology?
We think that those in attendance at Plant Photobiology 2001 would agree that on the basis of the last session of the meeting, the answer to the above question is a resounding yes. In what was a highlight of an already impressive meeting, several of our colleagues keyed the ecological lockbox of photobiology, approaching photomorphogenesis in a way that was both informative and eye-opening (spoken from the perspective of reductionist biologists).
Carlos Ballare (University of Buenos Aires, Argentina) presented recent work from his group aimed at understanding the photomorphogenic effects of UV-B light on plants in the natural environment. By coupling bench and field studies, Ballare's group has been able to determine that UV-B has positive influences on plant growth through modification of phyB-dependent processes (Boccalandro et al., 2001 ) and that plant defenses against herbivory also are enhanced by UV-B. Joanna Schmitt (Brown University, Providence, RI) discussed the work of her group in assessing the fitness benefits and costs of the phytochrome-dependent shade avoidance response in field grown Arabidopsis and Impatiens capensis (touchme-not). In short, Schmitt and colleagues have found that the shade avoidance response does provide an adaptive advantage in both species, although it can be offset by costs incurred by other responses occurring in the field, such as water stress. Cynthia Weinig (Brown University/University of Minnesota, Minneapolis) presented her quantitative trait locus analysis of multiple environmentally influenced traits (e.g., timing of flowering) in the Landsberg erecta and Columbia accessions of Arabidopsis under both controlled growth (phytotron) and natural field conditions. Weinig showed, very convincingly, how her studies and others like them have the power to uncover traits important for plant fitness and to identify the genes responsible for environmentally dependent variations in those traits.
PLANT PHOTOBIOLOGY 2003: MARBURG, GERMANY
All in all, Plant Photobiology 2001 was a great success. We had a terrific mix of science, from structural biology and molecular genetics to ecology and evolution, and from microorganisms to higher plants. Although the speakers represented a wide variety of scientific thinking, we believe that by the end of the meeting there was a great appreciation for all of the science, which we hope will be cultivated into productive collaborations. With that, we extend the invitation from the plant photobiology community for readers to attend the next meeting, tentatively planned for 2003 in Marburg, Germany.
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University of Missouri Columbia, MO 65211 liscume@missouri.edu Leysin, Switzerland, in 1999 (Bailey-Serres et al., 1999 . The 3-day meeting in Ames brought together a strong and diverse contingent of plant biologists from four continents. The participants represented an unusually heterogeneous group of disciplines ranging from virology to stress response to computational biology. The research approaches and techniques represented were similarly diverse.
Here we discuss a sample of the many fascinating aspects of post-transcriptional control that were presented at this meeting; we apologize to those whose work is not described here.
POST-TRANSCRIPTIONAL GENE SILENCING: CLASHING RESULTS BEG RESOLUTION
The meeting led off with perhaps the most dynamic and controversial topic of the meeting: post-transcriptional gene silencing (PTGS) and its suppression by viral proteins. PTGS is a targeted RNA degradation mechanism in plants (for a recent review, see Waterhouse et al., 2001) . PTGS may be induced by transgenes or viral infection and causes the degradation of RNAs with homology or complementarity to the transgene transcript or viral genome. The signal to degrade the specific RNA sequence is transmitted throughout the plant. In contrast to much plant molecular biology, which derives its discoveries from animals or yeast, PTGS, a remarkable and fundamentally different (from other known mechanisms) way of signaling and controlling gene expression, was discovered first in plants (e.g., Lindbo et al., 1993) . Only later was it found in other eukaryotic systems.
One of the early pioneers investigating this phenomenon, Herve Vaucheret (Institut National de la Recherche Agronomique, Versailles, France), opened the meeting by describing his laboratory's use of many elegant experiments that combine traditional techniques such as grafting and classical genetics with modern gene mapping and expression assays to explore the signaling mechanisms and to identify a plethora of genes involved in PTGS. He discussed the roles and functions of some of these genes and described gene expression experiments in progress to identify additional genes involved in PTGS. Although the genetics and particularly the biochemistry of these processes has progressed with lightning speed in Caenorhabditis elegans and Drosophila, plants as PTGS models have held their own, with distinct differences from animals. Certainly, understanding of how a silencing signal is transmitted long distances through walled cells and across grafts remains a challenge to those studying plant PTGS.
Silencing involves the production of double-stranded RNA, in many cases by a viral or a host RNA-dependent RNA polymerase. The double stranded RNA is digested into 21-to 23-nucleotide fragments that act as guides for the degradation of homologous singlestranded RNA. These fragments also may direct the methylation of homologous DNA sequences in the chromosome and may be the signal for systemic silencing. However, experiments from several laboratories have thrown this simple model into disarray. Peter Waterhouse (Commonwealth Scientific and Industrial Research Organization, Plant Industry, Canberra, Australia) described how PTGS can be induced efficiently in plants by the expression of self-complementary hairpin (hp) RNA and that hpRNAs are degraded into short ‫-12ف‬nucleotide RNAs. His group's data seemed to show that the hpRNAdirected methylation and RNA degradation did not spread outside of the target sequences defined by the selfcomplementary sequences of the hpRNA. This contrasted with the results reported by Fabian Vaistij, of David Baulcombe's laboratory (John Innes Centre, Norwich, UK), in which virus-induced PTGS directed the DNA methylation and RNA degradation of sequences in the transcript outside of those of carried by the virus. All of the transcribed sequence of the target gene, not just the region represented in the virus, was methylated, and all of the target gene mRNA appeared to act as a template for the production of guides to direct further RNA degradation. This allowed a virus-containing sequence identical to the 3Ј portion of the transgene to induce methylation of the entire gene, which then conferred resistance to a virus containing the 5Ј portion of the transgene (i.e., to a virus lacking any homology with the virus that induced silencing). This methylation could "spread" in either direction on the transcribed portion of the transgene. After much discussion, the contradictory results from these two reports were thought to be attributable to the different ways in which the PTGS was induced.
Vicki Vance (University of South Carolina, Columbia) and Shou-Wei Ding (University of California, Riverside) presented work on the modes of action of the virus-encoded suppressors of gene silencing (Vance and Vaucheret, 2001) , another process unknown in animal viruses. (However, with the recent discovery of PTGS in mammalian cells [Elbashir et al., 2001] , is it a matter of time before mammalian viruses are found to produce suppressors of silencing? This would provide an entirely new and lucrative realm of antiviral pharmaceutical research.) Vance demonstrated that the potyvirus PTGS suppressor, HC-Pro, interferes with the intracellular mechanism of RNA degradation, and Ding showed that the 2b protein of Cucumber mosaic virus prevents intercellular systemic silencing. Ding demonstrated that the 2b suppressor is localized to the nucleus, which is a surprise, considering that PTGS is a cytoplasmic degradation process. He also showed that 2b inhibits salicylic acid-mediated virus resistance (Ji and Ding, 2001 ). Salicylic acid is a multifunctional signal involved in nonspecific defense responses to a wide range of viral, bacterial, and fungal pathogens. This discovery is the first to link these two very different defense processes.
Olivier Voinnet (John Innes Centre) presented an extra level of complexity in the roles of short RNAs in PTGS. He found that these RNAs are composed of two different classes: one of 21 nucleotides and the other of 23 nucleotides. Voinnet showed that different virus suppressor proteins had different effects on the accumulation of the 21-and 23-nucleotide RNAs, which enabled him to analyze the mechanism. He concluded that the 21-nucleotide species is sufficient to mediate intracellular silencing and that the 23-nucleotide species is essential for systemic silencing. This finding sparked another controversy. Results from the Vance group initially seemed to suggest an opposite conclusion. They found that when the HC-Pro suppressor was expressed as a transgene, it inhibited the production of both species of short RNAs, but these plants still emitted a graft-transmissible silencing signal. This finding suggests that the short RNAs are not essential for systemic silencing. This controversy may again be attributable to the different ways in which the silencing was delivered. Trent Smith, from the Vance group, reported that in Arabidopsis when the HC-Pro was expressed to release transgene-mediated silencing, it correlated with the reduction of short RNAs to undetectable levels. However, HC-Pro expression that released amplicon-mediated silencing correlated with an increased level of short RNAs.
Veronique Brault (Institut National de la Recherche Agronomique, Colmar, France) added still another variation to the suppression story. She showed that transgenic plants harboring a Beet western yellows virus-derived transgene that had undergone PTGS did not degrade invading viral RNA. Because this virus is confined to the phloem, the observations may reflect a phloemspecific viral suppression of silencing in which the majority of plant cells, outside of the phloem, remain silenced, preventing virus movement outside of the phloem.
The numerous different observations in different laboratories emphasize the importance of studying silencing in different systems and warn against drawing broad generalizations from studies in only one system. In the end, the gene silencing session was interesting and exciting as much for the need to rationalize the apparently conflicting results as for the rapid advances being made in the area.
SPLICING: BRINGING THE PIECES TOGETHER
Recent advances in plant pre-mRNA splicing research covered two main areas: characterization of intron/exon splicing signals and the identification and function of proteins that interact with pre-mRNA and mRNA transcripts. In the absence of a plant in vitro splicing extract, detailed characterization of plant intron splicing signals has been difficult. The sensitivity to mutation of a potato invertase mini-exon splicing system (reported by John Brown of the Scottish Crop Research Institute, Dundee) has allowed the experimental analysis of a plant intron branch point and polypyrimidine tract at the single-nucleotide level (Simpson et al., 2000) .
The availability of the Arabidopsis genome sequence now provides the means to assemble splice site and internal intron signal information with the experimental characterization performed in a number of splicing laboratories during the last 10 or so years. Bioinformatics approaches are extremely important in the prediction of intron/exon borders, the identification of alternatively spliced genes, and the identification of noncanonical introns. Similarly, splicing signals found in exons (exon splicing enhancers) are a feature of some vertebrate transcripts, and exonic sequences are known to influence splicing of some plant transcripts. Computer-assisted screens for exon splicing enhancers (Steven Mount, University of Maryland, College Park) and alternatively spliced genes and AT-AC introns (Volker Brendel, Iowa State University, Ames) are identifying specific gene systems for detailed analysis. More general information from such screens will be used as a basis for genomics approaches, such as microarray analysis, to examine the regulation of gene expression by splicing.
One of the longest-standing questions in plant pre-mRNA splicing is the function of UA-rich sequences that are characteristic of plant introns. Plant intron splice sites and branch point sequences, small nuclear RNA (snRNA) sequences, and many small nuclear ribonucleoproteins (snRNPs) and spliceosomal proteins are very similar to yeast and vertebrate intron signals and splicing components (Lorkovic et al., 2000) . Thus, it is likely that UA-rich sequences, the main distinguishing feature, act early in intron recognition and definition and direct the association of splicing factors to assemble presplicing complexes. Witek Filipowicz (Friedrich Miescher Institute, Basel, Switzerland) has pioneered the identification of RNA binding proteins that interact with U-rich sequences in plant pre-mRNA transcripts (Lambermon et al., 2000) . The first such protein, UBP-1, increases the efficiency of splicing of "weak" introns but also increases transcript levels. The latter effect appears to emanate from the ability of UBP1 to bind, along with the associated proteins UBA1 and UBA2, to the 3Ј untranslated regions of transcripts and to interact with poly(A) binding proteins to stabilize mRNAs.
John Brown (Scottish Crop Research Institute) combined overexpression of such RNA binding proteins with a range of mutations in the invertase mini-exon system to further address the function of these proteins. Of particular interest is that the splicing behavior of invertase intron mutations is altered differentially upon expression of different RNA binding proteins. Thus, it is possible to distinguish different functions of RNA binding proteins on the basis of their effect on the splicing of introns with variations in U-rich sequences.
Alternative splicing is an important process for the regulated production of functionally different proteins from single genes in animal systems. Although alternative splicing does not appear to be as widespread in plant (Arabidopsis) genomes as it is in the human genome (35% of genes may be alternatively spliced), it is important to define the functions of proteins produced by alternative splicing and to understand the mechanisms by which alternative splicing is regulated in plants. One of the best studied alternatively spliced plant genes is the N gene of tobacco that confers resistance to Tobacco mosaic virus. Analysis of the splicing behavior and the associated resistance phenotype of a series of N gene constructs has identified regions essential for both alternative splicing and resistance (S.P. Dinesh-Kumar, Yale University, New Haven, CT). Infection by Tobacco mosaic virus induces changes in the splicing pattern of N transcripts (DineshKumar and Baker, 2000) , and the role of U-rich RNA binding proteins, such as UBP1, and their affect on splicing behavior are again under investigation.
The next 2 to 3 years will see the application of bioinformatics and genomics approaches to plant splicing analysis, which, in combination with established systems and methodologies, will provide the basis for the understanding of RNA-protein interactions in early spliceosome assembly and further understanding of splicing regulation.
TRANSLATIONAL CONTROL: A RAPID RESPONSE BUREAUCRACY OR ALPHABET SOUP?
Post-transcriptional control of gene expression is important when levels of a protein must change more rapidly than can be accommodated by transcription. This includes responses to biotic and abiotic stresses. Yet, like transcription, most stages of posttranscriptional control, including translation, are controlled by an enormously complex array of protein factors. Despite this appearance of a burgeoning molecular bureaucracy, the checks and balances of translation ensure finely tuned, rapid regulation of gene expression (Bailey-Serres, 1999) . Fascinating examples of what is still clearly the nascent field of translational control were presented.
Karen Browning (University of Texas, Austin) led off the translation sessions with an update on the vast population of initiation factors. Nonviral eukaryotic cellular mRNAs contain an m 7 GpppG "cap" group at their 5Ј ends. This cap is bound by a protein complex containing the cap binding protein eIF4E and the scaffold protein eIF4G. eIF4E and eIF4G together form eIF4F. eIF4G binds poly(A) binding protein (PABP), which, by binding the poly(A) tail of the mRNA, results in a closed-loop mRNA structure. eIF4G also serves as a scaffold for the assembly of other initiation factors, such as eIF4A and eIF3. This assembled complex is thought to then provide the means for removing any secondary structure from the 5Ј untranslated region (UTR) of the mRNA using the hydrolysis of ATP and the helicase activity of eIF4A. Thus, the closed-loop mRNA is prepared by the initiation factors for the 40S ribosome to bind and find the correct initiation site.
Unlike other eukaryotes, plants have two distinct forms of the cap binding protein complex: eIF4F and eIFiso4F. In addition to a "conventional" eIF4G (180 kD), plants have a more abundant version called eIFiso4G, which behaves like eIF4G even though it is less than half the size. It is paired with its own version of eIF4E, called eIFiso4E, to form eIFiso4F. Although the function of the eIFiso4F complex in plants is not fully understood, evidence was presented that different mRNAs may discriminate between eIF4F and eIFiso4F, and that these two forms may play distinct roles in plant development.
All of the subunits of all canonical translation factors have now been cloned and sequenced. The last to be completed is the largest, least understood factor, eIF3, which plays a key role in bringing the ribosome to the mRNA via interaction with eIF4G. Plant and mammalian eIF3s each have 11 subunits, whereas that of Saccharomyces cerevisiae has only five. Ten of the different protein subunits of plant eIF3 resemble those in mammalian eIF3 (Burks et al., 2001) . Little is known of their individual roles (but see below). Karen Browning was particularly curious about the function of the subunit that appears to differ completely between kingdoms, suggesting that there may be differences in the way the eIF3 complex interacts with other components of the translational machinery or in their regulation.
Viruses also shed light on translation factor function and continued to provide examples of the byzantine translational control mechanisms that they can employ. Satellite tobacco necrosis virus (STNV) RNA and Barley yellow dwarf virus (BYDV) RNA both lack a 5Ј cap and a poly(A) tail, yet they are translated very efficiently. STNV and BYDV RNAs each have a cap-independent translation element (3Ј TE) in their 3Ј UTRs that brings about efficient translation initiation at the AUG proximal to the 5Ј end of the RNA. The 3Ј TE of STNV RNA was reported by Karen Browning to bind eIF4E and eIFiso4E, presumably recruiting some portion of the translational apparatus to the 3Ј UTR.
The 3Ј location of the 3Ј TE begs the question of how it communicates with the 5Ј end to ensure ribosome entry on the mRNA there. By identifying phylogenetically conserved base-pairing covariations and providing direct experimental evidence with appropriately mutated mRNAs, Allen Miller (Iowa State University) showed that a stemloop structure in the BYDV 3Ј TE basepairs directly to a stem loop in the 5Ј UTR to form a kissing stem-loop structure that causes the mRNA to form a closed loop (Guo et al., 2001 ). The BYDV 3Ј TE also binds eIF4E, which led to a model in which the 3Ј TE basepairs to the 5Ј UTR, forming the closed loop that all functional mRNAs normally form via the cap-eIF4E-eIF4G-PABPpoly(A) tail interaction. Although the eIF4E dependence is similar for BYDV and STNV translation, the 3Ј TE of STNV appears not to base-pair to the 5Ј UTR, nor does it show any primary or secondary structural similarity to the 3Ј TE of BYDV. These mechanisms, which differ from known cap-independent translation mechanisms in animals (e.g., poliovirus), demonstrate the essential nature of the closed loop mRNA and show that some plant viruses have evolved a new way to form a closed loop. This leaves open the possibility that some plant mRNAs may have similar 3Ј to 5Ј UTR interactions, as is often the case for phenomena found first in viruses.
The 35S RNA of Cauliflower mosaic virus (CaMV), made famous by its promoter, serves as a message for five genes in separate open reading frames (ORFs). To make things more complicated, these "real" ORFs are preceded by several very small ORFs on the long, structured leader sequence of the 35S mRNA. To be translated, the downstream ORFs require the CaMV transactivator (TAV) protein encoded by ORF 6, which is translated from its own (19S) mRNA. To identify host proteins with which TAV interacts to cause ribosomes to reinitiate translation on downstream ORFs, Lyubov Ryabova of Thomas Hohn's laboratory (Friedrich Miescher Institute, Basel) used a yeast two-hybrid screen. They found that TAV interacts with subunit g of eIF3 and with large ribosomal subunit proteins L24 and L18. The latter was identified previously by another laboratory (Leh et al., 2000) . Using various binding assays and overexpression of these proteins in protoplasts, Ryabova found that eIF3g and L24 compete with each other (and with intact eIF3) for TAV binding, whereas L18 binds elsewhere on TAV. The authors proposed an intriguing model to explain how TAV allows ribosomes to violate the eukaryotic "rule" of translating only the first ORF on an mRNA. They proposed that TAV mediates the efficient recruitment of eIF3 to both 40S and 60S ribosomal subunits. After termination of translation of the first ORF, TAV stays associated with the mRNA and, via eIF3, attracts a new 40S ribosomal subunit that then scans to the start codon of ORF 2, and so on until all five ORFs are translated.
Plants produce ribosome-inactivating proteins that are thought to have a defense role in response to infection by viruses or other pathogens. They were originally found to depurinate a specific adenosine residue in the highly conserved ␣-sarcin loop of the large rRNA, stopping all translation. This was thought to act as a suicide defense mechanism. Nilgun Tumer's (Rutgers University, New Brunswick, NJ) research during the last decade has shown that the multiple functions of the ribosome-inactivating protein pokeweed antiviral protein (PAP) are much more diverse, subtle, and complex. She reported on the ability of PAP to bind to the m 7 GpppG cap of mRNAs and to catalyze depurination of the mRNA (Hudak et al., 2000) . This degradation appears to be specific for capped mRNAs and may be a means to control mRNA stability in plants. She presented evidence that PAP regulates the stability of its own mRNA by a novel post-transcriptional mechanism that requires translation and ribosome depurination.
Anthony Michael (Institute of Food Research, Norwich, UK) reported on a small upstream reading frame (uORF) that controls the expression of plant S-adenosylmethionine decarboxylase and is highly conserved evolutionarily (Franceschetti et al., 2001) . Expression of the small peptide in cell-free extracts was shown to occur, and it repressed translation of the S-adenosylmethionine decarboxylase ORF. Furthermore, in vitro overexpression of an S-adenosylmethionine decarboxylase gene lacking the small uORF resulted in overexpression of S-adenosylmethionine decarboxylase and led to severe growth abnormalities. These results suggest that the small uORF is necessary to control the expression of S-adenosylmethionine decarboxylase and is the first bona fide plant example of a small uORF-encoded peptide controlling the expression of a gene.
The PABP that binds to the poly(A) tail of cellular mRNAs promotes 40S ribosomal subunit recruitment to an mRNA through its interaction with eIF4G and eIF4B. Dan Gallie (University of California, Riverside) reported that the phosphorylation state of PABP regulates its cooperative binding to a poly(A) tail as well as its interaction with eIF4G and eIF4B. The phosphorylation states of eIF4G and eIF4B also determine the strength of their interaction with PABP. PABP is present in multiple phosphorylated isoforms, and the greatest cooperative binding is observed between phosphorylated and nonphosphorylated isoforms. Although the distribution of PABP isoforms does not appear to change during development or after stress, eIF4B and eIF4G undergo rapid dephosphorylation after a short exposure to heat stress that downregulates their interaction with PABP. This inhibition of protein interaction may account for the thermorepression of translation that is characteristic of the plant heat stress response (Le et al., 2000) .
The pea ferredoxin I (Fed-1) mRNA in transgenic tobacco is released from polysomes within just 30 sec after a reduction in photosynthetic rates. Thus, Fed-1 expression responds to environmental changes as transient as a cloud passing over. Using mutagenesis, Marie Petracek (Oklahoma State University, Stillwater) identified a region of the Fed-1 ORF as the possible dark-responsive control element. In addition, screening of a subtractive library for genes responsive to photosynthetic electron transport is under way to find additional mRNAs regulated at both the level of translation and mRNA stability.
Julia Bailey-Serres (University of California, Riverside) reported on the translational responses to abiotic stresses (e.g., anoxia, heat shock, drought, and salt stress). Not surprisingly, there are pleiotropic effects on the translational machinery, including changes in the phosphorylation state of initiation and elongation factors and ribosomal proteins. These changes are reflected in changes in polysome profiles under various stress conditions, such as anoxia and water deficit. Under stress, many mRNAs are shifted to smaller polysomes, whereas stress protein mRNAs remain in larger polysomes. This suggests that there is a cellular response of most mRNAs to delay translation until better growth conditions return.
Yet another influence on translation is redox state, as evidenced by its effect on translational control of the ␥-glutamylcysteine synthase (GSH1) gene. GSH is one of the gene products necessary for the production of glutathione. David Oliver and co-workers (Iowa State University) reported that exposure to cadmium or jasmonic acid increases the transcription of the genes for glutathione biosynthesis. However, despite the increased transcription of GSH1 mRNA, there is no increase in GSH1 protein levels (Xiang and Oliver, 1998) . Upon exposure to hydrogen peroxide, GSH1 protein levels increase sharply, indicating translational control via cellular redox conditions. A region in the 5Ј UTR of the mRNA has the potential to form a stem loop and appears to bind to a protein present in Arabidopsis extracts. The binding of the protein to the 5Ј UTR also appears to be redox sensitive, suggesting that GSH1 translation is a key regulatory point in glutathione biosynthesis in response to oxidative stress.
Translation in the chloroplast was covered by Stephen Mayfield (Scripps Research Institute, La Jolla, California). He reported that chloroplast ribosomes, although similar to those of bacteria, have mechanisms of translation that resemble a hybrid between those of prokaryotes and eukaryotes (Bruick and Mayfield, 1999) . Genetic analysis of chloroplast translation has revealed a number of mRNA-specific factors that resemble eukaryotic translation factors, such as the chloroplast poly(A) binding protein. Chloroplasts, like bacteria, use a Shine-Dalgarno base-pairing interaction between the mRNA and rRNA for the initiation of translation of many mRNAs. However, the Shine-Dalgarno interaction in plastids has a different spatial constraint from that of Escherichia coli, again demonstrating that the two systems are not identical. Finally, light-regulated plastid translation was described in which redox potential, generated from photosynthesis, is used to modulate mRNA binding activity in the chloroplast as a means of activating the translation of mRNAs encoding photosynthetic proteins.
A GLOBAL VIEW OF mRNA STABILITY CONTROL
In contrast to the newly discovered targeted degradation of potentially any mRNA via the PTGS process, Pam Green (Michigan State University, East Lansing) presented the latest on her work on the control of mRNA stability via sequences in the 3Ј UTR: a more "traditional" control of mRNA degradation. In plants and animals, mRNAs that are destined to live a short life may contain AUUUA repeats in the 3Ј UTR. However, some short-lived plant mRNAs may instead contain a different destabilization (DST) motif. These mRNAs have specific physiological roles, such as the small auxin-upregulated mRNAs. Using a clever selection system, Green and colleagues identified Arabidopsis mutants with reduced ability to degrade DST-containing mRNAs (Johnson et al., 2000) . Mutations in either of two independent genes, dst1 and dst2, caused similar increases in small auxinupregulated mRNA half-lives and could not be functionally distinguished until the application of microarray hybridization. By probing an 11,000-gene Arabidopsis microarray with mRNA preparations from wild-type and mutant plants obtained before and after transcriptional shutoff, Green's group discovered a plethora of unpredicted mRNAs whose half-lives were affected by the dst mutations. The different dst genes affected the half-lives of different sets of genes, which were confirmed by RNA gel blot experiments. Thus, mRNA stability control is an important regulator of expression of numerous gene families. Dr. Green's talk brought an appropriate close to the meeting because it epitomized the melding of traditional, hypothesis-driven "single gene" research with the new large-scale genomics and bioinformatics approaches that were used in much of the research presented at this conference. Her leading research also foreshadowed things to come with the expansion of observations on one or a few genes to the whole genome.
WE'VE ONLY JUST BEGUN
And the list goes on. Light, hormones, oxidative stress, pathogens: is there any influence on a plant that does not involve post-transcriptional control? And we did not even cover such processes as premature stop codon-mediated decay, RNA editing, the specialized events in mitochondria, and post-translational events. (Again, our apologies to those whose work was not mentioned in this overview.) A take-home lesson from this meeting is that post-transcriptional control has gone from a collection of novel observations to a diverse set of phenomena that may regulate the expression of most genes. Another obvious point is that we are really just beginning. Most of the research is still at a rather rudimentary, descriptive level of understanding. We look forward to an exciting future as the mechanisms are worked out in detail. Moreover, with the widespread application of microarrays and genomics techniques, the number of known post-transcriptionally controlled genes will surely increase. In the next 10 years, as plant scientists set out to achieve the National Science Foundation's goal of complete understanding of the function and regulation of all plant genes, those investigating post-transcriptional control will have their hands full. This portends an exciting fourth symposium in 2003. 
W. Allen Miller
