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THE WAVE TRACE AND BIRKHOFF BILLIARDS
AMIR VIG
Abstract. The purpose of this article is to develop a Hadamard-Riesz type parametrix
for the wave propagator in bounded planar domains with smooth, strictly convex bound-
ary. This parametrix then allows us to rederive an oscillatory integral representation for
the wave trace appearing in [MM82] and compute its principal symbol explicitly in terms
of geometric data associated to the billiard map. This results in new formulas for the
wave invariants. The order of the principal symbol, which appears to be inconsistent in
the works of [MM82] and [Pop94], is also corrected. In those papers, the principal symbol
was never actually computed and to our knowledge, this paper contains the first explicit
formulas for the principal symbol of the wave trace. The wave trace formulas we provide
are localized near both simple lengths corresponding to nondegenerate periodic orbits
and degenerate lengths associated to one parameter families of periodic orbits tangent to
a single rational caustic. Existence of a Hadamard-Riesz type parametrix for the wave
propagator appears to be new in the literature, with the exception of the author’s prior
work [Vig18] in the special case of elliptical domains. It allows us to circumvent the
symbol calculus in [DG75] and [HZ12] when computing trace formulas, which are instead
derived from our explicit parametrix and a rescaling argument via Hadamard’s variational
formula for the wave trace. These techniques also appear to be new in the literature.
1. Introduction
The purpose of this paper is to develop a Hadamard-Riesz type parametrix for the wave
propagator in bounded planar domains with smooth, strictly convex boundary. We then
use this parametrix to produce asymptotic expansions for the distributional wave trace
near isolated lengths in the length spectrum. Let Ω be such a domain and denote by ∆
the Dirichlet Laplacian on Ω. The even wave propagator E(t) is defined to be the solution
operator for the wave equation
(∂2t −∆)E = 0 (x ∈ Ω)
E(0) = Id (x ∈ Ω)
∂tE
∣∣
t=0
= 0 (x ∈ Ω),
(1)
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2 AMIR VIG
with Dirichlet boundary conditions. In spectral theoretic terms, we can write E(t) =
cos t
√−∆, which is the even part of the half wave propagator eit
√−∆. In [Cha76], it is
shown that there exist Lagrangian distributions Ej(t, x, y) such that microlocally away
from the tangential rays, the Schwartz kernel of E(t) is given by
E(t, x, y) =
+∞∑
j=−∞
Ej(t, x, y) + C
∞(R× Ω× Ω),(2)
with Ej corresponding to a wave of j reflections at the boudary. The sum in (2) is locally
finite in time. If we restrict our attention to waves which make j reflections and travel
approximately once around the boundary, we have the following explicit parametrix for
Ej(t, x, y).
Theorem 1.1. Let Ω ⊂ R2 be a bounded domain with smooth, strictly convex boundary.
Then there exists j0 = j0(Ω) ∈ N sufficiently large such that the following holds: for all
j ≥ j0, there exists a tubular neighborhood Uj of the diagonal of the boundary ∆∂Ω ⊂ Ω×Ω
such that for all (x, y) ∈ Uj and t less than but sufficiently close to |∂Ω|,
Ej(t, x, y) =
∑
±
8∑
k=1
(−1)je±ipi/4
∫ ∞
0
e±iτ(t−Ψ
k
j (x,y))bj,k,±(τ, x, y)dτ + C∞(R× Uj),
microlocally near geodesic loops of rotation number 1/j. Here, bj,k,± ∈ S1/2cl (Uj × R1) are
classical elliptic symbols of order 1/2 and the functions Ψkj (x, y) (1 ≤ k ≤ 8) are lengths
of the 8 billiard orbits connecting x to y in j reflections and approximately one rotation
(see Theorem 3.1). The principal term in the asymptotic expansion for bj,k,± is given in
boundary normal coordinates x = (µ, ϕ), y = (ν, θ) (see Section 5.3) by
±|τ |1/2
2
f1/2(µ, ϕ)
∣∣∣∣∣∂Ψkj∂µ ∂Ψkj∂θ ∂2Ψkj∂ν∂ϕ + ∂Ψkj∂ϕ ∂Ψkj∂ν ∂2Ψkj∂θ∂µ
− ∂Ψ
k
j
∂µ
∂Ψkj
∂ν
∂2Ψkj
∂θ∂ϕ
− ∂Ψ
k
j
∂ϕ
∂Ψkj
∂θ
∂2Ψkj
∂ν∂µ
∣∣∣∣∣
1/2
,
where f(µ, ϕ) is a positive function which is smooth up to the boundary (µ = 0) and satisfies
f(0, ϕ) = 1.
Theorem 1.1 bears a remarkable resemblance to Hadamard’s parametrix for the wave
propagator on boundaryless manifolds (see [Had53], [Had53]), where the phase functions
±τ(t−Ψkj (x, y)) are replaced by ±τ(t− r(x, y)), with r(x, y) the geodesic distance from x
to y. In that case, for x, y near the diagonal, there is only one geodesic connecting x to y.
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In our setting, Theorem 3.1 shows that there are exactly 8 orbits connecting x to y in j
reflections and approximately one rotation.
Remark 1.2. For j ≥ j0(Ω) and x, y ∈ ∂Ω sufficiently close to the diagonal, there exist
only two orbits connecting x to y in j reflections and approximately one rotation. One is
in the clockwise direction and the other is in the counterclockwise direction. In particular,
when x = y ∈ ∂Ω, there exists a unique geodesic loop based at x of rotation number
1/j. Restricting the functions Ψkj (x, y) appearing in Theorem 1.1 to the diagonal of the
boundary yield the j-loop function, which we denote by Ψj(q, q).
As in the case of boundaryless manifolds, we can use the explicit parametrix in Theorem
1.1 to prove trace formulas. It is known that E(t) has a well defined distributional trace
Tr cos t
√−∆ =
∞∑
j=0
cos tλj ,(3)
where λ2j are the Dirichlet eigenvalues of −∆. The sum in (3) converges in the sense of
tempered distributions and has singular support contained in the length spectrum
LSP(Ω) = {lengths of periodic billiard trajectories} ∪ {0},
together with −LSP(Ω) (see Section 6). Each periodic billiard orbit in Ω can be classified
according to its winding number m and the number of reflections n made at the boundary.
Denote the collection of periodic orbits of this type by Γ(m,n), normalized so thatm ≤ n/2.
Γ(m,n) is never empty by a theorem of Birkhoff [Bir66]. The length spectrum can be
decomposed accordingly as
LSP(Ω) =
⋃
m,n∈N
length(Γ(m,n)) ∪ N|∂Ω|,(4)
where |∂Ω| is the length of the boundary. Using the parametrix in Theorem 1.1, we can
prove the following theorem.
Theorem 1.3. Assume the conditions from Theorem 1.1 hold and Ω satisfies the nonco-
incidence condition:
there exists ε0 > 0 such that
⋃
m≥2
n≥1
length(Γ(m,n)) ∩ (|∂Ω| − ε0, |∂Ω|) = ∅.
(5)
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For j ≥ j0, define tj = infq∈∂Ω Ψj(q, q) and Tj = supq∈∂Ω Ψj(q, q). Then on any sufficiently
small neighborhood of [tj , Tj ], TrE(t) has the asymptotic expansion
(−1)j Re
{
eipi/4
∫
∂Ω
∫ ∞
0
eiξ(t−Ψj(q,q))aj(q, ξ)dξdq
}
+ C∞(R),
where aj(q, ξ) is a classical elliptic symbol of order 1/2 with principal part given by
aj0(q, ξ) = 4ξ
1/2 sinωj,1(q, q) sin
1/2 ωj,2(q, q)
∣∣∣∣∂ωj,1∂q′ (q, q)
∣∣∣∣1/2X(q) ·N(q).
Here, X(q) is the position vector to a boundary point q with respect to a fixed origin and
N(q) is the outward unit normal at q. The angles ωj,1, ωj,2 are the initial and final angles
respectively of the unique billiard orbit γj(q, q
′) which connects nearby boundary points q and
q′ in j reflections and approximately one counterclockwise rotation. The function Ψj(q, q′)
is the length of γj(q, q
′) and its restriction to the diagonal is the j-loop function.
Remark 1.4. As the position vector X is chosen with respect to an arbitrary interior point
p, we can integrate out this symmetry over any measurable subset of the interior in the
variable p to obtain a more invariant formula. In particular, we can integrate over open
sets, curves and by a limiting argument, the boundary itself in order to obtain a smooth
density on ∂Ω. The noncoincidence condition (5) can be weakened and is in particular
satisfied for ellipses (see [GM79a]) and nearly circular domains (see [HZ19]).
Theorem 1.3 provides an explicit formula for the principal term in the parametrix developed
in [MM82]. In contrast to the methods employed in [MM82], the proof developed in the
remainder of this paper uses Hadamard’s variational formula for the wave trace and the
explicit parametrix for the wave propagator appearing in Theorem 1.1. These techniques
are of independent interest. Theorem 1.3 also provides clarity on a discrepancy in the
literature regarding the order of the wave trace (cf. [Pop94], [MM82]). Note that in
Theorem 1.3, no assumptions are made on the nondegeneracy of orbits. If the length
spectrum has high multiplicity, the wave trace is in general quite complicated. However,
when periodic orbits come in a one parameter family corresponding to a caustic, we have
the following:
Theorem 1.5. Suppose Ω, j ≥ j0 are as in Theorem 1.3 and C is a caustic for Ω of
rotation number 1/j. If periodic orbits tangent to C have length Lj, then near t = Lj,
TrE(t) has the leading asymptotic
cj Re
{
eipi/4(t− Lj − i0)−3/2
}
,
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where cj is a wave invariant given by the formula
cj = (−1)j+14
∫
∂Ω
sin3/2 ωj,1(q, q)
∣∣∣∣∂ωj,1∂q′ (q, q)
∣∣∣∣1/2X(q) ·N(q)dq.
In this case, ωj,1(q, q) = ωj,2(q, q) is the measure of the angle of incidence for the unique
periodic orbit of rotation number 1/j based at q ∈ ∂Ω.
While KAM theory provides the existence of irrational caustics, it is shown in [KZ18]
that for a fixed j, the set of all smooth convex domains possessing a rational caustic
of rotation number 1/j is polynomially dense in the variable 1/j in the collection of all
smooth domains, equipped with the C∞ topology. Exponential density is also proven in
the analytic category. As ellipses satisfy the noncoincidence condition (5) (see [GM79a])
and are known to be completely integrable with confocal conic sections as caustics, we have
the following corollary to Theorem 1.5.
Corollary 1.6. For an ellipse Ω given by
Ω =
{
(x, y) :
x2
a2
+
y2
b2
≤ 1
}
,
and Lj ∈ LSP(Ω) sufficiently close to |∂Ω| corresponding to the length of billiard orbits of
rotation number 1/j, the wave invariants in Theorem 1.5 are given by
cj =
∫ 2pi
0
(−1)j+12ab sinωj
√
a2 cos2 ϕ+ b2 sin2 ϕdϕ√
cosωj(a2 sin
2 ϕ+ b2 cos2 ϕ)(b2 + (a2 − b2) sin2 ϕ)G(ζj)
√
1− k2ζj sinϕ
.
Here, ζj ∈ [0, b) is the parameter of the confocal ellipse
Cζj =
{
(x, y) :
x2
a2 − ζ2j
+
y2
b2 − ζ2j
= 1
}
,
to which the orbits of length Lj are tangent and kζj is given by
k2ζj =
a2 − b2
a2 − ζj2
.
The parameter ζj depends on the rotation number 1/j and is defined implicitly by the
equation
1
j
=
F (arcsin ζj/b; kζj )
2K(ζj)
,
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where F (s; k) is the elliptic integral ∫ s
0
dτ√
1− k2 sin2 τ
and K(ζj) = F (pi/2; kζj ). The function G(ζj) is defined by
−k2ζj
(a2 − ζ2j )
∫ 2pi
0
sin2 τdτ
(1− k2ζj sin2 τ)3/2
+ (2j + 2)
d
dζ2
F (arcsin ζ/b; kζ)
∣∣∣
ζ=ζj
,
and ωj = ωj(ϕ) are the angles of reflection for orbits tangent to Cζj , given implicitly by the
equation
ζ2j = sin
2 ωj(b
2 + (a2 − b2) sin2 ϕ).
Remark 1.7. Analagous formulas to those appearing in Theorem 1.3, Theorem 1.5 and
Corollary 1.6 can also be proved for the Neumann and Robin wave traces. The formulas
are less succinct but can be easily reproduced by following the proof of Theorem 1.3 and
combining it with the Hadamard type variational formulas for Robin boundary conditions
in the author’s previous work [Vig18].
1.1. Schematic Outline. The proofs of Theorem 1.3, Theorem 1.5 and Corollary 1.6 use
techniques from [Vig18], which are reviewed throughout the paper. In Section 2, we review
relevant background on the inverse spectral problem, i.e. determining geometric informa-
tion from the Laplace spectrum. The first step in the proof of Theorem 1.3 is to generalize
the Hadamard-Riesz type parametrix for the wave propagator constructed in [Vig18] for
ellipses to arbitrary bounded domains with strictly convex, smooth boundary as in The-
orem 1.1. This requires a dynamical classification (Theorem 3.1) of the cardinality and
structure of all billiard orbits connecting interior points with a fixed number of reflections,
analagous to Lemma 5.2 in [Vig18]. Section 3 introduces language from dynamical systems
necessary to describe the billiard (or broken bicharacteristic) flow, which later appears in
the canonical relations of the wave propagator. The proof of Theorem 3.1 is relegated to
Section 4, where it is broken up into several intermediate lemmas. This material is largely
independent from the rest of the paper and is of separate interest from the perspective
of dynamical billiards, irrespective of applications to spectral theory. In Section 5, the
length functionals corresponding to these orbits allow us to cook up explicit phase func-
tions which parametrize the canonical relations for the wave propagator eit
√−∆, which is
a Fourier integral operator microlocally away from the tangential rays. This parametrix is
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microlocalized near approximate geodesic loops, which are particularly useful when inte-
grating the wave kernel over the diagonal in the trace formulas which follow. Construction
of an explicit parametrix for the wave propagator in the interior appears to be new in
the literature, with the exception of the author’s prior work [Vig18] in the special case
of an ellipse. In Section 6, we then use this parametrix to obtain a singularity expansion
for a variation of the wave trace corresponding to radial dilation about an interior point,
following the Hadamard type variational formulas in [HZ12] and [Vig18]. The variational
formulas are of interest because they allow us to restrict our study of the wave kernels
to their behavior at the boundary. This technique for studying the wave trace at a fixed
domain by variational methods also appears to be new in the literature. In Section 7, the
honest principal symbol of the wave trace is computed in a specific coordinate system by
integrating its variation in the radial variable. This is essentially the fundamental theorem
of calculus combined with some rescaling symmetries of the wave equation. In Section 7.1,
it is shown that radially integrating subprincipal terms coming from the variational wave
trace doesn’t contribute to the principal symbol. As the order of the principal symbol
computed in Section 7 appears to contradict other works in the literature, Section 8 pro-
vides an auxilliary confirmation via stationary phase that the order acheived in this paper
is indeed correct. To our knowledge, this paper contains the first explicit formulas for the
principal symbol of the wave trace associated to a convex billiard table.
2. Background
The inverse spectral problem has a long history, dating back to Kac in 1966 [Kac66],
who asked the famous question “can one hear the shape of a drum?” Mathematically,
this corresponds to uniquely determining a domain Ω from the spectrum of its Dirichlet,
Neumann or Robin Laplacian. For bounded domains, the spectrum is purely discrete,
consisting of eigenvalues λ2j satisfying−∆uj = λ2juj x ∈ ΩBuj = 0 x ∈ ∂Ω,(6)
where uj are smooth eigenfunctions on Ω and B is either the restriction operator (Dirichlet
boundary conditions), normal differentiation (Neumann boundary conditions) or normal
differentiation plus a prescribed function on ∂Ω (Robin boundary conditions). A variety of
approaches in local and global harmonic analysis have been taken to prove partial results
in the direction of [Kac66]. One particularly useful strategy is to use the wave group to
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deduce spectral information about the underlying geometric space, usually a Riemannian
manifold. The motivation behind this approach stems from Duistermaat and Ho¨rmander’s
propagation of singularities theorem, which says that singularities of solutions to the wave
equation propagate along (possibly broken) bicharacteristics, which are lifts to T ∗(R×Ω) of
geodesic or billiard orbits. As linear waves can be superimposed, constructive interference
is most pronounced along geodesics which are traversed infinitely often, i.e. periodic orbits.
On the trace side, this is reflected in the Poisson relation:
SingSupp Treit
√−∆ ⊂ ±LSP(Ω) ∪ {0},(7)
where the lefthand side is the distributional trace of the half wave propagator (see Section
6) and the righthand side is the length spectrum of Ω (the closure of all lengths of periodic
geodesic or billiard orbits together with {0}). This is due to [AM77] in the case of bounded
planar domains. In particular, the formula (7) generalizes the Poisson summation formula
on the torus Rn/Zn from elementary Fourier analysis (see [Uri00], for example).
Asymptotic formulas near the singularities are given by the Selberg trace formula in the
case of hyperbolic surfaces [Sel56], the Duistermaat-Guillemin trace theorem for general
smooth manifolds under a dynamical nondegeneracy condition [DG75], and a Poisson sum-
mation formula for strictly convex bounded planar domains due to Guillemin and Melrose
[GM79b]. However, since these trace formulas involve sums over all periodic orbits of a
given length, it is theoretically possible that the contributions of distinct orbits having the
same length could cancel out and the wave trace is actually smooth near a point in the
length spectrum. We say that the length L ∈ R of a periodic orbit γ is simple if up to time
reversal (t 7→ −t), γ is the unique periodic orbit of length L. Without length spectral sim-
plicity, there is no way to deduce Laplace spectral information from the length spectrum
alone. It is shown in [PS92] that generically, smooth convex domains have simple length
spectrum associated to only nondegenerate periodic orbits. In that case, the following
theorem holds:
Theorem 2.1 ([GM79b], [PS17]). Assume γ is a nondegenerate periodic billiard orbit in a
bounded, strictly convex domain with smooth boundary and γ has length L which is simple.
Then near L, the even wave trace has an asymptotic expansion
Tr cos t
√−∆ ∼ Re
{
aγ(t− L+ i0)−1 +
∞∑
k=0
aγk(t− L+ i0)k log(t− L+ i0)
}
,(8)
where the coefficients aγk are the wave invariants associated to γ.
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Calculations of the wave invariants associated to dynamically convenient orbits have proved
extremely useful in the inverse spectral problem associated to (6). For example, the case of
rotationally symmetric metrics on S2 is analyzed in [Zel98]. In [Zel04b], [Zel09] and [HZ10],
the wave invariants associated to bouncing ball orbits are explicitly calculated using Feyn-
mann diagrams to analyze the stationary phase computation from which Balian-Bloch
(wave trace) formulas are derived (see also [Zel00]). Under mild dynamical conditions and
some additional axial symmetry assumptions, these coefficients can be used to determine
the Taylor series of a local boundary parametrization. In particular, this allows one to
deduce that such domains are spectrally determined amongst a rich class of analytic, sym-
metric domains.
The wave invariants have also proved useful in variational inverse problems, going back
to the seminal papers [GK80a] and [GK80b], where the authors proved spectral rigidity
for closed manifolds with negative sectional curvature. This was recently generalized to
Anosov surfaces in [PSU14]. In the setting of bounded domains, it is proved in [HZ12] that
ellipses with Dirichlet/Neumann boundary conditions are infinitessimally spectrally rigid
through smooth domains with the same symmetries. These results as well as spectral de-
termination of the Robin function in [GM79a] were generalized to Liouville billiard tables
of classical type in [PT03] and [PT12]. They were also extended to the Robin setting in
[Vig18], where both the domain and Robin function were allowed to vary simultaneously.
A recent breakthrough was obtained in [HZ19], where the authors showed that ellipses
of small eccentricity are spectrally determined. Thorough surveys of the inverse spectral
problem are contained in [Zel14], [Zel04a], [DH13] and [Mel96].
The present article is inspired by [MM82], where the following theorem is proved:
Theorem 2.2 ([MM82]). If Ω is a bounded and strictly convex planar region, there exists
N = N(Ω) such that if j > N , then the contribution σ̂j of Ej to σ̂D is of the form
σ̂j =
1
2pi
∫ ∞
0
∫ L
0
ei(t−µj(s))τa(s, τ)dsdτ,(9)
where in terms of an arclength coordinate s on ∂Ω,
µj(s) = Ψj(s, s
′)
∣∣
s=s′ ,
with ψ(s, s′) = L(g), with g the length of a j-fold geodesic from s to s′ and aj is periodic in
s, classical and elliptic of order zero, with principal part of the form eipirj/4αj(s), αj(s) > 0.
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Here, Ej(t) is the cosine kernel associated to the parametrix for the j reflection wave
operator constructed in [Cha76], which is reviewed in Section 5.2. In particular, if Lj
is a simple length corresponding to a nondegenerate periodic orbit, then Theorem 2.2
gives an asymptotic expansion for the localized wave trace. In fact, if Ω satisfies the
noncoincidence condition (5), i.e. |∂Ω| is not a limit point from below of the lengths of
orbits of rotation number m/n for m ≥ 2, then the trace in Theorem 2.2 is a spectral
invariant. The purpose of this article is to explicitly calculate the principal symbol a(s, τ)
of (9) in terms of geometric data associated to the billiard map, both in the case of simple
lengths corresponding to nondegenerate periodic orbits and also for one parameter families
of degenerate periodic orbits, all having the same length associated to a caustic of rational
rotation number. It also corrects several errors in literature (including Theorem 2.2 above)
on the order of a ∈ S1/2cl (∂Ω).
3. Billiards
Before obtaining a singularity expansion for the wave trace, we first review the relevant
background needed on billiards. This will be useful in our discussion of Chazarain’s
parametrix in Section 5.2. In this section, we denote by Ω a bounded strictly convex
region in R2 with smooth boundary. This means that the curvature of ∂Ω is a strictly
positive function. The billiard map is defined on the coball bundle of the boundary
B∗∂Ω = {(q, ζ) ∈ T ∗∂Ω : |ζ| < 1}, which can be identified with the inward part of
the circle (cosphere) bundle S∗∂ΩR2, via the natural orthogonal projection map. We can
also identify B∗∂Ω with R/`Z×(0, pi), where ` = |∂Ω| is the length of the boundary. Define
t1±(y, η) = inf{t > 0 : g±t(y, η) ∈ ∂Ω},
t−1± (y, η) = sup{t < 0 : g±t(y, η) ∈ ∂Ω},
where pi1 is projection onto the first factor and g
±t is the forwards (+) or backwards (−)
geodesic flow on R2, corresponding to the Hamiltonian H± = ±|η| (see Section 5.2). If
(y, ζ) ∈ B∗∂Ω is mapped to the inward pointing covector (y, η) ∈ T ∗∂ΩR2 under the inverse
projection map, then we define
β±1(y, η) = ̂gt1±(y, η),
where a point (̂x, ξ) is the reflection of ξ through the cotangent line T ∗x∂Ω. In otherwords,
(̂x, ξ) has the same footpoint and (co)tangential projection as (x, ξ), but reflected conormal
component, so that it is again in the inward facing portion of the circle bundle. We call
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β := β+1 the billiard map. It is well known that β preserves the natural symplectic form
induced on B∗(∂Ω) and is differentiable there, extending continuously up to the boundary.
The maps β±n are defined via iteration and it is clear that β−n = (βn)−1 for each n ∈ Z.
Associated to the billiard map is the billiard flow, or broken bicharacteristic flow, which
we denote by Φt.
Geometrically, a billiard orbit corresponds to a union of line segments which are called
links. A smooth closed curve C lying in Ω is called a caustic if any link drawn tangent to C
remains tangent to C after an elastic reflection at the boundary of Ω. By elastic reflection,
we mean that the angle of incidence equals the angle of reflection at an impact point on
the boundary. We can map C onto the total phase space B∗∂Ω to obtain a smooth closed
curve which is invariant under β. If the dynamics are integrable, these invariant curves
are precisely the Lagrangian tori which folliate phase space. A point P in B∗∂Ω is called
q-periodic (q ≥ 2) if βq(P ) = P . We define the rotation number of a q-periodic orbit
P by ω(P ) = pq , where p is the winding number of the orbit generated by P , which we
now define. We may consider the modified billiard map β˜ = Π∗β, where Π is the natural
mapping from R/`Z × [0, pi] to the closure of the coball bundle B∗∂Ω. Pulling back by Π
clearly preserves the notion of periodicity. There exists a unique lift β̂ of the map β˜ to the
closure of the universal cover R× [0, pi] which is continuous, ` periodic in first variable and
satisfies β̂(x, 0) = (x, 0). Given this normalization, for any point (x, θ) ∈ R/`Z×[0, pi] in a q
periodic orbit of β˜, we see that β̂q(x, θ) = (x+p`, θ) for some p ∈ Z. We define this p to be
the winding number of the orbit generated by Π(x, θ) ∈ B∗∂Ω. We see that even if a point
Π(x, θ) generates an orbit which is not periodic in the full phase space but is such that
pi1(β˜
q(x, θ)) = x for some q ∈ Z, we can still define a winding number in this case. Such
orbits are called loops or geodesic loops. For a given periodic orbit, the winding number
is independent of which point in the orbit is chosen, so we sometimes write ω(γ) = ω(P )
for any P ∈ γ = {P, β(P ), · · · , βq−1(P )}. For deeper results and a more thorough intro-
duction to dynamical billiards, we refer the reader to [Tab05], [Kat05], [Pop94] and [PT11].
What will be crucial for us in later sections is a description of all orbits making a fixed
number of reflections which connect interior points near the diagonal of the boundary in ap-
proximately one rotation. These orbits will allow us to cook up phase functions in Section
5.2 which parametrize the canonical relation of the wave propagator.
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Theorem 3.1 (8 Orbit Theorem). There exist C0 > 0 and j0 = j0(Ω) sufficiently large
such that for j ≥ j0 and any two points x, y ∈ int(Ω) which are C0/j4 close to the diagonal
of the boundary, there exist precisely four distinct, broken geodesics of j reflections mak-
ing approximately one counterclockwise rotation, emanating from x and terminating at y.
Similarly, there exist four such orbits in the clockwise direction.
The proof of Theorem 3.1 is based on several lemmas in Section 4 below and is inspired by
the author’s previous work in [Vig18], where a similar construction is adapted to elliptical
billiard tables. As in that paper, the proof actually provides more information. We now
explain what is meant by approximately one rotation. Let ξ ∈ S∗xΩ be one of the 4 covectors
corresponding to the initial condition of a counterclockwise orbit described in Theorem 3.1.
Denote by x̂ = pi1g
t+1 (x, ξ) the first point of reflection at the boundary (pi1 is projection
onto the first factor) and by ŷ the (j+1)st point of reflection at the boundary after the orbit
reaches y. If x, y are O(j−1) close to the diagonal of the boundary, then |x̂− ŷ| = O(j−1)
(see Section 4). Also let ω be the angle of reflection made by the orbit at x̂ and note that
x̂, ŷ and ω all depend implicitly on ξ. By approximately one counterclockwise rotation,
we mean that for each of the initial covectors ξ ∈ S∗xΩ of the 4 counterclockwise orbits
provided by Theorem 3.1, we have
|pi1β̂j(x̂, ω)− ŷ − `| ≤ `/100.
Here, ` = |∂Ω| and β̂ is the lift of the billiard map to the closure of the universal cover
R× [0, pi] as described in Section 4. The choice of `/100 is somewhat arbitrary, but having `
in the numerator allows for scale invariance and finding the optimal constant is irrelevant for
our purposes. The notion of approximately one clockwise rotation is defined analogously.
Definition 3.2. Of the four counterclockwise orbits emanating from x, two of them be-
come tangent to a level curve of the distance function d(z) = dist(z, ∂Ω) before making
a reflection at the boundary. We denote these orbits by T orbits (for tangency) and call
their first links T links. The other two orbits make a reflection at the boundary before
becoming tangent to a level curve of d and we call these N orbits (for nontangency); their
first link is called an N link. Within either T or N category for the first link, the final link
of one of the orbits reaches y before becoming tangent to a level curve (an N link) and
the other has a point of tangency before reaching y (a T link). In this way, we obtain four
types of counterlockwise orbits from x to y, which we denote by TT , TN , NT , and NN .
The same classification also applies to the four clockwise orbits.
THE WAVE TRACE AND BIRKHOFF BILLIARDS 13
Figure 1. Counterclockwise orbit configurations TT, TN, NT, and NN
corresponding to j = 4. The green and pink curves are the distance curves
on which x and y respectively lie. The red curve is a caustic to which the
billiard orbit is tangent in the completely integrable setting.
See Figure 1 for an example on the ellipse with j = 4. These configurations will be
important in determining which limiting orbits give rise to geodesic loops of precisely
j reflections as (x, y) → ∆∂Ω, where ∆ : ∂Ω → ∂Ω × ∂Ω is the diagonal embedding
x 7→ (x, x).
Definition 3.3. For 1 ≤ k ≤ 8, we set Ψkj (x, y) to be a branch of the length functional
corresponding to one of the orbits in Theorem 3.1. It depends only on x, y, j and k. We use
the convention that for a fixed number of reflections j, the indices 1 ≤ k ≤ 4 correspond
to the counterclockwise orbits TT, TN,NT,NN in that order and the indices 5 ≤ k ≤ 8
correspond to their clockwise counterparts in the same order.
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The author learned of a similar function in [MM82] (page 492), where its restriction to
the boundary is defined. In such a case, i.e. if x, y ∈ ∂Ω, it is stated in [MM82] and
proved in [Pop94] that only a single counterclockwise orbit of j reflections exists between
the boundary points if they are sufficiently close and j is sufficiently large. The proof in
Section 4 below also shows that as x and y approach the diagonal of the boundary from
the interior of Ω, the corresponding orbits coalesce and converge to the orbits described in
[MM82]. This in fact proves the claims made in [MM82] and provides a simpler alternative
to the methods employed in [Pop94]. The limiting orbits may have a different number of
reflections, which is addressed in the proof of Lemma 6.1.
4. Proof of Theorem 3.1
We will construct conic subbundles C∗±(Ω; j) of T ∗Ω over a tubular neighborhood U˜j of
the boundary with the following property: for each x0 ∈ U˜j , there exists a conic subset
of T ∗x0Ω\0 such that all orbits emanating from x0 which make j reflections and approxi-
mately one rotation in the sense of Section 3 have initial covector in C∗x0(Ω; j), the fiber of
∪±C∗±(Ω; j) at x0. At each x0 ∈ U˜j , there also exist distinguished covectors ξ±0 ∈ T ∗x0(Ω)\0
which are tangent to distance curves folliating a neighborhood of the boundary. If U˜j is
chosen sufficiently small, the j reflection orbits emanating from ξ±0 will make less than
a quarter rotation. By rotating ξ away from ξ±0 in either direction within the fiber of
C∗±(Ω; j) at x0, we will show that the angle of reflection at the first impact point on the
boundary increases monotonically. From the boundary, we can then take advantage of the
twist property of the billiard map, and show that monotonicity of the incident angles causes
orbits of a large number of reflections to wind around Ω. Two of the orbits from x to y will
be obtained by perturbing ξ+0 in the counterclockwise direction and the other two will be
obtained by perturbing ξ+0 in the clockwise direction. The four clockwise orbits will then
be constructed in a similar manner, rotating ξ−0 in both the clockwise and counterclockwise
fiber directions. The arguments in this section will also provide the additional topological
structure of the resulting orbits referenced in Definition 3.2, which can be seen in Figure
1.
4.1. Lazutkin coordinates. Recall that billiard map is defined on the coball bundle
B∗∂Ω, which can be identified with the collection of inward facing covectors in the circle
bundle S∗∂ΩR2. Letting s denote the arclength parameter on ∂Ω and ϑ the angle an inward
facing covector makes with the positively oriented boundary, we defined the modified bil-
liard map β˜ in arclength coordinates (s, ϑ) ∈ R/`Z× (0, pi). In this coordinate system, the
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modified billiard map is given by β˜(s1, ϑ1) = (s2, ϑ2), wheres2 = s1 + a1(s1)ϑ1 + a2(s1)ϑ21 + a3(s1)ϑ31 + F (s1, ϑ1)ϑ41ϑ2 = ϑ1 + b2(s1)ϑ21 + b3(s1)ϑ31 +G(s1, ϑ1)ϑ41,(10)
and ai, bi, F and G are smooth functions. This is a Taylor expansion in the angular variable
near ϑ1 = 0. There are explicit formulas for the coefficients ai, bi. In particular, a1(s1) =
2ρ(s1) and b2 = −2/3ρ′(s1), where ρ(s1) is the radius of curvature at s1 (see [Laz73]). In
[Laz73], the change of coordinates
x =
∫ s
0 ρ
2/3(t)dt∫ `
0 ρ
2/3(t)dt
, α =
4ρ(s) sinϑ/2∫ `
0 ρ
2/3(t)dt
(11)
was introduced near the circle corresponding ϑ = 0. We call the coordinate system (x, α)
in (11) Lazutkin coordinates. The advantage of this change of variables is that in these
coordinates, the billiard map becomes a small perturbation of the translation map(
x1
α1
)
7→
(
1 1
0 1
)(
x1
α1
)
=
(
x1 + α1
α1
)
,(12)
which is completely integrable. The billiard map is given in Lazutkin coordinates by
(x1, α1) 7→ (x2, α2), where x2 = x1 + α1 + α31f(x1, α1)α2 = α1 + α41g(x1, α1),(13)
for some smooth functions f, g. The original implementation of these coordinates was in
[Laz73], where it was shown as a consequence of the KAM theorem (see [Kol54], [Arn63],
[Mos62], [Mos01]) that there exist an abundance of invariant tori for the billiard map near
α = 0. However, we will only use these coordinates to prove Theorem 3.1. Without loss of
generality, we will often interchange the use of arclength and Lazutkin coordinates in the
domain of the billiard map β.
4.2. Angles of reflection. Before estimating the billiard map and its iterates from the
boundary, we need several preliminary estimates on the angles of reflection. In this section,
we denote β̂k(x1, α1) = (xk, αk).
Lemma 4.1. For each c1, c2 > 0, there exists j1 = j1(Ω, c1, c2) ∈ N sufficiently large such
that for j ≥ j1 and c1/j ≤ α1 ≤ c2/j, it follows that
c1
(1 + c1/j)kj
≤ αk = pi2βk(x1, α1) ≤
c2(1 +
c2
j )
k
j
(1 ≤ k ≤ j),
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where pi2 is the projection onto the angular variable. In particular, c1e
−c1/j ≤ pi2βk(x1, α1) ≤
c2e
c2/j.
Proof. We use Lazutkin coordinates and proceed by induction. Supose the claim is true
for 1, · · · , j − 1. Then
pi2β
j(x1, α1) = pi2β ◦ βj−1(x1, α1) = αj−1 + α4j−1g(x1, α1)
≤ c2(1 + c2/j)j−1/j + (c2(1 + c2/j)j−1/j)4g(x1, α1)
=
c2(1 + c2/j)
j−1
j
(
1 +
c32(1 + c2/j)
3j−3g(x1, α1)
j3
)
.
(14)
Choosing j1 sufficiently large so that
c32(1 + c2/j0)
3j0−3g(x1, α1)
j30
≤ c2
j0
,(15)
the upper bound follows. Similarly,
pi2β
j(x1, α1) = pi2β ◦ βj−1(x1, α1) = αj−1 + α4j−1g(x1, α1)
≥ c1
(1 + c1/j)j−1j
+
(
c1
(1 + c1/j)j−1j
)4
g(x1, α1)
=
c1
(1 + c1/j)j−1j
(
1 +
c31
(1 + c1/j)3j−3j3
g(x1, α1)
)
,
(16)
which can be made greater than
c1
(1 + c1/j)kj
,
under the condition that
c1
j1
+
c31g(x1, α1)(1 + c1/j1)
(1 + c1/j1)3j1−3j31
≥ 0.
This certainly holds for j1 large enough, which concludes the proof. 
Lemma 4.2. There exist C1, C2 > 0 and j2 = j2(Ω) ∈ N with the following property: for
all j ≥ j2 and x, y which are O(1/j) close to the diagonal of the boundary, any orbit γ of
j reflections which emanates from x and terminates at y in approximately one rotation (in
the sense of Section 3) has angles of reflection αk in the range
C1
j
≤ αk ≤ C2
j
(1 ≤ k ≤ j).
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Proof. Let x̂, ŷ denote the first and (j + 1)st points of reflection on the boundary. Recall
that by approximately one rotation, we mean that
|β̂j(x̂, α1)− ŷ − `| ≤ `/100,
where β̂ is the lift to the universal cover and ` = |∂Ω|. Each arc separated by moments
of reflection xp, xp+1 on the boundary has length xp+1 − xp. As γ makes approximately
one rotation, we see that there must exist one arc of length xp+1 − xp ≥ (99/100)`/j.
Similarly, there must exist an arc of length xm+1 − xm ≤ (101/100)`/j. By Proposition
14.1 of [Laz93], for each 1 ≤ k ≤ j,
2αkρmin ≤ xk+1 − xk ≤ 2αkρmax,(17)
where ρmin and ρmax are the minimum and maximum radii of curvature respectively for
∂Ω. In particular,
99`
200ρmaxj
≤ αp, αm ≤ 101`
200ρminj
.(18)
We now apply Lemma 4.1 to β± at the points xp and xm to conclude that for all 1 ≤ k ≤ j,
exp
(
− 99`200ρmax
)
j
≤ αk ≤
exp
(
101`
200ρmin
)
j
.(19)
Here we have used Lemma 4.1 applied to both the billiard map and its inverse, with the
constants c1 = 99`/200ρmax and c2 = 101`/200ρmin which depend only on Ω. Hence, j2
may be chosen uniformly for all orbits making approximately one rotation regardless of
their initial positions. 
We now investigate the angle of reflection at the first point of impact on the boundary.
If d(z) = dist(z, ∂Ω), then the level curves of d folliate a neighborhood of the boundary.
For x0 in the tubular neighborhood U˜j (whose diameter remains to be specified), we define
ξ±0 ∈ ±T ∗x0d−1(d(x0)) ∩ S∗x0Ω so that ξ+0 points in the counterclockwise direction and ξ−0
points in the clockwise direction. Let ξ ∈ S∗x0Ω be identified with the corresponding point
θ ∈ S1 = R/Z, which denotes the clockwise angular parametrization of the fiber S∗x0Ω,
normalized so that ξ+0 and ξ
−
0 correspond to 0 and pi respectively. Denote by α1 ∈ (0, pi)
the angle made between the billiard orbit emanating from (x0, ξ) and the positively oriented
cotangent line at the first point of reflection at the boundary. It is clear that |∂ξ/∂θ| = 1.
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a− a+
b
(x, f(x))
α1
θ
Figure 2. Angular derivative of the billiard flow.
Lemma 4.3. There exist c = c(Ω) > 0 and j3 = j3(Ω) ∈ N such that if j ≥ j3 and
d(x0) = O(1/j
2), then
∂α1
∂θ
≥ c
for all initial conditions (x0, ξ(θ)) which generate a counterclockwise orbit of j ≥ j0 reflec-
tions, making approximately one rotation.
Proof. Let x0 ∈ int(Ω) be near the boundary and consider the point x ∈ ∂Ω which mini-
mizes the Euclidean distance |x0− x| among all boundary points. We then apply an affine
change of coordinates y 7→ A(y − x) with A ∈ SO(2) so that x is mapped to the origin
and the positively oriented unit tangent vector at x is mapped to (1, 0). The vector x−x0
is perpendicular to both T ∗x∂Ω and T ∗x0d
−1(|x − x0|) (see Figure 2). Therefore, the point
A(x0 − x) lies on the positive vertical axis and we denote it by (0, b). In these coordi-
nates, the boundary ∂Ω is locally parametrized by the graph of a smooth convex function
f . Since f ′(0) = 0, we see that f(t) = κt2 + R(t), with κ denoting the curvature at the
point corresponding to (0, 0) and R(t) = O(|t|3). Dilating by a factor of κ−1, we see that in
rescaled coordinates, the function becomes f(t) = t2+R(t), with R(t) again of order O(|t|3).
In graph coordinates, α1 becomes the angle between (t, f(t)) − (0, b) and the negatively
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oriented cotangent line T ∗(t,f(t))∂Ω as illustrated in Figure 2. This shows that
cosα1 =
(t, f(t)− b) · (1, f ′(t))√
t2 + (f(t)− b)2√1 + (f ′(t))2 ≥ 0,(20)
since 0 ≤ α1 ≤ pi/2. Recall that ξ±0 are the unit covectors in the positive (+), resp. negative
(-), cotangent line T ∗x0d
−1(|x−x0|) corresponding to θ = 0 and θ = pi respectively. For now,
we only consider counterclockwise orbits obtained by perturbing the orbit emanating from
(x0, ξ
+
0 ), as they correspond to −pi/2 ≤ θ ≤ pi/2 in the statement of the lemma. Denote the
points a− = min{f−1(b)} and a+ = max{f−1(b)}. We first show that dα1/dt < 0 on [0, a+]
so that the angle of incidence at the first impact point on the boundary is increasing as
the initial covector of the trajectory winds clockwise in S∗x0Ω away from ξ
+
0 , i.e. dα/dt < 0
on [0, a+].
Noting that t and θ are negatively correlated, it suffices to show that the logarithmic t
derivative of cosα1(t) is positive:
d
dt
log cosα1(t) =
(1 + f ′′(f − b) + (f ′)2)
t+ f ′(f − b) −
t+ f ′(f − b)
t2 + (f − b)2 −
f ′f ′′
1 + (f ′)2
.(21)
Multiplying (21) through by a common denominator, which is positive for t, b small, we
obtain
g(t, b) :=(t+ f ′(f − b))(t2 + (f − b)2)(1 + (f ′)2) d
dt
log cosα(x)
=(1 + f ′′(f − b) + (f ′)2)(t2 + (f − b)2)(1 + (f ′)2)
− (t+ f ′(f − b))2(1 + (f ′)2)− f ′f ′′(t+ f ′(f − b))(t2 + (f − b)2).
(22)
To show that (22) is positive, we plug in our second order Taylor approximation for f and
expand g to fourth order in a parabolic neighborhood of t = 0, b = 0:
g(t, b) = 3t4 + 10t2b2 − 2b3 + b2 +O((t2 + b2)5/2).(23)
As f(t) = t2 +O(t3), we see that a± = ±b1/2 +O(b3/2), so we choose b ≤ 1/j2 sufficiently
small in order to make (23) positive in a parabolic neighborhood of origin. Examining
the initial set up, choosing b small amounts to choosing x0 close to the boundary, all of
which can be done uniformly in x0 and the curvature κ. Choosing a uniform b gives us a
tubular neighborhood of the boundary U˜j = {x : 0 < d(x, ∂Ω) < j−2}, as mentioned in
the begining of the section. We will later shrink U˜j by a factor of j
−2, following Lemma 4.9.
While the lower bound in (23) is of order b2 = O(j−4), we in fact need uniform bounds for
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∂α1/∂θ which we now provide. The prefactor in (22) is nonvanishing for t 6= 0, t 6= a+ and
in particular, for all t corresponding to an orbit which makes approximately one rotation
in j reflections. We first need to compare ∂/∂t and ∂/∂θ in terms of b, which depends on
j. In graph coordinates, θ becomes the angle of the first link from the horozontial axis (see
Figure 2). Hence, θ = arctan((b− f(t))/t) and
∂θ
∂t
=
1
1 + (b− f(t))2/t2
(
−f
′(t)
t
− b− f(t)
t2
)
,
or equivalently,
∂t
∂θ
= −
(
t2 + (b− f(t))2
tf ′(t) + b− f(t)
)
,(24)
where t is defined implicitly as a function of θ. Plugging (24) into (21) and using that (23)
is bounded below by b2/2 for b sufficiently small, we see that
∂α
∂θ
≥ b
2(t2 + (b− f(t))2)
2(tf ′(t) + b− f(t))(t+ f ′(t)(f(t)− b))(t2 + (f(t)− b)2)(1 + (f ′(t))2) tanα1
=
b2
2(tf ′(t) + b− f(t))(t+ f ′(t)(f(t)− b))(1 + (f ′(t))2) tanα1 .
(25)
The denominator in (25) is nonvanishing and can be estimated above on (0, a+] by
c′tb tanα1 +O(b5/2).(26)
for some c′ > 0, independent of j. Observe that if t ≤ b for example, then the denominator
is bounded above by c′b2 and ∂α1/∂θ ≥ c′′, for some c′′ > 0 which is also independent of j.
We now find a similar upper bound on t(θ) in terms of b, corresponding to the set of
covectors ξ(θ) which produce orbits of j reflections and approximately one rotation. Let
b = rb0, where b0 = j
−2 for r ∈ (0, 1]. Recall from Lemma 4.2 that there exist constants
C1, C2 > 0 such that for all orbits making approximately one rotation and j reflections, we
have C1/j ≤ αk ≤ C2/j for each 1 ≤ k ≤ j. Hence,
C1b
1/2
0 ≤ α1 ≤ C2b1/20 .(27)
Observe that equation (20) gives
log cosα1(t) = log(t+ f
′(t)(f(t)− b))− 1/2 log(t2 + (f(t)− b)2)
− 1/2 log(1 + (f ′(t))2).
(28)
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Denote the terms in (28) above by A,B and C. Then,
A = log(t+ (2t+O(t2))(t2 +O(t3)− b))
= log t+ log(1 + 2t2 − 2b+O(t3) +O(b))
= log t+ 2t2 +O(t3) +O(b).
Similarly,
B = −1/2 log(t2 + t4 − 2t2b+ b2 +O(t5) +O(t3b))
= − log t− 1/2(t2 − 2b+ b2/t2 +O(t3) +O(tb))
and
C = − log(1 + (2t+O(t2))) = −4t2 +O(t3).
As t = O(b1/2), we have
A+B + C =
−b2
2t2
+O(b).
On the other hand,
A+B + C = log cosα1 = log(1− a21/2 +O(α41)).
= −α21/2 +O(b4/N0 ),
which implies that
b2/t2 = r2b20/t
2 ∼ α21/2.
In particular, (27) implies
t ∼
√
2rb0
α1
∈
[√
2rb
1/2
0
C2
,
√
2rb
1/2
0
C1
]
.(29)
Note also that tanα1 ≤ 2α1 ≤ 2C2b1/20 . Combining this with (29), we see that the denom-
inator in equation (25) is bounded above by
c′tb tanα1 +O(b5/2) ≤ c′′′b(rb1−1/20 )b1/20 = c′′′b2,(30)
for some c′′′ > 0 independent of j. This establishes the claim that ∂α/∂θ is uniformly
bounded below on the set of initial covectors corresponding to orbits of j reflections and
approximately one rotation. 
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4.3. Monotonicity and the twist property. The significance of increasing the angle
of reflection at the first impact point on the boundary is that after j − 1 reflections at
the boundary, the jth impact point winds around ∂Ω with approximate speed j. This is
essentially the twist property of the billiard map (see [Tab05] for a general definition of
twist maps). The following lemma makes this notion quantitative.
Lemma 4.4. There exists j4 = j4(Ω) ∈ N such that if a trajectory makes j ≥ j4 reflections
at the boundary and approximately one rotation, then the Jacobian of the iterated billiard
map satisfies
Dβ̂j(x1, α1) =
(
1 j
0 1
)
+O(1/j)
in Lazutkin coordinates lifted to the universal cover. In particular, there exist constants
C3, C4, C5, C6 > 0 depending only on Ω such that for any (x1, α1), we have
C3j ≤ ∂
∂α1
pi1β̂
j(x1, α1) ≤ C4j
C5 ≤ ∂
∂α1
pi2β̂
j(x1, α1) ≤ C6,
where pi1 and pi2 denote projections onto the first and second components respectively.
Proof. In Lazutkin coordinates, β(xk, αk) = (xk + αk + α
3
kf(xk, αk), αk + α
4
kg(xk, αk)).
Hence,
Dβ̂j(x1, α1) =
j∏
k=1
(
1 + α3k
∂f
∂x (xk, αk) 1 + 3α
2
kf(xk, αk) + α
3
k
∂f
∂α(xk, αk)
θ4k
∂g
∂x(xk, αk) 1 + 4α
3
kg(xk, αk) + α
4
k
∂g
∂α(xk, αk)
)
,(31)
where (xk, αk) = β̂
k(x1, α1) and f, g are extended to be ` periodic in x on R× [0, pi]. Each
of the terms in the product can be decomposed into (I2 +Bk), where
Bk =
(
α3k
∂f
∂x (xk, αk) 1 + 3α
2
kf(xk, αk) + α
3
k
∂f
∂α(xk, αk)
α4k
∂g
∂x(xk, αk) 4α
3
kg(xk, αk) + α
4
k
∂g
∂α(xk, αk)
)
=
(
0 1
0 0
)
+O(1/j2).(32)
Denote the constant matrix on the righthand side above by
N =
(
0 1
0 0
)
.(33)
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We have
Dβ̂j = (I2 +Bk)
j =
j∑
k=0
(
j
k
)(
O(j−3) 1 +O(j−2)
O(j−4) O(j−3)
)k
= I2 + jN +O(1/j) +
j∑
k=2
(
j
k
)
(N +O(1/j2))k.
(34)
Noting that N is nilpotent of order 2 (i.e. N2 = 0), we can estimate the sum above by
Dβ̂j =
(
1 j
0 1
)
+O(1/j) +
j∑
k=2
(
j
k
)
O(j−2(k−1)).(35)
We want to show that the remainder term
∑j
k=2
(
j
k
)
O(j−2(k−1)) in (35) is small. Choosing
j large so that O(j−2(k−1)) ≤ 2−k/j,
∑
k≥2
O(j−2(k−1)) ≤ 1
j
j∑
k=0
(
j
k
)
2−k =
1
j
.(36)
Noting that angular derivatives ∂pi1β̂
j/∂α1 and ∂pi2β̂
j/∂α1 are the (1, 2) and (2, 2) com-
ponents of Dβ̂j respectively concludes the proof of the lemma. 
Remark 4.5. As j increases, Lemma 4.4 shows that the Poincare´ map associated to a
periodic orbit of rotation number 1/j becomes more and more degenerate, corresponding
to the accumulation of caustics at the boundary. In fact, there exist higher order Lazutkin
coordinates for which the remainder above could be replaced by O(j−N ) for any N ∈ N.
However, this is not needed in the remainder of the paper.
The point xj can be obtained in two ways. The first way is by flowing forwards to the
boundary point x1 := pi1g
t+1 (x0, ξ), iterating the billiard map j times and projecting onto
the first component. The second way is by flowing backwards to the boundary point
x−1 := gt
−
1 (x0, ξ) and iterating the billiard map j+ 1 times. If ξ is rotated in the clockwise
direction away from ξ+0 , it is convenient to use the angle α1 at x1, since it was shown
in Lemma 4.3 that α1 is increasing in θ. If ξ is rotated counterclockwise away from ξ
+
0 ,
it is instead advantageous to use the point (x−1, α−1), since this again corresponds to
a clockwise perturbation of ξ−0 . In either regime θ < θ
+
0 or θ > θ
+
0 , we can then take
advantage of the monotonicity of xj in α±1 as ξ, or equivalently θ, varies. The next lemma
shows that the point xj is monotonically increasing for all orbits making approximately
one rotation as ξ(θ) winds in either direction.
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T ∗x1∂Ω
T ∗x−1∂Ω
ξ+0
x0
x−1
x1
α1
α−1
Figure 3. A counterclockwise perturbation of ξ+0 . The green cones at x0
are the length one covectors in C∗x0,+(Ω; j) and the blue cones at x0 are the
length one covectors in C∗x0,−(Ω; j).
Lemma 4.6. There exist C7 > 0 and j5 = j5(Ω) ∈ N such that for all θ ∈ (0, pi/2) corre-
sponding to a j ≥ j5 reflection orbit emanating from (x0, ξ(θ)) which makes approximately
one rotation, we have ∂xj/∂θ ≥ C7j. Similarly, for θ ∈ (−pi/2, 0) corresponding to an
orbit of j reflections and approxmately one rotation, we have ∂xj/∂θ ≤ −C7j.
Proof. Denote xj = pi1β
j(x1, α1), where pi1 is the projection onto the first component. Then
xj depends only on (x0, ξ), or equivalently (x0, θ) and can be written as the composition
xj = piβ
j(x1(x0, θ), α1(x0, θ)).
As θ increases or decreases from 0, we have
∂xj
∂θ
=
∂xj
∂x1
∂x1
∂θ
+
∂xj
∂α
∂α
∂θ
.(37)
Recall from Lemma 4.4 that
C3j ≤ ∂xj
∂α
≤ C4j,(38)
for j large and positive constants C3 and C4. This derivative can be made arbitrarily large
by choosing j accordingly. Also, Lemma 4.2 showed that all orbits making approximately
one rotation with j reflections at the boundary have angles of reflection in the range C1/j ≤
α ≤ C2/j for positive constants C1 and C2. We can now use Lemma 4.3, which showed
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that |∂α/∂θ| ≥ c > 0 independently of j for all θ producing an orbit of approximately one
rotation in j reflections. Using Lazutkin coordinates, we also have that
∂xj
∂x1
∂x1
∂θ
= (1 +O(1/j))
∂x1
∂θ
.(39)
In graph coordinates (see proof of Lemma 4.3), one can calculate that∣∣∣∣∂x1∂θ
∣∣∣∣ = ∣∣∣∣∂x1∂x ∂x∂θ
∣∣∣∣ = √1 + (f ′(x))2 xf ′(x) + b− fx2 + (b− f(x))2
≤ 1 +O(b) ≤ 2
(40)
which is bounded independently of j. Hence, the term (38) dominates in the expression
(37) and xj winds monotonically around ∂Ω. 
At the endpoints θ = ±pi/2, it is clear that the angle of reflection at x±1 is pi/2 since
the distance curves are parallel. Angles outside the range θ ∈ (−pi/2, pi/2) correspond
to clockwise orbits and Lemma 4.2 showed that for an orbit making approximately one
rotation and j reflections at the boundary, all angles of reflection satisfy C1/j ≤ αk ≤ C2/j,
(1 ≤ k ≤ j). As j reflection orbits emanating from ξ+0 (corresponding to θ = 0) make only
a quarter rotation, it is clear that the collection of covectors at x0 whose trajectories make
approximately one rotation in j reflections consists of two connected components in S∗x0Ω.
Definition 4.7. The positive admissible cone C∗x0,+(Ω; j) at x0 is defined to be the set
of homogeneous extensions to T ∗x0Ω of the two components in S
∗
x0(Ω) described above.
The negative admissible cone C∗x0,−(Ω; j) at x0 is defined by the same property for orbits
making j reflections in the clockwise direction. Their union is denoted by C∗x0(Ω; j) =
C∗x0,+(Ω; j) ∪ C∗x0,−(Ω; j). See Figure 3 for an illustration of C∗x0(Ω; j).
4.4. Intersection points. We are finally ready to show that the intersection points of the
last link with the distance curve of y wind around monotonically as we twist ξ in either
direction. We first explain why the last link necessarily intersects d−1(dist(y, ∂Ω)) twice.
Lemma 4.8. There exists j6 = j6(Ω) ∈ N such that for j ≥ j6 and any N ≥ 4, the distance
curve {x ∈ Ω : dist(x, ∂Ω) = j−N} is intersected exactly twice by any link emanating from
the boundary at an angle greater than or equal to C1/j, with C1 the constant appearing in
Lemma 4.2.
Proof. For each point p in the distance curve {z ∈ Ω : d(z, ∂Ω) = j−N}, the tangent line
Tp{z ∈ Ω : d(z, ∂Ω) = j−N} intersects ∂Ω exactly twice by convexity. Recall that Lemma
4.2 gave C1/j ≤ αk ≤ C2/j for each 1 ≤ k ≤ j. We now show that the angles of reflection
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for links which are tangent to the distance curve d−1(j−N ) are of order O(j−N/2). In graph
coordinates, ∂Ω is locally given by (x, f(x)) where f(x) = κx2 +R(x), κ is the curvature of
∂Ω at the point corresponding to (0, 0) and R(x) = O(x3). By rescaling, we may assume
that κ = 1. The distance curve d−1(j−N ) can be parametrized in graph coordinates by
d−1(j−N ) = {(t, f(t)) + rN(t) : t ∈ R} ,
where r = j−N and
N(t) =
(−f ′(t), 1)√
1 + (f ′(t))2
is the unit normal to the graph at (t, f(t)). There exist precisely two lines through the
origin which are tangent to d−1(j−N ) in graph coordinates. The positive parameter t
corresponding to a point of tangency satisfies
f(t) + r/(1 + (f ′(t))2)1/2
t− rf ′(t)/(1 + (f ′(t))2)1/2 =
∂t(f(t) + r/(1 + (f
′(t))2)1/2)
∂t(t− rf ′(t)/(1 + (f ′(t))2)1/2)
,(41)
where the lefthand side of (41) is the slope of a line connecting the origin to a point on
d−1(r) and the righthand side is the slope of the tangent to d−1(r). Solving for t in terms
of r in equation (41) yields f ′(t)t − f(t) = t2 + O(t3) = O(r). Plugging this in to the
righthand side of (41), we see that the angle of tangency satisfies tan(αtangency) = O(r
1/2)
and hence αtangency = O(j
−2) if N ≥ 4. The proof is complete by noting that the angles
αk coming from orbits making approximately one rotation and j reflections are bounded
below by C1/j > O(j
−4/2) for j sufficiently large.

Lemma 4.9. Under the hypotheses of Lemma 4.8, denote by w1 and w2 the arclength
coordinates on d−1(d(y)) corresponding to the intersection points of d−1(d(y)) and the last
link of the j reflection orbit emanating from x. There exist C8 > 0 and j7 = j7(Ω) ∈ N such
that if j ≥ j7 and x, y are O(1/j4) close the diagonal of the boundary, then |∂wi/∂θ| ≥ C8j
(i = 1, 2) for all θ corresponding to ξ(θ) in the cone of admissible covectors at x0.
Proof. In graph coordinates, ∂Ω is again locally parametrized by (t, f(t)), where f(t) =
κt2 +R(t), κ is the curvature of ∂Ω at the point corresponding to (0, 0) and R(t) = O(t3).
By rescaling, we may assume that κ = 1. The distance curve d−1(d(y)) on which y lies can
be locally parametrized in graph coordinates by
d−1(d(y)) = {(t, f(t)) + rN(t)} ,(42)
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where r = dist(y, ∂Ω) = O(j−4) and
N(t) =
(−f ′(t), 1)√
1 + (f ′(t))2
is the unit normal to the graph at (t, f(t)). The final link of the orbit connecting xj(θ) ∈ ∂Ω
to xj+1(θ) ∈ ∂Ω can be parametrized by the line
Y = tan(αj(θ) + βj(θ))X + f(tj(θ))− tan(αj(θ) + βj(θ))tj(θ),(43)
where
βj = arccos
(
1√
1 + (f ′(xj))2
)
is the angle of the tangent to the graph with the horizontal axis and tj = tj(θ) ∈ R is defined
implicitly by the equation (tj , f(tj)) = xj ∈ ∂Ω. Noting that the Cartesian coordinates of
the parametrization of d−1(d(y)) satisfy
X = t− rf
′(t)√
1 + (f ′(t))2
,
Y = f(t) +
r√
1 + (f ′(t))2
,
(44)
we plug these into equation (43) to obtain(
f(t) +
r√
1 + (f ′(t))2
)
= tan(αj(θ) + βj(θ))
(
t− rf
′(t)√
1 + (f ′(t))2
)
+ f(tj(θ))− tan(αj(θ) + βj(θ))tj(θ).
(45)
By Lemma 4.8, there exist precisely two solutions t = z1(θ), z2(θ) of equation (45) which
correspond to the two intersection points of the last link with the distance curve d−1(d(y)).
Plugging zi(θ) into equation (45), differentiating in θ and evaluating at θ0 corresponding
to xj(ξ(θ0)) at the origin, we obtain
f ′(zi)z′i −
rf ′(zi)f ′′(zi)z′i
(1 + f(zi)2)3/2
= (α′j + β
′
j)(1 + tan
2 αj)
(
zi − rf
′(zi)√
1 + (f ′(zi))2
)
+ tanαj
(
z′i −
rf ′′(zi)z′i√
1 + (f ′(zi))2
+
r(f ′(zi))2f ′′(zi)z′i
(1 + (f ′(zi))2)3/2
)
+ 0− tanαjt′j .
(46)
We now collect all terms with z′i in (46):
Aiz
′
i = (α
′
j + β
′
j)(1 + tan
2 αj)
(
zi − rf
′(zi)√
1 + (f ′(zi))2
)
− tanαjt′j ,(47)
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where
Ai = f
′(zi)− rf
′(zi)f ′′(zi)
(1 + f(zi)2)3/2
− tanαj
(
1− rf
′′(zi)√
1 + (f ′(zi))2
+
r(f ′(zi))2f ′′(zi)
(1 + (f ′(zi))2)3/2
)
.
Before dividing through equation (47) by Ai, we Taylor expand Ai in powers of 1/j to show
that it is nonvanishing:
Ai = 2zi − tanαj +O(j−2).(48)
At this point, it is important to distinguish between z1 and z2. If z1 < z2, then insisting that
y be O(j−4) close to the boundary amounts to setting z1 = O(j−4) and z2 = tj+1 +O(j−4).
Here, tj+1 = tj+1(θ) is defined implicitly by the equation (tj+1, f(tj+1)) = xj+1 ∈ ∂Ω.
When i = 1, A1 = −αj + O(j−4) ≤ −C1/(2j) is nonvanishing for j sufficiently large. For
i = 2, note that tanαj = f(z2)/z2 + O(j
−4), which implies that A2 = z2 + O(j−2) is
again nonvanishing. Hence, we may divide through equation (47) by Ai. To estimate the
righthand side of (47), we calculate that
β′j =
f ′(tj)√
1− 1
1+(f ′(tj))2
f ′′(tj)t′j
(1 + (f(tj)2))3/2
.(49)
The first factor above is well defined by continuity at tj = 0 and equals 1. Hence, β
′
j =
2t′j +O(1/j). If i = 1, equation (47) becomes
(− tanαj +O(j−4))z′1 = − tanαjt′j +O(j−3),(50)
which implies that z′1 = t′j +O(j
−2). When i = 2, equation (47) becomes
(z2 +O(j
−2))z′2 = t
′
jz2 +O(1/j),(51)
which again implies that z′2 = t′j +O(1/j). Recall that Lemma 4.6 showed x
′
j is of order j
in Lazutkin coordinates when ξ(θ) ∈ C∗x0(Ω; j). To compare Lazutkin coordinates with tj ,
note that in graph coordinates, the arclength parameter ds on ∂Ω is given by
ds = (1 + (f ′(t))2)1/2dt.
As arclength coordinates and Lazutkin coordinates are comparable independently of j, we
conclude that t′j and hence z
′
i are also of order j. We conclude the proof by noting that
the arclength parameter ds′ on d−1(d(y)) in the parametrization (42) is given by
ds′ =
(
(1 + (f ′(t))2)1/2 +O(r)
)
dt,
which is also comparable to dt independently of j. 
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4.5. Clockwise orbits. In Lemma 4.9, it was shown that there are precisely 4 counter-
clockwise orbits connecting x = x0 to y in j reflections and approximately one rotation.
The only constraint on x and y was that they were confined to a O(j−4) neighborhood of
the diagonal of the boundary. By reflecting Ω through the verticle axis, one obtains another
smooth strictly convex domain and the reflections of x and y remain O(j−4) close to the
diagonal of the boundary. Hence, the same procedure produces exactly 4 counterclockwise
orbits of j reflections from x to y making approximately one rotation in the reflected do-
main. Reflecting back through the vertical axis carries these 4 orbits to clockwise orbits in
the original domain. This completes the proof of Theorem 3.1.
Remark 4.10. We can take j0 = j0(Ω) = max{ji : 2 ≤ i ≤ 7}, with ji as they appear in
Lemmas 4.2, 4.3, 4.4, 4.6, 4.8, and 4.9. Similarly, we can choose a uniform constant C0 as
in the statement of Lemma 3.1. The tubular neighborhood Uj referenced in Theorem 1.1
can be taken to be {(x, y) ∈ Ω×Ω : dist((x, y),∆∂Ω) ≤ j−4} for j ≥ j0, where ∆ : ∂Ω×∂Ω
is the diagonal embedding x 7→ (x, x). For (x, y) ∈ Uj , both x and y satisfy the conditions
of Lemma 4.9. The cone bundle C∗x(Ω; j) is well efined whenever dist(x, ∂Ω) = O(j−4).
Remark 4.11. The proof of Theorem 3.1 in this section could actually be extended to a
larger region of validity. In particular, the same methods allow us to prove the existence of
8 orbits of rotation number k/j for j sufficiently large in terms of k, connecting points in
a comparable open neighborhood of the diagonal of the boundary. Additionally, we could
also allow x and y to be further away from the diagonal as long as they are both sufficiently
close to the boundary. However, we are only concerned with near diagonal terms in this
paper for the purposes of deriving trace formulas.
Remark 4.12. If x ∈ ∂Ω, then ξ±0 are tangent to the boundary and perturbing ξ away
from ξ+0 in the clockwise direction is no longer well defined. Rather, it is equivalent to
reflecting and then rotating ξ in the counterclockwise direction. Similarly, ξ−0 cannot be
rotated in the counter clockwise direction. Each of these restrictions reduces the number
of j reflection orbits to y in appoximately one rotation by 2. If additionally y ∈ ∂Ω, the
final link only makes one intersection with d−1(0) = ∂Ω so there are only two orbits of j
reflections connecting x to y in approximately one rotation. One is in the counterclockwise
direction while the other is in the clockwise direction. In particular, when x = y, there
is a unique geodesic loop (up to parametrization) of j reflections and exactly one rotation
(i.e. rotation number 1/j). The proof of these claims is much simpler, as it only requires
Lemma 4.4.
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5. A parametrix for the wave propagator
In this section, we use microlocal analysis to obtain an oscillatory integral parametrix
for the wave propagator in an open subset of R × Ω × Ω which contains the diagonal
R×∆(∂Ω). The wave kernel eit
√−∆ is actually not a Fourier integral operator (FIO) near
the tangential rays (see [AM77], [MT]), so we microlocalize the wave kernels near periodic
transversal reflecting rays. We begin by reviewing FIOs and Chazarain’s parametrix for
the wave propagator in Sections 5.1 and 5.2. In Section 5.3, we then cook up oscillatory
integrals for each term in Chazarain’s parametrix, which microlocally approximate the
wave propagator near the orbits described in Theorem 3.1. This approach is inspired by
the formulas in [MM82] and will rely on the symbol calculus in Section 5.2.
5.1. Fourier Integral Operators. Let X and Y be open sets in RnX and RnY respec-
tively. If a ∈ Sµ1,0(X × RN ) is a classical symbol of order µ and Θ ∈ C∞(X × RN ) is a
nondegenerate phase function, then the linear operator
A(u) =
∫
X
∫
RN
eiΘ(x,θ)a(x, θ)u(x) dθdx
is called a Lagrangian or Fourier integral distribution on X. Recall that a continuous linear
operator A : C∞0 (Y )→ D′(X) has an associated Schwartz kernel KA ∈ D′(X × Y ). If KA
is given by a locally finite sum of Lagrangian distributions on X × Y , then we say A is a
Fourier integral operator (FIO). One can then show that the wavefront set of the kernel
is contained in the image of the map ιΘ : (x, y) 7→ (x, y, dxΘ, dyΘ) when restricted to the
critical set CΘ := {dθΘ = 0}. The image of ιΘ is in fact a conic Lagrangian submanifold
ΛΘ ⊂ T ∗(X×Y ) and the map ιΘ is a local diffeomorphism from CΘ onto ΛΘ. In this case,
we say “Θ parametrizes ΛΘ.” The canonical relation or wavefront relation of A is defined
by
WF ′(A) = {(x, ξ), (y, η) : (x, y, ξ,−η) ∈WF (KA)} ⊂ T ∗X × T ∗Y,
and describes how the operator A propagates singularities of distributions on which it
acts. If ωX and ωY denote the natural symplectic forms on T
∗X and T ∗Y respectively, one
can more invariantly consider FIOs associated to general conic Lagranigan submanifolds
Λ ⊂ T ∗X × T ∗Y (canonical relations), with respect to the symplectic form ωX − ωY . The
notion of a principal symbol for Fourier integral operators is more subtle than that for
pseudodifferential operators. The principal symbol of A is a half density on ΛΘ given in
terms of the parametrization ιΘ:
e = ιΘ∗(a0|dCΘ|1/2),(52)
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where a0 is the leading order term in the asymptotic expansion for a and |dCΘ|1/2 is the
half density associated with the Gelfand-Leray form on the level set {dθΘ = 0}. Here, we
have ignored Maslov factors coming from the Keller-Maslov line bundle over ΛΘ. These
are nonzero factors eiσpi/4 (σ is known as the Maslov index) which appear in front of the
principal symbol as a result of the multiplicity of phase functions parametrizing the canon-
ical relation ΛΘ, possibly in different coordinate systems. While these factors allow the
principal symbol to be defined in a more geometrically invariant way, we defer computation
of the Maslov indices until Section 7.4. For a more thorough reference on the global theory
of Lagrangian distributions, see [Dui96], [Ho¨r71], [DH72], and [Ho¨r85b]. The order of a
Fourier integral operator is defined in such a way that when two Fourier integral operators’
canonical relations intersect transversally, then the composition is again a Fourier integral
operator and order of the composition is the sum of the orders:
order(A) = m = µ+
1
2
N − 1
4
(nX + nY ).(53)
Recall that here, nX and nY are the dimensions of X and Y respectively. In this case, we
write A ∈ Im(X × Y,Λ). This convention on orders also generalizes that of pseudodiffer-
ential operators, where X = Y and m = µ coincides with the order of the corresponding
symbol class. Sufficient conditions which guarantee that the composition exists are clean or
transversal intersection of the two operators’ canonical relations. In general, composition
of Fourier integral operators and the associated symbol calculus is somewhat complicated,
but we will not directly use the composition formula in what follows.
5.2. Chazarain’s parametrix. The parametrix developed by Chazarain in [Cha76] pro-
vides a microlocal description of the wave kernels near periodic transversal reflecting rays.
The parametrices for
E(t) = cos t
√−∆, S(t) = sin t
√−∆√−∆
are constructed in the ambient Euclidean space R × Rn × Rn. We only consider S(t), as
the formula for E(t) is easily obtained from that of S(t) by differentiating in t. We write
E(t, x, y) and S(t, x, y) for the Schwartz kernels of E(t) and S(t) respectively. Following
the work in [Cha76], we can find a Lagrangian distribution
S˜(t, x, y) =
∞∑
j=−∞
Sj(t, x, y), Sj ∈ I−5/4(R× Rn × Rn,Γj±),(54)
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which approximates S(t) microlocally away from the tangential rays modulo a smooth ker-
nel. We will describe the canonical relations Γj± momentarily and in particular, show that
the sum in (54) is locally finite. We first explain what is meant by approximating S(t)
“microlocally away from the tangential rays.” In general, two distributions f, g ∈ D′(Rn)
are said to agree microlocally near a closed cone Λ1 ⊂ T ∗Rn if WF (u − v) ∩ Λ1 = ∅.
Similarly, using the language from Section 5.1, two operators A,B : C∞(Y )→ C∞(X) are
said to agree microlocally near a closed cone Λ2 ⊂ T ∗X × T ∗Y if WF ′(A − B) ∩ Λ2 = ∅.
This second notion is what we will use to say that our parametrix approximates S(t) mi-
crolocally near the canonical relations Γj±.
To describe the canonical relations precisely, we first introduce some notation following
the presentations in [Cha76] and [HZ12]. As the Euclidean wave operator R2 factors into
(∂t −
√
∆)(∂t +
√−∆), there are two Hamiltonians corresponding to the symbol ±|η| of
±√−∆. Let H±(y, η) = ±|η| and gt be the Hamiltonian flow, i.e. the flow map associated
to the system ∂ty =
∂H±
∂η ,
∂tη = −∂H±∂y ,
which is in fact just the reparametrized geodesic flow on R2. For (y, η) ∈ T ∗Ω (or T ∗∂ΩR2
such that η is transversal to the boundary and inward pointing), recall that in Section 3
we defined
t1± = inf
t>0
{t : pi1gt(y, η) ∈ ∂Ω},
t−1± = sup
t<0
{t : pi1gt(y, η) ∈ ∂Ω},
where pi1 is projection onto the spatial variable. Note that t
±1
± depend on (y, η). We also
have t1∓ = −t−1± . We then set
λ1±(y, η) = g
±t1±(y, η),
λ−1± (y, η) = g
±t−1± (y, η).
Also define ̂λ1±(y, η) to be the reflection of λ1±(y, η) through the cotangent line at the
boundary. In other words, ̂λ1±(y, η) and λ1±(y, η) have the same cotangential components
but opposite conormal components so that ̂λ1±(y, η) is inward pointing. The point
̂λ−1± (y, η)
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is defined analogously. We can then inductively define tj± and t
−j
± by the formulas
tj± = inf
t>0
{t : pi1g±t( ̂λj−1± (y, η)) ∈ ∂Ω},
t−j± = sup
t<0
{t : pi1g±t( ̂λ−(j−1)± (y, η)) ∈ ∂Ω}.
The total travel time after j reflections is defined by
T j± =

∑j
k=1 t
k± j > 0
0 j = 0∑−1
k=j t
k± j < 0.
To study how the fundamental solution of Ω behaves at ∂Ω when we impose boundary
condtions, we propagate the intial data by the free wave propagator on R2, restrict it to the
boundary, reflect, and then propagate again. If such a construction is continued for j ∈ Z
reflections at the boundary, it is shown in [Cha76] that the FIOs Sj must have canonical
relations
Γj± =
(t, τ, g±t(y, η), y, η) : τ = ±|η| j = 0,(t, τ, g±(t−T j±(y,η))( ̂λj±(y, η)), y, η)) : τ = ±|η| j ∈ Z\{0}.
Since S˜(t) is a microlocal parametrix, the canonical relation of the true solution operator
S(t) is also
Γ =
⋃
j∈Z,±
Γj±.
Here, j > 0 and j < 0 correspond to reflections on the inside and outside of the bound-
ary. In fact, there are four modes of propagation associated to the canonical relations Γj±,
corresponding to ±τ ≥ 0 (forwards and backwards time) and ±j ≥ 0 (inside and outside
bounces). See [HZ12] for an explicit local model in the case of one reflection, where Ω
is replaced by a half plane. We see that a point (t, τ, x, ξ, y, η) belongs to the canonical
relation Γj± ⊂ T ∗(R × R2 × R2) if the broken geodesic of j reflections emanating from
(y, η) passes through (x, ξ). For a more thorough discussion of Chazarain’s parametrix, see
[Cha76] and [GM79b].
To be precise, Chazarain actually showed that there exists FIOs Sj such that the sum
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in (54) is a parametrix for the wave propagator S(t) with canonical relation
Γ =
⋃
j∈Z,±
Γj±.
However, the canonical relations were never parametrized by explicit phase functions and
the principal symbols of the operators Sj were not computed in [Cha76]. For the remainder
of this section, we concern ourselves with the task of explicitly computing them in terms
of geometric and dynamical data associted to the billiard map.
5.3. Oscillatory integral representation. In this section, we cook up an oscillatory
integral such that microlocally near the canonical relations Γj±,
Sj(t, x, y) =
∫ ∞
−∞
eiΘj(t,τ,x,y)aj(τ, x, y) dτ,
where Sj is the j
th term in Chazarain’s parametrix corresponding to a wave with j reflec-
tions and aj ∈ Sµcl is a classical symbol of order µ. We will only compute the principal
symbol and use L.O.T to denote lower order terms in the sense of Lagrangian distributions
in what follows. Due to the presence of different Maslov factors on each branch of Γj±
corresponding to ±τ > 0 (cf. Sections 5.1 and 7.4), it is actually more convenient to find
operators
Sj,±(t, x, y) =
∫ ∞
0
eiΘj,±(t,τ,x,y)aj,±(τ, x, y) dτ,(55)
so that Sj = Sj,+ + Sj,− and the phase functions associated to Sj,± paramaterize Γ
j
+ and
Γj− individually.
We first make precise the notion of microlocalized FIOs. We would like to microlocal-
ize S(t) near periodic orbits of rotation number 1/j. Oftentimes, it is required that such
orbits be nondegenerate, in the sense that 1 is not an eigenvalue of the linearized Poincare´
map. However, this assumption is not needed for our trace formulas, which work both for
simple nondegenerate orbits as well as degenerate orbits coming in one parameter families
as in the case of an ellipse (cf. Theorem 1.5 and Corollary 1.6). We recall that Ω is said to
satisfy the concoincidence condition (5) if there exist no periodic orbits of rotation number
m/n, m ≥ 2 in a sufficiently small neighborhood of |∂Ω|. In this case, for j sufficiently
large, periodic orbits of rotation number 1/j come in isolated families. This follows from
the results in [MM82], which show that for j sufficiently large, no two orbits of distinct
rotation numbers 1/j and 1/k can have the same length. It can be shown that periodic
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billiard orbits arise as critical points of the loop function Ψj(q, q) (see [Vig18], [HZ19]).
As in the statement of Theorem 1.3, denote tj = infq∈∂Ω and Tj = supq∈∂Ω. If Ω satisfies
the noncoincidence condition 5, we can find a smooth cutoff function χ1(t) which is iden-
tically equal to 1 on an open nieghborhood of [tj , Tj ] and vanishes in a neighborhood of
all other L ∈ Lsp(Ω). As noted in Section 5.2, each propagator Sj has canonical relations
Γj±. Denote by χ2 a smooth cutoff function which is identically equal to 1 on Γj = ∪±Γj±,
vanishing near the gliding rays T ∗∂Ω and conic in the fiber variables τ, ξ and η. Quantizing
χ2 gives a pseudodifferential operator which microlocalizes near the support of χ2. For a
reference, see Chapter 18 of [Ho¨r85a]. We call such an operator a microlocal cutoff on Γj±.
The composition χ1(t)χ2(t, x, y,Dt, Dx, Dy)S(t) is then smoothing away from the geodesic
loops of rotation number 1/j and the trace of this composition is equal to the wave trace
modulo C∞ in an open neighborhood of [tj , Tj ].
We now use Theorem 3.1 to find suitable phase functions Θj,± which parametrize Γ
j
±.
Define phase functions Θkj by the formula
Θkj,±(t, τ, x, y) = ±τ(t−Ψkj (x, y)),
where Ψkj are given in Definition 3.3. We then have,
Lemma 5.1. The phase functions Θkj,±(t, τ, x, y) are smooth in an open neighborhood of
the diagonal of the boundary and locally parametrize the canonical relations Γj±. In partic-
ular, the fibers of both Γj+ and Γ
j
− lying over this neighborhood are unions of 8 connected
components, which we denote by Γj,k± corresponding to 1 ≤ k ≤ 8 as in Definition (3.3).
A proof of Lemma 5.1 can be found in [Vig18] and is based on the fact that the length func-
tional is a generating function for the billiard map. For a fixed j, the multiple components
Γj,k± of the canonical relation indexed by k can be seen to intersect over the boundary. As
our parametrix for the propagators described in [Cha76] are in fact modified by microlocal
cutoffs supported away from the tangential rays in S∗∂Ω, we may assume Γj,k± are smooth
nonintersecting Lagrangian submanifolds. It would be interesting to study mapping prop-
erties of the operators Skj as the canonical relations degenerate near the glancing set in
future work. We now want to derive an explicit oscillatory integral representation (55) for
S(t) in a specific coordinate system adapted to Ω. We first need to better understand the
forwards and backwards symbols on Γ.
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Proposition 5.2. Let e± denote the principal symbol of S(t) on Γ =
⋃
j∈Z,± Γ
j
±. Then,
we have
e± =
(−1)j
2τi
|dt ∧ dy ∧ dη|1/2 (Dirichlet)
e± =
1
2τi
|dt ∧ dy ∧ dη|1/2 (Neumann/Robin)
where |dt ∧ dy ∧ dη|1/2 is the canonical half density.
Proof. For a proof in the Dirichlet/Neumann case, see [HZ12]. For the Robin boundary
conditions, see [Vig18]. 
As Proposition 5.2 gives e± = 12τi |dt∧dy∧dη|1/2 and we now know that the phase functions
Θkj,±(t, τ, x, y) = ±τ(t − Ψkj (x, y)) parametrize connected components of Γj± lying over an
open neighborhood of the diagonal of the boundary, we can compute the principal term
in the asymptotic expansion of aj,± appearing in the expression (55). Since there are 16
phases for each j, corresponding to 1 ≤ k ≤ 8 and ±τ > 0, (55) should actually be a sum
of 16 oscillatory integrals:
Sj(t, x, y) =
∑
±
8∑
k=1
∫ ∞
0
eiΘ
k
j,±(t,τ,x,y)aj,k,±(τ, x, y)dτ.(56)
Recalling formula (52) for the principal symbol of a Fourier integral operator, we must com-
pute the Gelfand-Leray form on the critical set dτΘ
k
j,± = 0. The Leray measure coming
from the Gelfand-Leray form is coordinate invariant and it is ultimately more convenient
to first introduce boundary normal coordinates, which we now describe following the pre-
sentation in [LU89].
Fix a point p ∈ ∂Ω. For each q ∈ ∂Ω near p, we denote by γq(µ) the unit speed geo-
desic with initial condition conormal to ∂Ω at q and inward pointing. Now denote by ϕ
the boundary coordinate which parametrizes ∂Ω with respect to arclength, such that p is
given by ϕ = 0. The coordinate ϕ can be extended smoothly inside Ω so that it is constant
along γq(µ) for every fixed q near p. For ε > 0 sufficiently small, (µ, ϕ) is then a smooth
coordinate system in an ε neighborhood of p ∈ Ω. In these coordinates, the Euclidean
metric is locally given by the warped product
gEucl. = dµ
2 + f(µ, ϕ)dϕ2,
where f is a locally defined function which is smooth up to the boundary. In particular,
f satisfies f(0, ϕ) = 1. This coordinate system is convenient near the boundary because
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conformal multiples the vector fields ∂/∂µ and ∂/∂ϕ extend the orthogonal and and tan-
gential gradients respectively in a tubular neighborhood of the boundary. As the canonical
relations Γj± involve both x and y variables, we change x variables to (µ, ϕ) and y variables
to (ν, θ) according to the procedure described above. In [Vig18], elliptical polar coordinates
were instead used of boundary normal coordinates to acheive a similar decomposition into
normal and tangential vector fields.
Without loss of generality, we use boundary normal coordinates instead of Euclidean co-
ordinates in the domain of Ψkj from here on. We now compute the Gelfand-Leray form in
boundary normal coordinates.
Lemma 5.3. The canonical relation of each operator in (56) is parametrized in boundary
normal coordinates by
Γj,k± = {(t, τ, µ, ϕ, ξ, ν, θ, η) = (Ψkj , τ, µ, ϕ,∓τdµ,ϕΨkj , ν, θ,±τdν,θΨkj )}.
The Gelfand-Leray form on CΘkj,±
is given by
dCΘkj,±
= ∓f(µ, ϕ)f(ν, θ)dτ ∧ dµ ∧ dϕ ∧ dν ∧ dθ.
Proof. The first claim follows directly from Lemma 5.1 and the observation that
dτΘ
k
j,± = ±(t−Ψkj ) = 0
on the critical set CΘkj,±
. From this, it is clear that (τ, µ, ϕ, ν, θ) form a smooth coordinate
system on CΘkj,±
. The Gelfand-Leray form is uniquely defined on CΘkj,±
by the condition
d
(
dτΘ
k
j,±
)
∧ dCΘkj,± = f(µ, ϕ)f(ν, θ)dt ∧ dτ ∧ d(µ, ϕ) ∧ d(ν, θ),(57)
where the righthand side of (57) coincides with the Euclidian volume form on Rt × Rτ ×
Ω× Ω. Hence,
dCΘkj,±
= ∓f(µ, ϕ)f(ν, θ)dτ ∧ dµ ∧ dϕ ∧ dν ∧ dθ,
as claimed. 
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We now change variables and use Lemma 5.3 to compute the principal symbol of (56).
Dropping the j, k indices on Ψkj in place of differentiation, we have
dt = Ψµdµ+ Ψϕdϕ+ Ψνdν + Ψθdθ,
dy = f(ν, θ)dν ∧ dθ,
dη1 = Ψνdτ + τ(Ψµνdµ+ Ψνϕdϕ+ Ψννdν + Ψνθdθ),
dη2 = Ψθdτ + τ(Ψθµdµ+ Ψθϕdϕ+ Ψθνdν + Ψθθdθ)
on the canonical relation Γj,k± . Wedging all these terms together, we see that
dt ∧ dy ∧ dη =τ(f(ν, θ)(ΨµΨθΨνϕ + ΨϕΨνΨθµ
−ΨµΨνΨθϕ −ΨϕΨθΨνµ))dτ ∧ dµ ∧ dϕ ∧ dν ∧ dθ.
(58)
Definition 5.4. Denote by Akj (µ, ϕ, ν, θ) the functions
f(µ, ϕ)(ΨµΨθΨνϕ + ΨϕΨνΨθµ −ΨµΨνΨθϕ −ΨϕΨθΨνµ),
where each Ψ = Ψkj depends implicitly on j, k, µ, ϕ, ν and θ.
On each of the canonical relations Γj,k± (cf. Lemma 5.1), equation (58) implies that
e± = (−1)j |dt ∧ dy ∧ dη|
1/2
2τi
= (−1)j ±1
2|τ |1/2i |A
k
j (µ, ϕ, ν, θ)dCΘkj,±
|1/2(59)
for Dirichlet boundary conditions and
e± =
|dt ∧ dy ∧ dη|1/2
2τi
=
±1
2|τ |1/2i |A
k
j (µ, ϕ, ν, θ)dCΘkj,±
|1/2(60)
for Neumann boundary conditions. As a result, we conclude the following description of
the operators Sj .
Theorem 5.5. Microlocally near Γj±, the following oscillatory integral is a parametrix for
Sj(t, x, y) with Dirichlet boundary conditions in an open neighborhood of ∆∂Ω ⊂ Ω× Ω:
Sj(t) = (−1)j
∑
±
8∑
k=1
∫ ∞
0
e±iτ(t−Ψ
k
j )
±1
2|τ |1/2i |A
k
j |1/2dτ + L.O.T.
Here, L.O.T. denotes lower order Lagrangian distributions, using the convention (53).
Definition 5.6. We define the operators Skj,±(t) appearing in Theorem 5.5 by
Skj,±(t) = (−1)j
∑
±
8∑
k=1
∫ ∞
0
e±iτ(t−Ψ
k
j )
±1
2|τ |1/2i |A
k
j |1/2dτ.
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Together with Theorem 3.1 and the choice of j0, Uj in Remark 4.10, we can immediately
derive Theorem 1.1 from Theorem 5.5. To see this, note that
E(t) =
d
dt
S(t).
On a symbolic level, this implies that the symbol of E(t) is τe±, with e± given by Proposi-
tion 5.2. This explains the order of bj,k,± ∈ S1/2(Uj ×R1) appearing in Theorem 1.1. Each
(±) branch of the propagators Skj,± should be multiplied by Maslov factors e±ipiσj/4. We
will compute σj = 1 in Section 7.4, which completes the proof of Theorem 1.1. In the next
section, we will use this explicit oscillatory integral representation to compute the wave
trace.
6. Computing the wave trace
In this section, we use the parametrix in Theorem 1.1, or equivalently Theorem 5.5, to
compute an integral formula for the wave trace. Formally, the wave trace is the Fourier
transform of the spectral measure
∑
j δ(λ− λj), where {λ2j} are the Dirichlet (resp. Neu-
mann or Robin) eigenvalues of −∆ on Ω. This is a distribution of the form∑
j
eitλj ,(61)
which can be seen to be weakly convergent by Weyl’s law on the asymptotic distribution
of Laplace eigenvalues (see [Ivr16], [Zay04]). The connection between this distribution and
the wave equation lies in the fact that (61) is actually the trace of eit
√−∆, the propagator
associated to the half wave operator (∂t − i
√−∆). Since such a unitary operator is not
trace class, we mean that for any Schwartz function ϕ, the regularized operators∫ ∞
−∞
ϕ(t)eit
√−∆dt
are of trace class and have trace ∑
j
∫ ∞
−∞
ϕ(t)eitλjdt.
The same holds for the even and odd wave operators
E(t) = cos t
√−∆, S(t) = sin t
√−∆√−∆ ,(62)
and we consider these as they appear more naturally in Chazarain’s parametrix (cf. Section
5.2) and E(t) solves the initial boundary value problem (1).
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Recall that χ1(t) is a cutoff function near the lengths [tj , Tj ] of geodesic loops and Ω is
assumed to satisfy the noncoincidence condition (5). Modulo Maslov factors and a smooth
error term, we have
χ1(t)TrE =
∫
Ω
Ej(t, x, x)dx,(63)
where Ej =
∂
∂tSj and Sj is the j bounce wave appearing in Chazarain’s parametrix (54).
As our parametrix in Theorem 5.5 is only valid near the boundary, we want to write
the wave trace as an integral over the boundary. There are two ways to do this. The first
involves writing Ej = ∆Bj for a specially chosen distribution Bj so that formally, we may
integrate by parts to obtain an integral of ∇Bj in terms of Ej over the boundary. The
disadvantage of this approach is nonlocality of ∆−1, which makes it difficult to compute
Bj explicitly. The second way is to use Hadamard type variational formulas for the wave
trace, which were derived in [HZ12] and [Vig18]. As shown in those papers, taking the
variation of the wave trace automatically includes an integration by parts which puts the
integral (63) on the boundary. The advantage of this approach is that the formulas are
quite explicit.
6.1. Rescaling techniques. Our idea is to rescale the domain Ω by dilating about an
interior point. Setting Ωr = rΩ for 0 ≤ r ≤ 1, the domain shrinks to a point when r = 0.
Denote by ∆r the Laplacian on Ωr with Dirichlet boundary conditions. Formally, one then
has ∫ 1
0+
∂
∂r
Tr cos t
√
−∆rdr = Tr cos t
√
−∆1 − lim
ε→0
Tr cos t
√
−∆ε.(64)
Here, the integral bounds (0+, 1] on the lefthand side of (64) correspond to a distributional
limit, where the domain of integration is taken to be (ε, 1] as ε → 0+. Equation (64)
is essentially the fundamental theorem of calculus. The quantity ∂r cos t
√−∆Ωr is given
explicitly by variational formulas for the wave trace in [Vig18] and [HZ12]. As r → 0+, the
eigenvalues of −∆r increase rapidly and monotonically to +∞. This contributes highly
oscillatory terms to the wave trace (61), which tend weakly to zero with r. We will in
fact only scale down to r = r0 rather than r = 0, for r0 sufficiently small at the expense
of smooth errors. This is explained in detail in Section 7.1. In this section, we derive
more explicit integral formulas for the lefthand side of equation (64). In Section 7, we will
then justify these computations in more detail and show that they indeed give the trace of
cos t
√−∆1.
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As ∆ is translation invariant, we may assume without loss of generality that the origin
O is an interior point of Ω. For each r ∈ (0, 1], consider the dilated domain Ωr = rΩ with
respect to O. Define wave propagators on the resclaed domains Ωr by
Er(t) = cos t
√
−∆r Sr(t) = sin t
√−∆r√−∆r
.
The formulas in [HZ12] and [Vig18] show that
∂rTr cos t
√
−∆r =
 t2
∫
∂Ωr
∇⊥1 ∇⊥2 S(t, q, q)ρ˙ dq Dirichlet BC
−t
2
∫
∂Ωr
(∇T1∇T2 + ∆2)S(t, q, q)ρ˙ dq Neumann BC,
(65)
where ∇⊥1,2 are the unit orthogonal gradients on ∂Ωr and ρ˙ is the normal component of the
variational vector field ∂r, which will be computed in Section 7. Note that the integrals in
(65) are over the diagonal of the boundary. We now discuss how to calculate these integrals
more precisely.
6.2. Wave propagators near the boundary. As we are localizing the wave trace near
lengths of geodesic loops with j reflections, it turns out we only need to insert a select few
of the operators from Theorem 5.5 into the formula (65).
Lemma 6.1. Modulo Maslov factors and lower order distributions, the radially differenti-
ated even wave trace localized near [tj , Tj ] is given by∑
±
∫
∂Ω
t
2
∇⊥1 ∇⊥2 (S1j−1,± + S5j−1,± + S2j,± + S3j,±
+ S6j,± + S
7
j,± + S
4
j+1,± + S
8
j+1,±)(t, q, q)ρ˙ dq
in the Dirichlet case and∑
±
∫
∂Ω
t
2
(−∇T1∇T2 −∆2)(S1j−1,± + S5j−1,± + S2j,± + S3j,±
+ S6j,± + S
7
j,± + S
4
j+1,± + S
8
j+1,±)(t, q, q)ρ˙ dq
in the Neumann case.
For completeness, we repeat the proof derived in [Vig18] as it contains substantial geometric
insight.
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Proof. For the localized wave trace, we only need to consider orbits which contribute to the
singularities in [tj , Tj ]. Recall that for positive time, Theorem 3.1 gives 8 orbits connecting
x to y in j reflections and approximately one rotation. These orbits coalesce into geodesic
loops as (x, y)→ ∆∂Ω. However, as the orbits coalesce within various configurations, not
all of the limiting orbits will have j reflections. As Ω satisfies the noncoincidence condition
(5), only the limiting geodesic loops of rotation number 1/j will contribute to the wave
trace near [tj , Tj ]. See Figure 1 for visualizing the geometric arguments which follow. As
(x, y) → ∆∂Ω, the two orbits of j reflections in TT configuration (k = 1, 5) converge ge-
ometrically to a loop of j + 1 reflections. The additional vertex appears at the boundary
point where x and y coalesce. Similarly, the two NN orbits of j reflections (k = 4, 8) can
be seen to converge to loops of j − 1 reflections. In this case, the first and last moments
of reflection at the boundary converge to a single impact point. The four orbits of j re-
flections in TN (k = 2, 6) and NT (k = 3, 7) configurations preserve exactly j reflections
in the limit. Hence, when x, y ∈ intΩ converge to ∆∂Ω, only 4 of the 8 orbits contribute
to geodesic loops of j reflections. However, in the same limit, two additional TT orbits of
j − 1 reflections converge to a loop of j − 1 + 1 = j reflections. Similarly, two NN orbits
of j + 1 reflections converge to a loop of j + 1 − 1 = j reflections. Any other orbit from
x to y with strictly less than j − 1 or strictly more than j + 1 reflections at the boundary
cannot converge to a loop of j reflections. As we have localized the wave trace near the
isolated set of lengths [tj , Tj ] and Ω satisfies the noncoincidence condition (5), only the
4 + 2 + 2 = 8 orbits which converge geometrically to a loop of exactly j reflections will
contribute to singularities here. All additional orbits contribute smooth errors to the wave
trace in a small neighborhood of [tj , Tj ].
It should also be clarified that although the parametrices Sj(t, x, y) are constructed in
the interior, we can in fact extend them continuously to the diagonal of the boundary
and this extension coincides with that of the true propagator S(t, x, x) (x ∈ ∂Ω) modulo
lower order terms. Both propagators agree up to lower order Lagrangian distributions in
the interior, microlocally near the canonical relations Γj±. The explicit oscillatory integral
representation for each Sj(t, x, y) in fact shows that they extend continuously up to the
boundary and its diagonal, since the functions Ψkj (x, y) do. The true wave kernel S(t, x, y)
also extends continuously up to the boundary as a family of distributions. To see this, note
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that
S(t, x, y) =
∑
j
sin(tλj)
λj
ψj(x)ψj(y),
where (ψj)
∞
j=1 is an L
2 orthonormal basis of Dirichlet or Neumann eignenfunctions corre-
sponding to eigenvalues (λ2j )
∞
j=1. Multiplying by a test function ϕ(t) and integrating by
parts 4k times, we see that∫ ∞
−∞
S(t, x, y)ϕ(t)dt =
∫ ∞
−∞
∑
j
sin(tλj)
λ4k+1j
ψj(x)ψj(y)∂
4k
t ϕ(t)dt.(66)
Combining Weyl’s law on the asymptotic growth of λj (see [Zay04], [Ivr16]) and Ho¨rman-
der’s L∞ bounds for eigenfunctions (see [Ho¨r68]), we see that the integrand in (66) can
be made absolutely convergent for k sufficiently large. An application of the dominated
convergence theorem then shows that (66) is actually smooth in x, y, so S(t, x, y) has a
smooth extension to the diagonal of the boundary as a distribution in t. In particular,
both distributions agree up to lower order terms microlocally near the fibers of Γj± lying
over diagonal of the boundary, as was required for the variational trace formula. 
Definition 6.2. As shown in the proof of Lemma 6.1 above, for each j, there exist 8
limiting trajectories which converge geometrically to geodesic loops of exactly j reflections.
We denote the set of these trajectories by Gj(x, y) and say that γm,k ∈ Gj if γm,k makes
m = j − 1, j or j + 1 reflections at the boundary and corresponds to the length functional
Ψkm. The length functionals Ψ
2
j ,Ψ
3
j ,Ψ
6
j ,Ψ
7
j ,Ψ
4
j+1,Ψ
8
j+1,Ψ
1
j−1 and Ψ
5
j−1 corresponding to
orbits in Gj coincide for x = y ∈ ∂Ω on the diagonal. We denote their common value by
Ψj(x, x), which is the j-loop function..
As we obtained a rather explicit formula for Sj(t, x, y) in Theorem 5.5, it now remains
to differentiate the kernels Skm(t, x, y) and substitue them into Lemma 6.1. Using our
oscillatory integral representation for Skm(t, x, y) in Theorem 5.5, we find that microlocally
near Γm,k± and t ∈ [tj , Tj ], modulo lower order terms in an open neighborhood of the
diagonal of the boundary, we have
∇⊥1 ∇⊥2 Skm,± = (−1)m+1
∑
±
∫ ∞
0
e±iτ(t−Ψ
k
m)
±(∇⊥1 Ψkm)(∇⊥2 Ψkm)|τ |3/2
2i
|Akm|1/2dτ(67)
for Dirichlet boundary conditions. The formula for Neumann boundary conditions is less
succinct and from here on, we only study Dirichlet boundary conditions. We have only
written the terms coming from ∇⊥1,2 falling on the exponential in equation (67), as all other
terms don’t contribute positive powers of τ and can be regarded as lower order in the
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singularity expansion. The operators ∇⊥1,2 in the integrand of (67) are conformal multiples
of the vector fields ∂∂µ and
∂
∂ν coming from boundary normal coordinates.
As equation (65) tells us that the variation of the wave trace is given by integrating the
differentiated sine kernels over the diagonal of the boundary, we want to understand the
restriction of (67) to the boundary. We already noted that the j-loop function is well
defined for j sufficiently large. The differentiated kernels in equation (67) also have factors
of Akj and ∇⊥1,2Ψkj in the integrand. We now discuss how to extend these derivatives of
Ψkj to the diagonal of the boundary in a similar manner. In the proof of Lemma 5.1 (cf.
[Vig18]), the x and y gradients of the functions Ψkj are shown to be:
dxΨ
k
j =
x− qk1
|x− qk1 |
, dyΨ
k
j =
y − qkj
|y − qkj |
.(68)
Geometrically, these are the incident and reflected outgoing unit directions of the corre-
sponding billiard trajectories at x and y. The expression ∇⊥1 Ψkj in (67) can easily be seen to
be ± sinωkj,1, where ωkj,1 is the angle made between the initial link of the billiard trajectory
and the oriented tangent line to the level set of the distance function on which x lies (as
in the folliation used in the proof of Theorem 3.1). We use the positively oriented tangent
line for 1 ≤ k ≤ 4 and the negatively oriented tangent line for 5 ≤ k ≤ 8. The sign ±
depends on the TT, TN,NT or NN configuration of the corresponding orbit. Similarly,
∇⊥2 Ψkj = ± sinωkj,2, where ωkj,2 is the angle made between the final link of the billiard
trajectory and the positively (1 ≤ k ≤ 4) or negatively (5 ≤ k ≤ 8) oriented tangent line
to the distance curve on which y lies. As x, y → ∆∂Ω, the absolute value of the angles
associated to trajectories in the Gj converge to the initial and final angles of reflection of
the unique limiting geodesic loop. We are careful to point out that only the absolute values
of the angles converge, since for example, the final angles of reflection at y associated to
orbits in TN and NN configurations actually converge to the negative of the final angle
in the limiting trajectory. This phenomenon will be important for avoiding cancellation
in the equation (79) of Section 7.1, where we add together all wave kernels and integrate
them over the diagonal to obtain a trace formula. All limiting loops are automatically in
TT configuration.
Lemma 6.3. On the diagonal of the boundary, the factors A1j−1, A
5
j−1A
2
j , A
3
j , A
6
j , A
7
j , A
4
j+1
and A8j+1 corresponding to orbits in Gj coincide up to a sign. We denote their common
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(absolute) value by |Aj |, which at a point (0, ϕ, 0, ϕ) in boundary normal coordinates satis-
fies
|Aj(0, ϕ, 0, ϕ)| = 1
sinωj,2
∣∣∣∣∂ωj,1∂θ
∣∣∣∣ .
Here, ωj,1 and ωj,2 are the initial and final angles of incidence respectively made by the
unique counterclockwise parametrized geodesic loop of rotation number 1/j based at (0, ϕ, 0, ϕ) ∈
∆∂Ω.
Proof. Let (m, k) denote an admissable pair of indices corresponding to an orbit γm,k ∈ Gj .
Recall the notation in the proof of Lemma 5.1 (cf. [Vig18]), where we described a billiard
trajectory by the point (x, q, y) ∈ Ω× ∂Ωm × Ω. Let us first assume 1 ≤ k ≤ 4. If x ∈ Ω,
we denote the positive angle between q1−x and the positively oriented tangent line to the
leaf of the folliation by distance curves on which x lies by ωkj,1 (cf. Section 4). Similarly,
if y ∈ Ω, let us also denote the positive angle between y − qj and the positively oriented
tangent line to the distance curve on which y lies by ωkj,2. Note that ω
k
j,1 and ω
k
j,2 depend
on x, y, j and k. Using the warped product structure of boundary normal coordinates
(µ, ϕ, ν, θ), we have
∇Tx = (f)−1/2
∂
∂ϕ
, ∇Ty = (f)−1/2
∂
∂θ
,
∇⊥x =
∂
∂µ
, ∇⊥y =
∂
∂ν
.
(69)
Equation (68), which was derived from the proof of Lemma 5.1 in [Vig18], then shows that
∇⊥x Ψkj (x, y) =
− sinωkj,1, k = 1, 2sinωkj,1, k = 3, 4, ∇⊥y Ψkj (x, y) =
− sinωkj,2, k = 1, 3sinωkj,2, k = 2, 4,(70)
and
∇Tx (x, y) = − cosωkj,1, (1 ≤ k ≤ 4) ∇Ty = cosωkj,2, (1 ≤ k ≤ 4).(71)
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Combining (69), (70), and (71), we obtain
∇(µ,ϕ)Ψkj (µ, ϕ, ν, θ) =

(− sinωkj,1,−f1/2(µ, ϕ) cosωkj,1), k = 1
(− sinωkj,1,−f1/2(µ, ϕ) cosωkj,1), k = 2
(sinωkj,1,−f1/2(µ, ϕ) cosωkj,1), k = 3
(sinωkj,1,−f1/2(µ, ϕ) cosωkj,1), k = 4
∇(ν,θ)Ψkj (µ, ϕ, ν, θ) =

(− sinωkj,2, f1/2(ν, θ) cosωkj,2), k = 1
(sinωkj,2, f
1/2(ν, θ) cosωkj,2), k = 2
(− sinωkj,2, f1/2(ν, θ) cosωkj,2), k = 3
(sinωkj,2, f
1/2(ν, θ) cosωkj,2), k = 4.
(72)
Using (72) to calculate the (µ, ϕ, ν, θ) Hessian of Ψkj , we find
∂2Ψkj
∂θ∂ϕ
(µ, ϕ, ν, θ) = f1/2(µ, ϕ) sinωkj,1
∂ωkj,1
∂θ
, (1 ≤ k ≤ 4)
∂2Ψkj
∂ν∂ϕ
(µ, ϕ, ν, θ) = f1/2(µ, ϕ) sinωkj,1
∂ωkj,1
∂ν
, (1 ≤ k ≤ 4)
∂2Ψkj
∂θ∂µ
(µ, ϕ, ν, θ) =
− cosωkj,1
∂ωkj,1
∂θ , k = 1, 2
cosωkj,1
∂ωkj,1
∂θ , k = 3, 4
∂2Ψkj
∂ν∂µ
(µ, ϕ, ν, θ) =
− cosωkj,1
∂ωkj,1
∂ν , k = 1, 2
cosωkj,1
∂ωkj,1
∂ν , k = 3, 4.
(73)
Inserting (73) into the expression (58) for Akj in all possible configurations (1 ≤ k ≤ 4), we
find that on the boundary,
Akm(0, ϕ, 0, θ) =

− cosωkj,2
∂ωkj,1
∂ν − sinωkj,2
∂ωkj,1
∂θ , k = 1
− cosωkj,2
∂ωkj,1
∂ν + sinω
k
j,2
∂ωkj,1
∂θ , k = 2
+ cosωkj,2
∂ωkj,1
∂ν + sinω
k
j,2
∂ωkj,1
∂θ , k = 3
+ cosωkj,2
∂ωkj,1
∂ν − sinωkj,2
∂ωkj,1
∂θ , k = 4.
(74)
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Before evaluating this expression on the diagonal of the boundary, we differentiate ωkj,1 in
the direction L = (y − q)/|y − q| of the last link to see that
0 = ∇Lωkj,1
=
cosωkj,2∇Ty ωkj,1 − sinωkj,2∇⊥y ωkj,1, k = 1, 3cosωkj,2∇Ty ωkj,1 + sinωkj,2∇⊥y ωkj,1, k = 2, 4
=

1
f1/2
cosωkj,2
∂ωkj,1
∂θ − sinωkj,2
∂ωkj,1
∂ν , k = 1, 3
1
f1/2
cosωkj,2
∂ωkj,1
∂θ + sinω
k
j,2
∂ωkj,1
∂ν , k = 2, 4.
This implies that
√
f(ν, θ)
∂ωkj,1
∂ν
=
+ cotωkj,2
∂ωkj,1
∂θ , k = 1, 3
− cotωkj,2
∂ωkj,1
∂θ , k = 2, 4.
(75)
Inserting the formula (75) into (74) and evaluating on ∂Ω, we find that
|Akm(0, ϕ, 0, θ)| =
(
cos2 ωkj,2
sinωkj,2
+
sin2 ωkj,2
sinωkj,2
)∣∣∣∣∣∂ωkj,1∂θ
∣∣∣∣∣ = 1sinωkj,2
∣∣∣∣∣∂ωkj,1∂θ
∣∣∣∣∣ .
Note that for 1 ≤ k ≤ 4 and x, y on the boundary, both ωkj,1 and ωkj,2 are independent of
k. They coincide with the inital and final angles of the unique orbit connecting x to y in j
reflections and approximately one counterclockwise rotation. As the orbits corresponding
to 5 ≤ k ≤ 8 can be viewed as counterclockwise orbits in the reflected domain, we instead
defined ωkj,1 and ω
k
j,2 to be the angles made between the initial and final links and the
negatively oriented tangent lines to the distance curves on which x and y respectively lie.
With this convention, we see by symmetry that the roles of ωkj,1 and ω
k
j,2 are interchanged:
∇(µ,ϕ)Ψkj (µ, ϕ, ν, θ) =

(− sinωkj,1, f1/2(µ, ϕ) cosωkj,1), k = 5
(− sinωkj,1, f1/2(µ, ϕ) cosωkj,1), k = 6
(sinωkj,1, f
1/2(µ, ϕ) cosωkj,1), k = 7
(sinωkj,1, f
1/2(µ, ϕ) cosωkj,1), k = 8
∇(ν,θ)Ψkj (µ, ϕ, ν, θ) =

(− sinωkj,2,−f1/2(ν, θ) cosωkj,2), k = 5
(sinωkj,2,−f1/2(ν, θ) cosωkj,2), k = 6
(− sinωkj,2,−f1/2(ν, θ) cosωkj,2), k = 7
(sinωkj,2,−f1/2(ν, θ) cosωkj,2), k = 8.
(76)
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Replacing (72) by (76), parallel computations to those above then show that for 5 ≤ k ≤ 8,
|Akm(0, ϕ, 0, ϕ)| =
1
sinωkj,2
∣∣∣∂ωj,1
∂θ
∣∣∣.
Note that for 5 ≤ k ≤ 8, ωk−4j,1 − ωkj,2 → 0 as x, y → ∂Ω. Similarly, ωk−4j,2 − ωkj,1 → 0 as
x, y → ∂Ω. Hence,
|Akm(0, ϕ, 0, ϕ)| =
1
sinωj,1
∣∣∣∂ωj,2
∂ϕ
∣∣∣,(77)
for 5 ≤ k ≤ 8. Note that the righthand side of (77) involves angles at boundary points and
does not depend on k. Also observe that
∂2Ψkj
∂ϕ∂θ
= ± sinωkj,2
∂ωkj,2
∂ϕ
∂2Ψkj
∂θ∂ϕ
= ± sinωkj,1
∂ωkj,1
∂θ
.
(78)
Setting the two equations in (78) equal implies that
1
sinωj,1
∣∣∣∂ωj,2
∂ϕ
∣∣∣ = 1
sinωj,2
∣∣∣∂ωj,2
∂ϕ
∣∣∣,
which combined with (77), concludes the proof of the lemma. 
Remark 6.4. In [Vig18], complete integrability of the ellipse actually implies that ωj,1 = ωj,2
for elliptical billiards i.e. every geodesic loop is in fact a periodic orbit. In that case, the
angular derivative ∂ω/∂θ appearing in Lemma 6.3 was explicitly calculated, using action
angle coordinates and Jacobi elliptic functions. In general, it may be difficult to compute
∂ω1/∂θ explicitly despite its relatively simple geometric interpretation.
7. Principal symbol computation
In this section, we refine the integral formulas obtained in Section 6 and use them to com-
pute the principal symbol of the wave trace. We also compute Maslov factors on each
branch of the wave propagator and provide estimates on the subprincipal terms of the
parametrix described in Theorem 5.5. These estimates ensure that radially integrating
subprincipal terms in the variational wave trace does not contribute to the leading order
asymptotics in equation (64). Combining these estimates with formulas in Section 6 then
allows us to complete the proofs of Theorem 1.3, Theorem 1.5 and Corollary 1.6.
We begin by evaluating the quantity ρ˙, coming from the variational formula (65). Let
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X(s) = (x(s), y(s)) be an arclength parametrization of ∂Ω. Then, rX(s) = (rx(s), ry(s))
parametrizes ∂Ωr and coincides with a multiple of the variational vector field ∂/∂r. The
unit normal to ∂Ωr at (rx, ry) is given by N(s) = (−y′(s), x′(s)), which is independent of
r. Hence, ρ˙(s) = X · N . Plugging this into (65) together with (67), we see that locally
near [tj , Tj ], modulo Maslov factors and lower order terms, ∂rTr cos t
√−∆Ωr is given by∑
γm,k∈Gj ,±
±t(−1)m+1
4i
∫
∂Ωr
∫ ∞
0
∆∗(e±iτ(t−Ψ
k
m)|τ |3/2(∇⊥1 Ψkm)(∇⊥2 Ψkm)|Akm|1/2)X ·Ndτdsr
(for Dirichlet boundary conditions). Recall that here, ∆∗ is pullback under the diagonal
embedding ∆ : ∂Ω → ∂Ω × ∂Ω so that all terms depending on both x and y in integrand
above are evaluated at the diagonal of the boundary {x = y = s ∈ ∂Ω}. Note that the
functions Ψkm, A
k
m as well as the operators ∇⊥i and the measure dsr all depend on r. It is
easily verified that Ψkm and dsr are homogeneous of degree one in r, ∇⊥1,2Ψkm is homogeneous
of degree 0, and Akm is homogeneous of degree −1. In particular, the orthogonal gradients
restricted to the diagonal of the boundary are still given by
∇⊥i Ψkj (s, s) =
± sinωj,1 i = 1± sinωj,2 i = 2,
where ωj,1 and ωj,2 are the angles made with the initial and final links respectively of
γj(s) and the positively oriented tangent line Ts∂Ω. These quantities are clearly invariant
under dilation, which is in fact a conformal transformation and the ± signs only depend
on whether the orbits emanating from s originated from orbits in the TT, TN,NT , or NN
configuration.
7.1. Integrating the principal symbol. Recall that χ1 was a smooth cutoff identically
equal to 1 near [tj , Tj ] as discussed in Section 5.3. Adding up the various contributions
from orbits in Gj , we find that locally near [tj , Tj ], modulo Maslov factors and lower order
terms, we have
∫ 1
0+
χ1(t/r)∂rTr cos t
√
−∆rdr =
∑
±
±2t(−1)j
i
∫ 1
0+
∫ |∂Ω1|
0
∫ ∞
0
∆∗(e±iτ(t−rΨj)|τ |3/2r1/2 sinω1 sinω2|Aj |1/2X ·N)dτds1dr.
(79)
In order to apply the formal manipulation suggested by equation (64) in Section 6, we
need to understand how intertwining localization, integration and radial differentiation in
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(79) combine to produce the desired trace formula. In equation (79), we have also assumed
that integrating the principal symbol of the radially differentiated wave trace localized near
[rtj , rTj ] in fact gives us the principal symbol of the honest wave trace near [tj , Tj ]. This
relies on a structural characterization of the subprincipal terms in our parametrix for Sj
(see Lemma 7.3 below). The latter is carried out in Lemma 7.1 of Section 7.3 and we first
address the localization problem.
Lemma 7.1. To obtain the principal symbol of the wave trace localized near lengths in
[tj , Tj ] of a given periodic orbit, it suffices to integrate the variational formula localized
near [rtj , rTj ] from r0 to 1 rather than 0
+ to 1, where r0 = r0(j) is chosen sufficiently
small in terms of j. The remainder
(80)
∫ r0
0
∂r(χ1(t/r)Tr cos t
√
−∆r)dr
is in fact smooth for t near [tj , Tj ].
Proof. The localized wave trace near [tj , Tj ] is given by
(81) χ1(t)Tr cos t
√
∆1.
All geodesic loops of rotation number 1/j have length in the interval [tj , Tj ], where tj =
infω(γ)=1/j length(γ) and Tj = supω(γ)=1/j length(γ) (recall that ω is the function which
outputs the rotation number of a given periodic orbit). The work in [MM82] shows that
there exist a j0 ∈ N such that for j, k > j0, the intervals [tj , Tj ] and [tk, Tk] are disjoint
whenever j 6= k. Moreover, we also have the asymptotic Tj − tj = O(j−∞). As the
Euclidean Laplacian scales by r−2 under the dilation x→ rx, the wave trace also scales by
Tr cos t
√
−∆Ωr =
∑
j
cos tλj/r,(82)
where (λ2j )j are the Dirichlet eigenvalues of ∆Ω1 . It is clear that the rescaled trace (82) is
a smooth family of distributions in the weak topology. Hence, for 0 < r0 < 1 to be chosen
sufficiently small later, we have
(83)
∫ 1
r0
∂r
(
χ1(t/r)Tr cos t
√
−∆r
)
dr = χ1(t)Tr cos t
√
−∆1 − χ1(t/r0)Tr cos t
√
−∆r0 .
Note that [tj , Tj ] ⊂ [0, |∂Ω|), so if t > 2r0|∂Ω|, then χ1(t/r0) = 0. Hence, we choose
0 < δ < tj/(2|∂Ω|).
However, in contrast to (83), the quantity integrated in (79) was localized near [rtj , rTj ]
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only after taking the variation of the wave trace. We see that the integrand in equation
(83) splits into
(84) ∂r
(
Tr cos t
√
−∆rχj(t/r)
)
= χj(t/r)∂rTr cos t
√
−∆r − r−2χ′j(t/r)Tr cos t
√
−∆r.
As χj was identically equal to 1 on [tj , Tj ], we see that χ
′
j(·/r) vanishes on [rtj , rTj ].
Hence, Suppχ′j(·/r) ∩ SingSupp Tr cos ·
√−∆r = ∅ and integrating the second term on the
righthand side of (84) in r contributes only smooth errors in t to the wave trace near
[tj , Tj ]. 
Remark 7.2. For any Schwartz function ϕ on R, we have
Tr cos t
√
−∆ε(ϕ) =
∑∫
R
ϕ(t) cos tλj/r.(85)
Integrating by parts 4k times in the formula (85), we have
Tr cos t
√
−∆ε(ϕ) =
∑
j
(
r
λj
)4k ∫
R
ϕ(4k)(t) cos tλj/r.(86)
For k sufficiently large, (86) can be seen to be absolutely convergent by Weyl’s law and an
application of the dominated convergence theorem then shows that
lim
ε→0+
Tr cos t
√
−∆ε = 0
in the sense of distributions. In the Neumann case, λ0 = 0, which implies by the same
logic that
lim
ε→0+
Tr cos t
√
−∆ε = 1.
This only contributes a smooth error to the trace formula in (1.3). However, the proof of
Lemma 7.1 above actually resolves the issues near r = 0 at the expense of smooth errors.
Nonetheless, it seemed conceptually more clear to motivate the variational approach by
anticipating that the highly oscillatory terms near r = 0 would vanish in the limit.
7.2. Proof of Theorem 1.3. We now make the change of variables ξ = rτ , which turns
equation (79) into
∑
±
(−1)j2t
±i
∫ 1
r0
∫ |∂Ω1|
0
∫ ∞
0
∆∗(e±iξt/re−iξΨj |ξ|3/2 sinωj,1 sinωj,2|Akm|1/2X ·N)dξds1
dr
r2
.
(87)
Separating out the oscillatory dr integral, we see that∫ 1
r0
e±iξt/rr−2dr =
e±iξt − e±iξt/r0
±iξt .
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This simplifies (87) to∑
±
±2(−1)j+1
∫ |∂Ω1|
0
∫ ∞
0
∆∗(e±iξ(t−Ψj)|ξ|1/2 sinω1 sinω2|Aj |1/2X ·N)dξds
∓2(−1)j+1
∫ |∂Ω1|
0
∫ ∞
0
∆∗(e±iξ(t/r0−Ψj)|ξ|1/2 sinω1 sinω2|Aj |1/2X ·N)dξds.
(88)
We now apply the nonstationary phase lemma to the second term in (88); the critical set is
given by {t = r0Ψj(s, s)} and since all terms are localized by χ1 near [tj , Tj ], our choice of
r0 in Lemma 7.1 shows that r0Ψj(s, s) /∈ [tj , Tj ] for all s ∈ ∂Ω. Hence, this second term is
actually smooth. Equation (88) is exactly the quantity appearing in Theorem 1.3 without
Maslov factors. In Section 7.4, it is explained why the real part of the integral is taken
in Theorem 1.3, ultimately owing to conjugacy of the Maslov factors on the two branches
of Γj . In Section 7.3 below, it is verified that radially integrating the principal symbol of
the variational wave trace indeed gives the principal symbol of the honest wave trace (cf.
remarks preceding Lemma 7.1).
7.3. Lower order terms. As mentioned in the remarks following equation (79), we have
to justify that integrating the principal symbol of ∂rTr cos t
√−∆Ωr in the variable r gives
the principal symbol of Tr cos t
√−∆Ω1 . The parametrix
S(t) =
∑
j
Sj(t)
described in [Cha76] approximates the wave kernel modulo C∞ and Theorem 5.5 gives us
an oscillatory integral expansion for each Sj in terms of the operators S
k
m modulo lower
order terms. In addition to the principal symbol computed in Lemma 5.2, Skm in fact has
a complete parametrix on each dilated domain Ωr:
Skm,±(t, x, y; r) =
∫ +∞
0
e±iτ(t−Ψ
k
m(x,y;r))am,k,±(t, τ, x, y; r)dτ,(89)
where am,k,± ∈ S1/2cl (R × RΩ × Ω) is a classical elliptic symbol of order 1/2, implicitly
depending on r. The full symbol has an asymptotic expansion in negative half integer
powers of τ :
am,k,±(t, τ, x, y; r) ∼
∞∑
p=0
am,k,p,±(t, x, y; r)|τ |1/2−p.(90)
We already know that Ψkj (x, y; r) = rΨ
k
j (x/r, y/r; 1) is homogeneous of degree one in r.
The potential problem is that integrating lower order terms am,k,p,± in the radial variable
THE WAVE TRACE AND BIRKHOFF BILLIARDS 53
r, for p ≥ 1 could actually produce large powers of τ which contribute to the principal
symbol of Tr cos t
√−∆1. We now show that this is not the case, by taking advantage of
certain homogeneities for the dilated kernels and symmetries in the subprincipal terms on
the critical set.
Lemma 7.3. The full symbol (90) can be made independent of t for x, y in the open
region where the parametrix 5.5 is valid. Moreover, each term in the asymptotic expansion
contributes O(|τ |−p−1) to the full symbol of the wave trace as τ → ±∞.
Proof. On the canonical relation Γm,k± , we have t = Ψkm. Hence, substituting a˜m,k,p,±(x, y; r) :=
am,k,p,±(Ψkj (x, y), x, y; r) in (90) defines the kernel of an operator which differs from S(t)
by a smoothing operator microlocally near Γm,k± . Note also that the wave kernel has the
following homogeneity property:
S(t, x, y; r) = r−1S(t/r, x/r, y/r; 1) x, y ∈ Ωr.(91)
This can be seen by computing
(∂2t −∆r)rS(t/r, x/r, y/r; 1) = r−1(∂2s −∆1)S(s, z, w; r)
∣∣∣∣∣ s=t/r
z=x/r
w=y/r
= 0,
for x, y ∈ Ωr. As both kernels in (91) solve the homogeneous wave equation with the same
initial conditions
S(0, x, y; r) = r−1S(0, x/r, y/r; 1) = 0,
∂S
∂t
(0, x, y; r) = r−1
∂
∂t
S(t/r, x/r, y/r; 1)
∣∣∣
t=0
= δ(x− y),
(92)
uniqueness for the wave equation then implies the asserted homogeneity. Upon equating
the phase functions via a change of variables, we obtain the symbolic equation
(93) am,k,p,±(t, rx, ry; r) = r1/2−pam,k,p,±(t/r, x, y; 1) = r1/2−pa˜m,k,p,±(x, y; 1).
The integrand appearing in the variation of the wave trace (65) is ∇⊥1 ∇⊥2 Sr(t, q, q). We
should actually replace the gradients with the correctly scaled ones r−1∇⊥i , which are the
differential operators corresponding to unit length vector fields for each r. We calculate
that (
r−2∇⊥1 ∇⊥2 Sr
)
(t, rs, rs)
=
∑
p≥0,±
∫ ∞
0
e±iτ(t−rΨ
k
m)(∇⊥1 Ψkm)(∇⊥2 Ψkm)am,k,p,±(t, rs, rs; r)|τ |3/2−pdτ.
(94)
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Changing variables ξ = rτ and using the homogeneity in equation (91) in addition to that
of ∇Ψkm, we see that integrating (94) in r gives∫ 1
r0
∂
∂r
Tr cos t
√
−∆rdr
=
∑
p≥0,±
∫ |∂Ω|
0
∫ 1
r0
∫ ∞
0
e±iξ(t/r−Ψ
k
m)(∇⊥1 Ψkm)(∇⊥2 Ψkm)a˜m,k,p,±(s, s; 1)|ξ|3/2−p
dξ
r2
drds.
(95)
Proceeding exactly as in equations (87) and (88) from the previous section, we conclude
the proof of the lemma. 
Remark 7.4. While Lemma 7.3 shows that integrating the subprincipal terms ap in the
radial variable, for p ≥ 1, does not contribute large powers of τ , it is still possible that
smooth remainders blow up near r = 0. However, replacing 0+ by r0 as in Lemma 7.1
resolves this issue.
7.4. Maslov factors. To explicitly compute the Maslov factors σ±j on Γ
j
±, we use an
argument due to Keller ([Kel58]), following the presentation in [FHH18]. The free wave
propagator U(t) = e−it
√−∆ on R2 has an integral kernel given by
U(t, x, y) = (2pi)−2
∫
R2ξ
ei(〈x−y,ξ〉−|ξ|t)dξ|dx ∧ dy|1/2,(96)
considered as a distributional half density (cf. Section 5.1). By changing variables and
applying the method of stationary phase, it is shown in [FHH18] that the principal symbol
of U(t) on N∗{|x− y| = t} = Γ0± is
e−ipi/4
(τ
t
)1/2 |dτ ∧ dx ∧ dy|1/2.(97)
Hence, the Maslov factors on Γ0± are given by σ
±
0 = ±1. The arguments in [GM79b], which
are in turn based on the construction in [Cha76], then show that after a reflection at the
boundary, the Maslov factors remain unchanged. Hence, σ±j = ±1 for all j ∈ Z. Both of
the propagators corresponding to Γj+ and Γ
j
− contribute to the wave trace singularity near
[tj , Tj ], owing to the two branches of propagation:
S(t) =
eit
√−∆ − e−it
√−∆
2i
√−∆ .(98)
Hence, we multiply each ± branch of the Lagrangian distributions Sj,± by e±ipi/4, which
explains the real parts taken in Theorem 1.3, Theorem 1.5 and Corollary 1.6. Noting that
the principal symbol of
√−∆ is |ξ| and τ = ±|η| = ±|ξ| on the canonical relation Γ0±,
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equations (97) and (98) also show that the principal symbol of S(t) on Γ0 has the correct
order.
7.5. Proofs of Theorem 1.5 and Corollary 1.6. We now show how Theorem 1.5 and
Corollary 1.6 follow directly from Theorem 1.3. Recall from Section 3 that a caustic is
a smooth curve C in Ω such that every link tangent to C remains tangent to C after a
reflection at the boundary. It is well known (see [Kat05], [Tab05]) that if one periodic
orbit is tangent to a caustic C, then every orbit tangent to C is in fact periodic, with the
same period (number of bounces) and winding number. In this case, we say C is a rational
caustic and use ω(C) to denote the (rational) rotation number of any orbit γ tangent to C.
Hence, rational caustics correspond to highly degenerate periodic orbits in the sense that
they are not isolated and 1 is an eigenvalue of the Poincare´ map. Let Lj be the length
of a periodic orbit which is tangent to a caustic Cj , making j reflections at the boundary
and one rotation. As all orbits tangent to C are periodic orbits, each q ∈ ∂Ω is a critical
point of the loop function, i.e. ∂qΨj(q, q) = 0. In this case, the length function Ψj(q, q)
appearing in the phase of Tr cos t
√−∆ (as in Theorem 1.3) is the constant function Lj , i.e.
every j reflection loop is in fact a periodic orbit of length Lj . Assuming the noncoincidence
condition (5) on Ω, all periodic orbits of length Lj arise in this way. Tangency to C also
implies that the angles ω1 and ω2 in the amplitude are equal. Hence, the wave trace in
Theroem 1.3 is given by
Re
{
(−1)je−ipi/44
∫
∂Ω
∫ ∞
0
eiξ(t−Lj)|ξ|1/2 sin3/2 ω1
∣∣∣∣∂ω1∂θ
∣∣∣∣1/2X ·Ndξdq
}
.(99)
As the dq and dξ integrals can be separated, we obtain the Fourier transform of the
homogeneous distribution
χ
3/2
+ (ξ) =
ξ3/2 ξ ≥ 00 ξ < 0
One can define χa+ similarly as an L
1
loc function for Re a > −1 and these distributions fact
be analytically continued to a larger region of a ∈ C. It is shown in [Ho¨r03] (Chapter 7)
that the Fourier transform of χa+ (with dual variable t) is given by e
−ipi(a+1)/2(t− i0)−a−1.
The proof of Theorem 1.5 is concluded by evaluating the Fourier transform in equation
(99) at the point t− Lj .
In the case of an ellipse, the billiard flow is known to be completely integrable and each
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confocal ellipse is in fact a caustic. Moreover, Poncelet’s thoerem (see [Pon95b], [Pon95a])
implies that all periodic orbits tangent to a given confocal ellipse have the same length.
Hence, all periodic orbits in the ellipse correspond to rational caustics, so Theorem 1.5
applies. Calculations from the author’s previous work using action-angle coordinates and
Jacobi elliptic function theory allow for the explicit computation of ∂ω/∂θ appearing in
the integrand of (99) (see Section 5.5 of [Vig18]). As the boundary of an ellipse{
(x, y) :
x2
a2
+
y2
b2
≤ 1
}
is easily parametrized by (a cosϕ, b sinϕ) for ϕ ∈ [0, 2pi), the quantity X(q) · N(q)dq can
be explicitly calculated. Combining these observations with Theorem 1.5, we obtain the
formula appearing in Corollary 1.6.
8. An auxiliary check on the order of Skj
Given a discrepancy in the works [MM82] and [Pop94], we provide an additional check on
the order of aj0 in Theorem 1.3. Assume Ω satisfies the noncoincidence condition (5) and
let ρ ∈ S(R) be a test function such that Suppρ ⊂ [tj − ε, Tj + ε], where ε is sufficiently
small to ensure Suppρ∩LSP(Ω) = [tj , Tj ]. Let Lj ∈ [tj , Tj ] denote the length of a periodic
orbit of rotation number 1/j. We will compute the quantity
F(ρ(t)Tr cos t√−∆) =
∫
e−iλtρ(t)Tr cos t
√−∆dt(100)
in two different ways. Recalling our parametrix for cos t
√−∆, we see that (100) is given
by ∑
±
∫
Rt
∫ ∞
0
∫
∂Ω
e±iτ(t−Ψj(q,q))−λtρ(t)τmaj(q)dqdτdt,(101)
where m is the purported order of aj(q). Changing variables by ξ = τ/λ, we see that (101)
becomes ∑
±
∫
Rt
∫ ∞
0
∫
∂Ω
e±iλξ(t−Ψj(q,q))−λtρ(t)λm+1ξma0(q)dqdξdt.(102)
To understand the λ asymptotics of this oscillatory integral, we apply the method of
stationary phase. First assume Lj is a simple nondegenerate length. On the critical set,
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dt,ξ,q(ξ(t−Ψj(q, q))− t) = 0, which implies
t = Ψj(q, q)
ξ = 1
dqψj(q, q) = 0.
Hence, (100) is given by
(2pi)3/2λm−1/2
∑
q:dqΨj(q,q)=0
eipi/4sgn Hess(Ψj(q,q))ρ(Ψj(q, q))a0(q)
|∂2q (Ψj(q, q))|1/2
+ o(λm−1/2).(103)
Recall that periodic orbits of rotation number 1/j arise from critical points of the j-loop
function, i.e. dqΨj(q, q) = 0 implies that the geodesic loop of j reflections based at q is
actually a periodic orbit. Since Lj was assumed to be simple, corresponding to a unique
nondegenerate orbit, there are precisely j such boundary points q and the sum in (103) is
actually finite. It is shown in Theorem 3 of [KT91] that nondegeneracy of γ also implies
∂2q (Ψj(q, q)) 6= 0. Now, by the formulas in [GM79b], we know that for a simple length Lj
corresponding to a nondegenerate periodic orbit of j reflections, the leading asymptotic of
the wave trace modulo Maslov factors is given by∑
cos tλj =
Lj
| det(I − Pγ)|1/2
(t− Lj + i0)−1 mod L1loc(R),(104)
where Pγ is the Poincare map associated to the unique periodic orbit γ of length Lj . For-
mulas in [Ho¨r03] tell us that the Fourier transform of the righthand side of (104) is a
constant multiple of the Heaviside function. Comparing degrees of homogeneity in (103)
and (104) immediately implies that m = 1/2.
If there are infinitely many critical points of Ψj(q, q) in the phase of (103), the analy-
sis is more subtle. For example, Poncelet’s theorem for elliptical billiards actually implies
that periodic orbits of a fixed length and rotation number come in one parameter fami-
lies. For j sufficiently large, every boundary point is the base point for a unique periodic
orbit tangent to a single confocal ellipse, making j reflections and a single rotation. The
lengths of these orbits are independent of the base point, which implies dqΨj(q, q) vanishes
identically. In this case, Ψj(q, q) = Lj and applying stationary phase to (102) yields
2piλmeiλLjρ(Lj)
∫
∂Ω
a0(q)dq + o (λ
m) .(105)
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While the expansion (104) is no longer valid for high length spectral multiplicity, the
formulas in [HZ12] and [Vig18] show that the variation of the wave trace near such a
period in the length spectrum is a distribution of the form dj Re(t − Lj + i0)−5/2 for
some constant dj . Formally, the wave trace has one higher degree of regularity than its
variation, which suggests that the wave trace is of the form cj(t−Lj+i0)−3/2, in agreement
with Theorem 1.5 and Corollary 1.6. Comparing this with the asymptotics in (105) and
formulas in [Ho¨r03] for the Fourier transform of homogeneous distributions, we see again
that m = −1 − (−3/2) = 1/2. The order of aj0 was also confirmed in the recent paper
[HZ19].
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