Abstract-In this paper, we investigate a pair of transmit precoding (TPC) algorithms conceived for spatial modulation (SM) systems communicating over flat-fading multiple-input multiple-output (MIMO) channels. In order to retain all the benefits of conventional SM, we design the TPC matrix to be diagonal and introduce two design criteria for optimizing the elements of the TPC matrix. Specifically, we first investigate a TPC design based on maximizing the minimum Euclidean distance d min (max-d min ) between the SM signal points at the receiver side. A closed-form solution of the optimal max-d min -based TPC matrix is derived. Then, another TPC design algorithm is proposed for directly minimizing the bit error ratio (BER) upper bound of SM, which is capable of jointly optimizing the overall Euclidean distance between all received signal points. In the minimum BER (min-BER)-based TPC algorithm, the theoretical gradient of the BER with respect to the diagonal TPC matrix is derived and a simplified iterative conjugate gradient (SCG) algorithm is invoked for TPC optimization. Our simulation results demonstrate that the proposed max-d min -based TPC algorithm is optimal in terms of the minimum distance. However, increasing d min does not achieve a further BER improvement. We also confirm that the min-BERbased TPC outperforms the max-d min -based TPC schemes in terms of the achievable BER performance.
I. INTRODUCTION
R ECENTLY, spatial modulation (SM) has been proposed as a new class of low-complexity energy-efficient multiple-input multiple-output (MIMO) approach, whilst relying on a single-radio frequency (RF) chain [1] - [3] . SM scheme relies on the unique encoding philosophy of activating one out of N t transmit antennas (TAs) during each transmission slot [4] . The activated TA then transmits classic complex-valued symbols of amplitude and phase modulation (APM). The potential benefits of SM over the conventional MIMO techniques have been validated not only via numerical simulations [5] , [6] but also by laboratory experiments [7] , [8] .
Early work has been focused on low-complexity receiver designs conceived for minimizing the bit error ratio (BER) of SM [9] - [12] . It was shown in [9] that a low-complexity single-stream maximum likelihood (ML) detector or an even lower-complexity near-ML detector [10] - [12] is capable of striking a beneficial trade-off amongst the potentially conflicting factors of energy-efficiency, multiplexing gain and diversity gain compared to other MIMO transmission techniques [13] . In addition to a plethora of receivers, preprocessing at the transmitter has also been conceived for achieving a further performance improvement. Specifically, several antenna selection (AS) methods [14] , [15] originally designed for conventional MIMO systems have also been generalized for employment in SM systems with the goal of enhancing its capacity or BER performance [16] - [18] . In [19] - [21] , an adaptive SM (ASM) scheme was proposed for improving the achievable BER, while maintaining the target throughput with the aid of adaptive modulation (AM) techniques. In [22] , the power allocation between the pilot and data was optimized for maximizing the capacity of SM transmission. In [23] and [24] , a specific constellation design was proposed for space shift keying (SSK) systems in order to improve their BER. The constellation design was further developed in [25] for SM by finding the optimal combination of the number of TAs and the APM size that minimizes the BER.
Among the promising design alternatives, linear transmit pre-coding (TPC) techniques constitute an attractive transmit preprocessing regime, since they use a simple matrix U for weighting the channel matrix in order to enhance the attainable performance [26] . Indeed, TPC has been widely researched in the context of classic spatial multiplexing systems [27] . However, since only a single TA is activated in each time slot in SM, these TPC approaches are not directly suitable for SM systems.
In [28] the effect of power imbalance has been researched in the context of SSK associated with TPC algorithms. More recently, the research efforts have been focused on the TPC design of SM based on maximizing the minimum Euclidean distance d min (max-d min ) in the received SM constellation. In [29] , the phase alignment technique has also been extended to SM systems for constellation shaping in order to provide BER benefit in multiple-input single-output (MISO) channels. In [30] , the max-d min based TPC is designed by using an iterative concave-convex process, where the TPC parameters are calculated for each transmit constellation points. In [31] , [32] , a diagonal TPC was proposed for maximizing d min in SM systems. However, an exhaustive numerical search method was used for identifying the specific TPC parameters. On the other hand, in [33] , a special case of the diagonal TPC, namely an adaptive power allocation (PA) method, was investigated, where a simple real-valued diagonal TPC matrix was considered. As shown in [33] , closed-form solutions of the optimal max-d min aided PA were derived in the case of two TAs. In [34] , another diagonal TPC method, namely phase rotation precoding (PRP), was proposed for energy-efficient transmission, where only the phases of the SM symbols were optimized based on the max-d min criterion. The corresponding closed-form solutions were derived for two TAs and for PSK-modulated SM schemes in [35] .
Against this background, the novel contributions of this paper are as follows.
1) We first investigate a general TPC matrix design algorithm based on the max-d min criterion, where a complexvalued TPC matrix is considered instead of the realvalued PA matrix of [33] and the constant-modulus PRP matrix of [34] , [35] . Compared to the heuristic method of computing the TPC matrix of [31] , in this paper we derive closed-form solutions of the max-d min TPC for a (2 × N r )-element BPSK-modulated SM scheme as well as for the more general cases of M-PSK modulated (2 × N r )-element SM. Moreover, we extend this method to the case of N t > 2.
2) It is shown that the max-d min based TPC-aided SM scheme is capable of achieving a larger d min than other max-d min aided adaptive SM schemes, such as the PA based TPC-aided SM scheme of [33] and the ASM scheme of [21] . However an increase of d min does not achieve a further BER improvement. We find the reason that the max-d min TPC only has a higher the minimum received distance d min and may result in reduced Euclidean distances between the non-adjacent received constellation points. 3) To alleviate this shortcoming, we propose a new minimum-BER (min-BER) based TPC method, which is capable of jointly optimizing the overall Euclidean distance between the received signal points. Specifically, the theoretical gradient of the BER upper bound of SM with respect to the diagonal TPC matrix U is derived, and the simplified conjugate gradient (SCG) algorithm [36] , [37] is invoked for efficient TPC optimization. We demonstrate that the overall BER gain of the proposed method is significantly improved compared to both that of conventional SM and to the other existing TPC schemes of [29] - [35] . We also extend the proposed algorithm to cope with channel state information (CSI) inaccuracies. The organization of the paper is as follows. Section II introduces the concept as well as the system model of the TPC-based SM. In Section III and Section IV, we present a pair of TPC designs conceived for enhancing the BER performance of SM. The complexity analysis results are provided in Section V. Our Simulation results and performance comparisons are presented in Section VI. Finally, Section VII concludes the paper.
Notation: (·) * , (·) T and (·) H denote conjugate, transpose, and Hermitian transpose, respectively. The probability of an event is represented by P(·). Furthermore, · stands for the Frobenius norm and all logarithms are base of 2. T r(·) denotes the trace of a square matrix, E(·) represents expectation, while Re{x} and I m{x} represent the real and imaginary parts of x, respectively. I b denotes a (b × b)-element identity matrix and the operator diag{·} to be applied to a length i vector returns an i × i square matrix with the vector elements along the diagonal.
II. SYSTEM MODEL

A. Signal Model of the Diagonal TPC Aided SM-MIMO
Consider a MIMO system having N t transmit and N r receive antennas. In this paper, N t is assumed to be a power of two.
be the transmit bit vector of each time slot, which contains L = log 2 (N t M) bits. As shown in Fig. 1 , the input vector b is divided into two sub-vectors of log 2 (N t ) and log 2 (M) bits, denoted as b 1 and b 2 , respectively. The bits in the sub-vector b 1 are used for selecting a unique TA index q for activation, which is mapped to a N t -dimensional standard basis vector e q (1 ≤ q ≤ N t ). The bits in the sub-vector b 2 are mapped to a Gray-coded APM symbol s q m ∈ (m ∈ {1, . . . , M}) [38] . Then, the resultant SM symbol x ∈ C N t ×1 can be formulated as [1] ↓ qth term
As shown in Fig. 1 , after TPC relying on the linear diagonal matrix U, the signal observed at the N r receive antennas is given by
where H is the (N r × N t )-element channel matrix, U is the (N t × N t )-element TPC matrix, and n is the (N r × 1)-element noise vector. We assume
The elements of the noise vector n are complex Gaussian random variables obeying CN (0, N 0 ). Furthermore, the diagonal TPC matrix U is given by
where u q is a complex-valued TPC parameter, which controls the channel gain associated with x q . We enforce the constraint N t q=1 u q 2 = P T for the sake of normalizing the transmit power. The diagonal structure of U guarantees that the transmit vector Ux has a single non-zero component, hence the single-RF-chain benefits (such as the avoidance of both the inter antenna interference (IAI) and of the multiple RFs) of SM are preserved. The matrix U can be decomposed as follows [31] 
where u q = p q e jθ q−1 and p q represents the complex modulus of u q , while θ q−1 represents the phase angle of u q . In (4), the TPC matrix U is decomposed into two matrices related to the modulus and phase, which correspond to the real-valued PA matrix [34] , [35] constitute special cases of the proposed TPC schemes, which can be obtained by setting = I N t and P = I N t , respectively.
B. Maximum Likelihood Receiver
The receiver performs ML detection over all possible SM symbols x ∈ C N t ×1 for retrieving the transmit symbols, which can be formulated as [9] , [10] :
where X is the set of all legitimate transmit symbols andh q is the q − th column of the equivalent channel matrixH = HU. As shown in Eq. (5), a low-complexity single-stream ML detector is obtained [10] , [22] . Moreover, it is shown in Proposition 1 of [22] that for a square-or for a rectangular-QAM constellation, the complexity imposed is independent of the constellation size, and that it increases only with N t . The conditional error performance of a ML receiver for a given channel H can be approximated by the sum of the pairwise error probability (PEP) [39] , which is given by
where
∞ x e −y 2 /2 dy denotes the Gaussian tail probability, while the distance d i j (H) at the receiver is defined as
where e i j = x i −x j , i = j denotes the error vector. The PEP depends on the specific SM symbol pair (x i , x j ), on the instantaneous channel realization H and the TPC matrix U.
III. MINIMUM EUCLIDEAN DISTANCE BASED TPC
It follows by direct inspection of the PEP expression of Eq. (6) that the performance of the ML receiver is predominantly affected by the distances d i j (H). Motivated by this observation, TPC design methods based on maximizing the minimum value of d i j (H) (the distance d min ) have been introduced in [31] and [32] . However, only a highcomplexity numerical approach was proposed for optimizing the TPC matrix. In this section, we first briefly introduce the max-d min based TPC method. Then, we derive the related solutions.
A. Design Criterion
At high SNR, Eq. (6) can be further simplified as follows [39] 
where λ is the number of neighbor points [39] and d min is defined as
In Eq. (8), P(H) is a monotonically decreasing function of d min . Hence, the system's BER performance may be improved by maximizing the distance d min of the received constellation upon carefully adapting the TPC matrix U under the power constraint P T . 1 Based on this principle, the max-d min based TPC matrix U design rule can be formulated as follows
Note that in [33] and [35] the closed-form solutions for two special cases of Eq. (10), namely for the max-d min based PA matrix and for the max-d min based PRP matrix, have been derived. However, to the best of our knowledge, the closedform solution for the joint design of the PA and PRP of Eq. (10) has not been reported in the existing literature. In the following subsections, we derive a closed-form solution for the TPC matrix of the BPSK-modulated (2 × N r )-element SM and extend the method to the more general M-PSK modulated (2 × N r )-element SM arrangements. Additionally, as shown in [2] and [6] , PSK schemes are preferred over QAM schemes in SM. Hence, PSK is adopted in this paper.
B. Optimal TPC Matrix for BPSK-modulated 2 × N r SM
Let us consider a BPSK-modulated SM systems associated with N t = 2, where the BPSK symbols belong to the set = {1, −1}, and all possible error vectors e i j = x i −x j , i = j are listed as follows:
Similar to the method of [33] , since some vectors are collinear, the set to be studied is reduced toẼ B P SK = {e 1 , e 2 , e 3 , e 4 
and the corresponding TPC matrix U = diag{ p 1 , p 2 e jθ 1 }, the distances at the receiver based on Eq. (7) are given by
Based on the distances in Eq. (11), the optimization problem of Eq. (10) can be modified as follows
To obtain the specific TPC matrix U opt , which maximizes the distance d min , the parameters p 1 , p 2 and θ 1 in Eq. (12) have to be computed. As indicated in Eq. (11) and shown in Fig. 2 , for a fixed PA matrix P = diag{ p 1 , p 2 }, d 1 and d 2 are independent of the phase θ 1 , while d 3 and d 4 are given by sinusoidal functions of the phase θ 1 . In order to find the optimal phase solution θ opt 1 , we can first obtain the phases assigned to 1 Compared to the PRP method of [34] , [35] , the power of the SM symbols may indeed fluctuate due to the TPC algorithm. However, during the time when the channel envelope remains constant within its coherence-interval, the power values of the transmit symbols are selected from a finite discrete set. In practice, the constraint P T should be carefully selected according to the system requirements, such as the peak to average power ratio (PAPR) and the BER metrics. the TAs by finding the intersections of the sinusoidal curves in Fig. 2 , and then continue by computing the optimal PA matrix as
To be specific, as shown in Fig. 2 , regardless of the specific PA matrix P, the optimal phase θ (11):
Eq. (13) can be further simplified to Re{h (13) can be solved as
Given the phase solution of Eq. (14), the distances d 3 and d 4 of Eq. (11) are simplified as follows
To compute the optimal PA parameters as p 
As indicated in Eq. (16) 
where p
1 , i = 1, 2, 3 are the power assigned to the first TA for the ith intersections. Then, based on the fixed total power constraint P T , the corresponding power assigned to the second TA is given by
Based on Eqs. (17) and (18), we select the one providing the maximum d min as the final solution. Finally, the optimal TPC matrix U opt and the corresponding maximized d min , namely d max min , are given by
It is worth noting that since the Euclidean distance d max min of Eq. (19) has two independent channel gains, a transmit diversity order of two may be achieved [40] .
C. Optimal TPC Matrix for M-PSK-Modulated (2 × N r )-Element SM
In this subsection, the approach proposed in Section III-B is extended to M-PSK modulated SM schemes. Based on the method of Section III-B, the max-d min based TPC algorithm can be summarized as follows:
In order to better illustrate the general algorithm described above, let us consider the specific example of constant-modulus M-PSK modulation, whose symbols belong to the set s ∼ = e [38] . Since the SM symbols x i and x j only have a single non-zero element, the error vectors e i j = x i −x j , i = j can be classified into two types: the error vectors having only a single non-zero element, and those having two non-zero elements. The first type is generated by the transmit symbols x i and x j associated with the same TA activation position, while the second type is generated by the symbols having different active TAs. As a result, the distance d i j (H) of Eq. (7) can be divided into two sets: D 1 and D 2 , which are given by of the set D 1 has to be considered. To be specific, only the pair of elements
has to be considered in D 1 . Hence, the set D 1 is simplified to M is considered, the set D 2 can be modified to
where the phase difference factor is k = l −l. The reduction principle behind Eq. (22) is that if the error vectors in the set D 2 having only a phase difference, they provide the same distance at the receiver. Based on this principle, the number of elements in
M be the phase difference of the symbol s l and sl . Since the distances in the set D 1 are independent of the phase θ 1 , similar to the BPSK case portrayed in Section III-B, it is possible to first find the optimal phase θ opt 1 , which maximizes the minimum received distance of the set D 2 . To achieve this goal, the intersections between arbitrary received distances h 1 
After that, all possible optimal phase θ opt 1 can be obtained from Eq. (23) as
Finally, the optimal phase is the candidate providing the maximum distance d min in the set of Eq. (24) . After computing the optimal phase, the the PA matrix can be optimized based on all possible intersections of d v (v = 1, . . . , V ), similar to processes of Eqs. (16)- (18) . Following these calculation steps, the optimal TPC matrix, which combines the optimal phase and PA parameters, is obtained in closed-form.
D. Example for QPSK Modulation
Based on the algorithm in Section III-C, we calculate the optimal TPC solution for QPSK-modulated (2 × N r )-element SM, which will be used in our simulations. The symbols of QPSK modulation belong to the set = {1, −1, j, − j} and the value of d 4−PSK is equal to √ 2. Based on Eqs. (21) and (22), the corresponding sets D 1 and D 2 for QPSK modulation are 1, 2, 3, 4) .
Given the optimal phase as θ
Based on the power constraint, the power allocated on the second TA is obtained by p
Finally, the distances d min of these TPC solutions 1 1 } (i = 1, 2, 3, 4, 5) are generated and that having the largest d min is chosen as our final result U opt .
E. A Low-Complexity Iterative Max-d min for N t > 2
It is worth mentioning that the restriction of considering (2 × N r )-element SM is imposed by the difficulty of the d min optimization. The solution of the general problem remains an open challenge for two reasons. Firstly, the solution depends on both the channel matrix and on the symbol alphabet, and secondly, the solution space is large. Similar to the general method proposed in the PA aided SM of [33] , some sub-optimal methods can be adopted for the case of N t > 2 based on an iterative process relying on the above-mentioned optimal max-d min solution provided for N t = 2, where the TPC algorithm will only be used for the specific TA pair associated with d min , while the parameters of other TAs remain unchanged in each iteration.
IV. MINIMUM BER BASED TPC
Although the max-d min based TPC algorithm is simple, it may not achieve a significant BER improvement for some SM systems, because only one of the distances in the PEP expression of Eq. (6), namely d min , is optimized at the receiver. Moreover, we can only obtain closed-form solutions for this TPC algorithm for the case of N t = 2. To deal with these problems, we propose a new min-BER based TPC algorithm, which is capable of jointly optimizing all the received distances for directly improving the BER for arbitrary value of N t . By considering the bit-to-symbol mapping rule of our SM scheme, a more accurate conditional BER bound based on Eq. (6) can be obtained as [41] 
where D H (x i → x j ) is the Hamming distance between the SM signals x i and x j . From Eq. (29), the min-BER-based TPC matrix is proposed by solving the optimization problem as follows
Remark: Compared to Eq. (30), the max-d min based TPC algorithm of Eq. (10) considers only a reduced summation over a subset of X, which has the smallest Euclidean distance. Therefore, it can only minimize a much looser bound of BER than the bound of Eq. (29) .
A. Precoder Design Based on Gradient Optimization
Since the direct solution of Eq. (30) is complex, we drive the theoretical gradient of the cost function with respect to the diagonal TPC matrix U and invoke the SCG algorithm of [36] for low-complexity TPC matrix optimization. More specifically, the cost function of the SCG algorithm is obtained from Eq. (29) and is defined as
The conjugate gradient of Eq. (31) with respect to U is given by
where we have
It is worth noting that the TPC matrix U is a diagonal matrix, hence the final diagonal conjugate gradient matrix is constituted by the diagonal elements of ∇ J e(U). The derivation of Eq. (32) is given in Appendix A. Given the conjugate gradient of Eq. (32), the problem of Eq. (30) can be solved iteratively by commencing the iterations from an appropriate initial point using the SCG algorithm of [36] . In order to have an initial diagonal TPC matrix U (1) ∈ C N t ×N t , we use the max-d min based TPC matrix solution for (2 × N r )-element SM systems and adopt the near-optimal max-d min solution in Section IV for the other scenarios. 3 Then, we optimize the TPC matrix with the aid of the SCG algorithm as follows:
Algorithm 2. The min-BER based TPC algorithm 1) Initialization: Set a step size of μ > 0, a termination scalar of β > 0 and a maximum number of iterations N all ; given the conjugate gradient of the initial diagonal TPC matrix U (1) as τ (1) = ∇ J e(U (1) ) ∈ C N t ×N t , set n = 1. 2) Loop: if ∇ J e(U (1) ) < β or n > N all , goto Stop.
As shown in [36] and [37] , the convergence of the SCG algorithm is more rapid than that of the classic steepest gradient algorithm. For the sake of avoiding convergence to a local optimum, the values of ϕ l in SCG can be periodically reset either to zero or to their negative counterparts [36] . 4 
B. SCG Algorithm Based on the Simple Q-function Estimations
In the SCG algorithm, the computational complexity is dominated by the calculation of the conjugate gradient of Eq. (32). To reduce this complexity, two simple upper bounds of the Gaussian Q-function can be adopted. The first well-known estimate is given by the Chernoff bound as follows [39] 
Hence, the conjugate gradient of Eq. (32) with respect to U is simplified to
A more accurate approximation of the Q-function than the Chernoff bound is formulated as a sum of weighted exponentials. By considering only two components, the following Chiani-bound has been proposed in [39] Q
and the corresponding conjugate gradient ∇ J e Chai (U) is
Eqs. (40) and (42) provide two simple approximations of Eq. (32) . It is worth noting that the transmit vectors of SM schemes are sparsely populated, since they have mostly zero values, hence the space of non-linear error vectors e i j = x i − x j is small, as shown in Section III. For example, the number of non-linear error vectors e i j for QPSK-modulated SM associated with N t = 2 is as low as six. In the SCG-based TPC optimization, we may only have to consider these non-linear error vectors and hence the computational complexity of the SCG algorithm can be further reduced.
C. Min-BER Based TPC Matrix Design With Imperfect CSI
In practical applications, pilot symbols are commonly used for estimating the MIMO channel, but naturally the estimated MIMO channel matrix is inevitably imperfect. Hence, the TPC design algorithm should give cognizance to the estimated MIMO channel matrixĤ, which is given by [42] , [43] 
where H is the channel estimation error matrix. Let us assume that H is uncorrelated with H and satisfies H H H = σ 2 err I N t . Then, the corresponding gradient for SCG algorithm is computed as
and
The derivation details of Eq. (44) are given in Appendix. As shown in Eq. (44), the resultant gradient carefully takes the channel estimation errors into account, when constructing the diagonal TPC matrix. Hence, the BER performance becomes resilient to CSI errors. 
V. COMPLEXITY ANALYSIS OF THE PROPOSED TPC ALGORITHMS
In this section, we provide complexity evaluations of the proposed max-d min based TPC and the min-BER based TPC algorithms, where only the multiplications of complex numbers are considered.
Based on a similar analysis method to that of [33] , for the case of N t = 2, the closed-form solution of the max-d min based TPC can be found by using the Algorithm 1, which imposes a complexity of
calculate optimal phase
Moreover, for the case of N t > 2, an iterative max-d min based TPC can be adopted and the associated complexity (similar to Eq. (22) of [33] ) is
where n TPC is the number of iterations in the max-d min based TPC algorithm, which is varied according to the channel matrix. In our simulations, we found that the average value of n TPC is approximated to 5. The complexity of the proposed min-BER based TPC algorithm can be estimated by considering: (a) the computational complexity of the SCG solution process in each iteration and (b) the number of iterations n SCG required for approaching convergence. The first term can be estimated based on Eqs. (34)- (38) . In Table I , we characterize the computational complexity imposed by the gradient ∇ J e(U), where the sparse structure of the SM symbols x i , x j and of the diagonal TPC matrix U are exploited. To be specific, the error vectors e i j = x i −x j , i = j can be classified into two sets: N t → x j ) and ε, as shown in Table I . Note that the bit-to-symbol mapping rule can be designed off-line, hence the complexity of D H (x i → x j ) is not considered in the calculation of ∇ J e(U). Based on Table I and the SCG algorithm of Eqs. (34)- (38), the associated complexity of the proposed min-BER based TPC algorithm is approximately Moreover, similar to [30] , in Fig. 3 we have portrayed the probability mass function (PMF) of the numbers of iterations for the min-BER based TPC algorithm in the QPSK-modulated (2 × 2) and (4 × 2) SM schemes. In the simulations, the threshold of SCG is given by β = 10 −5 and 25000 trails are considered to show the statistics of convergence. In Fig. 3 (a) and (b), more than 90% and 85% of the trials converged within 30 iterations. This is due to the rapid convergence of the SCG algorithm, as also verified in [37] . Note that although the approximation method of Section IV-B can reduce the complexity of calculating ∇ J e(U), i.e. the complexity terms O 3 and O 4 in Table I , it has the same complexity order as (49). We will provide more detailed comparisons and discussions about the complexity issue in Section VI-C.
VI. SIMULATION RESULTS
In this section, we provide simulation results (the distance d min and the BER performance) for characterizing the maxd min based TPC aided SM and the min-BER based TPC aided SM schemes for transmission over frequency-flat fading channels. For comparison, these performance results are compared to various adaptive SM schemes, such as the ASM arrangements of [21] , the maximum minimum distance (MMD) aided SM schemes of [30] , the PA-based SM schemes of [33] , the TPC star-QAM SM schemes of [31] , and the PRP aided SM schemes of [29] and [34] , [35] .
In the min-BER based TPC scheme, the step size μ is determined by Monte Carlo simulation methods, as suggested in [36] and we set μ = 0.01, so that we achieve a rapid convergence, while maintaining excellent BER results. Moreover, for the BPSK case, we do not consider the ASM scheme because 'no-transmission' is assigned to one of the TAs and hence this TA is inactive [33] .
A. d min Performance for Different SM Schemes
In Fig. 4 , we compare the complementary cumulative distribution functions (CCDF) of the distance d min recorded for both for conventional SM and for the link adaptive SM schemes in (2 × 1) MIMO channels under different throughputs. First, we note that these adaptive SM schemes are capable of beneficially increasing the distance d min . As formally shown in Section III, we observe in Fig. 4 that the proposed max-d min based TPC aided SM achieves the highest distance d min compared to other link-adaptive SM schemes. Furthermore, we note that the min-BER based TPC schemes achieve lower d min than the max-d min based TPC schemes, and yet we will see in Figs. 5-7 that the min-BER based TPC outperforms the max-d min based TPC in terms of its BER.
B. BER Comparisons of Different SM Schemes
In Fig. 5 , we compare the BER performance of various SM systems for L = 2 bits/symbol in (2 × 1)-and (2 × 2)-element MIMO channels. We can see that the proposed min-BER based schemes provides gains of about 6 dB and 4 dB at the BER of 10 −3 over the conventional SM schemes. We also confirm that the min-BER based schemes outperform the ASM of [21] , the max-d min based PA aided SM of [33] and the max-d min based TPC aided SM proposed.
Note that, as shown in Fig. 4 , although the optimal maxd min based TPC aided SM is capable of achieving a higher distance d min than the other adaptive SM schemes, it does not achieve a BER performance improvement over them. To expound a little further, in Fig. 5 , when the proposed max-d min based TPC-aided SM is compared to its special case, namely to the max-d min based PA aided SM, we find that an increase of the distance d min by TPC does not achieve any further BER improvement. Observe in Fig. 5 that at high SNRs, the maxd min based TPC aided SM may even perform worse than the max-d min based PA aided SM. This is mainly due to the fact that the maximum of d min does not necessarily minimize the PEP bound of Eq. (29) , which depends on all the received distances.
To be specific, the reason for the trends of Fig. 5 is that the max-d min based TPC may achieve a lower Euclidean distance between the non-adjacent received constellation points than that of the PA schemes. Hence, based on the Q-function aided PEP upper bound of Eq. (29) , which depends on all legitimate received distances d i j (H) = HU(x i −x j ) (i = j), the maxd min based TPC fails to achieve the best BER performance. For example, let us consider the (2 × 1) SM scheme using BPSK. As shown in Section III, we only have four different distances The above-mentioned trends of these proposed TPC algorithms are also visible in Fig. 6 , where the throughput is L = 3 bits/symbol. It is shown in Fig. 6 that the proposed min-BER based TPC outperforms both ASM of [21] and the max-d min based PA of [33] . Moreover, in Fig. 6 , we demonstrate that the approximate Chernoff-based and Chiani-based optimizations perform almost the same as the exact Q-function based scheme. This is because these approximations do not change the direction of the gradient. We have also simulated the Chernoff-based and Chiani-based optimizations for the other MIMO setups considered, and obtained similar results, as evidenced by Fig. 6 . Since the resultant curves approximately overlap with the optimal one, for clarity, these results are not included in other figures.
Due to the advantage of the proposed min-BER based TPC, in Fig. 7 we further investigate its performance for a higher number of TAs and modulation order. All the schemes are assumed to have N t = 4, N r = 2 and the throughputs are L = 4 and L = 6 bits/symbol. In Fig. 7 , the proposed schemes are also compared to the TPC star-QAM aided SM schemes of [31] , which utilize a quantized search for optimizing the diagonal TPC matrix. In our simulation, the number of quantization levels for both amplitude and phase in TPC of [31] is 6. Observe in Fig. 7 that the proposed min-BER based TPC schemes achieve the best BER performance. The performance gain of the proposed scheme over the TPC star-QAM aided SM scheme is seen to be about 2.6 dB at BER= 10 −5 for 4 bits/symbol transmissions in Fig. 7 . This is due to the fact the TPC star-QAM based scheme of [31] also only optimizes a single received distance d min , which may limit the attainable BER performance.
In Fig. 8 , we compared the proposed min-BER based TPC schemes to the max-d min based PRP schemes of [29] and [35] . We observe in Fig. 8 that the proposed schemes outperform the PRP-aided schemes. To be specific, as seen in Fig. 8 the 
proposed TPC scheme provides about 3.2 dB gain over the PRP scheme at BER = 10 −5 for (8 × 2)-element MIMO channels at a throughput of 5 bits/symbol. This benefit is due to the following two reasons: (1) the PRP schemes only adapt the phases of the SM symbols and hence the degrees of freedom utilized for TPC design are limited [35] ; (2) similar to the methods of [31] , [33] , they are designed based on the max-d min principle and hence may provide suboptimal BER.
In Fig. 9 , the proposed min-BER based TPC schemes are compared to the MMD-aided SM schemes of [30] . Observe in Fig. 9 that the proposed TPC scheme provides an SNR gain of about 3 dB over the MMD-aided scheme at the BER of 10 −5 for the (4 × 2) MIMO channels considered. Similar to the results in [30] , the MMD-based TPC schemes provide minor performance improvements or even degrade the performance in low-SNR regimes. This is because the MMD criterion based TPC design may be ineffective in low SNR regimes, as discussed in [30] .
Moreover, in Fig. 10 , the proposed min-BER based TPC schemes are compared to the TAS-based SM schemes [16] , [17] , [44] , [45] under different throughputs. In Fig. 10 , the singular value decomposition (SVD)-based TAS algorithm of [16] , [44] , [45] is utilized due to its low-complexity and attractive performance. The number of TAs is N t = 4 and 2 out of N t = 4 TAs are selected by the TAS algorithm. Without loss of generality, we consider a PSK signal constellation diagram. As shown in Fig. 10 , the TAS and the TPC schemes exhibit different BER advantages for different system setups. Specifically, the proposed TPC scheme outperforms the TAS scheme for (4 × 1) MIMO channels having a throughput of 6 bits/symbol, while they achieve a similar BER performance for (4 × 2) MIMO associated with 4 bits/symbol. This is not surprising, since the TAS and the TPC algorithms rely on different transmit parameters for the sake of achieving BER improvements. Note that TPC can be added on top of TAS to further improve performance. Hence they are complementary rather than competitive. It has been shown in [24] , [30] that the joint design of TPC and TAS can further improve the system performance. Fig. 11 shows the BER performance of various SM schemes in the presence of Gaussian-distributed CSI errors obeying CN 0, σ 2 err [42] , [43] for (2 × 2) MIMO channels and L = 3 bits/symbol. For the sake of simplification and clarity, we only consider the ASM and PA-aided SM schemes as benchmarks. In this paper, the variable σ 2 err , i.e. the value of the estimation error is adjusted according to the SNR. To be specific, σ 2 err = 1/r is adopted, where r is the average SNR at each receiver antenna. As expected, the BER performance of all SM schemes degrades upon imposing CSI estimation errors. However, Fig. 11 shows that the performance degradation of the proposed min-BER based TPC-aided SM is lower than that of the other schemes due to the fact that its BER upper bound was optimized bearing in mind the CSI error by using the SCG algorithm.
C. Complexity Comparison for Different TPC Designs
In Table II , the complexity orders of different TPC designs are compared. Specifically, in the randomly-selected diagonal TPC method of [31] , [32] , the quantization levels of amplitude and phase are L 1 and L 2 , respectively. Its complexity order is provided in [30] . Moreover, the complexity orders of the max-d min based PRP and of the max-d min based PA algorithms can be found in [34] and [33] , where their iteration numbers are n PA and n PRP , respectively. In Table II , we also provide the approximate quantified complexity for some specific configurations, where the QPSK-and 16PSK-modulated 4 × 2 SM schemes are considered. The number of iterations for the proposed SCG method is set to be n SCG = 30 due to it fast convergence.
As shown in Table II , the proposed max-d min based TPC has a similar complexity order to that of the max-d min based PRP of [34] and to that of the PA of [33] , while exhibiting a lower complexity than the proposed min-BER design, since these max-d min based designs only have to optimize a single distance d min . However, as shown in our simulation results of Figs 5-7 these max-d min based designs suffer from a BER performance loss. The MMD-based TPC of [30] is a generalized max-d min based TPC, which has to optimize N t M TPC weights for all legitimate SM symbols rather than relying on a diagonal TPC matrix having only N t non-zero elements. Hence, the MMD-based TPC imposes a higher complexity than the proposed max-d min and min-BER based TPC algorithms, as shown in Table II . For example, in configuration 2, the complexity of the proposed min-BER based design approximately achieves 68 times smaller than that of the MMD-based design.
Moreover, the diagonal TPC method of [32] requires an exhaustive search over a set of L 1 L 2 candidates, hence a higher complexity is imposed compared to the proposed min-BER based TPC for a high number of quantization levels. By taking into account both the BER versus complexity trends, we conclude that the proposed min-BER based TPC provides an improved BER performance at a modest complexity cost. It should be noted that the extra complexity is imposed by the calculation of the gradient ∇ J e(U) and by the convex problem solution algorithm, which may be further reduced by exploiting the spatial-domain sparsity of SM symbols and with the aid of reduced-complexity solution techniques. This issue will be investigated in our future studies.
VII. CONCLUSIONS
We have investigated two types of diagonal TPC design algorithms. For the max-d min based TPC algorithm, closed-form solutions were derived for the case of two TAs and suboptimal solutions were achieved by using iterative method. For the min-BER based TPC algorithm, an iterative SCG algorithm was proposed for finding the specific TPC matrix solution. Finally, the proposed min-BER based TPC algorithm was further enhanced by taking into account the effects of imperfect CSI. It is shown from simulation results that the proposed maxd min based TPC algorithm is optimal in terms of the minimum received distance, while the proposed min-BER based TPC algorithm is optimal in terms of the BER. Our further work will be focused on the integration of space-time coding, channel coding and TAS techniques into the proposed schemes.
APPENDIX
A. Gradient Derivation
In this appendix, we derive the theoretical gradient matrix of the cost function. Let us consider a general case associated withĤ = H + H. Then the cost function of Eq. (31) is reformulated as
and εĤ = Ĥ U(x i − x j ) 2 .
Note that σ 2 e and εĤ are functions of the TPC matrix U. Then the gradient of J eĤ(U) can be expressed as: 
Based on Eq. (56), we can arrive at the gradient matrix of Eq. (44) . Moreover, assuming that the CSI is perfectly known, we have H = 0,Ĥ = H and εĤ = ε = HU(x i − x j ) 2 .
Then, the gradient matrix of Eq. (32) 
