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ABSTRACT
Recent advances in high dynamic range (HDR) capturing
and display technologies attracted a lot of interest to HDR
imaging. Many issues that are considered as being resolved
for conventional low dynamic range (LDR) images pose
new challenges in HDR context. One of such issues is hu-
man visual attention, which has important applications in
image and video compression, camera and displays manu-
facturing, artistic content creation, and advertisement. How-
ever, the impact of HDR imaging on visual attention and on
the performance of saliency models is not well understood.
Therefore, in this paper, we address this problem by creating
a publicly available dataset of 46 HDR and corresponding
LDR images with varying regions of interests, scenes, and
dynamic range. We conducted eye tracking experiments and
obtained fixation density maps, which demonstrate a signif-
icant difference in the way HDR and LDR capture attention
of the observers.
1. INTRODUCTION
High Dynamic Range (HDR) imaging is one of the most
promising technologies to enhance our visual quality of ex-
perience. HDR images can reproduce more realistic and
more visually appealing content because they can represent
the amount of light in the scene that is close to reality. Al-
though HDR imaging has been widely studied in terms of
picture quality or fidelity [1–3], the influence of HDR im-
age on human visual attention is not yet well understood.
However, clear understanding of this property is very impor-
tant, because visual attention information is often required
in many image and video applications such as gaze-adaptive
compression [4], objective quality metrics [5], and image
retrieval [6]. Since luminance contrast significantly affects
visual attention [7], HDR images may lead to different hu-
man visual attention patterns compared to LDR images.
To take advantage of visual attention information in prac-
tical applications, automatic salient region detection algo-
rithms, i.e., computational models for predicting where hu-
mans look in images without any human interactions, have
been extensively investigated. This research trend resulted
in many computational models of visual attention [8], as
well as different datasets with ground truth eye tracking
data [9]. Despite a number of studies on visual attention
and eye tracking tests, there are few reports about the effect
of HDR image on human visual attention.
Therefore the main objective of this paper is to under-
stand the influence on the human visual attention when a
conventional LDR image is replaced with an HDR image.
To this end, we first created a new HDR public dataset1
that contains 46 HDR images together with their LDR ver-
sions and covers large variety of content. We conducted an
eye tracking experiment involving 20 naı¨ve subjects to col-
lect eye tracking data for these images using a professional
eye tracking system Smart Eye Pro 5.8 and a commercially
available HDR SIM2 monitor. From the raw tracking data,
we computed fixation density maps (FDMs) to analyze the
difference between salient regions in HDR and LDR images
and compared them using similarity score metric [8].
In summary, the main contributions of the paper are:
1. Dataset of LDR and HDR images with corresponding
subjective eye tracking data;
2. Similarity analysis of FDMs for LDR and HDR im-
ages to understand if there is a difference in visual
attention.
The remainder of this paper is organized as follows.
Section 2 presents background of this work including re-
lated works, computation of FDM and metrics for compari-
son of FDMs. Section 3 describes contents creation and eye
tracking experiments, whereas Section 4 presents the results
of subjective experiments. Section 5 concludes the paper.
2. BACKGROUND
2.1. Related work
Although many researchers have conducted a number of eye
tracking experiments for the purpose of investigating human
visual attention mechanism, there are only a few studies re-
lated to HDR images.
1http://mmspg.epfl.ch/hdr-eye
Josselin et al. [10] carried out an eye tracking test us-
ing the projector-based HDR display and then proposed a
new computational visual attention model for HDR image,
which is derived from Itti & Koch (2000) model [11]. The
proposed model is, to the authors knowledge, the only exist-
ing model that takes higher dynamic range of HDR images
into account. The authors, however, used only one image
content in the experiments. Therefore, a further studies on
a larger HDR dataset are necessary to better understand the
impact of HDR on visual attention.
Narwaria et al. [12] investigated the impact of tone-map-
ping operators (TMOs) on human visual attention in HDR
images. The authors performed an eye tracking experiment
using both original HDR images and their tone-mapped ver-
sions. The results have shown that TMOs have a signifi-
cant impact on visual attention patterns. While this study
focused on the influence of TMOs on salient regions, the
authors did not compare the difference in visual attention
between HDR and typical LDR images (such images can be
obtained by using the automated exposure mode of the cam-
era). However, without clear understanding of this property,
it is hard to understand whether HDR image has an impact
on various computational models of visual attention, which
were originally developed for LDR images. If HDR im-
ages have little effect on human visual attention when com-
pared to LDR images, we might be able to use existing vi-
sion models for LDR images to estimate human response
for HDR images.
2.2. Computation of fixation density maps
Fixation density maps (FDMs), which represent the level of
attention at certain locations, are computed by convolving
the recorded gaze points with a Gaussian filter, and then
normalizing the result by the peak amplitude of the map
into the range of 0 to 1.
To compute FDMs accurately, it is important to exclude
gaze points associated with saccades and blinks, since vi-
sual fixation is not reflected during these eye movements.
The eye tracking system used in our experiments (see Sec-
tion 3.3) automatically discriminates between saccades and
fixations based on the gaze velocity information. More specif-
ically, during a time frame, all gaze points associated with
gaze velocity below a fixation threshold are classified as fix-
ation points, whereas saccades are detected when the gaze
velocity lies above the fixation threshold. Blinks are also
detected automatically by the eye tracking system based on
the distance between the two eyelids of each eye. The re-
maining gaze points, which are classified into fixation, are
then filtered with a Gaussian kernel to compensate the eye
tracker inaccuracies and to simulate the foveal point spread
function of the human eye.
As suggested in the state of the art [8, 13, 14], the stan-
dard deviation of the Gaussian filter used for computing the
FDMs is set to 1 degree of visual angle, which corresponds
to σ = 60 pixels in our experiments. This standard devia-
tion value is based on the assumption that the fovea of the
human eye covers approximately 2 degrees of visual angle.
2.3. Similarity score
The similarity score is a distribution-based metric of how
similar two saliency maps are. The similarity score S be-
tween two normalized maps P and Q is
S =
∑
i,j
min(Pi,j , Qi,j), where
∑
i,j
Pi,j =
∑
i,j
Qi,j = 1 (1)
If a similarity score is one, the two saliency maps are the
same, if it is zero, the maps do not overlap at all.
3. EXPERIMENTAL PROTOCOL
To investigate the difference in visual attention for LDR and
HDR contents, we conducted an eye tracking experiment to
acquire eye movements for both LDR and HDR still images.
In this section, we first describe the strategy for content cre-
ation and then provide the details of the evaluation.
3.1. Content generation
Although there are several publicly available HDR image
dataset, most of them contain only the resulted HDR im-
ages without providing the original bracketed LDR images.
A few datasets that include original LDR images contain
also color artifacts caused by image fusion, visible camera
noise, or blurring artifacts caused by moving objects such as
cars, moving trees, or walking people. For focus of atten-
tion experiments, to obtain practically useful results, a large
variety of content is also desirable.
Therefore, in addition to a few selected images from the
existing datasets (several images from EMPA HDR images
dataset2 and a few frames from ‘Tears of Steel’ short film3,
we have built a new public HDR dataset by combining nine
bracketed images acquired with several cameras, including
Sony DSC-RX100 II, Sony NEX-5N, and Sony α6000, with
different exposures settings (−2.7, −2, −1.3, −0.7, 0, 0.7,
1.3, 2, 2.7 [EV]). We also used several images (obtained
with Nikon D70 camera) from PEViD-HDR dataset [15]
that shows different people under different lighting condi-
tions.
To avoid ghost artifacts in fused HDR images due to
camera shake and moving items, the cameras were placed
on a tripod and special care was taken to avoid moving ob-
jects appearing in the pictures during the shooting. Open
sourced Pictureaunt 3.2 software4 was used for linearizing
2http://www.empamedia.ethz.ch/hdrdatabase/index.php
3https://media.xiph.org/mango/
4http://www.hdrlabs.com/picturenaut/
Table 1: Dynamic range of the scenes in the dataset
Dynamic range [dB]5 Number of scenes
<48 13
48-60 7
60-72 8
72-84 11
>84 7
the bracketed exposures with the inverse of the camera re-
sponse, and combining them into a single radiance map.
For the better picture quality of fused images, we also used
ghost removal and image alignment provided by the soft-
ware.
The resulted dataset contains 46 images that cover a
wide variety of content, e.g., natural scenes (both indoor and
outdoor), humans, stained glass, sculptures, historical build-
ings, etc. Table 1 provides dynamic ranges of the scenes in
the dataset.
3.2. Brightness adjustment
To reflect the real luminance of actual scenes, HDR images
need to be reproduced with physically correct values using
measured data, as suggested in [2]. However, most of the
selected HDR pictures do not have this data, and the HDR
monitor used in the test is not capable of yielding more than
4000 cd/m2. This peak luminance of the monitor is not suf-
ficient to display some of the bright scenes. Therefore, to
make all HDR pictures look visually acceptable on the HDR
monitor, we adjusted the brightness of the HDR images in
accordance with the following equation proposed in [16]:
logRnew = logR− f(L) + c (2)
f(L) = 0.28 · L[9] + 0.37 · L[42] + 0.35 · L[100] (3)
whereR andRnew are the original linear and adjusted lumi-
nance values, L represents the original logarithm luminance
values, L[p] denotes the p-th percentile of the original log-
arithm luminance values, and c is a target logarithm lumi-
nance on a display. This approach can be interpreted more
intuitively as the logarithm luminance of the original im-
age being scaled in a way that matches the target logarithm
luminance of the display. According to the literature, to es-
timate the best preferred brightness, the reference logarithm
luminance of the original image f(L) has to be computed
based on the relative distribution of low, high, and mid-tones
of the images, as shown in Equation 3, and 60% of the white
luminance of the display is used as a target luminance c. We
used 2000 cd/m2 as white luminance, since this value was
used for the color calibration of the monitor
To display LDR contents with the HDR monitor, we
also converted the LDR images into radiance map represen-
tation. The images were linearized with a typical gamma
5HDR Toolbox for Matlab was used to compute dynamic range.
Table 2: Overview of the eye tracking experiments.
Category Details Specification
Participants Number 20
Age range (average age) 18− 56 (25.3)
Screening Snellen and Ishihara charts
Viewing Environment Laboratory
conditions Illumination 20 [lux]
Color temperature 6500 [K]
Viewing distance 1.89 [m]
Task Free-viewing
Display Manufacturer SIM2
Model SHDR47E S K4
Type LCD
Size 47 [inch]
Resolution 1920× 1080 [pixels]
Angular resolution 60 [pixel/degree]
Eye tracker Manufacturer Smart Eye
Model Smart Eye Pro 5.8
Mounting position 0.7 [m] from the display
Sampling frequency 60 [Hz]
Accuracy < 0.5 [degree]
Calibration points 5 points on screen
Image Presentation order Random
presentation Presentation time 12 [s]
Grey-screen duration 2 [s]
Fig. 1: Experimental setup.
curve (γ = 2.2), then the pixel values were adjusted propor-
tionally so that theoretical maximum pixel values of LDR
image can match the peak luminance of common LDR mon-
itor. ITU-R BT.2022 [17] specifies optimal peak luminance
between 70 and 250 cd/m2 in general viewing condition.
We chose 120 cd/m2 as the peak luminance because it is
the default value in most monitor calibration software. As-
suming that the LDR images taken with middle exposure
setting of 0 [EV] are the most common LDR images, we
used middle-exposed LDR images in radiance format in the
eye tracking experiments.
3.3. Eye tracking experiments
The eye tracking experiments were conducted at the MM-
SPG test laboratory, which fulfills the recommendations for
subjective evaluation of visual data issued by ITU-R [18].
The viewing conditions were set according to recommen-
dation ITU-R BT.2022 [17] and all subjects were naı¨ve for
the purpose of this study. Table 2 presents the detailed sum-
mary of the experiment and Figure 1 illustrates the physical
experimental setup.
Each subject participated in two sessions of 13 minutes
each with a 15 minutes break in between. All 46 contents
were viewed by each subject in one session, and both HDR
and LDR contents were displayed in the same session in
a random order. Also, for half of the tested images, their
HDR versions were displayed in the first session followed
by the corresponding LDR versions in the second session.
And for the other half of the images, the order was reversed:
LDR versions were shown during the first session and HDR
during the second. This approach was used to reduce the
influence of potential memory effects on visual attention
from viewing the same content twice. To reduce contex-
tual effects, the stimuli orders of display were randomized
applying different permutation for each subject. A training
session (different images were used from those in the test)
was organized to allow subjects to familiarize with the pro-
cedure before the test.
4. RESULTS OF EYE TRACKING EXPERIMENT
The resulting FDMs computed from the eye tracking data
for LDR and HDR images were first inspected and com-
pared visually. Figure 2 shows the LDR image, LDR FMD,
tone mapped HDR image, and HDR FDM for contents ex-
hibiting significant differences between LDR and HDR. In
these examples, different FDM patterns can be observed,
depending on scene characteristics. For example, it can be
noted that viewers looked at more objects in some HDR im-
ages, e.g., the color chart in the dark part of content C09 or
the inscription below the statue on content C40.
While results show that viewers tend to look more at the
bright objects in LDR images, details in the dark regions
become more visible in HDR, resulting in the increased vi-
sual attention in these areas. This effect can be observed for
content C10 where viewers looked more attentively at the
entrance door of the cathedral. Also, in some contents, fo-
cus of attention can shift from the bright areas of the LDR
image to details in the darker areas of the HDR image. For
example, in content C16, the attention was mostly focused
on the building visible through the window in the LDR im-
age, whereas the viewers mostly looked at the details of the
statues located in the darker parts on the right and left side
of the HDR image.
Table 3: Average similarity score between the FDMs of
LDR and HDR.
Change in Nb scenes Similarity scoremean std
Visual attention pattern 9 0.6742 0.1101
Fixation intensity 14 0.7447 0.0359
No change 23 0.7720 0.0379
Table 4: p-value between each cluster of similarity score.
Fixation intensity No change
Visual pattern 0.0358 0.0007
Fixation intensity 0.0372
For some contents, the HDR FDM is mostly a modu-
lated version of the LDR FDM, i.e., viewers looked at the
same objects in both cases but with a different intensity. On
the other hand, some contents did not show any significant
difference between LDR and HDR FDMs. In particular,
scenes containing human faces do not show any difference,
as humans are very sensitive to human faces and are able to
detect silhouettes easily, even in the dark regions.
Based on these observations, three clusters were man-
ually created: (i) scenes that induce a change in visual at-
tention pattern, (ii) scenes that induce a change in fixation
intensity, and (iii) scenes that induce similar visual attention
between LDR and HDR. Table 3 reports mean similarity
score and its deviation computed on the images from these
three clusters. From the table, it can be noted that the sim-
ilarity score is lower when a change in the visual attention
pattern or fixation intensity is observed in the FDMs. How-
ever, the difference between similarity scores for different
clusters is not very large, which also indicates that similar-
ity metric may not be the most suitable metric (note that
FDMs in Figure 2) are visually different for LDR and HDR
versions) to measure the changes in FDM that are caused by
HDR.
To determine whether the difference between the three
clusters is statistically significantly, we performed an analy-
sis of variance (ANOVA) on the similarity scores. As shown
in Table 4, the computed p-values indicate that the similarity
scores are significantly different between the three clusters,
in particular, between the scenes corresponding to visual at-
tention pattern cluster and the scenes from the ‘no change’
cluster with LDR and HDR having similar FDMs. These
findings show that, for some contents, HDR imaging im-
pacts visual attention significantly, but it is not clear whether
existing measurement tools can adequately measure this im-
pact.
(a) C05 (b) C08 (c) C09 (d) C10 (e) C11
(f) C16 (g) C22 (h) C32 (i) C40
Fig. 2: Examples showing significant visual differences between FDMs for HDR images and FDMs for LDR versions. First
row: LDR version, second row: FDM of LDR, third row: tone-mapped HDR image, fourth row: FDM of HDR.
5. CONCLUSION
This paper investigated the impact of HDR imaging on hu-
man visual attention. For this purpose, a public HDR im-
age dataset with images of wide variety of natural scenes
was created. The dataset also contains original bracketed
LDR images and fixation density maps (FDMs) from the
eye tracking experiment. The eye tracking test demonstrated
that FDMs of HDR images for some scenes are significantly
different from the FDMs of the corresponding LDR ver-
sions.
Three clusters of HDR images were then identified: (i)
with FDMs having different visual attention pattern com-
pared to FDMs of LDR versions, (ii) with FDMs show-
ing different distribution of fixation intensities compared to
FDMs of LDR versions, and (iii) with FDMs that are simi-
lar to FDMs of LDR images. The applied similarity met-
ric demonstrated that these clusters are dissimilar in sta-
tistically significant way. However, the similarity scores
for clusters (i) and (ii) are not as small compared to clus-
ter (iii) as it was expected, which means the metric did not
capture the difference between FDMs adequately. There-
fore, the impact of HDR on human visual attention is scene-
dependent and it is hard to measure it using existing metrics.
Future work will focus on finding an automated way to
classify scenes for better understanding of the influence of
HDR on visual attention. Different metrics of visual atten-
tion need to be investigated to identify the metric that cap-
tures the differences in visual attention patterns caused by
HDR. The impact of HDR imaging on computational mod-
els of visual saliency will also be considered.
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