Abstract-There has been a growing interest in using the soft computing techniques for distributed data processing in monitoring systems during last years; wireless sensor network is an example which can be utilized to record and process the environmental conditions in transportation systems. In this paper, by using knowledge based soft computing techniques, the reliability of the sensory records is evaluated autonomously in an intelligent transportation system; for this purpose, a new combinational architecture is applied including a bio-inspired local/global data approximation as well as a knowledge based data classification mechanism. The approximation mechanism is established on a least squares mechanism for global data prediction and a radial basis function network including immunological center selection to perform the local data approximations. To classify the records, a new probabilistic neural network including immune system features is developed. The proposed data processing technique is applicable for various intelligent data processing purposes.
INTRODUCTION
An intelligent container is an intelligent transportation system to transport products under desired environmental conditions [1] ; using radio frequency identification and wireless sensor networks, the instantaneous situation of the products are observed. The sensor network is comprised of many smart devices which are called sensor nodes to records temperature and humidity [2] . Application of soft computing techniques on wireless sensor networks leads to intelligent data processing in food transportation system. Nowadays, there is a growing interest in application of bioinspired techniques which are derived from human biological system. Artificial neural networks (ANN) and artificial immune systems (IS) are two well-known algorithms to imitate the biological system to sense, process and make decisions either locally or globally; hybridization is another possibility to deal with the limitations of each bio-inspired algorithm for data processing. Neuro-immune system is a hybrid algorithm which is established on integrating immune system features to design and implement an efficient neural network [3] . In this paper, to process the sensory records, a two stage algorithm is developed including a data approximation and a classification algorithm according to Fig. 1 . The least squares (LS) approach is a global approximation technique to predict the records in various ranges; however, to locally approximate the records, radial basis function (RBF) is an appropriate technique which leads to more accurate approximations within a specific range [4, 5] . The immune system can adjust the architecture of the radial basis function efficiently [3] . Combining a local and a global approximation algorithm can lead to a more sufficient prediction by observing the data range to switch between the local and global architectures at each instance. In this paper, a least squares approximator is combined with a neuro-immune system to approximate the records. To classify the difference between the approximated and actual values -so called residual-a probabilistic radial basis function is served; immunological center selection adjusts the position and number of centers in the neural network. The proposed techniques are compared and advantages are highlighted.
II. RELATED WORK
Distributed data processing in a wireless sensor network denotes the data collection by various sensor nodes to make the decisions locally. A soft computing technique could be developed to predict and classify the sensory records to perform the autonomous data processing. Estimating the records of the nodes has a crucial role in data processing [6, 7, 8] . Then, the predicted data is compared to the actual data to be classified either as plausible or implausible [5, 9] . The implausibility is due to fault occurrence either locally or globally in the wireless sensor network. Artificial immune systems are derived from biological immune systems to defend the body against the threats considering the interaction between antibodies and antigens [3] . Anomaly detection, data mining and fault detection are main applications of the artificial immune systems [3] . Immune system features are integrated in either classical or modern techniques to improve the performance; an application is to design an optimized neural network by updating the weights or selecting the network parameters. Dasgupta compared artificial neural networks with artificial immune systems [10] . De Castro et al. focused on self-organizing neural networks including immune system features. Also, an immunological Boolean competitive network was developed for data processing [11] . An unsupervised approach was introduced to adjust the radial basis function networks using a Euclidean shape-space to represent the molecules [12] . To adjust the initial weights of a feedforward neural network, immune system was considered to set the network weights [13] .
III. SOFT COMPUTING IN INTELLIGENT TRANSPORTATION

SYSTEM
There are two architectures to process the records in a wireless sensor network; some records are processed in a decentralized manner for local decision making at each cluster. The other architecture denotes the global data processing architecture when a central platform deals with the general decisions considering various clusters. In this paper, the records of each three sensor nodes are processed using a soft computing platform (SCP); so, each cluster includes four sensor nodes. The SCP collects the sensory records of every three sensor nodes at each instance and processes to evaluate the reliability of the records. Then, the records of each three SCP at three neighboring clusters are processed together using another SCP; in this way, all records are processed inside the transportation system. Fig. 2 shows the generalized data processing architecture inside a truck. A reefer unit warms up and cools down the truck by on-off cycles. The developed architecture was implemented inside a real truck which is shown in Fig. 3 . Fig. 3 . A truck to transport the products.
The soft computing algorithm deals with data approximation and classification at each instance. One of the clusters according to Fig. 2 is chosen to implement and evaluate the data processing technique. Next section describes the details of the proposed data approximation architecture.
A. Least Squares
The least squares (LS) approximation is established on either determined or over-determined linear or nonlinear equations to model a system. In this paper, the LS approach denotes the four sequential records of the "under approximation sensor node" (for example when 3 S is considered as the under approximation sensor node) and the four sequential records of the neighboring sensor nodes ( S are recorded and used to find the approximation coefficients ( 
This procedure continues and the coefficients are updated by the last four sequential equations.
B. Radial Basis Function with fixed centers
Radial basis function networks are established on locally restricted functions (like Gaussian). The locally restricted functions are centered with the specific values representing a zone; then, the functions approximate any new value around the training range and according to the assigned centers. In RBF network (as shown in Fig. 4) , an appropriate width and center should be assigned to each neuron in the hidden layer; also, the preliminary weights between the hidden layer and the output layer are calculated. After calculating the weighted input pattern, a nonlinear function is applied on the hidden layer. Thereafter, the weighted output of the hidden neurons is calculated ) (Y [4] ; w is the i-th applied weight to the output of the i-th hidden neuron. To train the network, supervised and unsupervised approaches could be applied; equation (4) shows the procedure of updating the weights between hidden layer and output layer with "Gradient descent" algorithm, when fixed centers are selected (as shown in Fig. 4); ( )
In (4) Y are respectively the j-th desired and the actual output of the network. Different network architectures were explored in order to find the optimum parameters; the results showed that when the records of a sensor node is approximated (as under approximation node) using three neighboring sensor nodes at each cluster, a hidden layer suffices including four hidden units to map the approximation parameters to the training target (actual value) during the training phase [5] . To approximate the new records, last four sequential records are selected to train the network.
C. Radial Basis Function with immune system features
According to the idea of biological immune systems, the artificial immune system is developed as an adaptive processing tool [3] . (5) In RBF network, finding the centers is a sensitive part of network design which have important role in accuracy of data approximation mechanism. An unsupervised training algorithm is applicable considering the immune system features; thus, (4) is replaced by a new criterion. The immunological center selection includes two main steps: at first, the number and location of the centers are selected randomly according to the data set; then, the dynamics of the centers population are controlled by a clonal selection algorithm; later, self-organizing individual centers are eliminated (suppression) and an unsupervised learning technique deals with the centers [12] . In (7), j α is the unsupervised learning rate. When the affinity between centers and inputs are high, j α is assumed to be small (around 0.1 in this paper); otherwise, it is great (0.9) when the affinity is small. To evaluate the performance of the RBF network including either the fixed or immunologically selected centers, a sine wave is approximated. At each instance four (data) points are selected to train and approximate using both RBF networks including fixed and immunological center selection. 16 randomly generated patterns including four randomly generated points were used to establish the local approximation condition; an example is seen in Fig. 5 . To compare the local approximation techniques, the probability (P) of data approximation is calculated; % 100 . ) (
The average value of ) ( ion approximat x P for 16 randomly generated patterns is 83.6 % using RBF network with fixed centers while it goes up to 97.4 % when the immunological center selection is applied according to Table I . 
D. Bio-inspired data classification
Artificial neural network (ANN) classifiers have different advantages and disadvantages in comparison with the other classification approaches; they are not restricted to any especial function, but finding the appropriate function and training set has the key role in performance of the network; it is possible to apply the probability features which makes the probabilistic neural network an ideal mechanism for classification [5] . For data classification, the centers are selected immunologically as described before. 
IV. EXPERIMENTAL RESULTS
In this section, the proposed algorithms are implemented on the wireless sensor network to record and process the environmental conditions inside the truck (as seen in Fig. 3) . The main objective of the experiments is to compare the proposed local/global data approximation technique (including least squares and RBF-immune system) with the least squares.
The experimental set up includes Imote2 sensor nodes [14] , which are positioned inside the truck according to Fig. 2 . All experiments were carried out at the cluster including The test duration is about 4 hours and the reefer unit adjusts the environmental conditions according to some arbitrary set points between 8-16 °C to establish the real transportation conditions with different trends. The average ambient temperature is about 14.7 °C. The reefer unit temperature is seen in Fig. 7 during the test. 
A. Data Approximation
The temperature changes of the reefer unit vary the environmental conditions at different positions inside the truck. The difference between the actual and approximated value is calculated as the approximation residual. The average of the resultant approximation residuals for 2 
, S S
, and 3 S are seen in Fig. 8 using the least squares approximation technique as well as the local/global approximation mechanism. According to the Fig. 8 , the resultant data approximation value using local/global approximation mechanism leads to more accurate results in comparison to the least squares technique. (10) In (10), Y and Ỹ are the average of the actual and approximated values at the cluster, respectively; n refers to the number of the approximated records. Fig. 9 . RMS of the average approximation residual Fig. 9 shows the computed RMS of data approximation using LS and LS/RBF-immune mechanism. The RMS of the average approximation residual is about 0.212 °C using LS approach; however, the RMS value of LS/RBF-immune reaches to 0.168 °C.
B. Data Classification
To classify the records, the bio-inspired data classification mechanism observes the RMS value of the average approximation residuals at SCP; exceeding the normal class needs to be investigated by the classification mechanism. Then, three Manhattan affinity functions are calculated; each affinity function denotes the Manhattan distance between the actual and approximated values at each node considering the last four sequential records. According to the calculated affinity functions (AF), the following ranges are defined to classify the records (as illustrated in Fig. 10 ). To deal with the uncertainty of the data approximation mechanism, 2 nd class is defined to investigate whether exceeding the normal condition is either due to the insufficient data approximation or fault occurrence (like battery discharge of a sensor node). When the approximated value of a sensor node deviates significantly from the actual value at a cluster, the computed affinity function will show huge deviation from normal condition (class 3); otherwise, when the calculated affinity function remains in the unknown area, a radial basis function network is used. To classify the 2 nd class for a sensor node, correlation factor is calculated between that sensor node and the neighboring nodes at the cluster. the deviation of the approximated value from the actual records is not huge and needs to be evaluated by the classification mechanism.
The probabilistic RBF-immune network is trained using the data classes. Table II shows the provided data to train the classification network; at first, the absolute sliding correlation factor is caudated using (11 The resultant absolute sliding correlation factor of the 1
S
within the unknown range is seen in Fig. 11 ; the absolute sliding correlation factor between 1 S and the neighboring sensor nodes including V. CONCLUSION In this paper, a novel bio-inspired data processing technique was implemented on a wireless sensor network to evaluate the reliability of the records. The proposed algorithm was developed to process the sensory records in an intelligent transportation system. The data approximation includes a local and a global data approximation technique. A radial basis function network was selected to design the local approximation mechanism including the immune system features to combine with a least squares approximation mechanism. Furthermore, a probabilistic RBF-immune network classified the approximation residual at each instance.
