Abstract-We revisit the gradient based nonlinear attitude complementary filters (observers) on the Special Orthogonal group SO(3) and provide time-explicit solutions of the norm of the attitude estimation error dynamics. One constant-gain and two state-dependent-gain attitude observers are considered. The stability and performance properties of these attitude observers can be easily deduced from the obtained closed-form solutions. We show that the traditional (constant-gain) complementary attitude filter, previously proposed in the literature, is not Inputto-State-Stable (ISS) with respect to bounded measurement disturbances, while the state-dependent-gain versions are. We also show that the state-dependent-gain versions of the attitude complementary filter exhibit better convergence rates. Simulation results are provided to illustrate our results.
(evolving outside SO (3)) with global asymptotic and exponential stability properties have been proposed in [23] and [24] , respectively. Moreover, the synergistic hybrid technique has been used to design global asymptotic hybrid attitude observers on SO(3) [25] and global exponential hybrid attitude observers on SO(3) [26] , [27] , [28] .
In this paper, we revisit the gradient based nonlinear complementary observers on SO(3). We consider three particular observers: The traditional constant-gain complementary filter proposed in [14] as well as two state-dependent-gain versions [20] , [29] . We derive explicit solutions for the norm of the estimation error dynamics for the three observers, from which one can directly deduce the stability and performance properties. We also discuss their performance in terms of convergence rates as well as their robustness to measurement noise. Recent studies have investigated the issue of robusteness of the traditional filter [30] , [19] , [31] . In this work we shown that the traditional attitude observer of [14] is not ISS with respect to bounded measurement disturbances, while the state-dependent-gain versions are. We would like to stress that this result does not take away the merit and the qualities of the observer in [14] . Finally, we would like to point out that the state-dependentgain filters have a singularity in the set of all attitude errors of angle π. The interested reader is referred to our previous work [27] where we propose a framework for a hybrid design that allows to avoid the singularity of such attitude observers on SO(3) leading to global results. The proofs of lemmas and propositions are omitted and are available upon request.
II. PRELIMINARIES
Throughout the paper, we use R and R + to denote, respectively, the sets of real and nonnegative. The Euclidean norm of x ∈ R n is defined as x = √ x ⊤ x. For matrices A, B ∈ R m×n , their inner product is defined as A, B = tr(A ⊤ B). For a square matrix A ∈ R n×n , we denote by λ A i , λ A min , and λ A max the ith, minimum, and maximum eigenvalue of A, respectively. The rigid body attitude evolves on SO(3) := {R ∈ R 3×3 | det(R) = 1, RR ⊤ = I}, where I is the threedimensional identity matrix and R ∈ SO(3) is called a rotation matrix. The Lie algebra of SO(3), denoted by so(3) := Ω ∈ R 3×3 | Ω ⊤ = −Ω , is the vector space of 3-by-3 skew-symmetric matrices. The map
, where × is the vector cross-product on R 3 . Let vex : so(3) → R 3 denote the inverse isomorphism of the map
for all Ω ∈ so(3). Defining P a : R 3×3 → so(3) as the projection map on the Lie algebra so(3) such that P a (A) := (A − A ⊤ )/2, we can extend the definition of vex to R
3×3
by taking the composition map ψ := vex • P a . Let R ∈ SO(3) be a rotation matrix, and let |R| I ∈ [0, 1] be the normalized Euclidean distance on SO(3) and is given by |R| Let R ∈ SO(3) denote a rotation matrix from the body fixed-frame to a given inertial reference frame. The rotation matrix R evolves according to the kinematic equatioṅ
where ω ∈ R 3 is the angular velocity expressed in the body fixed-frame. Let ω y (t) denote the angular velocity measurement (usually provided by a gyroscope) such that
where n ω (t) is a priori bounded signal that captures the measurements noise (which is often at high frequencies) and other disturbances (such as bias and noise at low frequencies). Attitude information is usually extracted from body-frame measurements of know reference vectors such as those obtained from accelerometers, magnetometers or star trackers. Two non-collinear vector measurements are usually sufficient to provide an algebraic reconstruction of the attitude matrix, namely R y (t). Many (static) attitude reconstruction schemes are available, see for instance the TRIAD [32] , the SVD [2] and the QUEST [1] . The reconstructed attitude R y (t) is not reliable in practical applications due to measurement noise and the limited bandwidth (and sometimes the poor quality) of the inertial sensors [33] . The goal of the attitude complementary filter, is to use the available gyro measurements together with the reconstructed attitude R y (or directly the inertial vector measurements) to obtain a good (filtered) attitude estimateR. Note that, throughout this paper, we will use the terms 'filter' and 'observer' indistinguishably.
IV. MAIN RESULTS
Consider the following structure of a complementary attitude filter (observer) on SO(3) :
whereR ∈ SO(3) is an estimate of R withR(0) =R 0 ∈ SO(3) and β ∈ R 3 is a design parameter. LetR = RR ⊤ be the attitude estimation error. Making use of (1) and (3), the attitude error dynamics is written aṡ
Consequently, the attitude observer input β in (3) can be regarded as the angular velocity for the kinematics equation generating the rotation matrixR while the term −Rn ω can bee seen as an external disturbance. A common practice for the design of control systems on SO (3) is to design the input β in (4) as the gradient vector on R 3 of some potential function on SO(3) [14] , [20] , [29] . The reader is referred to [34] for an extended study on gradient-based observer design on Lie groups.
Proposition 1: Consider the attitude kinematics system (1) coupled with the attitude observer (3) with
where the gain-function γ(·) is non-negative. Assume that n ω (t) = 0 and R y (t) ≡ R(t) for all t ≥ 0, then the attitude error |R| 2 I satisfies the following ordinary differential equation
Proposition 1 suggests that the design of this class of gradient-based attitude observers on SO(3) boils down to the design of a scalar function γ(·) such that the the equilibrium point |R| I = 0 is asymptotically (or exponentially) stable for the dynamics (6) . For instance in [14] , an attitude observer similar to (3) has been proposed where β was taken as β = −kψ(R) with k being a positive constant gain. It view of the dynamic equation (6), it follows that the attitude dynamics are stable provided that the gain-function γ(·) is non-negative. The following theorem sheds light on the type of convergence that one would obtain for three different choices of γ(·).
Theorem 1: Consider the attitude kinematics system (1) coupled with the attitude observer (3), (5), with R y ≡ R and n ω ≡ 0. Then the following hold for t ≥ 0:
Proof: According to Proposition 1, the attitude error R(t) satisfies
Now, making use of the following integral formulas dx
equation (7) yields, when considering γ(|R|
Therefore the attitude error |R(t)|
where f
denotes the inverse function of f i on the appropriate intervals of definition. They are explicitly given by
Using the fact that exp(a+ln(b)) = b exp(a), equations (13) and (15), in view of (12), yield the results in (i) and (iii). Moreover, using the following identities
equation (14), in view of (12), yield the result in (ii).
The choice of γ(·) in item (i) of Theorem 1 stems from the gradient of the potential function
which is the well-know trace function on SO(3) that has been widely used in the literature for the design of attitude control systems [35] , [21] , [36] . According to the explicit solution provided in item (i) of Theorem 1, it is straightforward to conclude almost global asymptotic stability and local exponential stability of the equilibrium point |R| I = 0. It is clear that for small initial conditions, i.e., |R(0)|
It is also clear that, starting from an initial condition |R(0)| 2 I = 1, the attitude error does not leave this manifold for subsequent times t ≥ 0. This corresponds to the manifold of rotations of angle π. Moreover, starting from any initial conditionR(0) ∈ SO(3), the time t B necessary to enter the ball of radius |R(t)| 
Hence, as we start closer to an attitude estimation error of angle π or, equivalently |R| 2 I = 1, the convergence of the attitude estimator gets slower.
The choice of the function γ(·) in item (ii) of Theorem 1 stems from the gradient of the non-differentiable potential function
used in recent works on attitude estimation and control [37] , [38] , [20] on attitude tracking. According to the explicit solution provided in item (ii), it is straightforward to conclude almost global asymptotic stability and local exponential stability of the equilibrium point |R| I = 0. In this case the convergence rate is improved for large attitude errors as compared to the choice of γ(·) in item (i). In fact, for an initial condition |R(0)| I → 1, the solution is close to |R(t)|
which is obviously fast enough. Moreover, when starting closer to the desired equilibria, i.e., |R(0)| I ≪ 1, the convergence is exponential (note that cosh(kt) + sinh(kt) = exp(kt)).
The choice of γ(·) in item (iii) of Theorem 1 generates a high gain for the observer input, in the neighborhood of |R| I = 1, and leads to almost global exponential stability of the equilibrium point |R| I = 0. The estimated attitude converges to the desired equilibrium from all initial conditions except for |R(0)| I = 1. It can be verified that this design stems from the gradient of the following barrier-like potential function on SO(3) (see [29] )
Remark 1: It is worth pointing out that, disregarding the measurement disturbances, i.e., R y ≡ R, the observer input β in (5) becomes β = −γ(|R| 
which is a quite convenient formula for the implementation of the proposed attitude observers, where only two vector measurements are available, without the need for the reconstruction of the rotation matrix.
Remark 2:
In [14] , another smooth and explicit observer input β has been proposed such that
where b i = R ⊤ r i are body-frame vector measurements of know inertial vectors r i , i = 1, · · · n, n ≥ 2; thus obviating the need for the rotation matrix reconstruction. It can be verified, by taking A = n i=1 ρ i r i r ⊤ i such that ρ i , i = 1, · · · n are positive scalars, that β = kψ(AR). Hence, the conclusions of the first item of Theorem 1 which were originally derived for the choice β = kψ(R), still hold. In fact, similar to the result of Proposition 1, one can show that
By the comparison theorem, and in view of (6), it follows that the time response |R(t)| 2 I of the observer with β = kψ(AR) is between the time response of the observer with β = (kλĀ max /2)ψ(R) and the time response of the observer with β = (kλĀ min /2)ψ(R). This implies that our discussion about item (i) in Theorem (1) remains valid with β = kψ(AR).
A. On the robustness of a class of nonlinear complementary filters on SO(3)
In this subsection, we investigate the issue of robustness of the class of attitude observers discussed in the previous section to bounded measurement disturbances. We consider the case of non-ideal angular velocity measurements ω y (t) = ω(t) + n ω (t) and ideal attitude reconstruction R y ≡ R. We introduce the following change of variable
The new variable z serves as a measurement index of how far the attitude error is from the equilibrium point |R| I = 0. Moreover, as |R| I tends to 1 (angle error of 180 o ) the new variable z tends to infinity. Let us define the scalar function
The time derivative of the variable z(t), defined in (21) , along the trajectories of (4)- (5) satisfieṡ
such that d = n ω cos(θ n ) and θ n (t) is the angle between the two vectors ψ(R(t)) and −Rn ω (t). Lemma 1 establishes the equivalent dynamics of the attitude errorR on the positive real axis R + . The properties of the attitude observer (3)-(5) can be, therefore, analysed by simply looking at the dynamics (22) . For different choices of the function γ # , one can determine if the equilibrium R = I is stable, asymptotically stable, robust to measurement disturbances and so on. It is interesting to reconsider the three observer designs of Theorem (1) and compare between them in terms of robustness with respect to bounded measurement disturbances. The following are γ # (z) maps corresponding to the different choices of γ(|R|
Theorem 2: Consider the dynamics (22) . Then the following hold:
, then the dynamics (22) are ISS with respect to bounded disturbances where n ω (t) ≤ 2k.
and n R (t) ≡ 0, then the dynamics (22) are ISS with respect to all bounded disturbances. Proof: Let γ # (z) = k > 0. First let us prove that if cos(θ n (0)) = 1 then cos(θ n (t)) = 1 for all t ≥ 0. Letθ and u be the angle axis representation of the rotation matrixR. Then, using (4)- (5) and the kinematics of the axis of rotation [39] , one has
where the fact that ψ(R) = 1 2 vex(R −R) ⊤ = sin(θ)ũ has been used to obtain the last equality. Consequently, if the vector −Rn ω (t) aligns withũ(0), or equivalently cos(θ n (0)) = 1, thenũ(t) =ũ(0) for all future time t ≥ 0. Therefore cos(θ n (t)) = 1 for t ≥ 0. Now, letting d(t) = 2k/ √ 2kt + 1 in (22), the solution of the differential equation (22) can be checked to be z(t) = √ 2kt + 1 by direct substitution, which proves the first item of the theorem. Now let us prove the second item of the theorem. Consider the following ISS-Lyapunov function candidate V (z) = z 2 /2. Then, for γ # (z) = k √ 1 + z 2 > 0, the time derivative of V along the trajectories of (22) satisfieṡ
If, on the other hand, one has z ≤ |d|/(4k 2 − |d| 2 ) 1 2 , it follows thaṫ
Therefore, one concludes that the above bound holds for all z ∈ [0, +∞) and |d(t)| ≤ 2k. The dynamics (22) are consequently Input-to-State-Stable (ISS) with respect to bounded disturbances such that |d(t)| ≤ 2k.
To prove the third item of the theorem we follow similar steps as above to show that the time derivative of V along the trajectories of (22) satisfieṡ
Hence the dynamics (22) are ISS with respect to all bounded disturbances. In Theorem 2, it shown that the smooth gradient-based nonlinear attitude observer on SO (3) is not ISS with respect to measurement disturbances. We construct a bounded and vanishing disturbance that prevents the observer from converging to the actual attitude. In fact, if we consider a measurement disturbance −Rn ω (t) = d(t)u d , where d(t) = 2k/ √ 2kt + 1 and u d being the unit direction of ψ(R(0)), and start from an initial attitude error |R(0)| = 1/ √ 2, or equivalently z(0) = 1, which corresponds to an angle of rotation equals 90 o , the attitude error tends to the undesired manifold, i.e., |R| I → 1 (z → ∞) where the error angle is maximum and equals 180 o . In contrast, by introducing a state dependent scalar gain to the attitude observer input, the dynamics of the attitude error are made ISS with respect to bounded measurement disturbances. It is worth pointing out that the singularity of the non-smooth attitude observers at an error angle of 180 o can be removed by introducing a hybrid design as done in our previous work [27] .
V. SIMULATION RESULTS
In this section, we present numerical examples to validate our theoretical results. Consider system (1) ⊤ . Algebraic algorithms such SVD or TRIAD can be used to reconstruct the attitude matrix R y from the available vector measurements. Alternatively, the correction term β in (5) is expressed using the expressions in (19)- (20) . We first compare the three attitude observers discussed in this paper starting from a large initial attitude error;R(0) = exp(θ[e 3 ] × ) and θ = π − 10 −4 . The slow convergence of the smooth attitude observer is seen in Fig. 1 . The estimation error took around 10 sec to reduce to half the initial value. The third attitude observer has a fast pure exponential decay as the theoretical results showed. In the second 
Comparison between the three attitude observers starting from a large attitude error, with k = 1.
simulation, we aim to verify the results of Theorem 2. We consider the vanishing angular velocity disturbance n ω (t) = 2k Fig. 2 shows that smooth attitude observer has diverged to the undesired manifold of 180 o error angle. Additionally, we consider the following scenarios where n ω (t) is chosen as:
where d 1 (t) = 2k/ √ 2kt + 1 and d 2 (t) = 0.5k 1 + 0.5 sin(t) . In scenarios 1 and 2, the disturbance n ω (t) is vanishing with time and applied at different directions. In Fig. 3 and Fig. 4 , all three observers converge after some time to the desired equilibrium. We observe, however, that the smooth attitude observer exhibits higher amplitude oscillations, compared to the non-smooth observers. In scenario 3, the disturbance n ω is not vanishing but bounded by 3k/4. Even though, all three attitude observers have bounded states, it is seen in Fig. 5 that the third nonsmooth attitude observer allows to obtain a lower amplitude on the state oscillations. The smooth observer (blue) has an "undesired" behaviour at the start of the simulation. The design of gradient based deterministic attitude observers on SO(3) has been revisited. Explicit solutions of the dynamics of the norm of the estimation error have been provided for three different attitude observers. The stability and performance properties of these observers are easily deduced from the derived closed form solutions. It is shown that better convergence results can be achieved when considering a state-dependent gain attitude observer. It is also shown that the traditional constant-gain attitude observer is not ISS with respect to bounded measurement disturbances, while the state-dependent-gain attitude observers are.
