In this paper, we study the asymptotic distributions for least-squares (OLS), fully modied (FM), and dynamic OLS (DOLS) estimators in cointegrated regression models in panel data. We show that the OLS, FM, and DOLS estimators are all asymptotically normally distributed. However, the asymptotic distribution of the OLS estimator is shown to have a non-zero mean. Monte Carlo results examine the sampling behavior of the proposed estimators and show that (1) the OLS estimator has a non-negligible bias in nite samples, (2) the FM estimator does not improve o v er the OLS estimator in general, and (3) the DOLS out-performs both the OLS and FM estimators.
Introduction
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Section 2 introduces the model and assumptions. Section 3 develops the asymptotic theory for OLS, FM and DOLS estimators. Section 4 gives the limiting distributions of FM and DOLS estimators for heterogeneous panels. Section 5 develops the limiting distributions of the Wald statistics. Section 6 presents some Monte Carlo results to evaluate the nite sample properties of the OLS, FM, and dynamic OLS estimators. Section 7 summarizes the ndings. All proofs are in the Appendix.
A w ord on notation. We write the integral ! to denote convergence in distribution, p ! to denote convergence in probability, [x] to denote the largest integer x, I(0) and I(1) to signify a time series that is integrated of order zero and one, respectively, and BM() to denote Brownian motion with covariance matrix .
The Model and Assumptions
Consider the following xed eect panel regression:
y it = i + x 0 it + u it ; i = 1 ; :::; N; t = 1 ; :::T; (1) where fy it g are 1 1; is a k 1 vector of the slope parameters, f i g are the intercepts, and fu it g are the stationary disturbance terms. We assume that fx it g are k 1 integrated processes of order one for all i; where x it = x it 1 + " it :
Under these specications, (1) describes a system of cointegrated regressions, i.e., y it is cointegrated with x it : The initialization of this system is y i0 = x i0 = 0 for all i. Assumption 1 fy it; x it g are independent across i. Assumption 2 The cross-section dimension is a monotonic function of the time-series dimension, i.e., N = N(T), so that the law of large numbers (Theorem 6.2, Billingsley, 1986, p. 81) and the central limit theorem (Theorem 27.2, Billingsley, 1986, p. 369) for triangular arrays can be applied.
Next, we c haracterize the innovation vector w it = u it ; " 0 it 0 . We assume that w it is a linear process that satises the following assumption.
Assumption 3 (e.g., Phillips, 1995) (a) w it = ( L ) it = P 1 j=0 j it j ; P 1 j=0 j a k j k < 1; j(1)j 6 = 0 for some a > 1 : (b) The long-run covariance matrix of fw it g is given by Assumption 4 " is non-singular, i.e., fx it g are not cointegrated. Remark 1 Here we assume that panels are homogeneous, i.e., the variances are c onstant across the crosssection units. We will relax this assumption in Section 4 to allow for dierent variances for dierent i.
OLS, Fully Modied, and Dynamic OLS Estimators
Let us rst study the limiting distribution of the OLS estimator for equation (1) . The OLS estimator of is
It follows that Remark 2 1 2 "u is due to the endogeneity of the regressor x it ; and "u is due to the serial correlation. Chen, McCoskey, and Kao (1996) investigated the nite sample proprieties of the OLS estimator in (6), the t-statistic, the bias-corrected OLS estimator, and the bias-corrected t-statistic. They found that the bias-corrected OLS estimator does not improve over the OLS estimator in general. The results of Chen, McCoskey, and Kao (1996) suggest that alternatives, such a s the FM estimator or DOLS estimator (e.g., Saikkonen, 1991; Stock and Watson, 1993) where I k is a k k identity matrix. The endogeneity correction is achieved by modifying the variable y it in
(1) with the transformation
The serial correlation correction term has the form
where b "u and b
" are kernel estimates of "u and " : Therefore, the FM estimator is
Now, we state the limiting distribution of b 4 Heterogeneous Panels
The paper so far assumes that the panel data are homogeneous. The substantial heterogeneity exhibited by actual data in the cross-sectional dimension severely restricts the practical applicability of such estimators. Also, the estimators in Sections 2 and 3 are not easily extended to cases of broader cross-sectional heterogeneity since the variances and biases are specied in terms of the asymptotic covariance parameters that are assumed to be shared cross sectionally. Recently, Pedroni (1996) proposed an FM estimator for heterogeneous panels. Pedroni (1996) proposed the following panel FM estimator (using his notations): In this section, we propose an alternative representation of the panel FM estimator for heterogeneous panels. Again, in contract to Pedroni (1996) , this section only considers the regression that integrated regressors do not have drifts. Also we propose an FM estimator for multiple regression. Before we discuss the FM estimator we need the following assumptions: Assumption 7 We assume the panels are heterogeneous, i.e., i ; i and i are varied for dierent i: We also assume the invariance principle in (2), (8) Then, we dene the FM estimator for heterogeneous panels as 
Hypothesis Testing
We now consider a linear hypothesis that involves the elements of the coecient vector :W eshow that hypothesis tests constructed using the FM and DOLS estimators have asymptotic chi-squared distributions. The null hypothesis has the form:
H 0 : R = r; (16) where r is a m 1 were generated by the GAUSS procedure RNDNS. At each replication, we generated N(T + 1000) length of random numbers and then split it into N series so that each series had the same mean and variance. The rst 1; 000 observations were discarded for each series. fu it g and f" it g were constructed with u i0 = 0 and " i0 = 0 :
Once the estimates of w it ; b w it were estimated, we used were performed by a Sun SparcServer 1; 000. GAUSS 3:2:31 and COINT 2:0 were used to perform the simulations. The results we report are based on 10; 000 replications and are summarized in Tables 1 and 2 . The FM estimator was obtained by using a Bartlett window of lag length ve as in (20) . Four lags and two leads were used for the DOLS estimator. Table 1 In contrast, the results in Table 1 show that the DOLS, b D ; is distinctly superior to the OLS and FM estimators for all cases in terms of the mean biases. Clearly, the DOLS out-performed both the OLS and FM estimators.
While the limiting theory depends on the assumption that the cross-section and time-series dimensions are comparable in magnitude, the actual panel data have a wide variety of cross-section and time-series dimensions. It is important to know the eects of the variations in panel dimensions. Table 2 also conrm the superiority of the DOLS.
Conclusion
This paper derives limiting distributions for the OLS, FM, and DOLS estimators in a cointegrated regression and shows they are asymptotically normal. We also investigated the nite sample proprieties of the OLS, FM, and DOLS estimators. Our ndings are summarized as follows:
1. The OLS estimator has a non-negligible bias in nite samples.
The FM estimator does not improve o v er the OLS estimator in general.
3. The DOLS estimator may be more promising than OLS or FM estimators in estimating the cointegrated panel regressions. Recall that
Note that the sequence 
