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Abstract
We study the 2D Navier-Stokes equations linearized around the Couette flow (y, 0)t in the periodic
channel T × [−1, 1] with no-slip boundary conditions in the vanishing viscosity ν → 0 limit. We
split the vorticity evolution into the free evolution (without a boundary) and a boundary corrector that
is exponentially localized to at most an O(ν1/3) boundary layer. If the initial vorticity perturbation is
supported away from the boundary, we show inviscid damping of both the velocity and the vorticity
associated to the boundary layer. For example, our L2tL
1
y estimate of the boundary layer vorticity is
independent of ν, provided the initial data isH1. For L2 data, the loss is only logarithmic in ν. Note both
such estimates are false for the vorticity in the interior. To the authors’ knowledge, this inviscid decay of
the boundary layer vorticity seems to be a new observation not previously isolated in the literature. Both
velocity and vorticity satisfy the expected O(exp(−δν1/3α2/3t)) enhanced dissipation in addition to the
inviscid damping. Similar, but slightly weaker, results are obtained also for H1 data that is against the
boundary initially. For L2 data against the boundary, we at least obtain the boundary layer localization
and enhanced dissipation.
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1 Introduction
We study the 2D Navier-Stokes equations linearized around the Couette flow in the periodic channel (x, y) ∈
T× [−1, 1]. In vorticity form, the equations are
∂tω + y∂xω = ν∆ω, (x, y) ∈ T× [−1, 1]
u = ∇⊥(−∆)−1ω :=
(−∂y
∂x
)
(−∆)−1ω,
u|y=±1 = 0,
ω(0, x, y) = ωin(x, y).
(1.1)
Fourier transforming x 7→ α, denoting ω̂ = ω̂(t, α, y), gives the following equation for each α ∈ Z (see
Section 1.1.4 for Fourier conventions),
∂tω̂ + iαyω̂ = ν
(
∂yy − α2
)
ω̂, y ∈ [−1, 1]
û =
(−∂y
iα
)
(α2 − ∂yy)−1ω̂,
û|y=±1 = 0,
ω(0, x, y) = ωin(x, y).
By symmetry, it suffices to consider only the case α > 0, which is the convention taken below. The case of
y ∈ R with no boundary condition on u|y=±1, gives the free equations
∂tω̂ + iαyω̂ = ν
(
∂yy − α2
)
ω̂, y ∈ R
û =
(−∂y
iα
)
(α2 − ∂yy)−1ω̂,
ω(0, x, y) = ωin(x, y).
(1.2)
These were solved by Kelvin in 1887 [29]; see also [7, 32] and Section A.1. Two effects are apparent: (A)
the enhanced dissipation effect that provides a much accelerated decay time-scale (O(ν−1/3) as opposed to
O(ν−1)), quantified by the following,
||ω̂(α, ·)||L2y ≤ e
−α2νt− 1
12
να2t3 ||ω̂in(α, ·)||L2y
and (B) the inviscid damping of the velocity that provides some asymptotic stability independent of ν (noted
first by Orr [43]; see also [32])
|α|1/2 ||û(α, ·)||L2tL2y . ||ω̂in(α, ·)||L2y ,
〈αt〉
∣∣∣∣∣∣û1(t, α, ·)∣∣∣∣∣∣
L2y
+ 〈αt〉2
∣∣∣∣∣∣û2(t, α, ·)∣∣∣∣∣∣
L2y
. ||ω̂in(α, ·)||H2y .
See Section 1.1.4 for notation conventions regarding f . g (also, we use 〈x〉 = (1 + |x|2)1/2). Both effects
are caused by the shear sending enstrophy to high frequencies linearly in time and are both associated
with the continuous spectrum of linearized Euler. The enhanced dissipation is caused by the increased
effectiveness of the viscous dissipation at high frequencies; see e.g. [1, 44, 46]. It has recently generated a
lot of interest in the mathematics community, both in relation to hydrodynamic stability (see e.g. [3,4,7,19,
25, 31, 48–50] and the references therein) and in relation to the stirring of passive scalars, where it has also
been called relaxation enhancement ([11, 13, 18] and the references therein). The inviscid damping is due
to the negative order operator recovering the velocity from the vorticity. This effect is somewhat analogous
to Landau damping in plasma physics (see the discussions in [6, 33, 42] and the references therein). In
2
the absence of boundaries, the nonlinear dynamics near the Couette flow in 2D and 3D at high Reynolds
number is reasonably well-understood but still some questions remain. See [3, 4, 6–8, 14, 32, 49] and the
review article [5].
The presence of boundaries changes the picture significantly, in particular, the mismatch of the viscous
and inviscid boundary conditions normally generates vorticity in a boundary layer that does not vanish
in the inviscid limit. See [2, 20–22, 24, 30, 35, 36, 40] and the references therein. Often, the presence of
such boundary layers leads to long-wave linear instabilities in channel shear flows even for flows that are
stable at ν = 0; see e.g. [21, 22] in mathematics and [16, 53] in physics. This is not true for the Couette
flow however, as was proved by Romanov in 1973 [45]. See [47] for earlier work and [37] for a more
detailed Green’s function expansion of the solution. Recently, the work [10] proved enhanced dissipation
and inviscid damping results for the linearized 2D Navier-Stokes in a periodic channel (in x). We work also
in this setting; the problem of understanding the fine dynamics of long-waves in an infinite channel remains
open.
Finally, we remark that in the case ν = 0, the study of Couette flow in a channel is far more advanced.
Classical works on the linearized problem are given in [9, 15], for a modern treatment of optimal inviscid
damping of linearized shear flows close to Couette see [55]. Nonlinear inviscid damping was recently proved
in [26] for vorticity initially separated from the boundary (a requirement which is in some sense necessary
[54]). The harder study of non-Couette shears is also beginning to be understood for ν = 0, at least in the
linearized case; see e.g. [27, 50–52, 54, 55].
1.1 Main results
1.1.1 Separated from the boundary
The first set of results detail the case when the initial perturbation vorticity is compactly supported away
from the boundary. Note that this is not quite the same as the case studied by Maekawa in [35], since here
the background vorticity is still all the way against the boundary. Intuition suggests results should be stronger
if the perturbation is away from the boundary, and our results confirm this by providing the strongest results
thus far. The proof takes advantage of (A) a variation of a clever idea from [10] (see Section 2 below) for
using the free evolution (1.2) to estimate resolvents; (B) optimal understanding of the inviscid damping and
enhanced dissipation of (1.2); and (C) methods for obtaining precise estimates on Green’s functions via Airy
function asymptotics inspired by arguments in e.g. [21–24]. See Remark 1.5 for more discussions on the
refinements to the results of [10] that we provide in this case.
Note that when formulating the equations on the vorticity side, the no-slip boundary conditions imply
(see also [10, 45]) ∫ 1
−1
e±αyω̂(t, α, y)dy = 0. (1.4)
Throughout the paper, we define
 := α−1/3ν1/3.
Define the following weight for p ∈ [1,∞]
η,p =


3
2
− 3
2p , d(y,±1) ≤  32 ;
max
{
d(x,±1)2
3/2+1/p
, d(y,±1)1− 1p
}
, 
3
2 ≤ d(y,±1) ≤ ;

1
2
− 1
p exp
(
c?
d(x,±1)3/2
3/2
)
, d(y,±1) ≥ .
(1.5)
Here c? is a (small) universal constant independent of α, ν. Define the decay rate (for some small universal
constant δ determined by the proof and any small κ > 0),
λ = (1− κ)α2ν + δα2/3ν1/3. (1.6)
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Theorem 1.1 (Initial separation from the boundary). Suppose that suppωin ⊂ [−1 + δ0, 1 − δ0] for some
δ0 > 0 and satisfies the no-slip condition
∫ 1
−1 ω̂in(α, y)e
±αydy = 0. Then if we write the decomposition
ω̂(t, α, y) = ω̂f (t, α, y) + ω̂b(t, α, y),
where ωf is the solution to (1.2) on (x, y) ∈ T × R and ωb is the boundary corrector, ωb satisfies the
following estimates ∀δ′ sufficiently small (implicit constants depending on δ0, κ, p but never on t, α, or ν),
(i) uniform in time weighted estimates, analyticity in x, and enhanced dissipation for p ∈ [1,∞)
||η,pω̂b(t, α, ·)||Lpy . e−δ
′αe−λt ||ω̂in(α, ·)||L2y ; (1.7)
(ii) inviscid damping of the vorticity: for p ∈ [1, 2], there holds
||eλtη,pω̂b(t, α, ·)||L2tLpy . e
−δ′α ||∂yω̂in(α, ·)||L2y , (1.8a)
||eλtη,pω̂b(t, α, ·)||L2tLpy . 〈ln ν〉 e
−δ′α ||ω̂in(α, ·)||L2y (1.8b)
and for p ∈ [2,∞), there holds
||eλtη,pω̂b(t, α, ·)||LpyL2t . e
−δ′α ||∂yω̂in(α, ·)||L2 ; (1.9)
(iii) inviscid damping and enhanced dissipation of the velocity∣∣∣∣∣∣eλtûb(t, α, ·)∣∣∣∣∣∣
L2tL
2
y
. e−δ′α ||ω̂in(α, ·)||L2 . (1.10)
Remark 1.2. Note that η,1 ≥ 1 and hence (1.8a) and (1.7) imply the uniform-in-ν estimates
||eλtω̂b(t, α, ·)||L∞t L1y . e−δ
′α ||ω̂in(α, ·)||L2y
||eλtω̂b(t, α, ·)||L2tL1y . e
−δ′α ||∂yω̂in(α, ·)||L2y .
Remark 1.3. Note that (1.8a) provides the improved L∞y inviscid damping estimate at the cost of more
regularity ∣∣∣∣∣∣eλtûb(t, α, ·)∣∣∣∣∣∣
L2tL
∞
y
. e−δ′α ||∂yω̂in(α, ·)||L2y . (1.11)
Remark 1.4. Due to the special structure of L2, we can relax the regularity used in (1.8a) for p = 2 at the
cost of a slightly different weight
||eλtη∗,pω̂b(t, α, ·)||L2tL2y .p e
−δ′α ||ω̂in(α, ·)||L2 ,
where η∗ is given by
η∗,p =


3
2
− 3
2p , d(x,±1) ≤  32 ;
d(x,±1)1− 1p ,  32 ≤ d(x,±1) ≤ ;

1− 1
p exp
(
c?
d(x,±1)3/2
3/2
)
, d(x,±1) ≥ .
Note that the change is only visible in the regions away from the core of the boundary layer.
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Remark 1.5. In [10], the authors study the case of H1 data against the boundary; see Section 1.1.2 for
the results we obtain in that case. Under the different (basically stronger) assumption of vorticity initially
separated from the boundary, Theorem 1.1 provides a number of stronger estimates than [10]. Our decom-
position into ωf and ωb is significantly more precise: ωf is explicit and the weight in (1.5) provides precise
localization of the boundary layer. The inviscid decay of the vorticity, provided especially by the p = 1
case of (1.8) is new, which shows that the total vorticity generated at the boundary is bounded and decaying
independent of ν. In [10] an estimate which is suggestive of a slightly weaker version of (1.8a) at p = 2
is given. Our results also provide a variety of more minor improvements, such as providing higher Lp esti-
mates and combined inviscid damping and enhanced dissipation estimates in (1.8), (1.10), and (1.11). This
latter estimate, (1.11), is also an improvement over the L∞y estimate provided in [10] in terms of damping.
Remark 1.6. In the p =∞ case, we can also obtain the following estimate:∣∣∣∣∣∣
∣∣∣∣∣∣ η
∗
,∞〈
1d(·,±1)≤ ln
d(·,±1)

〉 ω̂b(t, α, ·)
∣∣∣∣∣∣
∣∣∣∣∣∣
L∞y
.δ′,κ e−δ
′α−λt||ω̂in(α, ·)||L2y .
The proof is analogous to the case p ∈ [1,∞), however, the extra logarithmic factor compensates for a
divergence in the proof of Lemma 2.3 below.
Remark 1.7. Note that the weight (1.5) is exponentially large d(y,±1) ≥  and that the boundary corrector
is analytic-in-x depending only on δ, not on ν. This behavior is analogous to Maekawa’s boundary layer
decomposition [35].
Many of the works on the inviscid limit on Navier-Stokes have studied the L2 velocity convergence of
the viscous problem to the inviscid problem as well as weak convergence of the vorticity to the inviscid
evolution with an additional vortex sheet created at the boundary; see the classical work of Kato [28] and
the works of [12, 34, 38, 39] and the references therein. See also the review article [36]. The following is
a corollary of Theorem 1.1. The L2 convergence of the velocity follows by an easy adaptation of Kato’s
criterion [28] and the formation of the vortex sheet follows from standard arguments [see e.g. Theorem 3.8
[36]].
Corollary 1.8 (Vortex sheet in the inviscid limit). Let ωin;ν ∈ L2 such that suppωin;ν ⊂ (−1 + δ0, 1− δ0)
for some δ0 > 0. Let uν and ων denote the velocity and vorticity of solutions to (1.1) with ν ≥ 0 with no-slip
conditions if ν > 0 and no-penetration (u2|y±1 = 0) if ν = 0 and that these conditions are satisfied also by
the initial data. Suppose that limν→0 ||ωin;ν − ωin;0||L2 = 0. Then for each T > 0 fixed,
• limν→0 supt∈[0,T ] ||uν − u0||L2 = 0;
• ων ⇀ ω0−u10(t, x, 1)δy=1 +u10(t, x,−1)δy=−1, where the convergence is in L∞(0, T ; (H1)∗). Here
δy=±1 denotes the Hausdorff measure of the lines {(x, y) ∈ T× R : y = ±1}.
1.1.2 Against the boundary: H1 case
Under the assumption of H1 regularity, a variation of the proof of Theorem 1.1 also yields analogous results
without assuming separation from the boundary. Theorem 1.9 is similar to results in [10], however, our
decomposition yields more precise boundary layer localization, slightly stronger decay estimates, and the
“nearly” inviscid damping of the vorticity captured especially by (1.12a) in the case p = 1. Finally, the
proof is also a little simpler and more direct, combining ideas from both [10] and e.g. [21–24].
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Theorem 1.9 (H1 data touching the boundary). Suppose ωin ∈ H1 and satisfies the no-slip condition (1.4)
at t = 0. Then if we write the decomposition
ω̂(t, α, y) = ω̂f (t, α, y) + ω̂b(t, α, y),
where ωf is the solution to (1.2) and ωb is the boundary corrector, ωb satisfies the following (with constants
depending on p, κ),
(i) uniform in time weighted estimates and enhanced dissipation for p ∈ [1,∞)
||η,pω̂b(t, α, ·)||Lpy . e−λt
(
|α|1/2 ||ω̂in(α, ·)||L2y +
1
|α|1/2
||∂yω̂in(α, ·)||L2y
)
;
(ii) inviscid damping of the vorticity: for p ∈ [1, 2], there holds (η∗,p as in Remark 1.4)
||eλtη,pω̂b(t, α, ·)||L2tLpy .
〈
ln
ν
α
〉(
|α|1/2 ||ω̂in(α, ·)||L2 +
1
|α|1/2
||∂yω̂in(α, ·)||L2
)
,(1.12a)
||eλtη∗,pω̂b(t, α, ·)||L2tL2y .
(
|α|1/2 ||ω̂in(α, ·)||L2 +
1
|α|1/2
||∂yω̂in(α, ·)||L2
)
;
(iii) inviscid damping and enhanced dissipation of the velocity∣∣∣∣∣∣eλtûb(t, α, ·)∣∣∣∣∣∣
L2tL
2
y
.
(
|α|1/2 ||ω̂in(α, ·)||L2y +
1
|α|1/2
||∂yω̂in(α, ·)||L2y
)
.
1.1.3 Against the boundary: L2 case
In the general case of arbitrary L2 data, our results are considerably weaker, however, they are still new. We
are currently unsure how to apply the methods used in Theorems 1.1 and 1.9 to obtain good results. Instead,
we use contour integral methods more similar to those employed in [24] and the references therein. For
t ≥ 1, we will use the following the weight, which is a slight variation of (1.5) in the limit p→∞
η˜(y) =

3/2, d(y,±1) ≤ 3/2;(
d(y,±1)

)3
, d(y,±1) ∈ [3/2, ];
exp
(
c?
d(y,±1)3/2
3/2
)
, d(y,±1) ≥ .
(1.13)
On the initial layer t ≤ 1, we apply the following weaker weight that vanishes on the boundary
η˜in (y) =

(
d(y,±1)

)3
, d(y,±1) ≤ ,
exp
(
c?
d(y,±1)3/2
3/2
)
, d(y,±1) ≥ .
(1.14)
Theorem 1.10 (L2 data touching the boundary). Suppose that ω̂in satisfies the no-slip condition
∫ 1
−1 ω̂in(α, y)e
±αydy =
0. Then if we write the decomposition
ω̂(t, α, y) = ω̂f (t, α, y) + ω̂b(t, α, y),
where ωf is the solution to (1.2) on (x, y) ∈ T × R and ωb is the boundary corrector, ωb satisfies the
following for all p ∈ [1,∞] (implicit constants depending only on κ and p),
||η˜in ω̂b(t, α, ·)||Lpy . ln5/4 −1
√
ln ln −1e−λt||ω̂in(α, ·)||Lpy , ∀t ≤ 1,
||η˜ω̂b(t, α, ·)||Lpy . ln5/4 −1
√
ln ln −1e−λt||ω̂in(α, ·)||Lpy , ∀t ≥ 1,
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Remark 1.11. The pre-factor ln5/4 −1
√
ln ln −1 is not expected to be sharp.
Remark 1.12. In the initial layer t ≤ 1, the t ≥ 1 proof derives the following estimate:
||ηω̂||Lp . 1
t
ln5/4 −1
√
ln ln −1e−λt||ω̂in||Lp .
1.1.4 Notation and conventions
We define 〈x〉 = (1 + |x|2)1/2. The fourier transform in x 7→ α ∈ Z and (x, y) 7→ Z× R is defined via
f̂(α, y) =
1√
2pi
∫
T
e−ixαf(x, y)dx,
f(x, y) =
1√
2pi
∑
α∈Z
eixαfˆ(k, y),
f̂(α, η) =
1
2pi
∫
T×R
e−ixα−iyηf(x, y)dxdy,
f(x, y) =
1
2pi
∑
α∈Z
∫
R
eixα+iyηfˆ(α, η)dη.
We write f . g (resectively f & g) if there exists a constant C > 0 such that f ≤ Cg (respectively
Cf ≥ g). In the entire paper, these implicit constants will NEVER depend on ν, α, or t (and hence also not
on ). If we wish to emphasize the dependence of the implicit constants on certain other parameters β, γ, ...
we write f .β,γ,... g. We write f ≈ g if f . g and f & g.
For complex numbers c ∈ C we denote c = cr + ici with cr, ci ∈ R. For the entire paper, we set the
following branch cut convention: for z ∈ C, phz ∈ (−pi, pi) we take
z3/2 = |z|3/2 e 32 iphz. (1.16)
2 Outline and formulation of resolvent estimates
In this section we outline the argument and leave the details to be carried out in later sections.
2.1 Resolvent formulation and the Orr-Sommerfeld problem
As usual in linearized fluid mechanics, the analysis requires studying the resolvent. Define ∆α = ∂yy −α2,
the linearized operator
Lα = −iαy + ν∆α,
and the resolvent operatorR(α, z) as
R(α, z) = (Lα − z)−1 ,
defined on the resolvent set
ρ(Lα) := {z ∈ C : Lα − z is invertible} .
Recall that the spectrum is defined as σ(Lα) = C\ρ(Lα). Let γ be such that the σ(Lα) ⊂ {z ∈ C : zr < γ}.
The semigroup is then expressed as the Dunford-Pettis integral (see e.g. [17]),
eLαtω̂in =
1
2pii
∫
γ±i∞
eztR(α, z)ω̂indz.
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Here
∫
γ±i∞ f(z)dz denotes a usual straight line Bromwich contour extending from γ+ i∞ to γ− i∞. It is
convenient to reformulate the integral to match more closely the approach to the inviscid problem as in e.g.
[16, 51]. To that end, define c = iz/α and write (abusing notation and not renamingR)
eLαtω̂in = − α
2pi
∫
iγ
α
±∞
e−iαctR(α, c)ω̂indc.
Here
∫
iγ±∞ f(z)dz denotes a rotated straight line Bromwich contour extending from iγ −∞ to iγ +∞.
Note this simply rescales and switches the convention about the roles of real and imaginary parts of the
spectral parameter. As is standard for both the viscous and inviscid problems [16], we next express R in
terms of the solution of the Orr-Sommerfeld problem (known as the Rayleigh problem in the inviscid case).
Define φ to be the streamfunction of the resolvent: R(α, c)ω̂in = ∆αφ̂. Then we obtain the family of
singular ODEs paramterized by both α ∈ Z and c ∈ C,
∆2αφ̂−
iα
ν
(y − c)∆αφ̂ = − ω̂in
ν
,
φ̂
∣∣
y=±1 = ∂yφ̂
∣∣
y=±1 = 0.
2.2 Derivation of boundary corrector
We next divide the resolvent into ‘free’Rf and ‘boundary-corrector’Rb contributions (and correspondingly
the streamfunction)
∆αφ̂ = Rf +Rb = ∆αφ̂f + ∆αφ̂b
whereRf is chosen as the decaying solution to the Airy problem on the whole line
∆αRf − iα
ν
(y − c)Rf = − ω̂in
ν
,
and Rb = ∆αφ̂b where φ̂b solves the homogeneous Orr-Sommerfeld problem with the suitable boundary
conditions to ensure that φ̂ = φ̂f + φ̂b satisfies the no-slip boundary conditions
∆2αφ̂b −
iα
ν
(y − c)∆αφ̂b = 0, (2.1a)
φ̂b
∣∣
y=±1 = −φ̂f
∣∣
y±1,
∂yφ̂b
∣∣
y=±1 = −∂yφ̂f
∣∣
y±1.
Note that we will always be considering c ∈ C (usually with non-vanishing real and imaginary parts). The
decomposition of the resolvent yields a corresponding decomposition of the evolution:
etLαω̂in = ω̂f (t) +
α
2pi
∫
iγ
α
±∞
e−iαct∆αφ̂bdc, (2.2)
where ω̂f (t, α, y) solves the following ‘free’ evolution on the whole line y ∈ R,
∂tω̂f + iαyω̂f − ν∆αω̂f = 0, y ∈ R,
ω̂f (0, α, y) = ω̂in(α, y).
The solution ωf of course does not satisfy the boundary conditions for t > 0; these are corrected by the
latter term in (2.2). Optimal estimates on ωf are straightforward via Fourier transform (see Appendix A.1),
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hence the precise analysis of the boundary corrector is the remaining problem. We denote the boundary
corrector ωb as
ω̂b(t, α, y) =
α
2pi
∫
iγ
α
±∞
e−iαct∆αφ̂b(α, y)dc.
The homogeneous Orr-Sommerfeld problem (2.1a) has four linearly independent solutions: e±αy andH±(Y ),
where H± are expressed via Airy functions (see e.g. [16, 47]),
Y : =
y − c− iαν

, (2.4a)
H+(Y ) = Ai
(
e5ipi/6Y
)
,
H−(Y ) = Ai
(
eipi/6Y
)
.
See (1.16) in Section 1.1.4 for the branch cut convention we are taking for the entire work. The variable Y
is called the Langer variable. For the rest of the paper, capital letters Y, Z, ... etc denote the corresponding
Langer variable (depending also on α, ν, c), for example Z = z−c−iαν . The use of such variables is
standard for studying the Orr-Sommerfeld problem (see e.g. [10, 16, 21, 22, 45] and the references therein).
The boundary condition (1.4) implies the analogous condition on the resolvent (see [45] or [10])∫ 1
−1
e±αyω̂(α, y)dy =
∫ 1
−1
e±αy∆αφ̂(α, y)dy = 0.
Therefore, the boundary-corrector resolvent can be expressed in the following form
Rb(c, y) = a(c)H−(Y ) + b(c)H+(Y ).
where a(c) and b(c) solve the following linear system (assuming for a moment that the system is solvable)(
− ∫ 1−1 eαyRf (y, c)dy
− ∫ 1−1 e−αyRf (y, c)dy
)
=
( ∫ 1
−1 e
αwH−(W )dw
∫ 1
−1 e
αwH+(W )dw∫ 1
−1 e
−αwH−(W )dw
∫ 1
−1 e
−αwH+(W )dw
)(
a(c)
b(c)
)
.
Denoting D(α, c) the determinant of the matrix (known as the the Evans function) we can solve this when-
ever D(α, c) 6= 0 and we have(
a(c)
b(c)
)
= − 1
D(α, c)
( ∫ 1
−1 e
−αwH+(W )dw −
∫ 1
−1 e
αwH+(W )dw
− ∫ 1−1 e−αwH−(W )dw ∫ 1−1 eαwH−(W )dw
)( ∫ 1
−1 e
αyRf (y, c)dy∫ 1
−1 e
−αyRf (y, c)dy
)
.(2.5)
The spectrum of the operator, σ(Lα), is precisely where D(α, c) = 0.
2.3 Evans function estimates
The first results one needs are quantitative lower bounds on the Evans function wherever one is drawing
the contour integrals of the resolvent. First estimates were obtained by Romanov [45], and more precise
estimates (at least for |α| & 1) were recently obtained by Chen et. al. in [10]. Naturally, we require
estimates similar to those in [10]; the specific estimates used in our work are sketched in Appendix B for
the readers’ convenience. The main estimate we use is essentially the following, see Appendix B for more
precision. As in [10], the proof is a more quantitative variation of Romanov’s arguments [45] using precise
Airy function asymptotics. See Section 1.1.4 for notation conventions of complex numbers and branch cuts.
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Lemma 2.1. The Evans functionD(α, c) is non-zero in the right half-plane
{
z ∈ C : zi ≥ −αν − δα−1/3ν1/3
}
.
Moreover, for c ∈ C with ci = −αν−δα−1/3ν1/3 (where δ is a universal constant chosen sufficiently small).
Then the absolute value of Evans function D(α, c) is bounded from below by
|D(α, c)| &
∣∣∣∣∫ 1−1 e−αwH−(W )dw
∣∣∣∣ ∣∣∣∣∫ 1−1 eαwH+(W )dw
∣∣∣∣ , (2.6)
with the following lower bounds depending on the region of the complex plane:
∣∣∣∣∫ 1−1 e−αwH−(W )dw
∣∣∣∣ & eα〈α〉

1,
∣∣−1−cr

∣∣ . 1,〈−1−cr

〉−3/4
exp
(
2
3Re((
−1−cr
 + δi)
3/2eipi/4)
)
, −1−cr . −1,〈−1−cr

〉−3/4
exp
(−23Re((−1−cr + δi)3/2eipi/4)) , −1−cr & 1,∣∣∣∣∫ 1−1 eαwH+(W )dw
∣∣∣∣ & eα〈α〉

1,
∣∣−1+cr

∣∣ . 1,〈−1+cr

〉−3/4
exp
(
2
3Re((
−1+cr
 + δi)
3/2eipi/4)
)
, −1+cr . −1,〈−1+cr

〉−3/4
exp
(−23Re((−1+cr + δi)3/2eipi/4)) , −1+cr & 1.
Remark 2.2. If α is large in the sense that α & ν−1/2, then by choosing ci = −(1 − κ)αν, the estimates
above can be improved by dropping the 1〈α〉 factor. See Appendix B for more details.
2.4 The proof of Theorem 1.1: Initial vorticity supported away from the boundary
Step 1: Estimates via resolvents:
For future notational convenience, define
Φ±(c) =
α
2pi
∫ 1
−1
e±αyRf (y, c)dy. (2.7)
Then, from formula (2.5), we can write the boundary corrector resolvent in terms of Φ± for suitably defined
kernels K±,
α
2pi
Rb(α, y, c) = K−(y, c)Φ+(c) +K+(y, c)Φ−(c). (2.8)
We will use a variation of the clever idea due to Chen et. al. [10], which leverages the observation that one
can obtain good estimates on Φ± through ωf , the free evolution solving (2.3). This works even better when
the initial data is away from the boundaries.
First, consider obtaining pointwise-in-time Lp estimates on the vorticity as in (1.7). Choosing γ = −λ
in (2.2), integrating in y, and applying Minkowski’s inequality, there holds (denoting ci = −λ/α)∣∣∣∣∣∣eλtη,pω̂b∣∣∣∣∣∣
Lp
.
∑
s∈{+,−}
∣∣∣∣∣∣∣∣η,pKs(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
LpyL2cr
||〈·+ ici〉Φ−s(·+ ici)||L2cr , (2.9)
where we use the notation −s = + if s = − and −s = − if s = +. To obtain the inviscid damping
estimates on the vorticity in (1.8a), we apply the following analogous estimate: for p ∈ [1, 2]∣∣∣∣∣∣eλtη,pω̂b∣∣∣∣∣∣
L2tL
p
y
.
∣∣∣∣∣∣eλtη,pω̂b∣∣∣∣∣∣
LpyL
2
t
.
∑
s∈{+,−}
∣∣∣∣∣∣∣∣η,pKs(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
LpyL2cr
||〈·+ ici〉Φ−s(·+ ici)||L∞cr (2.10)
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and for (1.8b) we instead use the slightly different∣∣∣∣∣∣eλtη,pω̂b∣∣∣∣∣∣
L2tL
p
y
.
∑
s∈{+,−}
∣∣∣∣∣∣∣∣η,pKs(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
LpyL∞cr
||〈·+ ici〉Φ−s(·+ ici)||L2cr . (2.11)
For (1.9) we have similarly∣∣∣∣∣∣eλtη,pω̂b∣∣∣∣∣∣
LpyL
2
t
.
∑
s∈{+,−}
∣∣∣∣∣∣∣∣η,pKs(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
LpyL2cr
||〈·+ ici〉Φ−s(·+ ici)||L∞cr . (2.12)
Consider next the inviscid damping estimate (1.10), which does not follow from any of the estimates on the
vorticity due to the logarithmic loss in (1.8b). To correct this shortcoming, we prove below in Section 4.2
that ∣∣∣∣∣∣eλtûb∣∣∣∣∣∣
L2tL
2
y
.
∑
s∈{+,−}
∣∣∣∣∣∣∣∣Ks(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
L∞crL
1
y
||〈·+ ici〉Φ−s(·+ ici)||L2cr , (2.13)
in particular, the regularization in the Green’s function for the Biot-Savart law permits us to reverse the order
of integration on K±. This is sufficient to remove the logarithmic loss.
Step 2: Estimates onK±:
The following lemma summarizes the estimates available on K±. These are obtained via Lemma 2.1 on the
Evans function and asymptotics for the Airy functions comprising the kernels (in Section A.2).
Lemma 2.3 (Estimates on K±). For p ∈ [1,∞) and η,p defined as in (1.5) and ci = −(1− κ)αν − δ,∣∣∣∣∣∣∣∣η,pK±(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
LpyL2cr
. e−α, (2.14)
and for p ∈ [1, 2] there holds ∣∣∣∣∣∣∣∣η,pK±(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
LpyL∞cr
. |ln | e−α, (2.15)∣∣∣∣∣∣∣∣K±(·, ·+ ici)〈·+ ici〉
∣∣∣∣∣∣∣∣
L∞crL
1
y
. e−α. (2.16)
Step 2: Estimates on Φ±
For obtaining good estimates of (2.7), we use a variation of an idea appearing in [10]. First notice that by
the definition ofRf , we have
ω̂f =
α
2pi
∫ − iλ
α
+∞
− iλ
α
−∞
e−iαctRf (y, c)dc.
Therefore, by Plancherel’s theorem for the inverse Laplace transform, we have
||Φ±(·+ ici)||2L2cr . α
∫ ∞
0
∣∣∣∣∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt,
||(·+ ici)Φ±(·+ ici)||2L2cr .
1
α
∫ ∞
0
∣∣∣∣∂t ∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt,
||∂cΦ±(·+ ici)||2L2cr . α
∫ ∞
0
〈αt〉2
∣∣∣∣∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt.
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Note that ||Φ±(·+ ici)||L∞cr . ||Φ±(·+ ici)||L2cr + ||∂cΦ±(·+ ici)||L2cr .
Due to to the integral in y, the right-hand side admits optimal estimates via the inviscid damping of ωf
and the separation from the boundary. If g(t) = 〈φ, ωf (t)〉L2 with φ ∈ H1, it is straightforward to check the
inviscid damping-type estimate ||g||L2t . |α|
−1/2 ||ωin||L2 (i.e. ωin ∈ L2 implies ωf ∈ L2t H˙1/2x H−1y ); see
[32] and Section A.1. However, 1y∈[−1,1]e±αy is not H1 at the boundary (nor uniformly bounded in α). To
deal with this, we use the initial support to deduce that ωf stays away from the boundary except for a very
small (in ν) contribution due to the viscous diffusion. The boundary contribution is wiped out by enhanced
dissipation long before it can have a detrimental effect on the desired estimate. The approximate separation
similarly also implies the exponential gain in α, (i.e the uniform real-analyticity in x). The following lemma
is proved in Section 3.
Lemma 2.4. If ∃δ0 > 0 such that suppωin ⊂ (−1+δ0, 1−δ0) and λ is as in (1.6), then ∃δ′ > 0 (depending
on δ0, κ) such that the following holds∫ ∞
0
∣∣∣∣∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt . e2(1−δ′)α ||ω̂in||2L2 , (2.18a)∫ ∞
0
∣∣∣∣∂t ∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt . e2(1−δ′)α ||ω̂in||2L2 , (2.18b)∫ ∞
0
〈αt〉2
∣∣∣∣∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt . e2(1−δ′)α (||ω̂in||2L2 + ||∂yω̂in||2L2) (2.18c)∫ ∞
0
∣∣∣∣〈αt〉2 ∂t ∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt . e2(1−δ′)α (||ω̂in||2L2 + ||∂yω̂in||2L2) . (2.18d)
Lemma 2.4 together with (2.17), Lemma 2.3 (and (2.9), (2.10), (2.11), (2.12), (2.13)) complete the proof
of Theorem 1.1.
2.5 The proof of Theorem 1.9: H1 data against the boundary
This proof proceeds essentially as in Theorem 1.1, however, we replace Lemma 2.4 with the following
variation. The lack of (2.18c) is precisely why we cannot currently obtain analogues for some of the corre-
sponding estimates in Theorem 1.1. The following lemma is proved in Section 3
Lemma 2.5. For all ωin ∈ H1 which satisfies the no-slip condition (1.4) at t = 0, there holds∫ ∞
0
∣∣∣∣∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt . e2αα2 (||ω̂in||2L2y + ||∂yω̂in||2L2y) , (2.19a)∫ ∞
0
∣∣∣∣∂t ∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt . e2α (||αω̂in||2L2y + ||∂yω̂in||2L2y) . (2.19b)
2.6 The proof of Theorem 1.10: L2 data against the boundary
In the L2 case, the first few steps are identical to Theorems 1.1 and 1.9. In the case of rough data near the
boundary however, the estimates on Φ± seem much less advantageous. Instead, we take an approach more
like that of e.g. [24] and the references therein and expand the full Green’s function of the Orr-Sommerfeld
equation explicitly. To this end, we apply the Green’s function of the Orr-Sommerfeld equation on the whole
real line R to representRf in terms of ωin (see e.g. [16,47]). Applying Fubini’s theorem gives an expansion
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Figure 1: Contour Γα (rotated in the complex plane to match the usual spectral conventions).
of the form
ω̂b(α, y) =−
∫
Γα
2−2
piD(α, c)
∫ 1
−1
e−αwH+(W )dw
∫ 1
−1
∫ r
−1
e−iαct+αrω̂in(α, z)H+(Z)H−(R)H−(Y )dzdrdc
+ Similar terms
= : −
8∑
j=1
∫ 1
−1
Kj(y, z)ω̂in(α, z)dz, (2.20)
where Γα is a suitably chosen contour in the complex plane. The full representation of ωb can be found in
Appendix A.4. Note that the free resolvent introduced additional powers of −2 via the Wronksian of H±;
see e.g. [16, 47].
To prove estimate (1.15), we show that the operators corresponding to the kernels in the weighted
Green’s function, η(y)Kj(y, z) as defined in (2.20) are bounded integral operators Lp to Lp via Schur’s
test. Specifically, we prove (for t ≥ 1)
8∑
j=1
sup
y∈[−1,1]
||η(y)Kj(y, ·)||L1z . 〈α〉 ln −1e−λt, (2.21a)
8∑
j=1
sup
z∈[−1,1]
||η(·)Kj(·, z)||L1y . 〈α〉 ln3/2 −1 ln ln −1e−λt.
Schur’s test and (2.20) then yield (1.15). Note that the 〈α〉 factor is dominated by e−λt for t ≥ 1. Analogous
estimates are also made for t ≤ 1 (see Section 6 for details).
We decompose the contour integral into two parts: the dominant contribution is close to the continuous
spectrum of the linearized Euler equation and the second part is a tail contribution bent into a standard
trapezoidal shape. See Figure 2.6 for a diagram. The inner contour ΓE is chosen to be the vertical line
segment {c|cr ∈ [−1, 1], ci = −αν − δα−1/3ν1/3}. Further from this contribution, we distinguish two
cases depending on the distance to the boundary: d(y,±1) ≥ 3/2 and d(y,±1) ≤ 3/2. In the first case,
we use the straight contour {c|ci ≡ −αν − δα−1/3ν1/3. In the second case, we further split the contour
into two pieces, the connection region Γ±co and tail region Γ
±
t . The straight contour and the regions Γ
±
co are
treated by a variation of the method used near the continuous spectrum. In the tail region, we use the extra
integrability coming from integrating e−αcit in ci for t ≥ 1. For t < 1, the vanishing of the weight at the
boundary allows to minimize the effect of this region for short times. See Sections 5 and 6 for details.
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3 Separated from boundary or H1: Estimates on the free resolvent
3.1 Proof of Lemma 2.4
In this section we prove Lemma 2.4. Let ψ± be a smooth function such that
ψ± =
{
e±αy y ∈ [−1 + δ0/8, 1− δ0/8]
0 y 6∈ [−1 + δ0/16, 1− δ0/16].
Note ∀δ′ sufficiently small (depending on δ0), there holds∣∣∣∣∂jyψ±∣∣∣∣L2 .j,δ′ e(1−δ′)α. (3.1)
Denote
ψ˜± = ψ± − e±αy1y∈[−1,1],
and note that ψ˜± is supported in the complement of the interval Iδ0 := [−1 + δ02 , 1− δ02 ]. Proof of (2.18a):
First, we divide the integral based on the support of the initial data (suppressing the α dependence)∫ 1
−1
eλte±αyω̂f (t, y)dy =
∫
R
eλtψ±ω̂f (t, y)dy −
∫ 1
−1
eλt
(
ψ± − e±αy1y∈[−1,1]
)
ω̂f (t, y)dy
= T1(t) + T2(t). (3.2)
By Lemma A.1 and (3.1), for δ′ sufficiently small
||T1||L2t ≤ ||ψ||H1
∣∣∣∣∣∣eλtωf ∣∣∣∣∣∣
L2tH
−1
y
. e(1−δ′)α ||ωin||L2 ,
which suffices for the treatment of T1 in (3.2).
Turn next to T2 in (3.2), where we use that the vorticity is initially zero on the support of the integrand.
First, we observe that |ωf |2 is a subsolution of the heat equation,(
∂t + 2να
2 − ν∂yy
) |ωf |2 < 0,
which implies by the parabolic comparison principle
|ωf (t, y)|2 ≤ 1
(4piνt)1/2
∫
R
exp
(
−2να2t− |y − y
′|2
4νt
)∣∣ωin(y′)∣∣2 dy′. (3.3)
By Ho¨lder’s inequality and parabolic comparison (3.3) we have,
|T2(t)| .
∣∣∣∣∣
∫
Iδc0
e4λt
∣∣∣ψ˜±(y)∣∣∣4 |ωf (t, y)|2 1
(4piνt)1/2
∫
R
exp
(
−2α2νt− |y − y
′|2
4νt
)∣∣ωin(y′)∣∣2 dy′dy
∣∣∣∣∣
1/4
.
Using that |y − y′| & δ0 on the support of the integrand we obtain for some δ′ > 0
|T2| .δ0 eα−κα
2νte−
δ20
256νt ||ω̂in||1/2L2y
∣∣∣∣∣∣eα2νt+2δν1/3α2/3tω̂f ∣∣∣∣∣∣1/2
L2y
.δ0 e(1−δ
′)αe−
δ20
600νt ||ωin||1/2L2y
∣∣∣∣∣∣eα2νt+2δν1/3α2/3tωf ∣∣∣∣∣∣1/2
L2y
,
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where the last line followed by separately considering the cases ανt < δ0 and ανt ≥ δ0. Next, we estimate
the L2t norm of T2 in (3.2). To this end, we decompose the integral into two regimes: t ∈ [0, ν−1/2] and
t ∈ [ν−1/2,∞). For t ∈ [0, ν−1/2), we use that for any p, b > 0, e− bνt .b,p νp. Therefore, by Lemma A.1
we have the following ∀p > 0,
||T2||2L2t . e
2(1−δ′)α
(∫ ν−1/2
0
+
∫ ∞
ν−1/2
)
e−
δ20
300νt e−
1
100
να2t3 ||ωin||2L2y dt
.p e2(1−δ
′)ανp ||ωin||2L2y . (3.4)
Note we also used that for all γ > 0, ∃Cγ > 0 such that ν1/3α2/3t ≤ Cγ + γνα2t3. This completes the
proof of (2.18a).
Proof of (2.18b):
The time derivative estimate is slightly more complicated than (2.18a). We begin as before,
d
dt
∫ 1
−1
eλt±αyω̂f (t, y)dy
= −
∫
R
eλtψ±iαyω̂f (t, y)dy +
∫
R
eλtψ±ν∆αω̂f (t, y)dy −
∫ 1
−1
eλtψ˜±iαyω̂f (t, y)dy
+
∫ 1
−1
eλtψ˜±ν∆αω̂f (t, y) + λ
∫ 1
−1
eλt±αyω̂f (t, y)dydy
=:
5∑
j=1
Tj(t). (3.5)
For the T5 term, we note that it is (1 − κ)α2ν + δα2/3ν1/3 times the integral in (3.2), so by adjusting δ′,
||T5||L2t . e(1−δ
′)α||ωin||2. Terms T1 and T3 in (3.5) are treated as in (3.2) in the proof of (2.18a). Next,
consider the treatment of the terms T2 and T4. For T2 we first integrate by parts in y and then we may treat
as in the proof of (2.18a). Consider next T4 in (3.5). We cannot integrate by parts in y due to the boundary.
Instead we need to use parabolic smoothing to estimate ∆αω̂f and use the boundary separation to avoid
losing regularity. We prove that for 0 < δj = δ02−j and Iδj = [−1 + δj/2, 1− δj/2],
eλt
∣∣∣∣∣∣1Icδj ∂jyω̂f (t)∣∣∣∣∣∣L2y . e−κα2νte−
δ2j
600jνt e−
1
100
να2t3 ||ωin||L2y . (3.6)
Inequality (3.6) is a consequence of the following general estimate which follows from the heat kernel: for
all γ > 0, ∣∣∣∣∣∣1Ic
γ/2
∂ye
νt∆α1Iγf
∣∣∣∣∣∣
L2
. e−
γ2
100νt
−να2t ||f ||L2y . (3.7)
and Duhamel’s formula,
ω̂f (t) = e
νt∆α/2ω̂f (t/2)− iα
∫ t
t/2
eν(t−τ)∆α (yω̂f (τ)) dτ.
Indeed, consider
1Icδ1
∂yω̂f (t) = 1Icδ1
∂ye
νt∆α/2
(
(1Icδ0
+ 1Iδ0 )ω̂f (t/2)
)
− iα
∫ t
t/2
1Icδ1
∂ye
ν(t−τ)∆α
(
(1Icδ0
+ 1Iδ0 )yω̂f (τ)
)
dτ
= Ic + Io + IIc + IIo.
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Analogous to the proof of (2.18a), estimates on Io follow from (3.7) and estimates on Ic follow by the
comparison principle (3.3). These imply
e2λt ||Ic + Io||2L2y .δ0 e
α− δ
2
0
400νt
−κνα2t ||ω̂in||L2y
∣∣∣∣∣∣∣∣e 12α2νt−2δν1/3α2/3tω̂f ( t2
)∣∣∣∣∣∣∣∣
L2y
.
This is consistent with (3.6) as in the proof of (3.4) above by the exact formula in Appendix A.1. Applying
the same arguments for each τ in the integral in IIc and IIo yields (3.6) for j = 1. The case j > 1 follows
by iteration.
With (3.6) proved, now consider the estimate of T4 in (3.5). We apply an argument similar to that used
to treat (3.4). By (3.6) (and again applying estimates based on (3.3) for the first term),
|T4| . eαeλtν
(
α2
∣∣∣∣∣∣1Icδ2 ω̂f ∣∣∣∣∣∣L2 + ∣∣∣∣∣∣1Icδ2∂yyω̂f ∣∣∣∣∣∣L2)
. νe(1−δ′)αe−
δ2
6002νt e−
1
100
να2t3
(
1 + α2
) ||ωin||L2y .
Therefore, similar to the argument in (3.4) we obtain
||T4||2L2t . νe
2(1−δ′)α ||ω̂in||2L2y .
This completes the proof of (2.18b).
Proof of (2.18c):
We proceed as in the proof of (2.18a),∫ 1
−1
〈αt〉 eλte±αyω̂f (t, y)dy =
∫
R
eλt 〈αt〉ψ±ω̂f (t, y)dy −
∫ 1
−1
eλt 〈αt〉 ψ˜±ω̂f (t, y)dy
= T1(t) + T2(t).
The term T2 can be treated as in (2.18a), as the separation of support gains arbitrary powers of t. Consider
next T1. By Fourier transforming in R (denoting y 7→ η), Plancherel’s theorem, shifting the integral in η,
||T1||L2t =
(∫ ∞
0
∣∣∣∣∫ ∞−∞ eλt 〈αt〉 ψ̂±(η)ω̂f (t, η)dη
∣∣∣∣2 dt
)1/2
. ||ψ±||H2
(∫ ∞
0
∫ ∞
−∞
e2λt
〈αt〉2
〈η〉4 |ω̂f (t, η)|
2 dηdt
)1/2
.δ0 e(1−δ
′)α
(∫ ∞
0
∫ ∞
−∞
〈αt〉2
〈η〉2 〈η − αt〉4 e
2λt 〈η〉2 |ω̂f (t, η − αt)|2 dηdt
)1/2
.
Therefore, using the exact formula for the free evolution, (see (A.1)),
||T1||L2t .δ0 e
(1−δ′)α
(∫ ∞
−∞
(∫ ∞
0
〈αt〉2
〈η〉2 〈η − αt〉4dt
)
〈η〉2 |ωin(η)|2 dη
)1/2
.δ0 e(1−δ
′)α ||ωin||H1 .
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Proof of (2.18d):
We proceed as in the previous estimates,
〈αt〉 ∂t
∫ 1
−1
eλt±αyω̂f (t, α, y)dy = −〈αt〉
∫
R
eλtψ±iαyω̂f (t, y)dy + 〈αt〉
∫
R
eλtψ±ν∆αω̂f (t, y)dy
− 〈αt〉
∫ 1
−1
eλtψ˜±iαyω̂f (t, y)dy
+ 〈αt〉
∫ 1
−1
eλtψ˜±ν∆αω̂f (t, y) + λ 〈αt〉
∫ 1
−1
eλt±αyω̂f (t, y)dydy
=:
5∑
j=1
Tj(t).
The treatment of T1 and T5 are essentially the same as (2.18c) (after adjusting δ′). The treatment of T3 and
T4 follow as in (2.18b) as the separation from the boundary gains arbitrary powers of t. The term T2 follows
as in (2.18c) after integrating by parts in y (and adjusting δ′). We omit the repetitive details for brevity.
3.2 Proof of Lemma 2.5
Proof of (2.19a):
Denote the profile ĝf = eiαytω̂f (t, α, y), which satisfies
∂tĝf = ν
(
(∂yy − iαt)2 − α2
)
ĝf =: ν∆α,tĝf . (3.8)
To see (2.19a), first notice that∫ 1
−1
eλt±αyω̂f (t, α, y)dy =
∫ 1
−1
eλt±αy−iαytĝf (t, α, y)dy,
is suitably bounded for t . 1, so without loss of generality, assume t > 1. Integrating by parts in y∫ 1
−1
eλt±αy−iαytĝf (t, α, y)dy =
eλt±αy−iαyt
(±α− iαt) ĝf (t, α, y)
∣∣∣∣
y=±1
− 1
(±α− iαt)
∫ 1
−1
eλt±αy−iαyt∂y ĝf (t, α, y)dy.
We therefore have by Sobolev embedding,∣∣∣∣∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣ . eα〈αt〉
(∣∣∣∣∣∣eλtĝf (t, α, ·)∣∣∣∣∣∣
L2y
+
∣∣∣∣∣∣eλt∂y ĝf (t, α, ·)∣∣∣∣∣∣
L2y
)
By the exact formula from Appendix A.1 we see
∣∣∣∣eλt∂y ĝf (t, α, ·)∣∣∣∣L2y . ||∂yω̂in(α, ·)||L2y , which implies
(2.19a).
Proof of (2.19b):
The proof of (2.19b) is a little more complicated. We have
d
dt
∫ 1
−1
eλt±αyω̂f (t, α, y)dy = λ
∫ 1
−1
eλt±αy−iαytĝf (t, α, y)dy
−
∫ 1
−1
eλt±αy(iαy)ω̂f (t, α, y)dy −
∫ 1
−1
eλt±αyν∆αω̂f (t, α, y)dy. (3.9)
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The second term is treated as in (2.19a); indeed note that note that for t > 1 we have∣∣∣∣∫ 1−1 eλt±αy(iαy)ω̂f (t, α, y)dy
∣∣∣∣ . eα〈t〉 (||ω̂in||L2 + ||∂yω̂in||L2) .
To treat the first term in (3.9), first note that by maximal regularity, (note α2/3ν1/3 ≤ Cκ + κ4α2ν)∫ 1
0
∣∣∣∣λ ∫ 1−1 eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt .κ ∫ 1
0
∣∣∣∣(1 + (1− 12κ)α2ν
)∫ 1
−1
eλt±αyω̂f (t, α, y)dy
∣∣∣∣2 dt
. eα
(
||αω̂in||2L2 + ||∂yω̂in||2L2
)
.
For t > 1, we can treat the first term as in (2.19a) above (using the decay and parabolic regularization in
Appendix A.1 to absorb the λ in front).
Finally, consider the last term in (3.9). By κ > 0 and maximal regularity we have∫ 1
0
∣∣∣∣∫ 1−1 eλt±αyν∆αω̂f (t, α, y)dy
∣∣∣∣2 dt . eαν ∣∣∣∣∣∣eλt∆αω̂f ∣∣∣∣∣∣2L2t (0,1;L2y) . eα
(
||αω̂in||2L2 + ||∂yω̂in||2L2
)
.
Consider then t > 1 and recall (3.8),∫ 1
−1
eλt±αyν∆αω̂f (t, α, y)dy =
∫ 1
−1
eλt±αy−iαytν∆α,tĝfdy. (3.10)
By the exact formula in Appendix A.1 and applying the Fourier transform in both variables: for some δ′′ > 0
there holds
eλtν
(
|η − αt|2 + α2
)
ĝf (t, α, η) ≤ ν
(
|η − αt|2 + α2
)
exp
(−δ′′να2t3 − δ′′νη2t) |ω̂in(α, η)|
. η
2 + α2t2 + α2
η2t+ α2t3
|ω̂in(α, η)| ,
and hence for t > 1 we have by (3.10),∣∣∣∣∫ 1−1 eλt±αyν∆αω̂f (t, α, y)dy
∣∣∣∣ . eαt ||ωin||L2 ,
which completes the proof of (2.19b).
4 Separated from boundary or H1: Estimates on the kernels
In this section, we prove Lemma 2.3. Recall from (2.8) the kernels
K+(Y, c) =− 1
D(α, c)
(∫ 1
−1
e−αwH+(W )dw
)
H−(Y ) +
1
D(α, c)
(∫ 1
−1
e−αwH−(W )dw
)
H+(Y )
=K+,1(Y, c) +K+,2(Y, c) (4.1)
K−(Y, c) =
1
D(α, c)
(∫ 1
−1
eαwH+(W )dw
)
H−(Y )− 1
D(α, c)
(∫ 1
−1
eαwH−(W )dw
)
H+(Y )
=K−,1(Y, c) +K−,2(Y, c). (4.2)
Recall also the weight defined in (1.5).
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4.1 Proof of estimate (2.14)
We will separate low and high frequencies. Define C0 =
(
2δ
κ
)3/4
; the low frequency case is α2ν ≤ C0 and
the high frequency case is α2ν > C0.
The low frequency case α2ν ≤ C0:
By Lemma B.1, the following holds (recall here c = cr + ici with ci = −λ/α),∣∣∣∣∣∣∣∣η,p〈c〉K+,1
∣∣∣∣∣∣∣∣p
LpyL2cr
.
∫ 1
−1
ηp,p
(∫ ∞
−∞
1
〈c〉22e2α
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
.
(∫ −1+3/2
−1
+
∫ −1+
−1+3/2
+
∫ 1
−1+
)
ηp,p
(∫ ∞
−1
1y≤cr
1
〈c〉22e2α
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
+
(∫ −1+3/2
−1
+
∫ −1+
−1+3/2
+
∫ 1
−1+
)
ηp,p
(∫ 1
−∞
1y≥cr
1
〈c〉22e2α
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
=: e−pα(T+,1 + T+,2 + T+,3 + T−,1 + T−,2 + T−,3). (4.3)
We estimate the first term T+,1 in (4.3). We distinguish between two possible cases: p ∈ [1, 2] and p ∈
[2,∞). In the first case p ∈ [1, 2], we estimate using the definition of the weight η,p ≡ 
3
2
− 3
2p in the region
y + 1 ∈ [0,  32 ] (1.5), the H± estimates (A.5), the A0 estimate (A.9) and Lemma A.5, we have that
T+,1 .
(∫ −1+3/2
−1
dy
)1− p
2
(∫ −1+3/2
−1
η2,p
∫ ∞
−1
1Yr≤0
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcrdy
)p/2
. 34p
(∫ ∞
−1
1
〈c〉2
∫ min{ 1−cr

,0}
−1−cr

〈−1−cr + δi〉3/2
〈Y 〉1/2 1Yr≤0e
4
3
Re(Y 3/2eipi/4−(−1−cr

+δi)3/2eipi/4)dYrdcr
)p/2
.
Now we apply the fact that |Yr| ≤
∣∣−1−cr

∣∣, ph(Y ) ∈ [pi/2, pi) to bound the exponential factor, and hence
T+,1 .
3
4
p
(∫ ∞
−1
1
〈c〉2
〈−1− cr

〉1/2
dcr
)p/2
. 1. (4.4)
For the p ∈ [2,∞) case, we use Ho¨lder inequality’s and the definition of ηp,p ≡  32p− 32 for y + 1 ∈ [0, 3/2)
(1.5) to obtain (denoting θ = 12 +
3
4p ),
T+,1 .
3
2
p− 3
2
∫ ∞
−∞
1
〈c〉
2(1−θ)p
p−2
dcr

p−2
2 ∫ ∞
−1
∫ 1−cr

−1−cr

1Yr≤0
|H−(Y )|p
p−1〈c〉θp∣∣A0(−1−cr + δi)∣∣pdYrdcr.
Combining the H± estimates (A.5), the A0 estimate (A.9) and Lemma A.5, and applying an argument
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similar to that used in the p ∈ [1, 2] case, we obtain
T+,1 .
3
2
p− 3
2
∫ ∞
−1
1
p−1〈c〉θp
∫ min{ 1−cr

,0}
−1−cr

〈−1−cr + δi〉3p/4
〈Y 〉p/4 e
2p
3
Re(Y 3/2eipi/4−(−1−cr

+δi)3/2eipi/4)dYrdcr
. 32p− 32
∫ ∞
−1
1
p−1〈c〉θp
〈−1− cr

+ δi
〉p/2−1/2
dcr
.
∫ ∞
−1
1
〈c〉(θ−1/2)p+1/2dcr . 1. (4.5)
Next we estimate the T+,2 term in (4.3). Combining the H± estimates (A.5), the A0 estimate (A.9) and
Lemma A.5, we have that
T+,2 .
∫ −1+
−1+3/2
ηp,p
(∫ ∞
−1
1Yr≤0
2〈c〉2
〈−1−cr + δi〉3/2
〈Y 〉1/2 e
4
3
Re(Y 3/2eipi/4−(−1−cr

+δi)3/2eipi/4)dcr
)p/2
dy.
Next we need to gain from the exponential factor. On the support of the integrand, we have the following
inequality (proved, for example, by differentiation),
Re((Yr + δi)
3/2eipi/4) ≤ 5δ1|−1−cr|−1≤5δ +Re
(
(Yr + δi)
(−1− cr

+ δi
)1/2
eipi/4
)
. (4.6)
Applying this monotonicity relation, there exists a universal small constant C such that the following holds
T+,2 .
∫ −1+
−1+3/2
ηp,p
(∫ ∞
−1
1
2〈c〉2
〈−1− cr

+ δi
〉
× e 43Re[(−(−cr−1 +δi)3/2eipi/4+(−cr−1 + 1+y +δi)(−cr−1 +δi)1/2eipi/4]dcr
)p/2
dy
.
∫ −1+
−1+3/2
ηp,p
(∫ ∞
−1
1
2〈c〉2
〈−1− cr

+ δi
〉
e
4
3
y+1

Re((−1−cr

+δi)1/2eipi/4)dcr
)p/2
dy
.
∫ −1+
−1+3/2
ηp,p
(∫ ∞
−1
1

〈
(1 + cr)(y + 1)
2
3
〉
e−C
−1
∣∣ (1+cr)(y+1)2
3
∣∣1/2 
(y + 1)2
dcr
)p/2
dy.
Changing variables y 7→ u := (cr+1)(y+1)2
3
(recall definition (1.5)), we obtain
T2,+ .
∫ −1+
−1+3/2
ηp,p

3
2
p
(y + 1)2p
dy . 1. (4.7)
Next we estimate the T+,3 term in (4.3). Combining the definition (1.5), the H± estimates (A.5), the A0
estimate (A.9), Lemma A.5 and the monotonicity relation (4.6) (which holds on the support of the integrand),
with an argument similar to that used to estimate T+,2 implies there exists a universal constant C such that
T+,3 .
∫ 1
−1+
ηp,p
(∫ ∞
y
1
2〈c〉2
〈−1−cr + δi〉3/2
〈Y 〉1/2 e
4
3
Re(Y 3/2eipi/4−(−1−cr

+δi)3/2eipi/4)dcr
)p/2
dy
.
∫ 1
−1+
−1+
p
2 e
pc?
(y+1)3/2
3/2
(∫ ∞
y
1
2〈c〉2
〈−1− cr

+ δi
〉3/2
e−C
−1| y+1

||−1−cr

|1/2dcr
)p/2
dy.
20
Observe that the constraint cr ≥ y yields the relation |−1−cr| ≥ y+1. Combining this fact and y+1 ≥ ,
we choose c? small enough in the weight η,p to obtain that
T+,3 .
∫ 1
−1+
−1+
p
2 e
pc?
(y+1)3/2
3/2
(∫ ∞
y
1
2〈c〉2
〈−1− cr

+ δi
〉3/2
e−
C−1
2
| y+1

|3/2−C−1
2
|−1−cr

|1/2dcr
)p/2
dy
.−1
∫ 1
−1+
e−p(C
−1/2−c?)( 1+y )
3
2 dy . 1.
This completes the estimation of all the T+,· terms in (4.3).
Next we estimate the T−,1 term in (4.3). As in the treatment of the T+,1 term in (4.3), we distinguish two
cases: p ∈ [2,∞) or p ∈ [1, 2]. In the case p ∈ [2,∞), applying Ho¨lder’s inequality and Fubini’s theorem,
we obtain (denoting θ = 12 +
3
4p )
T−,1 .
3
2
p− 3
2 〈α〉p
∫ ∞
−∞
1
〈c〉
2(1−θ)p
p−2
dcr

p−2
2 ∫ 1
−∞
∫ 1−cr

−1−cr

1Yr≥0
|H−(Y )|p
p−1〈c〉θp∣∣A0(−1−cr )∣∣pdYrdcr.
In the cr ≤ y case, |A0(−1(−1− cr + δi))|−1 becomes super-exponentially large and |H−(Y )| becomes
super-exponentially small, hence we use a different asymptotic expansion here. Combining the definition of
the weight η,p (1.5), the H± estimates (A.5), the A0 estimate (A.9) yields
T−,1 .
3
2
p− 3
2
∫ 1
−1
1
p−1〈c〉θp
∫ 1−cr

max{−1−cr

,0}
1
〈Y 〉p/4 e
− 2p
3
Re(Y 3/2eipi/4)dYrdcr
+ 
3
2
p− 3
2
∫ −1
−∞
1
p−1〈c〉θp
∫ 1−cr

max{−1−cr

,0}
〈−1−cr + δi〉3p/4
〈Y 〉p/4 e
2p
3
Re((−1−cr

+δi)3/2eipi/4−Y 3/2eipi/4)dYrdcr.
The first term is treated by direct integration. For the second term, we gain a fraction power of
〈−1−cr
 + δi
〉
by integrating Yr first. Indeed, Lemma A.5 implies
T−,1 .
1
2
p− 1
2 + 
3
2
p− 3
2
∫ ∞
−1
1
p−1〈c〉θp
〈−1− cr

+ δi
〉p/2−1/2
dcr
. 12p− 12 +  12p− 12
∫ ∞
−1
1
〈c〉(θ−1/2)p+1/2dcr . 1.
This completes the case p ∈ [2,∞). Combining the treatments of the T+,1 term for p ∈ [1, 2] and T−,1 for
p ∈ [2,∞) gives the desired estimates on T−,1 for p ∈ [1, 2]. This completes the estimation of the T−,1 term
in (4.3).
For the remaining T−,2 and T−,3 terms in (4.3), we separate into two cases, cr ∈ [−1, 1] and cr ∈
(−∞,−1), based on the following consideration. For the T−,· terms, the domain of cr is restricted such
that the argument of H− has positive real parts, i.e. Yr = y−cr ≥ 0, so the factor |H−(Y )| is exponentially
decreasing. As a result, as long as the growth of the |A0|−1 is properly controlled, the estimates follow. In the
case cr ∈ [−1, 1], since−1−cr is less than 0 and δ is chosen small enough, there holds
∣∣A0 (−1−cr + δi)∣∣ &
1. For the case cr ∈ (−∞,−1], we use the lower bound on
∣∣A0 (−1−cr + δi)∣∣ in (A.9) and a similar
argument to the treatment of T+,2 and T+,3 in (4.3). Consider first T−,2 in (4.3), we decompose the integral
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into two parts:
T−,2 =
∫ −1+
−1+3/2
ηp,p
(∫ 1
−1
1y≥cr
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
+
∫ −1+
−1+3/2
ηp,p
(∫ −1
−∞
1y≥cr
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
=:T−,21 + T−,22. (4.8)
To estimate the T−,21 term in (4.8), we combine the definition of the weight η,p (1.5), the H± estimates
(A.5) and the estimate A0 & 1 for cr ≥ −1 (A.9) to get
T−,21 .
∫ −1+
−1+3/2
ηp,p
(∫ 1
−1
1Yr≥0
1
〈c〉22 e
− 4
3
Re(Y 3/2eipi/4)dcr
)p/2
dy =
∫ −1+
−1+3/2
ηp,p
−p/2dy . 1.
To estimate the T−,22 term in (4.8), we combine the definition of the weight η,p (1.5), the H± estimates
(A.5) and the A0 estimate (A.9) and use the same argument as in the estimate of the T+,2 term (4.7) to get
T−,22 .
∫ −1+
−1+3/2
ηp,p
(∫ −1
−∞
1
2〈c〉2
〈−1− cr

+ δi
〉
e
4
3
Re[(−cr−1

+δi)3/2−( y−cr

+δi)3/2)eipi/4]dcr
)p/2
dy
.
∫ −1+
−1+3/2
ηp,p
(∫ −1
−∞
1
2〈c〉2
〈−1− cr

+ δi
〉
e−
4
3
y+1

Re[(−1−cr

+δi)1/2eipi/4]dcr
)p/2
dy
.1.
For the last term T−,3 in (4.3), we apply the definition (1.5) and decompose the integral into four parts:
T−,3 .
∫ 1
−1+
e
pc?
(y+1)3/2
3/2 
p
2
−1
(∫ −1
−∞
1y≥cr1−1−cr≤ y+14
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
+
∫ 1
−1+
e
pc?
(y+1)3/2
3/2 
p
2
−1
(∫ −1
−∞
1y≥cr1−1−cr> y+14
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
+
∫ 1
−1+
e
pc?
(y+1)3/2
3/2 
p
2
−1
(∫ 1
−1
1y≥cr1|y−cr|≤ y+12
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
+
∫ 1
−1+
e
pc?
(y+1)3/2
3/2 
p
2
−1
(∫ 1
−1
1y≥cr1|y−cr|> y+12
1
〈c〉22
|H−(Y )|2∣∣A0(−1−cr + δi)∣∣2dcr
)p/2
dy
=:T−,31 + T−,32 + T−,33 + T−,34. (4.9)
To estimate the T−,31 term in (4.9), the definition of the weight η,p (1.5), the H± estimates (A.5)and the A0
estimate (A.9) to get
T−,31 .
p
2
−1
∫ 1
−1+
e
pc?
(y+1)3/2
3/2
×
(∫ −1
−∞
−21Yr≥01−1−cr≤ y+14
〈−1− cr

+ δi
〉 3
2
e
4
3
Re[(−cr−1

+δi)3/2−Y 3/2)eipi/4]dcr
)p/2
dy.
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We apply the constraints −cr − 1 ≤ y+14 , cr ≤ −1 and y + 1 ≥  to control the exponential factor in the
integral and obtain that, for a universal constant C, the following estimate holds
T−,31 .
p
2
−1
∫ 1
−1+
e
pc?
(y+1)3/2
3/2
(∫ −1
−∞
−2
〈−1− cr

+ δi
〉 3
2
e
−C−1 (y+1)3/2
3/2
− 1
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Re[(1+−1−cr

+δi)3/2eipi/4]
dcr
)p/2
dy
.−1
∫ 1
−1+
e−p(C
−1−c?)( 1+y )
3
2 dy . 1, (4.10)
where the last line followed by choosing the constant c? in the weight η,p small enough. To estimate
the T−,32 term in (4.9), we combine the H± estimates (A.5) and the A0 estimate (A.9) and use the same
argument as in the estimate of the T+,2 term (4.7) to get
T−,32 .
p
2
−1
∫ 1
−1+
e
pc?
(y+1)3/2
3/2
(∫ −1
−∞
−21−1−cr≥ y+14
〈−1− cr

+ δi
〉 3
2
e−
4
3
Re[( y+1

)(−1−cr

+δi)1/2eipi/4]dcr
)p/2
dy.
The constraint that −1−cr ≥ y+14 and y + 1 ≥  yields that there exists a universal constant C such that the
following estimate holds
T−,32 .
p
2
−1
∫ 1
−1+
e
pc?
(y+1)3/2
3/2
(∫ −1
−∞
−2
〈−1− cr

+ δi
〉 3
2
e
−C−1 (y+1)3/2
3/2
− 1
16
Re[(−1−cr

+δi)1/2eipi/4]
dcr
)p/2
dy
.−1
∫ 1
−1+
e−p(C
−1−c?)( 1+y )
3
2 dy . 1, (4.11)
where the last estimate followed by choosing the c? small compared to C−1. Next, we estimate the T−,33
term in (4.9), combining y−cr ≤ y+14 together with−1 ≤ cr ≤ y implies |1+cr| ≥ y+12 , theH± estimates
(A.5) and the A0 estimate (A.9) to get that there exists a universal constant C such that
T−,33 .
p
2
−1
∫ 1
−1+
e
pc?
(y+1)3/2
3/2
(∫ y
−1
−21|1+cr|≥ y+12
〈−1− cr

+ δi
〉 3
2
e−
4
3
Re[(−cr−1

+δi)3/2eipi/4]dcr
)p/2
dy
.−1
∫ 1
−1+
e−p(C
−1−c?)( 1+y )
3
2 dy . 1, (4.12)
where the last line followed by choosing the constant c? sufficiently small. Finally, we estimate the T−,34
term in (4.9), we combine the fact that Yr = y−cr ≥ y+12 in this region, the H± estimates (A.5) and the A0
estimate |A0| & 1 (A.9) to get
T−,34 .−1+
p
2
∫ 1
−1+
e
pc?
(y+1)3/2
3/2
(∫ y
−1
−2e−C
−1( y+1

)3/2− 1
3
Re[Y 3/2eipi/4]dcr
)p/2
dy
.−1
∫ 1
−1+
e−p(C
−1−c?)( 1+y )
3
2 dy . 1. (4.13)
Combining all of (4.9), (4.10), (4.11), (4.12) and (4.13) completes the estimate of T−,3. This completes the
proof of (2.14) for K+,1.
We next give a brief sketch of how to treat the remaining terms in (4.1) and (4.2). First, the treatment of
K+,1 extends analogously to cover K−,1. The treatment of the K∗,2 terms are analogous with some minor
changes. First, the decomposition of the y integrals will be into A) y ∈ [1− 3/2, 1]; B) y ∈ [1− , 1− 3/2];
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C) y ∈ [−1, 1 − ]. Seceond, we apply the fact that Ai(y) = Ai(y) to rewrite H+(Y ) = Ai(e5pii/6Y ) as
Ai(e−5pii/6Y ) = Ai
(
epii/6
( cr−y
 + δi
))
. Finally we observe the following monotonicity :
e
2
3
Re(eipi/4( cr−y

+δi)3/2) . e 23Re(eipi/4(
cr−1

+δi)1/2( cr−y

+δi)), cr − 1 ≤ cr − y ≤ 0.
After applying these observations, the treatment of theK∗,2 terms follow analogously to theK∗,1 terms with
only minor changes. The details are omitted for the sake of brevity.
The high frequency case α2ν > C0:
First, note that C0 is chosen such that (1 − κ2 )α2ν ≥ (1 − κ)α2ν + δα2/3ν1/3. Therefore, by proving
the slightly stronger estimate in this region using λ = (1 − κ2 )α2ν we obtain the desired result. Hence, it
suffices to use this slightly stronger λ here. After one makes this shift, the difference between low and high
frequency cases is mainly a matter of different complex phase book-keeping. After this shift, the range of
interest for c is c ∈ {c = cr + ci|cr ∈ R, ci = −(1 − κ2 )αν}. Since α is large, the imaginary part of
the Langer variables (2.4a) becomes Yi = −12κα4/3ν2/3 < 0, jumping the phase from (0, pi) to (−pi, 0)
and creating a minor inconvenience in using the asymptotic expansions of the Airy functions. To this end,
we replace inequalities (A.6) and (A.11) with (A.5) and (A.10) when estimating the homogeneous solutions
H± and the Evans function D(α, c). Furthermore, we use the inequalities (B.4), (B.5), and (B.6) instead
of (B.1), (B.2), and (B.3) when we carry out the estimates. From there, a straightforward adaptation of the
arguments above to estimate K± yields the desired estimates.
4.2 Inviscid damping estimate (1.10), (2.16), and (2.15)
Next, we prove the L2tL
2
y inviscid damping estimate of the uα in (1.10), (2.16), and (2.15).
First, we justify (2.13). Denote Greenα,∆D =
(−∂y
−iα
)
(−∆α,D)−1, where (−∆α,D)−1 denotes the
operator (α2 − ∂yy)−1 when equipped with Dirichlet boundary conditions. As in the previous section, we
separate between low and high frequency cases.
The low frequency case α2ν ≤ C0:
Standard elliptic estimates yield (defining c = cr − iλ/α as above),
||eλtûb(t, α, ·)||2L2tL2y .
∫
R
∫ 1
−1
(∫
Green∆DR(y, c)dy
)2
dydcr
.
∫
R
||R(y, c)||2L1ydcr .
∫
R
(∫
1
〈c〉 |K±|dy
)2
(〈c〉Rf [c])2dcr
.
(
sup
c∈Γ
∫ 1
−1
1
〈c〉 |K±(y, c)|dy
)2
||ω̂in(α, ·)||L2y
where the supremum is taken over Γ := {c = cr − (δ+ (1− κ)αν)i, cr ∈ (−∞,∞)} in the last line. We
further decompose theK± asK+,1,K+,2,K−,1 andK−,2 as in (4.1), (4.2). The estimates are all analogous,
so we simply consider the case K+,1.
24
Analogous to (4.3), we apply Lemma B.1 and decompose the integral
sup
c∈Γ
∫ 1
−1
|K+,1(Y, c)|
〈c〉 dy
.
(
sup
cr∈[−1,∞)
∫ −1+3/2
−1
+ sup
cr∈[−1,∞)
∫ −1+
−1+3/2
+ sup
cr∈[−1,∞)
∫ 1
−1+
)
1y≤cr
1
〈c〉eα
|H−(Y )|∣∣A0(−1−cr + δi)∣∣dy
+
(
sup
cr∈(−∞,1]
∫ −1+3/2
−1
+ sup
cr∈(−∞,1]
∫ −1+
−1+3/2
+ sup
cr∈(−∞,1]
∫ 1
−1+
)
1y≥cr
1
〈c〉eα
|H−(Y )|∣∣A0(−1−cr + δi)∣∣dy
=: e−α(T 1+,1 + T
1
+,2 + T
1
+,3 + T
1
−,1 + T
1
−,2 + T
1
−,3). (4.14)
We estimate each term of (4.14) and show that they are of order 1.
First we estimate the T 1±,1 terms in (4.14). Combining theH± estimates (A.5) and theA0 estimate (A.9),
we apply a similar argument to the estimate of T+,1 term in (4.3) to obtain that
T 1+,1 . sup
cr∈[−1,∞)
∫ −1+3/2
−1
〈−1−cr + δi〉1/2
〈c〉 dy .
∫ −1+3/2
−1
1
3/2
dy = 1.
The estimate of the T 1−,1 is similar to that of T−,1 in (4.3). We omit the details for the sake of brevity.
Next, we estimate the T 1·,2 terms in (4.14). Combining the H± estimates (A.5), the A0 estimate (A.9)
and Lemma A.5, we have that there exists a universal constant C such that
T 1+,2 . sup
cr∈[−1,∞)
1

∫ −1+
−1+3/2
1
〈−1− cr〉1|1+cr|≥e
−C−1| y+1

||−cr−1

|1/2
∣∣∣∣−1− cr
∣∣∣∣1/2 dy
+ sup
cr∈[−1,∞)
1

∫ −1+
−1+3/2
1|1+cr|≤dy . 1.
The estimate of T 1−,2, is similar to that off T−,2 in (4.3). We omit the details for the sake of brevity.
Finally, we estimate the T 1±,3 terms in (4.14). The estimate of T 1+,3 is similar to that of T+,3 in (4.3).
Combining the H± estimates (A.5), the A0 estimate (A.9), and the fact that 1 + cr ≥  on the support of the
integrand, there exists a universal constant C such that
T 1+,3 . sup
cr∈[−1,∞)
1

∫ 1
−1+
1y≤cr
〈−1− cr〉
∣∣∣∣−1− cr
∣∣∣∣1/2 ∣∣∣∣y + 1
∣∣∣∣1/4 e− (y+1)3/243/2 e−C−1| y+14 ||−cr−1 |1/2dy . 1.
The estimate of the T 1−,3 is similar to the estimate of T−,3 in (4.3). One can decompose the supremum in
cr into the cr ≤ −1 case and the cr ∈ [−1, 1] cases and apply different estimates of H± and A0 to get the
desired estimates. We omit the details for the sake of brevity.
The high frequency case α2ν > C0:
As in Section 4.1 we use the slightly stronger λ = (1 − κ2 )α2ν. The c of interest has ci = −(1 − 12κ)αν
and the Langer variables have imaginary part −12κα4/3ν2/3. By replacing inequalities (A.5), (A.10), (B.1),
(B.2), and (B.3) with inequalities (A.6), (A.11), (B.4), (B.5), and (B.6), one proves the estimates with similar
methods that that used in the low frequency case. The details are omitted for the sake of brevity.
This concludes the proof of (2.16). The proof of (2.15) follows from a combination of the arguments
used to prove (2.16) and those used to prove (2.14). We omit the repetitive details for the sake of brevity.
This concludes the proof of Theorem 1.1 and Theorem 1.9.
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5 L2 case: Resolvent estimates near the continuous spectrum
Here and in Section 6 we prove estimates (2.21) for the kernels defining the boundary vorticity in (2.20);
see Appendix A.4.
We treat low and high frequencies the same for t ≥ 1 by using the stronger λ = αν+ δα2/3ν1/3. As the
treatments of all the kernels are essentially the same, we focus only on K1 and briefly explain the others.
We divide the desired estimates into two contributions based on Γα (see Section 2.6):
K1(y, z) =
(∫
ΓE
+
∫
Γα\ΓE
)
2e−iαct
piD(α, c)
(∫ 1
−1
e−αwH+(W )dw
)∫ 1
z
−2eαrH−(R)drH+(Z)H−(Y )dcdr
= K1;nc +K1;fc,
where ΓE = {c|cr ∈ [−1, 1], ci = −αν − δα−1/3ν1/3} (“nc” means “near continous spectrum” and “fc”
means “far from continuous spectrum”). In this section we estimate K∗;nc, in Section 6 we estimate K∗;fc.
Step 1: Weighted estimate supy ||η˜K1;nc(y, ·)||L1z
The first step we estimate the kernel corresponding toRf , dividing into three contributions based on cr
−2
∫ 1
−1
∫ 1
z
eαr|H−(R)H+(Z)|drdz = −2
∫ 1
−1
∫ 1
z
(1z≤cr≤r + 1z≤r≤cr + 1cr≤z≤r)e
αr|H−(R)H+(Z)|drdz
=:I1 + II1 + III1. (5.1)
We estimate the first term I1 in (5.1). Applying the estimates on the H± functions (A.5) yields
I1 .eα
∫ 1−cr

−1−cr

∫ 1−cr

−1−cr

1
〈Z〉1/4〈R〉1/4 e
− 2
3
Re(Z3/2eipi/4)e−
2
3
Re(R3/2eipi/4)dRrdZr . eα.
Next we estimate II1. Applying Lemma A.5 gives
II1 .
∫ 0
−1−cr

∫ 0
Zr
eα
1
〈R〉1/4〈Z〉1/4 e
2
3
Re(R3/2eipi/4)e−
2
3
Re(Z3/2eipi/4)dRrdZr
.
∫ 0
−1−cr

eα
〈Z〉dZ . e
α ln
〈
1 + |cr|

〉
.
Finally, we estimate the III1 term in (5.1) using Lemma A.5 and estimate (A.5),
III1 .
∫ 1−cr

−1−cr

eα
〈Z〉1/4
∫ 1−cr

Zr
10≤Zr≤Rr
1
〈R〉1/4 e
− 2
3
Re(eipi/4R3/2)e
2
3
Re(eipi/4Z3/2)dRrdZr
.
∫ 1−cr

0
eα
〈Z〉e
− 2
3
Re(eipi/4Z3/2)e
2
3
Re(eipi/4Z3/2)dZr . eα ln
〈
1 + |cr|

〉
.
Combining the estimates of I1, II1, III1 and (5.1), with the Evans function estimate (B.1), Airy function
estimate (B.2), and ln −1(1 + |c|r) . ln −1 for cr ∈ [−1, 1], we obtain
sup
y∈[−1,1]
||η˜(y)K1;nc(y, ·)||L1z . −1 ln −1 sup
y∈[−1,1]
∫ 1
−1
η˜(y)e
−iαct
|A0(−1−cr + δi)|
|H−(Y )|dcr.
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We further decompose the integral above into three regimes
sup
y∈[−1,1]
||η˜(y)K1;nc(y, z)||L1z .−1 ln −1 sup
d(y,−1)≤3/2
∫ 1
−1
η˜(y)e
αcit
|A0(−1−cr + δi)|
|H−(Y )|dcr
+ −1 ln −1 sup
d(y,−1)∈[3/2,]
∫ 1
−1
η˜(y)e
αcit
|A0(−1−cr + δi)|
|H−(Y )|dcr
+ −1 ln −1 sup
d(y,−1)≥
∫ 1
−1
η˜(y)e
αcit
|A0(−1−cr + δi)|
|H−(Y )|dcr
=:T1 + T2 + T3. (5.2)
The treatment of T1 in (5.2) is similar to the estimate of T+,1 in (4.5), (4.4) in Section 4. Recalling the
definition of η˜ in (1.13), the estimates of A0 (A.9), and H± (A.5), we estimate T1 as follows
T1 . sup
d(y,−1)≤3/2
ln −11/2
∫ 1
y
eαcit〈−cr−1 + δi〉3/4
〈Y 〉1/4 e
− 2
3
Re((−cr−1

+δi)3/2eipi/4)e
2
3
Re(Y 3/2eipi/4)dcr
+ sup
d(y,−1)≤3/2
1/2 ln −1
∫ y
−1
eαcite−
2
3
Re(( y−cr

+δi)3/2eipi/4)dcr
. ln −11/2
∫ 1
y
eαcit
〈−cr − 1

+ δi
〉1/2
dcr + e
−λt
. ln −1e−λt. (5.3)
Next we estimate T2 in (5.2). The argument is similar to that used to estimate T+,2, i.e., (4.7), in Section 4.
Combining (A.9) and (A.5), the definition of η˜ (1.13), we have that ∃C > 0 (universal) such that
T2 . −1 ln −1 sup
y+1∈[3/2,]
(
y + 1

)3 ∫ 1
y
eαcit
〈−1− cr

+ δi
〉1/2
e−C
−1| y+1

||−1−cr

|1/2dcr
+ −1 ln −1 sup
y+1∈[3/2,]
(
y + 1

)3 ∫ y
−1
eαcite−
2
3
Re(( y−cr

+δi)3/2eipi/4)dcr
. ln −1 sup
y+1∈[3/2,]
∫ 1
y
eαcit
〈
(1 + cr)(y + 1)
2
3
〉1/2
e−C
−1| y+1

|| 1+cr

|1/2 (y + 1)2
3
dcr + ln 
−1e−λt
. ln −1e−λt. (5.4)
Next we estimate the term T3 in (5.2), which are similar to those made on T±,3 in (4.3). Dividing into three
contributions:
T3 = 
−1 ln −1 sup
d(y,−1)≥
∫ 1
−1
(
1−1≤cr≤y(1|cr−y|≤ y+12
+ 1|cr−y|> y+12
) + 1cr≥y
) η˜(y)eαcit
|A0(−1−cr + δi)|
|H−(Y )|dcr
=: T31 + T32 + T33.
By (A.9) and (A.5), the definition of η˜ (1.13), that |cr − y| ≤ y+12 implies that |cr + 1| ≥ y+12 , we have
(choosing also c? small),
T31 .−1 ln −1 sup
d(y,±1)≥
e
c?
(y+1)3/2
3/2
∫ y
−1
1|cr+1|≥ y+12
eαcit
〈−1− cr

〉3/4
e−
2
3
Re((−cr−1

+δi)3/2eipi/4)dcr
. ln −1e−λt.
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Using Yr = y−cr ≥ y+12 , the lower bound |A0| & 1 (A.9) and (A.5), we have (choosing c? small),
T32 .−1 ln −1 sup
d(y,±1)≥
e
c?
(y+1)3/2
3/2
∫ y
−1
eαcite−C
−1( y+1

)
3
2 e−
1
3
Re(Y 3/2eipi/4)dcr . ln −1e−λt.
For T33, since cr ≥ y, we have | − 1 − cr| ≥ y + 1. We apply the same argument used to treat T+,3 in
(4.3) in Section 4. Combining (A.9), (A.5), (1.13) and choosing c? completes the desired estimate, which is
omitted for the sake of brevity. Combining the estimate of T3 with (5.2), (5.3) and (5.4) yields (2.21a).
Step 2: Weighted estimate supz∈[−1,1] ||η˜K1;nc(·, z)||L1y
As above, we estimate the contribution associated to Rf first. Subdividing into the three natural contribu-
tions:
−2
∫ 1
z
eαrH−(R)drH+(Z) =−2
∫ 1
z
(1z≤cr≤r + 1z≤r≤cr + 1cr≤z≤r)e
αrH−(R)drH+(Z)
=:I2 + II2 + III2. (5.5)
We estimate the term I2 in (5.5). Since the function H+(Z) is small when Zr ≤ 0 and H−(R) is small
when Rr ≥ 0, this term is small. Indeed, applying (A.5) implies
I2 .−1eα
∫ 1−cr

0
1z≤cr≤r
〈Z〉1/4〈R〉1/4 e
− 2
3
Re(Z3/2eipi/4)e−
2
3
Re(R3/2eipi/4)dRr
.−1eα 1〈Z〉1/4 e
− 2
3
Re(Z3/2eipi/4) . −1eα 1〈Z〉 .
For II2 we apply Lemma A.5:
II2 .−1
eα
〈Z〉1/4
∫ 0
Zr
1z≤r≤cr
〈R〉1/4 e
− 2
3
Re(R3/2e−3ipi/4)dRre
− 2
3
Re(Z3/2eipi/4) . −1eα 1〈Z〉 .
The estimate on III2 is similar and is omitted for brevity. Combining the above with (5.5), we have
sup
z∈[−1,1]
||η˜K1;nc(y, z)||L1y
.e−λt sup
z∈[−1,1]
−1eα
∣∣∣∣∣∣∣∣∫ 1−1 η˜|D(α, c)|〈Z〉
(∫ 1
−1
e−αwH+(W )dw
)
|H−(Y )| dcr
∣∣∣∣∣∣∣∣
L1y
.
Dividing the y integral into d(y,±1) ≤ 3/2, d(y,±1) ∈ (3/2, ), and d(y,±1) ≥  allows to apply the
same method we used to prove (2.21a). The details are omitted for brevity.
Comments on remaining terms:
The first four terms,K1, ..,K4 are roughly analogous. To treat the latter four terms, one needs to take advan-
tage of the fact thatAi(y) = Ai(y) to rewriteH+(Y ) = Ai(e5pii/6Y ) asAi(e−5pii/6Y ) = Ai
(
epii/6
( cr−y
 + δi
))
.
Note also the inequality
e
2
3
Re(eipi/4( cr−y

+δi)3/2) . e 23Re(eipi/4(
cr−1

+δi)1/2( cr−y

+δi)), cr − 1 ≤ cr − y ≤ 0.
Using these observations, treating the last four terms is then analogous to the first four; the details are omitted
for brevity.
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6 L2 case: Resolvent estimates in the tails and connection zones
6.1 General set-up of the tail and connection zones (t ≥ 1)
For t geq1, as in Section 5, we use λ = α2ν+ δα2/3ν1/3. Recall from Section 2.6 that the contours defining
the Kj in (2.20) are chosen to depend on y. Indeed, if d(y,±1) ≥ 3/2 we use the straight contour
Γstr = {c|ci ≡ −αν − δα−1/3ν1/3}.
To treat these contributions one then deduces
sup
y∈[−1+3/2,1−3/2]
||η(y)Kj;fc(y, ·)||L1z . ln −1e−λt,
sup
z∈[−1,1]
||η(·)Kj;fc(·, z)||L1y(d(y,±1)≥3/2) . ln 
−3/2 ln ln −1e−λt.
These estimates are roughly analogous to that performed in Section 5, and we omit the details for the sake
of brevity.
If d(y,±1) ≤ 3/2, i.e. the core of the boundary layer, then we further adjust the contour. We first define
the connection region Γ±co:
Γ+co = ∪2j=1 Γ+j ;
Γ−co = ∪2j=1 Γ−j ,
(the subscript ‘co’ denotes ‘connection’) where the Γ±j sub-segments are defined as follows for an angle θ
such that |tan θ| < 1100 ,
Γ+1 ={c|cr ∈ [1, 200], ci ≡ −αν − δα−1/3ν1/3};
Γ−1 ={c|cr ∈ [−200,−1], ci ≡ −αν − δα−1/3ν1/3};
Γ+2 ={c|ci + αν + δα−1/3ν1/3 = − tan(θ)(cr − 200)+, cr ∈ [200,−1000 ln(α−1ν)]};
Γ−2 ={c|ci + αν + δα−1/3ν1/3 = − tan(θ)(−cr − 200)+, cr ∈ [1000 ln(α−1ν),−200]}.
Note the Γ±j are straight lines. Next we define the tail part of the contour:
Γ+t ={c|ci + αν + δα−1/3ν1/3 = − tan(θ)(cr − 200)+, cr ∈ [−1000 ln(α−1ν),∞)};
Γ−t ={c|ci + αν + δα−1/3ν1/3 = − tan(θ)(−cr − 200)+, cr ∈ (−∞, 1000 ln(α−1ν)]}.
Here the subscript ‘t’ denotes the ‘tail’ and the superscripts ‘+,−’ denote the upper half and lower half of
the tails, respectively. Recall the sketch of the contour in Figure 2.6 in Section 2.6.
We next sketch how to estimate the resolvent in the connection and tail regions. We first consider the
t ≥ 1 case. First, since the Γ±1 regions are close to the continuous spectrum of the Euler equation, we can
estimate the resolvent in the same way in Section 5; hence these contributions are omitted. For the second
piece, Γ±2 of Γco, we choose the length so that the loss is essentially logarithmic (see e.g. (6.6) below). In
the tail region Γ±t , the factor eαcit in the resolvent provides integrability in c for t ≥ 1.
For the initial time layer, i.e., t ≤ 1, we choose again the straight contour Γα := {c|ci ≡ −αν −
δα−1/3ν1/3}. Here, we use the weaker weight η˜in (1.14) to compensate for the loss of integrability as
c approaches infinity in the boundary layer contribution. Away from the boundary layer, the estimates
proceed as in the case t ≥ 1.
In the remainder of the section, we provide a few more details on the above sketch.
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6.2 Connection and tail estimates
Here we focus on the case d(y,±1) ≤ 3/2. We decompose the proof into three steps: Γ±1 , Γ±2 , Γ±t , that is
we write
K1;fc(y, z) =
∑
+,−
(∫
Γ±1
+
∫
Γ±2
+
∫
Γ±t
)
× 2e
−iαct
piD(α, c)
(∫ 1
−1
e−αwH+(W )dw
)∫ 1
z
−2eαrH−(R)drH+(Z)H−(Y )dcdr
=
∑
+,−
(
K±1,1 +K
±
1,2 +K
±
1,t
)
.
As in Section 5, we only treat the case K1; the other kernels are similar and are omitted for the sake of
brevity.
Step 1: Estimate onK±1,1.
Recall that we consider d(y,±1) ≤ 3/2, hence η˜ ≡ 3/2. As a result, it suffices to prove:
3/2
ln −1
sup
d(y,±1)≤3/2
||K±1,1(y, ·)||L1z +
1
ln −1
sup
z∈[−1,1]
||K±1,1(·, z)||L1y(d(y,±1)≤3/2) . 1. (6.1)
As in Section 5, the first step is find estimates corresponding to the free resolvent. In this case, these are:
∀c ∈ Γco ∪ Γt,
−2
∫ 1
−1
∫ 1
z
eαr|H−(R)||H+(Z)|drdz . eα
〈
1 + |cr|

〉
; (6.2)
−2
∫ 1
z
eαr|H−(R)||H+(Z)|dr . e
α
〈Z〉 . (6.3)
After replacing Lemma A.5 by Lemma A.6, the proofs of (6.2) and (6.3) are similar to the estimates of
I1, I2, I3 and II1, II2, II3 terms in (5.1) and (5.5). Hence, the arguments are omitted for the sake of brevity.
The remaining estimates required for (6.1) are essentially the same as that found in Section 5 and are hence
omitted for the sake of brevity.
Step 2: Estimate onK±1,2.
For simplicity, fix K+1,2; the case of K
−
1,2 is analogous. First note the following,
1
〈Y 〉1/4 e
2
3
Re(Y 3/2eipi/4) . e
2
3
Re((−1−cr

+
−ci−αν

i)3/2eipi/4)
〈−1−cr + −ci−αν i〉1/4
, ∀c ∈ Γ+2 . (6.4)
This is proved by using monotonicity in the exponent and applying 〈Y 〉 ≈ 〈−1−cr + −ci−αν i〉 for c ∈ Γ+2 .
As in (6.1), it suffices to prove
3/2
ln3/2 −1 ln ln −1
sup
d(y,±1)≤3/2
||K±1,1(y, ·)||L1z
+
1
ln −1
sup
z∈[−1,1]
||K±1,1(·, z)||L1y(d(y,±1)≤3/2) . 〈α〉. (6.5)
The proof is similar to the arguments in Section 5 with some minor modifications. Consider simply the first
term, which is the one that requires a more different treatment.
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Combining (6.2), (A.9), (6.4), Lemma B.1 and Lemma A.6, we obtain that
sup
dist(y,±1)≤3/2
||K+1,2(y, z)||L1z
≤ sup
dist(y,±1)≤3/2
∫ −3000 ln 
200
eα
eα|A0(−1−cr + −ci(cr)−αν i)|
|H−(Y )| ln
〈 |cr|+ 1

〉
−1dcr
. sup
dist(y,±1)≤3/2
∫ −3000 ln 
200
〈−cr−1 + −ci−αν i〉3/4
〈Y 〉1/4
× e− 23Re((−cr−1 +−ci−αν i)3/2eipi/4)e 23Re(Y 3/2epii/4) ln
〈 |cr|+ 1

〉
−1dcr
.
∫ −3000 ln 
200
〈−cr − 1

+
−ci − αν

i
〉1/2
ln
〈 |cr|+ 1

〉
−1dcr
.
(− ln 

)3/2
ln ln −1, (6.6)
This is consistent with (6.5).
Step 3: tail region Γ±t estimates.
Since the tail contour Γ±t has the same slope as the connection contour Γ
±
2 , the main estimates are similar
and so are omitted for the sake of brevity. The primary gain here comes from the eαcit. The easest way to
use this is to note that for t ≥ 1,
eαcit ≤ eαci . e15α ln e−αci2 . 15αe−α|cr |200 .
Combining this with the arguments in Γ±2 and are hence omitted for the sake of brevity.
6.3 Initial time layer estimate t ≤ 1
In this subsection, we estimate the semigroup in the initial time layer. As in Section 4, we treat the high
modes α2ν ≥ C0 differently from the low modes α2ν < C0. We will focus on the low mode treatment
α2ν < C0; the high mode treatments are done analogously using the same shift as in Section 4 and we
hence omit this argument for the sake of brevity.
Recall (2.20) and the choice Γα = {c|ci = −(1 − κ)αν − δα−1/3ν1/3} for t ≤ 1. The problem is for
|cr| & 1 and hence we divide the kernels as follows:
K1(y, z) =
(∫ 10
−10
+
∫ ∞
10
+
∫ −10
−∞
)
× e−iαct 2
piD(α, c)
(∫ 1
−1
e−αwH+(W )dw
)∫ 1
z
−2eαrH−(R)drH+(Z)H−(Y )dcrdr
=: Kin1,E +K
in,+
1 +K
in,−
1 ;
we sketch only the case K1; the other Kj are analogous.
To estimate the initial time-layer via Schur’s test, it suffices to deduce
sup
y∈[−1,1]
||η˜in Kin,±1 (y, ·)||L1z + sup
z∈[−1,1]
||η˜in Kin,±1 (·, z)||L1y . 1.
To see why the vanishing weight ηin translates to a gain, we treat as an example supy∈[−1,1] ||ηin Kin,+1 (y, ·)||L1z ;
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the other estimates are similar or easier. Using (1.14), (A.9), Lemma B.1, and Lemma A.5 we deduce
sup
y
||η˜in Kin,+1 (y, z)||L1z
≤
(
sup
y+1≤
+ sup
y+1≥
)
η˜in (y)

∫ ∞
10
eα
eα|A0(−1−cr + δi)|
|H−(Y )| ln
〈 |cr|+ 1

〉
dcr
. sup
y+1≤
η˜in (y)

∫ ∞
10
〈−cr−1 + δi〉3/4
〈Y 〉1/4 e
− 2
3
Re((−cr−1

+δi)3/2eipi/4)e
2
3
Re(Y 3/2epii/4) ln
〈 |cr|+ 1

〉
dcr + 1
. sup
y+1≤
(
y + 1

)3 ∫ ∞
10
〈−cr − 1

+ δi
〉1/2
e
2
3
Re( y+1

(−cr−1

+δi)1/2eipi/4) ln
〈 |cr|+ 1

〉
−1dcr + 1
.1.
The remaining estimates are analogous and are hence omitted for the sake of brevity.
A Technical lemmas
A.1 The free evolution
Let us briefly recall the properties of the initial value problem
∂tω + y∂xω = ν∆ω,
ω(0) = ωin,
u = ∇⊥∆−1ω.
Via Fourier transform in both variables (x, y) 7→ (α, η) we derive (see [7] for a modern treatment),
ω̂(t, α, η) = ω̂in(α, η + αt) exp
(
−να2t− ν
∫ t
0
|η + α(t− τ)|2 dτ
)
. (A.1)
The following lemma quantifies the enhanced dissipation and inviscid damping.
Lemma A.1. There holds the pointwise-in-time enhanced dissipation estimate
||ω̂(t, α, ·)||L2y . e
−α2νt− 1
12
να2t3 ||ω̂in(α, ·)||L2y , (A.2)
there holds the time-averaged inviscid damping and enhanced dissipation∣∣∣∣∣∣eνα2t+ 112να2t3 û(t, α, ·)∣∣∣∣∣∣
L2tL
2
y
. 1
|α|1/2
||ω̂in(α, ·)||L2y , (A.3)
and, more generally, the following L2tH
−s
y estimate for s > 1/2:∣∣∣∣∣∣eνα2t+ 112να2t3ω̂(t, α, ·)∣∣∣∣∣∣
L2tH
−s
y
. 1
|α|1/2
||ω̂in(α, ·)||L2 . (A.4)
Proof. Estimate (A.2) is immediate from the formula (A.1). Estimate (A.3) follows from (A.4). Finally, we
observe by (A.1),∫ ∞
0
∫ ∞
−∞
e2α
2νt+ 1
6
να2t3 〈η〉−2s |ω̂(t, α, η)|2 dη .
∫ ∞
0
∫ ∞
−∞
〈η〉−2s |ω̂in(α, η + αt)|2 dηdt
.
∫ ∞
−∞
(∫ ∞
0
〈η − αt〉−2s dt
)
|ω̂in(α, η)|2 dη
. 1|α| ||ωin||
2
L2 ,
which completes the proof of (A.4).
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A.2 Airy functions estimates
Recall the definition of the homogeneous solutions of the Orr-Sommerfeld problem in terms of Airy func-
tions (2.4). Standard asymptotics for the Airy functions gives the following
Lemma A.2. The homogeneous solutions H−(z) and H+(z) satisfy the following for z = zr + δi ⊂{
z ∈ C : 0 < zi < K + 1100 |zr|
}
,
|H−(z)| .K 1〈z〉1/4 e
− 2
3
Re(eipi/4z3/2), zr ≥ 0;
|H−(z)| .K 1〈z〉1/4 e
2
3
Re(eipi/4z3/2), zr ≤ 0;
|H+(z)| .K 1〈z〉1/4 e
2
3
Re(eipi/4z3/2), zr ≥ 0;
|H+(z)| .K 1〈z〉1/4 e
− 2
3
Re(eipi/4z3/2), zr ≤ 0.
If z ∈ {z ∈ C|zi < 0}, then the solutions H−(z) and H+(z) satisfy the following
|H−(z)| .K 1〈z〉1/4 e
− 2
3
Re(eipi/4z3/2), zr ∈ R;
|H+(z)| .K 1〈z〉1/4 e
2
3
Re(eipi/4z3/2), zr ∈ R.
Proof. Recall the definition of the H± in (2.4). For |z| . 1, (A.5) follows since |H±| . 1 on bounded sets.
For |z| larger, we apply the asymptotic expansion for |z| → ∞, |phz| < pi−ζ, for any ζ > 0 (see e.g. [41]):
Ai(z) =
1
2z1/4
√
pi
e−2z
3/2/3(1 +O(|z|−3/2)).
Note that for the second and fourth inequalities, one must be careful to treat the branch cut (1.16) correctly.
For the estimates (A.6), the proof is the same. One only needs to be careful with the fact that now the phase
is ph(z) ∈ (−pi, 0) since zr < 0.
In addition to the standard Airy functions, we also require the integrated version used by Romanov [45],
A0(z) =
∫ i0+∞
zeipi/6
Ai(t)dt, (A.7)
where for definiteness we take the contour to be the straight line connecting zeipi/6 to 0 and then the ray
connecting 0 to i0 +∞. The following property of A0 proved by Romanov [45] is crucial.
Lemma A.3. [Lemma 2 and following remark, [45]] The function A0(z) has no zeros in the sector −pi ≤
ph(z) ≤ 2pi/3 and in the half-plane {z|zi ≤ δ0} for some universal constant δ0 > 0. Moreover, the
following quantity a is strictly positive
a = a(δ) = −max
zi≤δ
Re
A′0(z)
A0(z)
> 0, δ ∈ [0, δ0). (A.8)
We also have the following lower bound of A0, which also follows from [(3.4) [45]]; see also [47].
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Lemma A.4 (Integrated Airy function asymptotics). The integrated Airy function (A.7) has the following
lower bounds for z = zr + izi ⊂
{
z ∈ C : 0 < zi < K + 1100 |zr|
} ∪ {z ∈ C : zi < 0},
|A0(z)| &K 1〈z〉3/4 e
2
3
Re(z3/2eipi/4), zr ≤ 0;
|A0(z)| &K 1〈z〉3/4 e
− 2
3
Re(z3/2eipi/4), zr ≥ 0.
A.3 Power-gain lemmas
The following lemma is used often in our paper. Similar estimates are used in e.g. [24] and the references
therein, however, here we use a different range of complex parameters, so we include a sketch for the sake
of completeness.
Lemma A.5. Case 1: Consider the spectral parameter c lying on the vertical line Γα := {c = cr − (αν +
δ)i, cr ∈ R}. From (2.4a), the Langer variables R,Z have the explicit form
R =
r − cr

+ δi =: Rr + δi, Z =
z − cr

+ δi =: Zr + δi.
For δ small enough, the following estimates hold (recall also (1.16))∫ Zr
0
1
〈R〉1/4 e
2
3
Re((Rr+δi)3/2eipi/4)dRr .
1
〈Z〉3/4 e
2
3
Re((Zr+δi)3/2epii/4), Zr ≥ 0. (A.10a)∫ 0
Zr
1
〈R〉1/4 e
2
3
Re((Rr+δi)3/2eipi/4)dRr .
1
〈Z〉3/4 e
2
3
Re((Zr+δi)3/2epii/4), Zr ≤ 0,∫ ∞
Zr
1
〈R〉1/4 e
− 2
3
Re((Rr+δi)3/2eipi/4)dRr .
1
〈Z〉3/4 e
− 2
3
Re((Zr+δi)3/2epii/4), Zr ≥ 0,∫ Zr
−∞
1
〈R〉1/4 e
− 2
3
Re((Rr+δi)3/2eipi/4)dRr .
1
〈Z〉3/4 e
− 2
3
Re((Zr+δi)3/2epii/4), Zr ≤ 0. (A.10b)
Case 2: In the high mode case, i.e., α2ν ≥ C0, we consider the spectral parameter c lying on the vertical
line Γα := {c = cr − (1− κ)ανi, cr ∈ R}. From (2.4a), the Langer variables R,Z have the explicit form
R =
r − cr

− κα4/3ν2/3i, Z = z − cr

− κα4/3ν2/3i.
The following estimates hold (recall also (1.16))∫ Zr
0
1
〈R〉1/4 e
2
3
Re((Rr−κα4/3ν2/3i)3/2eipi/4)dRr .
1
〈Z〉3/4 e
2
3
Re((Zr−κα4/3ν2/3i)3/2epii/4), Zr ≥ 0.∫ 0
Zr
1
〈R〉1/4 e
− 2
3
Re((Rr−κα4/3ν2/3i)3/2eipi/4)dRr .
1
〈Z〉3/4 e
− 2
3
Re((Zr−κα4/3ν2/3i)3/2epii/4), Zr ≤ 0,∫ ∞
Zr
1
〈R〉1/4 e
− 2
3
Re((Rr−κα4/3ν2/3i)3/2eipi/4)dRr .
1
〈Z〉3/4 e
− 2
3
Re((Zr−κα4/3ν2/3i)3/2epii/4), Zr ≥ 0,∫ Zr
−∞
1
〈R〉1/4 e
2
3
Re((Rr−κα4/3ν2/3i)3/2eipi/4)dRr .
1
〈Z〉3/4 e
2
3
Re((Zr−κα4/3ν2/3i)3/2epii/4), Zr ≤ 0.
Proof. Proof of (A.10):
The inequality is immediate for |Zr| ≤ 4, hence, consider next the case |Zr| ≥ 4. In this case, the following
holds on the integration interval:
e
2
3
Re((Rr+δi)3/2epii/4) ≤ e 23Re((Zr+δi)1/2(Rr+δi)eipi/4), Zr ≥ Rr ≥ 2; (A.12)
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this follows by e.g. differentiation. Next, we decompose the integral in (A.10a) into two parts:∫ Zr
0
1
〈R〉1/4 e
2
3
Re((Rr+δi)3/2eipi/4)dRr =
(∫ Zr−√Zr
0
+
∫ Zr
Zr−
√
Zr
)
1
〈R〉1/4 e
2
3
Re((Rr+δi)3/2eipi/4)dRr
=: T1 + T2. (A.13)
First consider T2. Combining (A.12) and the following relation on the integration interval,
〈R〉 ≥ (1 + |Zr −
√
Zr|2 + δ2)1/2 ≥ (1 + 1
4
|Z|2)1/2 ≥ 1
2
〈Z〉,
together with δ ≤ 1100 ≤ 1400Zr, we have
T2 .
∫ Zr
Zr−
√
Zr
1
〈Z〉1/4 e
2
3
Re((Zr+δi)1/2(Rr+δi)eipi/4)dRr .
1
〈Z〉1/4
1
Re((Zr + δi)1/2eipi/4)
e
2
3
Re((Zr+δi)3/2eipi/4)
. 1〈Z〉3/4 e
2
3
Re((Zr+δi)3/2eipi/4).
This completes the treatment of the T2 term. The T1 term in (A.13), using (A.12) and the fact that δ ≤
1
100 ≤ 1400 |Zr| is easier and is hence omitted for the sake of brevity. Hence (A.10a) follows.
The remaining inequalities (A.10a)–(A.10b) hold by analogous arguments once the suitable analogue of
(A.12) is similarly deduced via differentiation. We omit the details for the sake of brevity.
Proof of (A.11):
In this case, Γα := {c = cr − (1 − κ)ανi, cr ∈ R}. We prove the following monotonicity inequalities
adapted for use in high frequencies:
e
2
3
Re((Yr−κα4/3ν2/3i)3/2eipi/4) ≤e 23Re((Wr−κα4/3ν2/3i)3/2eipi/4), Wr ≥ Yr ≥ 0;
e
2
3
Re((Yr−κα4/3ν2/3i)3/2eipi/4) ≤e 23Re((Wr−κα4/3ν2/3i)1/2(Yr−κα4/3ν2/3i)eipi/4), Wr ≥ Yr ≥ 0;
e−
2
3
Re((Yr−κα4/3ν2/3i)3/2eipi/4) ≤e− 23Re((Wr−κα4/3ν2/3i)3/2eipi/4), Wr ≤ Yr ≤ 0.
e−
2
3
Re((Yr−κα4/3ν2/3i)3/2eipi/4) ≤e− 23Re((Wr−κα4/3ν2/3i)1/2(Yr−κα4/3ν2/3i)eipi/4), Wr ≤ Yr ≤ 0.
Consider the case Wr ≤ Yr ≤ 0 i.e., the third and fourth inequalities. First,
− d
dw
Re((w − κα4/3ν2/3i)1/2(Yr − κα4/3ν2/3i)eipi/4) = −1
2
Re((w − κα4/3ν2/3i)−1/2(Yr − κα4/3ν2/3i)eipi/4).
Since Wr ≤ Yr, ph(Wr − κα4/3ν2/3i) ≤ ph(Yr − κα4/3ν2/3i), so that the derivative is negative and the
fourth inequality follows. The third inequality follows by a similar argument. For the Wr ≥ Yr ≥ 0 case,
we have
d
dw
Re((w − κα4/3ν2/3i)1/2(Yr − κα4/3ν2/3i)eipi/4) = 1
2
Re((w − κα4/3ν2/3i)−1/2(Yr − κα4/3ν2/3i)eipi/4).
Since Wr ≥ Yr ≥ 0, we have 0 ≤ −12ph(Wr − κα4/3ν2/3i) ≤ −12ph(Yr − κα4/3ν2/3i) and hence the
derivative is positive. This completes the proof of the second inequality; the first inequality follows similarly.
Combining these inequalities with the argument used to prove (A.10) yields the inequalities (A.11).
By a similar argument, one can prove the following lemma (used in Section 6).
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Lemma A.6. Consider the spectral parameter c lying on the half-lines as in Section 6,
Γ+ ={c|ci + αν + δα−1/3ν1/3 = − tan(θ)(cr − 200)+, cr ∈ [200,∞)};
Γ− ={c|ci + αν + δα−1/3ν1/3 = − tan(θ)(−cr − 200)+, cr ∈ (−∞,−200]}.
The Langer variables are
R =
r − cr

− ci + αν

i = Rr + iRi, Z =
z − cr

− ci + αν

i = Zr + iZi.
Then the following estimates are satisfied (recall also (1.16))∫ Zr
−1−cr

1
〈R〉1/4 e
2
3
Re((Rr+iRi)
3/2eipi/4)dRr .
1
〈Z〉3/4 e
2
3
Re((Zr+iZi)
3/2epii/4), Zr ≥ max
{
0,
−1− cr

}
;
∫ 1−cr

Zr
1
〈R〉1/4 e
2
3
Re((Rr+iRi)
3/2eipi/4)dRr .
1
〈Z〉3/4 e
2
3
Re((Zr+iZi)
3/2epii/4), Zr ≤ min
{
0,
1− cr

}
;∫ ∞
Zr
1
〈R〉1/4 e
− 2
3
Re((Rr+iRi)
3/2eipi/4)dRr .
1
〈Z〉3/4 e
− 2
3
Re((Zr+iZi)
3/2eipi/4), Zr ≥ 0;∫ Zr
−∞
1
〈R〉1/4 e
− 2
3
Re((Rr+iRi)
3/2eipi/4)dRr .
1
〈Z〉3/4 e
− 2
3
Re((Zr+iZi)
3/2eipi/4), Zr ≤ 0.
A.4 Detailed Green’s function
The following denotes the full expression of the boundary resolvent Rb directly as an integral operator on
ω̂in; see 2.20:
ωb =−
∫
Γα
2−2
piD(α, c)
(∫ 1
−1
e−αwH+(W )dw
)∫ 1
−1
[ ∫ 1
z
eαrH−(R)dr
]
H+(Z)H−(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(∫ 1
−1
e−αwH+(W )dw
)∫ 1
−1
[ ∫ z
−1
eαrH+(R)dr
]
H−(Z)H−(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(
−
∫ 1
−1
eαwH+(W )dw
)∫ 1
−1
[ ∫ 1
z
e−αrH−(R)dr
]
H+(Z)H−(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(
−
∫ 1
−1
eαwH+(W )dw
)∫ 1
−1
[ ∫ z
−1
e−αrH+(R)dr
]
H−(Z)H−(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(
−
∫ 1
−1
e−αwH−(W )dw
)∫ 1
−1
[ ∫ 1
z
eαrH−(R)dr
]
H+(Z)H+(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(
−
∫ 1
−1
e−αwH−(W )dw
)∫ 1
−1
[ ∫ z
−1
eαrH+(R)dr
]
H−(Z)H+(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(∫ 1
−1
eαwH−(W )dw
)∫ 1
−1
[ ∫ 1
z
e−αrH−(R)dr
]
H+(Z)H+(Y )ω̂in(α, z)dzdc
−
∫
Γα
2−2
piD(α, c)
(∫ 1
−1
eαwH−(W )dw
)∫ 1
−1
[ ∫ z
−1
e−αrH+(R)dr
]
H−(Z)H+(Y )ω̂in(α, z)dzdc
=:
8∑
j=1
∫ 1
−1
Kj(y, z)ω̂in(α, z)dz.
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B Estimates on the Evans function
B.1 Evans function estimates
The main goal of this section is to prove the following lemma, which in term implies Lemma 2.1.
Lemma B.1. There exists a universal ν0 such that for ν ∈ (0, ν0], the Evans function D(α, c) is non-zero
except in the region {
z ∈ C∣∣ zi < −αν − δα−1/3ν1/3} ,
for δ < δ0 (a sufficiently small universal constant).
Moreover, the following bounds are satisfied.
(i) For any c ∈ {c ∈ C|c = cr − iαν − iδα−1/3ν1/3, ∀cr ∈ (−∞,∞)}:
|D(α, c)| &
∣∣∣∣ ∫ 1−1 e−αwH−(W )dw
∣∣∣∣∣∣∣∣ ∫ 1−1 eαwH+(W )dw
∣∣∣∣. (B.1)
Moreover, there holds ∣∣∣∣∫ 1−1 eαwH+(W )dw
∣∣∣∣ & eα〈α〉
∣∣∣∣A0(−1 + cr + δi
)∣∣∣∣ , (B.2)∣∣∣∣∫ 1−1 e−αwH−(W )dw
∣∣∣∣ & eα〈α〉
∣∣∣∣A0(−1− cr + iδ
)∣∣∣∣ . (B.3)
(ii) For α2ν ≥ C0 and c ∈ {c ∈ C|c = cr − i(1− κ)αν, ∀cr ∈ (−∞,∞)}:
|D(α, c)| &
∣∣∣∣ ∫ 1−1 e−αwH−(W )dw
∣∣∣∣∣∣∣∣ ∫ 1−1 eαwH+(W )dw
∣∣∣∣. (B.4)
Moreover, there holds ∣∣∣∣∫ 1−1 eαwH+(W )dw
∣∣∣∣ & eα ∣∣∣∣A0(−1 + cr + δi
)∣∣∣∣ , (B.5)∣∣∣∣∫ 1−1 e−αwH−(W )dw
∣∣∣∣ & eα ∣∣∣∣A0(−1− cr + iδ
)∣∣∣∣ . (B.6)
Proof. Consider case (i) first. First, define the variables d,C?j
d =− ic+ αν, (B.7a)
C?1 :=
−1− id

=
−1− cr

+ δi,
C?2 :=
−1− id

=
−1 + cr

+ δi.
By definition (2.4a) for the spectral parameter c on the vertical line ci ≡ −αν − δ we get
Z :=
z − id

=
z − cr

+ δi.
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Define also the function u(z, t)
u(z, t) =
A0(z + t)
A0(z)
= exp
(∫ t
0
A′0(z + s)
A0(z + s)
ds
)
. (B.8)
Step 1: Rephrasing the lower bound (B.1). First, we show that the lower bound of the Evans function
|D(α, c)| (B.1) is follows from the follwing:
e2α
1
1 + q
∣∣∣∣1− e−2αu(C?j , 2
)∣∣∣∣ ≥ 11 + q
∣∣∣∣1− e2αu(C?j , 2
)∣∣∣∣
+ α
∫ 2/
0
(e2α−αt + eαt)
∣∣u (C?j , t)∣∣ dt+ q1 + q (1 + e2α−2a/) (B.9)
for some fixed universal constant q > 0. To this end, we first note that the lower bound (B.1) is implied by
the relations:
1
1 + q
∣∣∣∣ ∫ 1−1 e−αwAi(eipi/6w − id )dw
∣∣∣∣ ≥ ∣∣∣∣ ∫ 1−1 eαwAi(eipi/6w − id )dw
∣∣∣∣; (B.10)
1
1 + q
∣∣∣∣ ∫ 1−1 eαwAi(ei5pi/6w − id )dw
∣∣∣∣ ≥ ∣∣∣∣ ∫ 1−1 e−αwAi(ei5pi/6w − id )dw
∣∣∣∣. (B.11)
Secondly, by substitution (x = −1+t in (B.10) and x = 1−t in (B.11)) and the fact thatAi(w) = Ai(w),
(B.10) and (B.11) are equivalent to
1
1 + q
e2α
∣∣∣∣ ∫ 2/
0
e−αtAi
(
eipi/6
(−1− id

+ t
))
dt
∣∣∣∣ ≥ ∣∣∣∣ ∫ 2/
0
eαtAi
(
eipi/6
(−1− id

+ t
))
dt
∣∣∣∣
1
1 + q
e2α
∣∣∣∣ ∫ 2/
0
e−αtAi
(
eipi/6
(−1− id

+ t
))
dt
∣∣∣∣ ≥ ∣∣∣∣ ∫ 2/
0
eαtAi
(
eipi/6
(−1− id

+ t
))
dt
∣∣∣∣,
which in turn hold provided the following is satisfied:
e2α
1
1 + q
∣∣∣∣ ∫ 2/
0
e−αtAi(eipi/6(C?j + t))dt
∣∣∣∣ ≥ ∣∣∣∣ ∫ 2/
0
eαtAi(eipi/6(C?j + t))dt
∣∣∣∣, j = 1, 2, (B.12)
where the quantities C?j (B.7a) take values in the domain
Re(C?j ) ≤max
{−1− cr

,
−1 + cr

}
, Im(C?j ) =
−ci − αν

= δ, α ≥ 0.
According to Lemma A.3, |A0(C?j )| is non-zero in this domain. Integrating both integrals in the inequality
(B.12) by parts and then dividing by |A0(C?j )| yield that
e2α
1 + q
∣∣∣∣∣
∫ 2/
0
(α)e−αt
A0(C
?
j + t)
A0(C?j )
dt+
e−2αA0(C?j +
2
 )
A0(C?j )
− 1
∣∣∣∣∣
≥
∣∣∣∣∣−
∫ 2/
0
αeαt
A0(C
?
j + t)
A0(C?j )
dt+
e2αA0(C
?
j +
2
 )
A0(C?j )
− 1
∣∣∣∣∣ , j = 1, 2.
Combining it with the definition of u (B.8), we obtain the result (B.9).
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Figure 2: domain of interest
Step 2: Proof of the inequality (B.9). Recalling from [45], we obtain
|u(C?j , t)| =
∣∣∣∣ exp(∫ t
0
Re
A′0(C?j + s)
A0(C?j + s)
ds
)∣∣∣∣ ≤ e−at, ∀t ∈ [0, 2
]
, j = 1, 2, (B.13)
where a is defined in (A.8). Next, we square both sides of (B.9) (note both sides are positive), use
u(C?j , 2
−1) = −e−2a/ and the upper bound (B.13), to obtain that the following implies (B.9),
e2α(1 + e−2α−2a/) ≥ 1 + e2α−2a/ + (1 + q)α
∫ 2/
0
(e2α−αt + eαt)e−atdt+ q(1 + e2α−2a/).
Now substituting t = (1 + s)/ and dividing both sides by αeα−a/ yields the equivalent inequality
ea/
a

∫ 1
0
sinhαs
sinhα
sinh
as

ds ≥ 1 + q
4(1 + q)
(
eα
sinhα
+
e2a/
eα sinhα
)
.
The left hand side is calculated through integration by parts as
ea/
a

∫ 1
0
sinhαs
sinhα
sinh
as

ds =
e2a/ + 1
2
1− αa tanh(a/)tanh(α)
1− (α/a)2
 =: F (α, a

)
.
As a result, the following lower bound of the function F yields the inequality (B.9)
F
(
α,
a

)
> 1 +
q
4(1 + q)
(
eα
sinhα
+
e2a/
eα sinhα
)
. (B.14)
The remaining part is devoted to proving this lower bound. Recall some properties of the function F from
[45]. The function F (α, β) is decreasing in terms of α and is increasing in terms of β. Next we distinguish
between two regimes: K sufficiently large such that Ka ≥ 100 where a is defined in (A.8), we define
1) Low modes: α ≤ Ka; (B.15)
2) High modes: α ≥ Ka.
In the low mode case 1), to derive the lower bound, we consider the minimum of the function F (α, β) in
the domain (here BK is a constant chosen sufficiently large relative to K)
D := {(α, β)|β ≥ BK ,Kβ ≥ α, α ≥ 1}.
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A figure of the regionD can be found in Figure 2. Due to monotonicity, the minimum of F (α, β) is achieved
on the half-line α = Kβ, β ≥ BK . On this line segment, explicit calculation yields
min
(α,β)∈D
F (α, β) ≥ min
β≥BK
F (Kβ, β) = min
β≥BK
e2β + 1
2
1−K tanh(β)tanh(Kβ)
1−K2 ≥ minβ≥BK
e2β
2(K + 1)
− 1
2(K − 1) .
(B.16)
Choosing q sufficiently small relative to K−1 and ν sufficiently small relative to a and K−1, (B.16) yields
(B.14).
For the high mode case 2), we estimate the function F as follows:
F (α, a/) =
e2a/ + 1
2
α
a
tanh(a/)
tanh(α) − 1
(α/a)2 − 1 ≥
e2aα
1/3ν−1/3 + 1
2
K tanh(aα
1/3ν−1/3)
tanhα − 1
α4/3ν2/3/a2 − 1 ≥
K/2
α4/3
eα
1/3
+ 1
2
,
which implies (B.14).
Step 3: Proof of inequalities (B.2) and (B.3). Recall (B.7a). By arguments similar to that used to prove
(B.1), a suitable lower bound b as follows yields (B.2) and (B.3)
eα
∣∣∣∣∣
∫ 2/
0
e−αtH−(C?j + t)dt
∣∣∣∣∣ ≥ b > 0. (B.17)
Recalling the definition ofA0(A.7) and u (B.8), then an integration by parts yields that the following implies
(B.17):
eα
∣∣∣∣u(C?j , 2
)
e−2α − 1
∣∣∣∣ ≥ eα
∣∣∣∣∣
∫ 2/
0
e−αtα
∣∣u(C?j , t)∣∣ dt
∣∣∣∣∣+ b|A0(C?j )| .
Using the upper bound (B.13) and u(C?j , 2
−1) = −e−2a/, we see that (B.2) and (B.3) hold if the following
is satisfied:
eα(1− e−2α−2a/) ≥ eα
∫ 2/
0
e−αtαe−atdt+
b
|A0(C?j )|
. (B.18)
A calculation shows that (B.18) holds if(
a
α+ a
)
(eα − e−α−2a/) ≥ b|A0(C?j )|
. (B.19)
To prove the inequality (B.19), we distinguish between the high modes and low modes (B.15) again. If α is
small, i.e., α ≤ Ka, the inequality (B.19) is satisfied if b is small
b ≤ e
α|A0(C?j )|
(K + 1)2
.
For the high modes α ≥ Ka ≥ 100, the inequality (B.19) holds if
b ≤ e
αa|A0(C?j )|
2(α+ a)
≈ e
α|A0(C?j )|
α
.
Combining the estimates in different regimes, we obtain that (B.2) and (B.3) hold as long as the lower
bound b in (B.17) is smaller than
b .
eα|A0(C?j )|
〈α〉 .
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Combining it with the asymptotic expansion of A0 in Lemma A.4 yields the estimate (2.6). This completes
the proof part (i) of the lemma.
Step 4: Part (ii) – Proof of the inequalities (B.4), (B.5) and (B.6) in the high mode case. Let us comment
on the proof of (B.4), (B.5), and (B.6). Here we use the observation [(3.5), [45]]: for sufficiently large
R > 0, and for all z in GR := {z||z| ≥ R,−13pi/12 ≤ phz ≤ pi/12}, the following inequality holds for
some universal constant B > 0,
Re
A′0(z)
A0(z)
≤ −R1/2 cos 7pi
24
+
B
R
. (B.20)
Following the estimate (B.20), we have that the Langer variables in this case satisfy
C?j =
−1± cr

− καν

i, |C?j | & α4/3ν2/3.
Now from (B.20) and the definition of a in (A.8) gives a & κ1/2α2/3ν1/3 = κ1/2α & 1. Therefore, by
choosing K sufficiently large we have α ≤ K(κ)a. This reduces to case (1) in the previous steps. The
inequalities (B.4), (B.5) (B.6) with implicit constants depending on κ follow by the same arguments as
above. Note that 〈α〉 will not appear.
B.2 Evans function estimate in the connection region
Recall the contours Γ±t , ΓE , and Γ
±
j . On the contour, it is clear that we may write ci as a function of cr;
denote this function ci = Γ(cr).
Lemma B.2 (Connection region Evans function). There exists a universal ν0 such that for ν ∈ (0, ν0], the
Evans function D(α, c) is non-zero except in the region{
z ∈ C∣∣Γ(zr) > zi} .
Moreover, on Γ±t ,Γ
±
j the lower bounds (B.1), (B.2), and (B.3) all hold.
Proof. The proof is similar to Lemma B.1 but some changes are required because ci is no longer constant
and the C?j ’s, defined as
C?1 =
−1− id

=
−1− cr

+
−ci − αν

i,
C?2 =
−1− id

=
−1 + cr

+
−ci − αν

i,
are no longer in the region specified in Lemma A.3. As above, one must bound a from below on the contour:
− max
c∈Γ±2 ∪Γ±t
Re
A′0(C?j + s)
A0(C?j + s)
> 0, ∀s ∈ [0, 2−1]. (B.21)
For this, we use again (B.20). Since the angle between the region Γ+2 ∪ Γ+t (Γ−2 ∪ Γ−t ) and the positive
imaginary (negative) axis are small, the argument C?j + s in the equation (B.21) is inside the domain GR.
This completes the proof of (B.21); the rest of the argument follows similarly to Lemma B.1.
Acknowledgments
The authors would like to thank Anna Mazzucato and Vlad Vicol for helpful discussions, especially regard-
ing Corollary 1.8.
41
References
[1] K. Bajer, A. P Bassom, and A. D Gilbert, Accelerated diffusion in the centre of a vortex, Journal of Fluid Mechanics 437
(2001), 395–411.
[2] G. Batchelor, An introduction to fluid dynamics, Cambridge university press, 2000.
[3] J. Bedrossian, P. Germain, and N. Masmoudi, Dynamics near the subcritical transition of the 3D Couette flow I: Below
threshold, To appear Mem. of the AMS (2015).
[4] J. Bedrossian, P. Germain, and N. Masmoudi, Dynamics near the subcritical transition of the 3D Couette flow II: Above
threshold, To appear Mem. of the AMS (2015).
[5] J. Bedrossian, P. Germain, and N. Masmoudi, Stability of the Couette flow at high Reynolds numbers in two dimensions and
three dimensions, Bull. Amer. Math. Soc. 56 (2019), no. 3, 373–414.
[6] J. Bedrossian and N. Masmoudi, Inviscid damping and the asymptotic stability of planar shear flows in the 2D Euler equations,
Publ. math. de l’IHE´S 122 (2015), no. 1, 195–300.
[7] J. Bedrossian, N. Masmoudi, and V. Vicol, Enhanced dissipation and inviscid damping in the inviscid limit of the Navier–
Stokes equations near the two dimensional Couette flow, Arch. Rat. Mech. Anal. 219 (2016), no. 3, 1087–1159.
[8] J. Bedrossian, V. Vicol, and F. Wang, The Sobolev stability threshold for 2D shear flows near Couette, J. of Nonlin. Sci.
(2016), 1–25.
[9] K. Case, Stability of inviscid plane couette flow, The Physics of Fluids 3 (1960), no. 2, 143–148.
[10] Q. Chen, T. Li, D. Wei, and Z. Zhang, Transition threshold for the 2-d couette flow in a finite channel, arXiv preprint
arXiv:1808.08736 (2018).
[11] P. Constantin, A. Kiselev, L. Ryzhik, and A. Zlatosˇ, Diffusion and mixing in fluid flow, Ann. of Math. (2) 168 (2008), 643–674.
[12] P. Constantin, M. C. Lopes Filho, H. J. Nussenzveig Lopes, and V. Vicol, Vorticity Measures and the Inviscid Limit, Arch.
Ration. Mech. Anal. 234 (2019), no. 2, 575–593.
[13] M. Coti Zelati, M. G Delgadino, and T. M Elgindi, On the relation between enhanced dissipation timescales and mixing rates,
Comm. Pure and Appl. Math. (2018).
[14] Y. Deng and N. Masmoudi, Long time instability of the couette flow in low gevrey spaces, arXiv preprint arXiv:1803.01246
(2018).
[15] L. Dikii, The stability of plane-parallel flows of an ideal fluid, Soviet physics doklady, 1961, pp. 1179.
[16] P. G. Drazin and W. H. Reid, Hydrodynamic stability, Cambridge University Press, Cambridge, 1981. Cambridge Monographs
on Mechanics and Applied Mathematics. MR604359 (82h:76021)
[17] K.-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, Semigroup forum, 2001, pp. 278–280.
[18] Y. Feng and G. Iyer, Dissipation enhancement by mixing, Nonlinearity 32 (2019), no. 5, 1810.
[19] T. Gallay, Enhanced dissipation and axisymmetrization of two-dimensional viscous vortices, Archive for Rational Mechanics
and Analysis 230 (2018), no. 3, 939–975.
[20] D. Ge´rard-Varet, Y. Maekawa, and N. Masmoudi, Gevrey stability of prandtl expansions for 2-dimensional navier–stokes
flows, Duke Mathematical Journal 167 (2018), no. 13, 2531–2631.
[21] E. Grenier, Y. Guo, and T. T Nguyen, Spectral instability of characteristic boundary layer flows, Duke Mathematical Journal
165 (2016), no. 16, 3085–3146.
[22] E. Grenier, Y. Guo, and T. T Nguyen, Spectral instability of general symmetric shear flows in a two-dimensional channel,
Advances in Mathematics 292 (2016), 52–110.
[23] E. Grenier and T Nguyen, Green function for linearized navier-stokes around a boundary layer profile: away from critical
layers, arXiv preprint arXiv:1702.07924 (2017).
[24] E. Grenier and T. T Nguyen, Sharp bounds on linear semigroup of navier stokes with boundary layer norms, arXiv preprint
arXiv:1703.00881 (2017).
[25] S. Ibrahim, Y. Maekawa, and N. Masmoudi, On pseudospectral bound for non-selfadjoint operators and its application to
stability of kolmogorov flows, arXiv preprint arXiv:1710.05132 (2017).
[26] A. Ionescu and H. Jia, Inviscid damping near shear flows in a channel, arXiv preprint arXiv:1808.04026 (2018).
[27] H. Jia, Linear inviscid damping in gevrey spaces, arXiv preprint arXiv:1904.01188 (2019).
[28] T. Kato, Remarks on zero viscosity limit for nonstationary navier-stokes flows with boundary, Seminar on nonlinear partial
differential equations, 1984, pp. 85–98.
42
[29] L. Kelvin, Stability of fluid motion-rectilinear motion of viscous fluid between two parallel plates, Phil. Mag. 24 (1887), 188.
[30] I. Kukavica, V. Vicol, and F. Wang, The inviscid limit for the navier-stokes equations with data analytic only near the boundary,
arXiv preprint arXiv:1904.04983 (2019).
[31] T. Li, D. Wei, and Z. Zhang, Pseudospectral and spectral bounds for the oseen vortices operator, arXiv preprint
arXiv:1701.06269 (2017).
[32] Z. Lin and C. Zeng, Inviscid dynamic structures near Couette flow, Arch. Rat. Mech. Anal. 200 (2011), 1075–1097.
[33] Z. Lin and C. Zeng, Small BGK waves and nonlinear Landau damping, Comm. Math. Phys. 306 (2011), no. 2, 291–331.
MR2824473
[34] M. C. Lopes Filho, A. L. Mazzucato, H. J. Nussenzveig Lopes, and M. Taylor, Vanishing viscosity limits and boundary layers
for circularly symmetric 2D flows, Bull. Braz. Math. Soc. (N.S.) 39 (2008), no. 4, 471–513.
[35] Y. Maekawa, On the inviscid limit problem of the vorticity equations for viscous incompressible flows in the half-plane,
Communications on Pure and Applied Mathematics 67 (2014), no. 7, 1045–1128.
[36] Y. Maekawa and A. Mazzucato, The inviscid limit and boundary layers for Navier-Stokes flows, Handbook of mathematical
analysis in mechanics of viscous fluids, 2018, pp. 781–828.
[37] P. S Marcus and W. H Press, On green’s functions for small disturbances of plane couette flow, Journal of Fluid Mechanics
79 (1977), no. 3, 525–534.
[38] A. Mazzucato, D. Niu, and X. Wang, Boundary layer associated with a class of 3D nonlinear plane parallel channel flows,
Indiana Univ. Math. J. 60 (2011), no. 4, 1113–1136.
[39] A. Mazzucato and M. Taylor, Vanishing viscosity plane parallel channel flow and related singular perturbation problems,
Anal. PDE 1 (2008), no. 1, 35–93.
[40] A. Mazzucato and M. Taylor, Vanishing viscosity limits for a class of circular pipe flows, Communications in Partial Differ-
ential Equations 36 (2010), no. 2, 328–361.
[41] P. D. Miller, Applied asymptotic analysis, Vol. 75, American Mathematical Soc., 2006.
[42] C. Mouhot and C. Villani, On Landau damping, Acta Math. 207 (2011), 29–201.
[43] W. Orr, The stability or instability of steady motions of a perfect liquid and of a viscous liquid, Part I: a perfect liquid, Proc.
Royal Irish Acad. Sec. A: Math. Phys. Sci. 27 (1907), 9–68.
[44] P. B. Rhines and W. R. Young, How rapidly is a passive scalar mixed within closed streamlines?, Journal of Fluid Mechanics
133 (1983), 133–145.
[45] V. Romanov, Stability of plane-parallel couette flow, Funct. anal. and appl. 7 (1973), no. 2, 137–146.
[46] J.-L. Thiffeault, C. R Doering, and J. D Gibbon, A bound on mixing efficiency for the advection–diffusion equation, Journal of
Fluid Mechanics 521 (2004), 105–114.
[47] W. Wasow, On small disturbances of plane couette flow, J. Res. Nat. Bur. Stand 51 (1953), 195–202.
[48] D. Wei, Diffusion and mixing in fluid flow via the resolvent estimate, arXiv preprint arXiv:1811.11904 (2018).
[49] D. Wei and Z. Zhang, Transition threshold for the 3D Couette flow in Sobolev space, arXiv preprint arXiv:1803.01359 (2018).
[50] D. Wei, Z. Zhang, and W. Zhao, Linear inviscid damping and enhanced dissipation for the kolmogorov flow, arXiv preprint
arXiv:1711.01822 (2017).
[51] D. Wei, Z. Zhang, and W. Zhao, Linear inviscid damping for a class of monotone shear flow in Sobolev spaces, Comm. Pure
Appl. Math. 71 (2018), no. 4, 617–687.
[52] D. Wei, Z. Zhang, and W. Zhao, Linear inviscid damping and vorticity depletion for shear flows, Annals of PDE 5 (2019),
no. 1, 3.
[53] A. Yaglom, Hydrodynamic instability and transition to turbulence (U Frisch, ed.), Vol. 100, Springer, 2012.
[54] C. Zillinger, Linear inviscid damping for monotone shear flows in a finite periodic channel, boundary effects, blow-up and
critical sobolev regularity, Arch. Rat. Mech. Anal. 221 (2016), no. 3, 1449–1509.
[55] C. Zillinger, Linear inviscid damping for monotone shear flows, Trans. Amer. Math. Soc. 369 (2017), no. 12, 8799–8855.
43
