The modified Lommel function t µ,ν (x) is an important special function, but to date there has been little progress on the problem of obtaining functional inequalities for t µ,ν (x). In this paper, we advance the literature substantially by obtaining a simple two-sided inequality for the ratio t µ,ν (x)/t µ−1,ν−1 (x) in terms of the ratio I ν (x)/I ν−1 (x) of modified Bessel functions of the first kind, thereby allowing one to exploit the extensive literature on bounds for this ratio. We apply this result to obtain two-sided inequalities for the condition numbers xt ′ µ,ν (x)/t µ,ν (x), the ratio t µ,ν (x)/t µ,ν (y) and the modified Lommel function t µ,ν (x) itself that are given in terms of xI ′ ν (x)/I ν (x), I ν (x)/I ν (y) and I ν (x), respectively, which again allows one to exploit the substantial literature on bounds for these quantities. The bounds obtained in this paper are quite accurate and often tight in certain limits. As an important special case we deduce bounds for modified Struve functions of the first kind and their ratios, some of which are new, whilst others extend the range of validity of some results given in the recent literature.
Introduction
The ratios of modified Bessel functions I ν (x)/I ν−1 (x) and K ν−1 (x)/K ν (x) arise throughout the applied sciences, with applications in epidemiology [50] , chemical kinetics [44] and signal processing [35] ; see [60] and references therein for some further applications. These ratios are also important computational tools in the construction of numerical algorithms for computing modified Bessel functions; see, for example, Algorithms 12.6 and 12.7 of [23] . There now exists a substantial literature on lower and upper bounds for these ratios of modified Bessel functions [1, 6, 18, 25, 26, 29, 30, 31, 36, 39, 41, 48, 49, 53, 54, 59, 60, 61, 64, 72] . There is also a extensive literature on bounds for the ratios I ν (x)/I ν (y) and t µ,ν (x)/t µ−1,ν−1 (x). We therefore progress the literature from having no bounds for the ratio t µ,ν (x)/t µ−1,ν−1 (x) to a wide variety, and we note some examples. As a special case of Theorem 3.4, we obtain the same two-sided inequality for the ratio L ν (x)/L ν−1 (x) that was obtained in Theorem 2.1 of [21] , but with a larger range of validity for the lower bound. This arises from an alternative method of proof that avoids the use of integral representations of the functions L ν (x) and I ν (x) which were used to prove Theorem 2.1 of [21] . In Section 4, we apply our bounds for t µ,ν (x)/t µ−1,ν−1 (x) to obtain a number of further functional inequalities involving t µ,ν (x). Amongst other results, we obtain twosided inequalities for xt ′ µ,ν (x)/t µ,ν (x), t µ,ν (x)/t µ,ν (y) and t µ,ν (x) that are given in terms of xI ′ ν (x)/I ν (x), I ν (x)/I ν (y) and I ν (x), respectively, which again allows one to exploit the literature on these quantities. Through a combination of asymptotic analysis of the bounds and numerical results, we find that, in spite of their simple form, the bounds obtained in this paper are quite accurate and often tight in certain limits.
Modified Lommel functions
In this section, we collect some basic properties of modified Lommel functions that will be needed in the sequel. Particular solutions of the modified Lommel differential equation [66, 57] (the Lommel differential equation was originally studied by [40] )
are the modified Lommel function of the first kind t µ,ν (x), as given by the hypergeometric series In the literature, different notation is used for the modified Lommel functions; we adopt that used by [73] . The terminology modified Lommel function of the first kind and second kind is not standard in the literature, but we consider it to be natural and adopt it for the following reasons. Firstly, as we shall shortly see, the modified Lommel functions of the first and second kind generalise (up to a multiplicative constant) the modified Struve functions of the first and second kind. Secondly, [7] have used the terminology Lommel function of the first kind for the Lommel function s µ,ν (x). Since t µ,ν (x) = −i 1−µ s µ,ν (ix) [57, 73] , in analogy with the terminology for the Bessel, Struve and modified Bessel and Struve functions, it is natural to call t µ,ν (x) a modified Lommel function of the first kind, and T µ,ν (x) a modified Lommel function of the second kind. At this stage, we note that the focus of this paper is the function t µ,ν (x); we introduce T µ,ν (x) solely to fix notation and to allow us to state a result from the literature that will be required in the sequel.
As the modified Lommel functions arise as Lommel functions with imaginary argument, many of their properties can be inferred from those of Lommel functions that are given in references, such as [2, 16, 42, 43, 47, 71] . The following relations involving modified Lommel functions that were given by [57] will be needed in the sequel:
Combining these expressions gives the relations
3)
The modified Lommel function t µ,ν (x) is related to the modified Bessel function I ν (x) through the indefinite integral formula (see [17, 57] and apply (2.2))
For the purposes of this paper, the following normalization is particularly convenient and will remove a number of multiplicative constants from our calculations:
Analogously, we introduce the normalization
For ease of exposition, we shall also refer tot µ,ν (x) and T µ,ν (x) as modified Lommel functions of the first and second kind. From now on, we shall work with the functions t µ,ν (x) and T µ,ν (x); it is easy to translate results back to t µ,ν (x) and T µ,ν (x). For example, using (2.6) and the standard formula uΓ(u) = Γ(u + 1) gives that
It is evident from (2.7) thatt
Also, from the power series representations of the modified Bessel function of the first kind I ν (x) and the modified Struve function of first kind L ν (x), as given by
we can record the important special cases
where
is the modified Struve function of the second kind. With our normalization, formulas (2.3), (2.4) and (2.5) becomẽ
(in the exceptional cases that µ − ν = −1, −3, −5, . . . or µ + ν = −3, −5, −7, . . . we have a µ,ν (x) = 0), and
The functiont µ,ν (x) has the following asymptotic behaviour:
Here, (2.11) follows directly from (2.7), and (2.12) can be obtained by using the large x asymptotic expansions of generalized hypergeometric functions [47, Section 16.11] . We end this section by recording that the modified Bessel function of the first kind satisfies the relations
13) 14) and has the following asymptotic behaviour:
15)
(see [47] for these and further properties). It is instructive to note the similarity between these properties and those of the modified Lommel functiont µ,ν (x).
3 Upper and lower bounds for the ratio t µ,ν (x)/t µ−1,ν−1 (x)
Preliminaries and first results
We will need the following old result of [13] in the sequel. The importance of this result and its consequences in a general setting was first realised by [55] .
Lemma 3.1. Suppose that the power series f (x) = n≥0 a n x n and g(x) = n≥0 b n x n , where a n ∈ R and b n > 0 for all n ≥ 0, both converge on (−r, r), r > 0. If the sequence {a n /b n } n≥0 is increasing (decreasing), then the function x → f (x)/g(x) is also increasing (decreasing) on (0, r).
We note that Lemma 3.1 equivalently also holds true when both the power series f (x) and g(x) are even, or both are odd functions.
In the following proposition, we give a simple inequality for the modified Lommel functiont µ,ν (x) that will be needed in the proof of Lemma 3.3, which in turn will be used in the proof of Theorem 4.2. When µ = ν, the inequality reduces to an inequality of [9] for the modified Struve function L ν (x), and our method of proof follows theirs. We also note that similar results for the modified Lommel function of the first kind t µ,ν (x) are given in parts (iv) and (v) of Theorem 2.1 of [46] . , we can write
We now let q k = α k /β µ,ν,k and calculate that
For a given k = 0, 1, 2, . . ., this ratio is ≥ 1 if
and therefore q k+1 /q k ≥ 1 for all k = 0, 1, 2, . . . if µ ≥ − 1 2 and (µ + 3)
and (µ + 3) 2 − ν 2 ≤ 6. The assumptions on µ and ν in the statement of the proposition imply that µ − ν > −3 and µ + ν > −3, which ensures that all coefficients in the power series oft µ,ν (x) are positive. Now, as the radius of convergence of the power series of sinh(x) andt µ,ν (x) is infinity, it follows from Lemma 3.1 that the function
and (µ + 3) 2 − ν 2 ≥ 6, and decreasing on (0,
, (µ + 3) 2 − ν 2 ≤ 6 and |ν| < µ + 3. Thus, on computing the limit lim x↓0 x µ sinh(x)/t µ,ν (x) using (2.11) we obtain inequality (3.17) and its reverse.
We now introduce a function that will appear throughout this paper. For µ > −2 and |ν + 1| < µ + 2, we define the function
Lemma 3.3. Let µ > −2 and |ν + 1| < µ + 2 throughout this lemma. Then the following assertions are true:
(i) For fixed µ and ν,
(ii) For fixed ν and x > 0, b µ,ν (x) increases as µ increases in the interval (max{ν − 1, −ν − 3}, ∞).
(iii) For fixed µ and ν, b µ,ν (x) is a decreasing function of x in (0, ∞). Therefore
This inequality can be improved further to
and (µ+3) 2 −ν 2 ≤ 6, and we have equality if and only if µ = ν = − (ii) A short calculation shows that
is the Pochhamer symbol. The assertion now follows.
. Inequality (3.21) follows from truncating the series expansion oft µ,ν (x) at the second term.
(iv) This is immediate from Proposition 3.2.
Bounding
The following theorem gives a two-sided inequality fort µ,ν (x)/t µ−1,ν−1 (x) in terms of the ratio I ν (x)/I ν−1 (x), which constitutes the main result of this paper. The importance of the result is not only due to the fact that one is are able to immediately exploit the literature on bounds for I ν (x)/I ν−1 (x) to boundt µ,ν (x)/t µ−1,ν−1 (x), but because, as we shall see in Section 4, the inequality will be used to obtain bounds for the condition numbers xt ′ µ,ν (x)/t µ,ν (x), the ratiot µ,ν (x)/t µ,ν (y) and the functiont µ,ν (x) itself. The theorem generalises Theorem 2.2 of [21] , which gives analogous results for the modified Struve function L ν (x). The method of proof of [21] , which is based on integral representations of L ν (x) and I ν (x), does not easily generalise, owing to the fact that the corresponding integral representation oft µ,ν (x) is significantly more complicated than that of L ,ν (x) (see [66] ). We are, however, able to provide an alternative simple proof, which has the advantage of extending the range of validity of the bounds of [21] ; see Corollary 3.5 and Remark 3.6.
We have equality in (3.24) if µ − ν = −1, or ν = −1, µ = 0 (for which µ + ν = −1). Also, for x > 0,
, and we have equality if
(ii) For x > 0, 27) where both the lower and upper bounds hold for µ > −1, 0 ≤ ν < µ + 1. We have equality in the upper bound if µ − ν = −1, ν ≥ 0.
Proof. (i) We focus on proving inequality (3.24); inequalities (3.25) and (3.26) follow from substituting the relations (2.8) and (2.13) into (3.24) and performing some basic manipulations. Let us first prove inequality (3.24) under the assumption µ > −1, ν ≥ −1, |ν| < µ + 1. For such µ and ν, we can use the indefinite integral formula (2.10) to obtain
where we used that lim x↓0 xI ν (x)t µ−1,ν−1 (x) = lim x↓0 xI ν−1 (x)t µ,ν (x) = 0 (which can be seen from the series representations of I ν (x) andt µ,ν (x)). Here, the assumptions µ + ν > −1 and ν ≥ −1 ensure that the integral exists and is in fact positive, since I ν (x) > 0 for all x > 0 if ν ≥ −1, and, as
. Furthermore, as µ − ν > −1 and µ + ν > −1, the gamma functions in (3.28) are positive, and we thus deduce inequality (3.24) from (3.28).
We now prove that inequality (3.24) is also valid for µ > −1, ν > −1, −µ − 1 ≤ ν < µ + 1. Given what we have already shown, it suffices to consider the case ν > −1, −µ − 1 = ν < µ + 1. Note that −1 < ν < 0. In this case, ast µ,−ν (x) =t µ,ν (x) and
To obtain the final equality we used the standard formulas (see [47] )
where K ν (x) is the modified Bessel function of the second kind. Finally, we consider the boundary cases in which there is equality in (3.24). When n is an integer, I −n (x) = I n (x) and we can therefore see from (3.29) that I ν (x)t µ−1,ν−1 (x) − I ν−1 (x)t µ,ν (x) is equal to zero if µ = 0 and ν = −1. The final case to be considered is µ − ν = −1. Here, sincet ν−1,ν (x) = I ν (x), we have
which completes the proof of part (i).
(ii) The two-sided inequality follows from rearranging inequalities (3.24) and (3.25) using the facts that I ν (x) > 0 for all x > 0 if ν ≥ −1, andt µ,ν (x) > 0 for all x > 0 if µ − ν ≥ −3 and µ + ν ≥ −3 (this can be seen from the series representation oft µ,ν (x)), together with the formula
. The lower bound is valid for µ > −2, ν ≥ 0, |ν + 1| < µ + 2 and the upper bound is valid for µ > −1, ν ≥ 0, |ν| < µ + 1, but both these constraints reduce to µ > −1, 0 ≤ ν < µ + 1, as stated in the theorem. 
. Then:
(3.32)
(ii) Let ν ≥ 0. Then, for x > 0,
Proof. Set µ = ν in Theorem 3.4 and use thatt ν,ν (x) = L ν (x).
Remark 3.6. Corollary 3.5 extends the range of validity of the bounds of Theorem 2.1 of [21] . One can write down analogous corollaries to Theorems 4.1 and 4.2 below, which extend the range of validity of some of the bounds of Theorems 3.1 and 3.3 of [21] that bound the condition numbers xL
, and the ratio L ν (x)/L ν (y) and modified Struve function L ν (x), respectively. For space reasons, we omit these corollaries, and just record that the range of validity of inequalities (3.34) and (3.43) of [21] are extended in this paper. On the other hand, for µ = ν the range of validity of inequalities (3.38), (4.44), (4.52) and (4.56) are the same as those for the corresponding inequalities of [21] .
The range of validity for all inequalities of Corollary 3.5 is best possible. To see this, we first recall that M ν (x) = L ν (x) − I ν (x) has the asymptotic behaviour [47, 11.6 .2]
, . . . , x → ∞.
Together with (2.16) we then have that, for ν = − . . .,
− ǫ, where 0 < ǫ < 1, we have Γ(ν + 1 2 ) < 0. Thus, the range of validity of inequality (3.30) is best possible. Similar considerations show that the range of validity of inequalities (3.31) and (3.32) are best possible. Finally, the range of validity of (3.33) cannot be extended, because I ν (x) takes negative values for ν ∈ (−2, −1).
Remark 3.7. Lower and upper bounds for integrals of the form x 0 u µ I ν (u) du are given in [19, 20, 22] . These bounds are given in terms of the modified Bessel function of the first kind and a number of both the lower and upper bounds are tight in the limits x ↓ 0 and x → ∞. It is therefore possible to obtain more accurate bounds for the quantities I ν (x)t µ−1,ν−1 (x) − I ν−1 (x)t µ,ν (x) andt µ,ν (x)/t µ,ν (x) than those given in Theorem 3.4. However, the price one pays for this is that the resulting bounds are more complicated and consequently more difficult to work with than the two-sided inequality (3.27), which is used throughout this paper. 
. From the asymptotic formulas (2.16) and (3.20), we have
and so the double inequality (3.27) is tight as x → ∞. From (2.15) and (2.11), we have that in the limit x ↓ 0 the relative error in approximating
. This error blows up as ν ↓ 0, but the bound is tight when ν → ∞ and µ/ν → 1 simultaneously. The relative error is equal to 0 if µ − ν = −1, as we know must be so from the final assertion of Theorem 3.4. The lower bound l a µ,ν (x) is tight as x ↓ 0. To gain further insight, we use (2.15), (2.11) and (3.19 ) to obtain that, as x ↓ 0,
The second term in the expansion of l a µ,ν (x) approaches that of h µ,ν (x) when ν → ∞ and (µ − ν) 2 /ν → 0 simultaneously. Numerical results, obtained using Mathematica, are given in Tables 1 and 2 . We consider three cases of µ − ν = k, k = −0.5, 2, 5, and in each case let ν = 0, 1, 2.5, 5, 10.
(Tables for the case µ = ν are given in [21] .) In agreement with the above analysis, we see that, as a result of the exponential decay of b µ,ν (x), the bounds are very accurate for larger values of x, particularly for smaller values of µ, whilst both bounds improve for 'small' x as ν increases. The bounds are most accurate in the case µ − ν = −0.5. Table 1 : Relative error in approximatingt µ,ν (x)/t µ−1,ν−1 (x) by I ν−1 (x)/I ν (x) + 2b µ,ν (x)/x −1 . P P P P P P (µ, ν) We now note two applications of the double inequality (3.27) to deduce bounds for the ratiot µ,ν (x)/t µ−1,ν−1 (x) from existing bounds for I ν (x)/I ν−1 (x). It was shown in [29] that, for x > 0, Relative error in approximatingt µ,ν (x)/t µ−1,ν−1 (x) by I ν (x)/I ν−1 (x).
P P P P P P , and by [60] (see also [1, 39, 59] ) that, for x > 0, 36) where the lower bound holds for ν ≥ 0 and the upper bound is valid for ν ≥ . Combining with (3.27) then gives the following corollary, the bounds of which will in turn be used in the proofs of Theorems 4.1 and 4.2. ≤ ν < µ + 1 and x > 0,
where the lower bound holds for µ > −1, 0 ≤ ν < µ + 1 and the upper bound holds for µ > − ≤ ν < µ + 1.
for all x > 0, we can obtain the simpler lower bounds
which have the same range of validity as (3.37) and (3.38), respectively. Similar simplifications can be made to all bounds given in this paper.
Remark 3.11. All bounds given in Corollary 3.9 are tight as x → ∞ and of the correct asymptotic order as x ↓ 0. For a comparison, an asymptotic analysis shows that, for fixed µ, when 1 2 ≤ ν < 1 the double inequality (3.37) performs better in the limit x ↓ 0, whilst the double inequality (3.38) is better in this limit for ν ≥ 1, and is most accurate as x → ∞, expect for the single case ν = 1 2 . Moreover, we used Mathematica to observe that, for fixed µ, if ν ≥ 1 then both bounds of (3.38) outperform those of (3.37). Except for when ν is quite close to 1 2 , we find (3.38) to be preferable, and as this estimate will be used throughout this paper it is useful to gain some insight into the quality of the approximation.
Denote the lower and upper bounds of (3.38) by l b µ,ν (x) and u b µ,ν (x), respectively, and write h µ,ν (x) =t µ,ν (x)/t µ−1,ν−1 (x). From the asymptotic formula (2.11), we see that in the limit x ↓ 0 the relative error in approximating h µ,ν (x) by u , but decreases as ν increases, and the bound is tight when ν → ∞ and µ/ν → 1 simultaneously. The relative error in approximating h µ,ν (x) by l b µ,ν (x) is 0 in the limit x ↓ 0, and furthermore
From (3.34), we see that second term in the expansion of l b µ,ν (x) approaches that of h µ,ν (x) when ν → ∞ and (µ − ν) 2 /ν → 0 simultaneously, as we observed for the lower bound of (3.27). Also, as
2 , and so for 'large' x the accuracy of the double inequality (3.38) decreases as ν increases. The O(x −2 ) error in the approximation is much larger than the O(x µ+1/2 e −x ) error of (3.27). These comments are supported by numerical results given in Tables 3 and 4.   Table 3 : Relative error in approximatingt µ,ν (x)/t µ−1,ν−1 (x) by the lower bound of (3.38).
P P P P P P (µ, ν) In this section, we apply the bounds of Section 3 for the ratiot µ,ν (x)/t µ−1,ν−1 (x) to obtain further functional inequalities for the modified Lommel functiont µ,ν (x). Table 4 : Relative error in approximatingt µ,ν (x)/t µ−1,ν−1 (x) by the upper bound of (3.38).
P P P P P P (µ, ν) 
Bounds for the condition numbers
Following the notation of [60] , we write
. These are positive quantities if µ − ν ≥ −3 and µ + ν ≥ −3, and ν ≥ −1, respectively. From (2.8) and (2.9) we obtain the relations 42) and thus bounds fort µ,ν (x)/t µ−1,ν−1 (x) immediately lead to bounds for the condition number C t µ,ν (x) . In the following theorem, we give a two-sided inequality for C t µ,ν (x) in terms of C I ν (x) . This result parallels inequality (3.27) of Theorem 3.4 by allowing one to use the literature on bounds for C I ν (x) (see [1, 4, 25, 39, 51, 54, 60] ) to bound C t µ,ν (x) . The first inequalities for C I ν (x) , due to [25] , were motivated by a problem in wave mechanics, and some comments on the utility of the condition numbers C f (x) = |xf ′ (x)/f (x)| for comparing functions are given in [60] .
Theorem 4.1. The following inequalities hold: 43) where the lower bound is valid for µ > −1, 0 ≤ ν < µ + 1 and the upper bound is valid for µ > −2, −1 ≤ ν < µ + 1.
(ii) For x > 0, 44) and x coth(x) − ν < C t µ,ν (x) < x tanh(x) + v + 2b µ,ν (x), (4.45) where the lower bounds of (4.44) and (4.45) hold for µ > − and combining with (4.47) then yields the upper bound
We combine (4.46), (4.49) and (4.50) with the results of Section 3 to prove the following theorem. In this theorem, we give several different bounds fort µ,ν (x)/t µ,ν (y) andt µ,ν (x), some of which are based on the estimates of the doubles inequalities (3.35) and (3.36) of [29] and [60] for I ν (x)/I ν−1 (x). However, we note that the extensive literature on bounds for I ν (x)/I ν (y) (with a number of such bounds surveyed in [5] ) allow for many other bounds to be readily obtained, which we omit for space reasons. (i) For 0 < x < y, 51) where the lower bound holds for µ > −2, −1 ≤ ν < µ + 1 and the upper bound holds for µ > −1, 0 ≤ ν < µ + 1.
(ii) For 0 < x < y, 
(iii) Under the same assumptions as part (ii), we have, for 0 < x < y,
.
(4.53)
(iv) For x > 0,
Here both the lower and upper bounds hold for µ > −2, −1 < ν < µ + 1. Also,
where the lower bound holds for µ ≥ − 
With the aid of this formula, combining the upper bound of (3.27) with (4.46) and (4.49) leads to the upper and lower bounds, respectively.
(ii) We proceed as in part (ii) and first note the integral formula
With this formula at hand, applying inequality (3.40) to (4.50) yields the upper bound, whilst combining the upper bound of (3.38) with (4.49) yields the lower bound.
(iii) The lower bound follows from combining the upper bound of (3.37) with inequality (4.49), and the upper bound is obtained from substituting inequality (3.39) into (4.50).
(iv) For the lower bound in (4.54) and inequality (4.55), let y → ∞ in the double inequality (4.51). For the upper bound in (4.54), let x ↓ 0 in the lower bound of (4.51), and then replace y by x. In computing the limits, we use (2.12), (2.16) and (2.11).
(v) and (vi) Proceed as in part (iv) by taking appropriate limits in (4.52) and (4.53).
Remark 4.3. For fixed y > 0, both bounds of (4.52) are O(x µ+1 ), as x ↓ 0. For fixed x > 0, as y → ∞, the lower bound is O(y 1/2 e −y ), which is the correct order (see (2.12)), whereas the upper bound is O(y 3/2 e −y ). That the upper bound is not of the correct order as y → ∞ can be at least partly traced back to the use of the inequality b µ,ν (x) < µ−ν+1 2 (which is very crude for large x) in obtaining inequality (3.40) from the lower bound of (3.38) . In deriving the lower bound (4.52), we used the refined inequality (3.21) to obtain inequality (4.48), which enabled us to obtain the correct order as y → ∞, but using this inequality to bound the lower bound of (3.38) leads to an integral that is less tractable than (4.58). The upper bound of (4.53) is of the much worse order O(y −ν e −y/(µ+ν+3) ) as y → ∞, which results from the fact that inequality (3.39) is much less accurate than (3.40) in this limit.
Remark 4.4. By applying inequalities (2.1) and (2.3) of [29] to the upper bound of (4.51) and the lower bound of (4.54), respectively, we obtaiñ
which complement the inequalities of parts (iii) and (vi) of Theorem 4.2. . Both inequalities are tight as x ↓ 0 and are of the correct asymptotic order as x → ∞. An application of Stirling's inequality [47, 5.6.1] shows that the multiplicative constant in (4.59) is bounded between 6/π and √ 6 for all ν ≥ − 1 2 , but that the constant in (4.60) is O( √ ν) as ν → ∞. , ∞), with minimum value g(− 1 2 ) = 0.5125 . . .. This is consistent with our findings in Remarks 3.8 and 3.11, which suggest that the double inequalities (3.27) and (3.38) become more accurate as k = µ − ν decreases.
In contrast to the upper bound of (4.56), the lower bound is tight as x → ∞ but only correct up to asymptotic order as x ↓ 0, with a relative error of 1 − ( √ 2πC ′ µ,ν ) −1 in this limit. On setting µ = ν in the lower bound of (4.56) we obtain the new bound L ν (x) > (2π) which when combined with the upper bound of inequality (3.45) of [21] gives a two-sided inequality for L ν (x) that is of the correct asymptotic order in both the limits x ↓ 0 and x → ∞. Numerical results (see Table 5 ) suggest that, for fixed ν, the relative error in approximating L ν (x) decreases from the initial value of 1 − ( √ 2πC ′ ν,ν ) −1 at x = 0 down to 0 as x increases.
Lastly, we note that setting x ↓ 0 in the upper bound of (4.52) and then replacing y by x gives the following alternative to the lower bound of (4.56): , −1 ≤ ν < µ + 1, (µ + 3) 2 − ν 2 ≥ 6. This inequality is tight as x ↓ 0, but is O(x −3/2 e x ) as x → ∞, which is smaller than the O(x −1/2 e x ) rate oft µ,ν (x). 
