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ABSTRACT
Phase space representations are widely used tools to study and simulate
the quantum dynamics of systems, mainly due to its natural classical appeal. In both
classical and quantum mechanics, corresponding but not equivalent structures, such
as probability densities, can be defined and explored to compare both dynamical
regimes. In this work, we constructed from first principles the quantum phase space
current for a quantum system in the canonical coherent states representation. We
determined the quantum current for systems evolving under a general Hamiltonian,
and we showed that the current can be expanded as a power series in ~, whose lowest
order term is the classsical current. We also calculated analytically the quantum
current for simple one-dimensional systems.
The quantum current presents non-classical features, such as momentum
inversion and emergence of new stagnation points which appear in pairs during the
dynamics. We showed that the pairs are composed by a saddle point, which is a
zero of the phase space probability density and bears a topological charge −1, and a
vortex, with charge +1. Both points constitute what we named a topological dipole.
We analysed the role the dipoles play in the scattering of a particle by a gaussian
barrier, and we showed that the location of the dipoles in relation to the classical
energy surfaces and the quantum probability density maxima is a fingerprint of
quantum tunneling.
RESUMO
Representações no espaço de fase são ferramentas bastante difundidas no
estudo e na simulação de sistemas quânticos, principalmente devido aos seus apelos
clássicos. Tanto na mecânica quântica quanto na clássica, elementos similares, tal
como densidades de probabilidade, podem ser definidos e usados para comparar
ambos regimes. Neste trabalho construímos a partir de primeiros princípios uma
corrente quântica no espaço de fase na representação de estados coerentes canônicos.
Determinamos a corrente quântica para sistemas sob evolução de uma hamiltoniana
genérica e mostramos que ela pode ser expandida numa série de potências em ~
cujo termo de ordem mais baixa é a corrente clássica. Calculamos analiticamente a
corrente para alguns sistemas uni-dimensionais simples.
A corrente quântica apresenta propriedades não-clássicas, por exemplo,
inversão de momento e surgimento de novos pontos de estagnação aos pares durante a
dinâmica. Mostramos que estes pares são compostos por um ponto de sela, que é um
zero da densidade de probabilidade e possui uma carga topológica de −1, e por um
vórtice, que possui carga +1. Ambos pontos constituem o que denominamos dipolo
topológico. Analisamos o papel destes dipolos no espalhamento de uma partícula por
uma barreira gaussiana e mostramos que suas localizações em relação às superfícies
de energia clássicas e em relação aos máximos da densidade de probabilidade são
assinaturas de tunelamento.
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Chapter 1
Introduction
Motivation In classical mechanics the association between movement and trajec-
tories is natural: whenever a particle moves it leaves behind a track. The simplicity
of this association rests on a few assumptions about the nature of the particle, for
instance, it must be precisely located in space and time and it must always be
trackable by our instruments or perception. When we take quantum effects into ac-
count in the particle dynamics, such as entanglement, measurements uncertainty and
wave-particle duality, the association between movement and trajectories becomes
inconsistent. Therefore, in order to study the similarities and differences between
the classical and quantum mechanics, we need to stablish a common framework
and investigate objects that can be equivalently defined in both dynamical regimes
[1, 2, 3, 4, 5, 6, 7, 8].
Several attempts have been made to conciliate the concept of trajectory
with the uncertainty principle. It is possible to regard quantum probability distribu-
tions as an ensemble of classical particles and treat the dynamics of the distribution
as an average over the classical dynamics of the ensemble. Surely, this is a rough
approximation to the real quantum evolution, but for systems with many parti-
cles whose characteristic actions are large compared to the quantum ~ action scale,
numerical methods based in this scheme provide accurate results, for example, in
the study of molecular dynamics [9, 10]. This approximation can be improved if,
instead of considering each particle in the ensemble following an independent tra-
jectory, we allow for the possibility of mutual interactions between particles, such
that the quantum effects reflect in deviations from the classical trajectories. Many
numerical methods based on trajectory coupling have been proposed and are widely
applied in physics [11, 12, 13, 14, 15, 16, 17]. However, when these corrections are
contemplated we depart from the classical framework and direct analogies between
the dynamical regimes breakdown.
Wavefunctions are the fundamental mathematical objects in quantum
mechanics; one can change between different representations by convolutions of the
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wavefunction with the adequate kernels. Fourier transforms, for example, can swap
between position and momentum representations [18, 19]. The Born rule of Copen-
hagen interpretation associates the probability distribution of a quantum system
with the squared modulus of the wavefunction [20, 21]. However, it is not possible
to obtain the probability distribution in one representation from the probability dis-
tribution in other representation. We need to know the exact wavefunction in other
representation, since the phases enconde quantum interference. Contrary to the po-
sition or momentum representations, phase space representations, such as Wigner
[22, 23, 24, 25, 26, 27, 28] or Husimi [29, 30, 31, 32] functions, offer an informa-
tionally complete setup for the description of quantum states that allows for joint
probability distributions in position and momentum.
Although phase space distributions offer a complete informational back-
ground, their interpretations differ depending on the particularities of the quantum
representation. Among well studied representations, the Wigner function presents
positive-negative oscillatory patterns, at Planckian scales, making its interpretation
as a statistical distribution more difficult because it is not always positive [26, 28];
the Glauber-Sudarshan representation exhibits patterns which can assume negative
values and can be singular [33, 34]. One convenient phase space representation that
grants a direct probabilistic interpretation is the Husimi representation which, by
its very construction, is non negative.
The dynamics of quantum systems is controlled by an unitary time evo-
lution operator, and during the evolution the total probability of the system is
conserved [18, 19]. In this way, there must be a continuity equation governing the
dynamics of the Husimi function, and a probability current associated with it, which
drags the function around the phase space. Because the uncertainty principle for-
bids the definition of quantum trajectories guiding the dynamics, the construction
of a current may not seem possible. However, it has been previously shown that
the dynamics of the Wigner function can indeed be cast as a continuity equation,
thus confirming that for this particular representation a current is well defined even
though the trajectories in the classical sense are not [23, 35, 36, 37].
In this work we calculate in detail the phase space current for the Husimi
function, or simply the Husimi current, written in terms of the Husimi function and
the Hamiltonian that guides the system [38, 39]. A continuity equation for the
Husimi dynamics had already been demonstrated but only for particular classes
of systems [40, 41, 42]. Here we provide a derivation that holds for general non-
Hermitian Hamiltonian systems, with Hermitian systems as a special case. We could
not connect the Husimi current to a equation of motion for trajectories due to an
unsolvable indeterminacy in the formulation, showing that the concept of quantum
trajectories can not be stablished in this representation.
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One of the most appealing features of the quantum current was its rich
topological structure, as compared to the classical current. In the classical dynamics
of one-dimensional systems, the Hamiltonian flow defines energy level sets on the
phase space at which the trajectories evolve [43]. The fixed points under the flow,
those that do not exhibit any motion, remain always at the same places, and consti-
tute the stagnation points of the current. The quantum current presented a rather
different behaviour. The quantum stagnation points are not fixed in this case, and
travel around the phase space. Their number is greater than the fixed amount found
in the classical dynamics [38]. We show that there is a close connection between an-
alytical properties of the Husimi function and the new stagnation points that appear
in the quantum dynamics. We also show that the new quantum stagnation points
appear in pairs belonging to two complimentary stability classes. We investigated
the motion of a particle scattering off a Gaussian barrier and showed that the new
stagnation points are important in the quantum tunneling [39].
Outline of the Thesis Continuity equations in quantum mechanics are built by
casting the von Neumann equation for the dynamics of the states in some appropriate
representation, in which the density operator of the state is mapped to a function
in the phase space, and a suitable current is obtained. In Chapter 2 we present
important properties of the coherent states representation and review results that
will be used in the other chapters.
In Chapter 3, we briefly review some properties of the classical current.
In the sequence we present a detailed derivation of the expression of the Husimi
current, which is the most important analytical result of the work, and analyse
it from a semiclassical standpoint, pointing out differences between the classical
and quantum currents. We calculate the Husimi current for some simple systems;
the main finding is that to each zero of the Husimi function is associated a new
stagnation point of the quantum flow. Also, based on the Husimi function, we show
that it is not possible to adequately define independent quantum trajectories.
The association between the zeros of the Husimi function and stagnation
points of the flow follows from the analytical properties of the Husimi function,
which we explore in Chapter 4, demonstrating this relation. We also characterize
the possible topologies of the stagnation points of Husimi current and show that the
stagnation points exist in pairs. Finally, we discuss in detail the problem of tunneling
through a Gaussian barrier, showing how the stagnation points control the process
and are responsible for the differences between the quantum and classical evolution.
Chapter 5 contains our final comments about the main results of the work.
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Chapter 2
The Coherent States representation
In this chapter, we review some important results regarding the canonical
coherent states, focusing on the mathematical and statistical properties that make
them the key component of this work.
There are two basic ways to construct coherent states. Firstly, they can
be obtained from the group theoretical structure of the system of interest, which is
useful to describe their dynamical behaviour [31]; secondly, they can be constructed
from the reproducing properties of an integral transform [###refs], which empha-
sizes their role as a basis to describe the state of a system. Instead of following
these two formal approaches, we will directly define the canonical coherent states
and analyse them under these two points of view.
We will also analyse in some detail the Husimi function, which is the
probability density associated with the coherent states' representation, reviewing its
properties and exploring analytical and computational methods to calculate it for
the time evolution of a system.
2.1 Canonical Coherent States
We consider the quantum mechanics of a spinless particle moving in 1-
dimension. For this class of systems, the (canonical) coherent states |z〉 are defined
as the eigenstates of the annihilation operator of the harmonic oscillator:
â|z〉 = z|z〉, (2.1)
where z ∈ C [30, 31]. In this expression, the annihilation operator is given by
â =
1
2
x̂
σx
+
i
2
p̂
σp
, (2.2)
where x̂ and p̂ are the position and momentum operators, respectively, and σx and
σp are the respective uncertainties of x̂ and p̂ in the the ground state |0〉 of the
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harmonic oscillator. They are given by σx =
√
~/2mω and σp =
√
~mω/2, where
m is the mass of the particle and ω is the oscillator's angular frequency, and they
minimize the uncertainty relation: σxσp = ~/2. The creation operator is â† and[
â, â†
]
= 1. The states defined in (2.1) can be constructed by displacing the ground
state by an amount z:
|z〉 = ezâ†−z¯â|0〉. (2.3)
We denote with a bar the complex conjugate of a number or a variable. In this way,
the wavefunction of the coherent states in coordinate and momentum representations
can be obtained by displacing the wavefunction of the ground state by z, and they
are gaussian functions given by
ζ (z, z¯, x′) = 〈x′|z〉 = 1
(2pi)
1
4
√
σx
exp
{
−(x
′ − x)2
4σ2x
− p (x
′ − x/2)
i~
}
,
ζ (z, z¯, p′) = 〈p′|z〉 = 1
(2pi)
1
4
√
σp
exp
{
−(p
′ − p)2
4σ2p
+
x (p′ − p/2)
i~
}
,
where
x ≡ 〈z|x̂|z〉 = σx (z¯ + z) = 2σxRe (z) , (2.4)
p ≡ 〈z|p̂|z〉 = iσp (z¯ − z) = 2σpIm (z) , (2.5)
are the centers of the wavepackets. The eigenvalues z can also be written as
z =
1
2
x
σx
+
i
2
p
σp
,
z¯ =
1
2
x
σx
− i
2
p
σp
;
and are the expectation value analogue of expression (2.2). Notice that the (z, z¯)
coordinates scale with magnitude ~−1/2 relative to (x, p) [31]. Expressions (2.4) and
(2.5) define a coordinate transformation between the conjugate pair (z, z¯) of the
eigenvalues and the canonical pair (x, p) of the coherent states' center, which can
be seen as the phase space of a classical system [31, 44, 45]. For the sake of clarity,
we will identify the z complex plane by Ξz and the plane of the states' center by
Ξxp. Every function evaluated in Ξz have its counterpart in Ξxp, and we denote
the second one with an over tilde for simplicity. For example, F = z¯z is equivalent
to F˜ = x
2
4σ2x
+ p
2
4σ2p
. Derivatives with respect to the coordinates of each pair can be
interchangeably used, and the following transformations hold:
∂
∂x
=
1
2σx
∂
∂z
+
1
2σx
∂
∂z¯
,
∂
∂p
=
i
2σp
∂
∂z
− i
2σp
∂
∂z¯
,
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∂
∂z
= σx
∂
∂x
− iσp ∂
∂p
,
∂
∂z¯
= σx
∂
∂x
+ iσp
∂
∂p
.
The set of states {|z〉}z∈C form a basis and the following resolution of the
identity operator is valid:
1̂ =
ˆ
d2z|z〉〈z|; (2.6)
where d2z = dz¯dz/2pii = dxdp/2pi~ is the volume element of the phase space mani-
fold and |z〉〈z| is the projector onto a coherent state. The set {|z〉}z∈C is normalized
but not orthogonal since, for states |z1〉 and |z2〉, the scalar product
〈z1|z2〉 = e− 12 (z¯1z1+z¯2z2)+z¯1z2 (2.7)
does not vanish.
For a state represented by the ket |ψ〉, the associated wavefunction in
the representation of the canonical coherent states is given by
ψ (z, z¯) = 〈z|ψ〉.
Due to the identity resolution (2.6), the state can also be obtained from its wave-
function. Since the Baker-Campbell-Hausdorff disentangling expression allows us to
express (2.3) as
|z〉 = e−z¯z/2ezâ†|0〉,
the wavefunction can be rewritten in the following form:
ψ (z, z¯) = e−z¯z/2θ (z¯) ; (2.8)
where θ (z¯) = 〈0|ez¯â|ψ〉 is an analytic function in z¯ and e−z¯z/2 is a normalization
factor. This factorization is an important result that is used in our work.
Given the wavefunction of the coherent states in some representation
generated by the states {|η〉}η∈Ω, parametrized in a discrete or continuous set Ω,
ζ (η) = 〈η|z〉 = 〈z|η〉 = η¯ (z¯, z) ,
they can be used as a transforming kernel to swap between representations. For a
state |ψ〉, due to the identity resolution (2.6), the change of basis is given by
ψ (η) = 〈η|ψ〉 =
ˆ
d2zη¯ (z¯, z)ψ (z, z¯) .
16
2.2 The Husimi Function
If instead of a pure state |ψ〉 we deal with the density operator ρ̂ of the quantum
state, the wavefunction's counterpart is given by the diagonal elements of ρ̂. In the
coherent state representation, we have
Q (z, z¯) = tr (ρ̂|z〉〈z|) = 〈z|ρ̂|z〉. (2.9)
This is the Husimi function of the state, also named Q-representation or Q-symbol
[31]. This function can be interpreted as the probability density of projecting the
system in the state |z〉, and is normalized in the sense that ´ Qd2z = 1. For
pure states, ρ̂ = |ψ〉〈ψ| and the Husimi function inherits the factorization of the
wavefunction (2.8), so that
Q (z, z¯) = e−z¯zθ (z¯) θ¯ (z) . (2.10)
Since Q = |ψ|2, the Husimi function is also semi-positive. When we regard Q in
terms of the real coordinates (x, p), we can evaluate the marginal distributions Qx
and Qp tracing over p and x, respectively. These marginal functions are not equiv-
alent to the squared modulus of the wavefunctions of the state, but are a gaussian
smoothed version of them. This fact shows that, despite of being a probability func-
tion, the Husimi function is not a probability density in the mathematical sense. In
other words, they are joint inaccurate but informationally complete.
Example: Eigenstates of the Harmonic Oscillator For an eigenstate |n〉 of
the harmonic oscillator, the wavefunction in the coherent states representation is
given by
ψn (z, z¯) = 〈z|n〉 = e−z¯z/2 z¯
n
√
n!
(2.11)
and the Husimi function is
Qn (z, z¯) = e
−z¯z (z¯z)
n
n!
. (2.12)
It is clear that z = 0 is an n-order zero of Q, except for n = 0. If we decompose the
complex coordinate z in its amplitude R and phase φ, z = Reiφ, the Husimi function
becomes simply Qn = e−R
2
R2n/n! and it can be seen that it has radial symmetry.
The level sets of some Husimi functions Qn are shown in Figure 2.1.
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Figure 2.1: Husimifunctions Q˜n (x, p) for eigenstates of the harmonic oscillator. The
panels show the n-th eigenstate where a) n = 0, b) n = 3, c) n = 10 and d) n = 50.
In all cases σx = σp = 1.
In order to visualize the Husimi marginal distributions, we firstly write
the Husimi function in the Ξxp coordinates:
Q˜n (x, p) =
1
n!
(
x2
4σ2x
+
p2
4σ2p
)n
exp
{
−
(
x2
4σ2x
+
p2
4σ2p
)}
;
and then we integrate in one of them, say p, to obtain the marginal in the other, x
in the case. We obtain
Q˜n,x (x) =
ˆ ∞
−∞
dp
2σp
√
pi
Q˜n (x, p)
=
1
n!
e
− x2
4σ2xU
(
−n, 1
2
− n, x
2
4σ2x
)
,
where U is the confluent hypergeometric function. The integration measure in the
momentum axis is chosen as dp
2σp
√
pi
, and in the position axis as dx
2σx
√
pi
, because of
the phase space volume element dxdp
2pi~ . This marginal distribution is different to the
wavefunction's probability density of the eigenstate [18, 19], given by
|ψn (x)|2 = 1
n!
2
1
2
−ne
− x2
2σ2x
[
Hn
(
x
σx
√
2
)]2
,
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Figure 2.2: Husimi's marginal distribution Q˜n,x (x) for eigenstates of the harmonic
oscillator are depicted in blue, while the wavefunction's density |ψn (x)|2 is in red.
The panels show the n-th eigenstate where a) n = 0, b) n = 3, c) n = 10 and d)
n = 50. In all cases σx = 1.
where Hn are the Hermite polynomials. Despite of the functional difference, both
functions have approximately the same range and the Husimi functions look like a
smearing of the wavefunction's density, as can be seen in Figure 2.2.
Although the Husimi marginal distribution does not have the oscillatory
pattern of the wavefunction's density, for large n its shape resembles that of the
classical probability distribution of the harmonic oscillator [46] with energy Ecl =(
n+ 1
2
)
~ω
Pn (x) =
1√
pi
(
n+ 1
2
)− pi x2
4σ2x
, |x| ≤ 2σx
√
n+
1
2
.
Outside the range, Pn = 0. The distributions are plotted in Figure 2.3.
4
Decomposing a state |ψ〉 in terms of the harmonic oscillator eigenstates,
|ψ〉 =
∞∑
n=0
cn|n〉,
∞∑
n=0
c¯ncn = 1,
its coherent state wavefunction can be calculated using expression (2.11):
ψ (z, z¯) = e−z¯z/2
∞∑
n=0
cnz¯
n
√
n!
;
19
Figure 2.3: Husimi's marginal distribution Q˜n,x (x) for eigenstates of the harmonic
oscillator are depicted in blue, while the classical density Pn (x) is in yellow. The
panels show the n-th eigenstate's Husimi marginal and the classical probability
distributions for a particle with energy Ecl = (n+ 1/2) ~ω, where a) n = 50, b)
n = 100, c) n = 103 and d) n = 104. In all cases σx = 1.
and we can promptly identify the function
θ (z¯) =
∞∑
n=0
cnz¯
n
√
n!
(2.13)
In this way, the θ function is indeed analytic in z¯ and its power series converge in
the whole phase space, seen as the complex plane [29, 30, 31]. Expression (2.13)
also shows that if exactly m coefficients of the set {cn} are not null, θ has m zeros;
and if m is infinite it has infinitely many zeros, counting the multiplicities. Since
the Husimi function Q depends on the squared modulus of θ, the zeros of θ are
also zeros of the Husimi function. Besides, the θ function never vanishes at infinity,
even though the Husimi function is null at infinity. This means that the zeros of
the Husimi function are comprised by the zeros of the θ function and the point at
infinity.
If the state of the system is not pure, we can not use the wavefunction
in the coherent state representation to analyse the Husimi function. In this case, we
decompose the density operator in the following way:
ρ̂ =
∞∑
m,n=0
bmn|m〉〈n|,
∞∑
n=0
bnn = 1,
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and the Husimi function becomes
Q (z, z¯) = e−z¯z
∞∑
m,n=0
bmnz¯
mzn√
m!n!
.
Now, the existence of zeros other than the point at infinity is not assured. If we
consider a statistical mixture of states, which is diagonal in the oscillator basis, its
density operator can be written as
ρ̂ =
∞∑
n=0
dn|n〉〈n|, 0 ≤ dn ≤ 1 and
∞∑
n=0
dn = 1,
and a direct computation of Husimi function leads to
Q (z, z¯) =
∞∑
n=0
dnQn (z, z¯) ;
where Qn is given by (2.12). The only possible zero for this Husimi function is z = 0,
under the assumption that d0 = 0 and, in this way, the zeros are a fingerprint of
phase space coherence in the Husimi function.
Example: Pure vs. Mixture Let's consider the differences between the Husimi
function Qn,pure of the pure state that is a linear combination of the n-th and (n+ 1)-
th eigenstates of the harmonic oscillator, |ψn〉 = 1√2 (|n〉+ |n+ 1〉) and the Husimi
function Qn,mix of the statistical mixture ρ̂ = 12 (|n〉〈n|+ |n+ 1〉〈n+ 1|). They are,
respectively, given by
Qn,pure (z, z¯) =
1
2
e−z¯z
(z¯z)n
n!
√
n+ 1
(
z¯ +
√
n+ 1
)(
z +
√
n+ 1
)
, (2.14)
Qn,mix (z, z¯) =
1
2
e−z¯z
(z¯z)n
n!
(z¯z + n+ 1) ,
and they are clearly different. Both functions are zero at the point z = 0 for n > 0,
but only Qn,pure is null at z = −
√
n+ 1, which makes them distinguishable, as can
be seen in Figure 2.4.
4
In analogy with equation (2.9), we define for every operator Ĥ a function
H comprised by its diagonal elements in the coherent state represetation:
H (z, z¯) = tr
(
Ĥ|z〉〈z|
)
= 〈z|Ĥ|z〉.
This function is also the expectation value of the operator in the coherent state |z〉
and we will refer to it as the average function. Without loss of generality, we assume
21
Figure 2.4: Husimi function for the pure (panels (a) and (c)) and mixed states
(panels (b) and (d)). where for (a) and (b) n = 1, and for (c) and (d) n = 20. In
all cases σx = σp = 1.
that the operators Ĥ can be written as a convergent power series in the operators â
and â†, given in the following way:
Ĥ =
∞∑
m,n=0
hmnâ
†mân. (2.15)
The series is not infinite if, for given mH , nH < ∞, the elements hmn are zero for
m > mH and n > nH . Generally, we will omit both upper limits in the sum. Due
to the definition (2.1), the function representing Ĥ is just
H =
∑
m,n
hmnz¯
mzn. (2.16)
If the operator is Hermitian, Ĥ† = Ĥ, its function is real because hmn = h¯nm.
The power series of operators depending on x̂ or p̂ must be handled with
care. If, for example, a potential operator V (x̂) has its series given by
V (x̂) =
∞∑
n=0
Vnx̂
n,
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Operator Function in Ξxp Function in Ξz
1̂ 1 1
p̂2 p2 + σ2p σ
2
p
[−1
4
(z¯ − z)2 + 1]
x̂2 x2 + σ2x σ
2
x
[
1
4
(z¯ + z)2 + 1
]
x̂4 x4 + 6x2σ2x + 3σ
4
x σ
4
x
[
1
16
(z¯ + z)4 + 3
2
(z¯ + z)2 + 3
]
e−kx̂
2 1
1+2kσ2x
e
− kx2
1+2kσ2x
1
1+2kσ2x
e
− kσ
2
x(z¯+z)
2
4+8kσ2x
Table 2.1: Average functions for a set of chosen operators. Notice that σ2 ∝ ~ and
z¯, z ∝ ~−1/2.
we can not expect that its function will have the form V (x) =
∑∞
n=0 Vnx
n. The
position operator is a linear combination of both â† and â, and when we evaluate its
powers we need to write them in the correct ordering, such that (2.15) applies. The
same reasoning is true for any operator in x̂ and p̂. In general, whenever we need to
change the order of a ââ† pair in the power series, it earns a term of order ~ arising
from the commutator between them. In this way, the average functions relative to
operators depend on the coefficients of its original series plus terms of higher order
in ~.
The pure functions of x̂ and p̂ operators, as the case of V (x̂) presented
above, can be calculated from the operator series in virtue of the following expres-
sions [47]:
tr (x̂n|z〉〈z|) = eσ
2
x
2
∂2
∂x2 (xn) ,
tr (p̂n|z〉〈z|) = e
σ2p
2
∂2
∂p2 (pn) .
Table 2.1 shows some particular average functions that are used in this work.
Example: Quartic Double Well Many properties of the Husimi function and
its flow (to be shown in the next chapter) will be illustrated using the quartic double
well as a toy model. For now we will analyse its Hamiltonian. We chose it in the
following way:
ĤQDW =
p̂2
2m
+ λx̂4 − k
2
x̂2 + V01̂. (2.17)
For this Hamiltonian, we find the average function to be
H˜QDW (x, p) =
p2
2m
+ λx4 − k
2
x2 + V0 +
+
σ2p
2m
+ 6λσ2xx
2 − k
2
σ2x + 3λσ
4
x.
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The first line does not depend on ~. The second line contains terms of order ~ apart
from the last one (3λσ4x), which is of order ~2.
For instance, if we consider the potential
V̂QDW = λx̂
4 − k
2
x̂2 + V01̂,
the corresponding average function is
V˜QDW (x) = λx
4 − k
2
x2 + V0 +
+6λσ2xx
2 − k
2
σ2x + 3λσ
4
x.
It is evident that this function is different to the expectation value in the basis of
position eigenstates |x〉 by terms of order ~1 and higher:
VQDW (x) = tr
(
V̂QDW |x〉〈x|
)
= λx4 − k
2
x2 + V0.
This potential is the classical potential associated to V̂ .
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2.3 Time Dependent States
The time evolution of a state ρ̂0 = ρ̂ (0) under the action of a Hamiltonian Ĥ is
given by
ρ̂ (t) = K̂ (t) ρ̂0K̂
† (t) , (2.18)
where K̂(t) is the time evolution operator [18, 19]. If the Hamiltonian does not
depend on time, K̂(t, t0) = exp
{
Ĥt/i~
}
. The Husimi function (2.9) inherits the
time dependence of the state through
Q (z¯, z, t) = tr (ρ̂ (t) |z〉〈z|) . (2.19)
Note that the states |z〉 in the projector are fixed, and they do not contribute to the
dynamics. We can think of the Husimi function's time evolution as the movement
of a probability function in the phase space, whose dynamics is governed by some
differential equation. It is useful to express (2.18) as
i~
∂ρ̂
∂t
= Ĥρ̂− ρ̂Ĥ†.
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The differential equation satisfied by the Husimi function can be obtained by casting
this equation in the coherent states representation, which leads to
i~
∂
∂t
Q = tr
(
Ĥρ̂|z〉〈z|
)
− tr
(
ρ̂Ĥ†|z〉〈z|
)
. (2.20)
For Hermitian Hamiltonians this is just von Neumann's equation in the Husimi rep-
resentation: i~ ∂
∂t
Q = tr
([
Ĥ, ρ̂
]
|z〉〈z|
)
. In order to rewrite (2.20) as an expression
that depends only on the functions H, H¯ and Q it is necessary to evaluate how the
action of Ĥ can be translated to differential operators acting on Q. Since we assume
Hamiltonians of the form (2.15), the differential algebra of the operators â and â†
can be used to complete the task [47, 48, 49, 50].
The resulting expression, with some simplifications, is given by
i~
∂
∂t
Q = H ? Q−Q ? H¯. (2.21)
In this formula, the ? denotes the so called star-product between functions and,
in the present case of the coherent state's representation, it is given by the Voros
product [51]
? = exp
{←−
∂
∂z
−→
∂
∂z¯
}
.
The over arrow means the direction towards which the derivative is applied, leftwise
or rigthwise. A demonstration of (2.21) can be found in Appendix A.
Equation (2.21) could in principle be used to compute the time evolution
of the Husimi function. Once we knewQ at an initial time t = 0 and the Hamiltonian
H for all instants of time, we could integrate to obtain Q as a function of t [42].
The usefulness of this method has two main restrictions:
1. The differential equation (2.21) depends on higher derivatives of Q, because
? is an exponential operator, leading to a very fast propagation of numerical
inaccuracies;
2. All derivatives of Q must be calculated for every time step. This limits the
efficiency of the calculation compared to other simpler methods, for example,
the split time operator.
Due to this limitation we use another approach to the evaluation of the Husimi
function, which will be described in the next section.
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Figure 2.5: Time evolution of the Husimi function for the state |ψ1〉 = 1√2 (|1〉+ |2〉).
The time instants are (a) t = 0, (b) t = T/4, (c) t = 2T/4 and (d) t = 3T/4.
Horizontal axis for position and vertical axis for momentum.
2.4 Numerical Evaluation of the Husimi Function
For some simple cases the Husimi function can be explicitly calculated. For example,
for a harmonic oscillator with Hamiltonian
Ĥ = ~ω
(
â†â+
1
2
)
, (2.22)
the time dependent Husimi function for any state can be computed by noticing that
the coherent states evolve obeying K̂† (t) |z〉 = eiωt/2|zeiωt〉 [30, 31]. This leads to
the following relation for the Husimi function (2.19):
Q
(
ze−iωt, z¯eiωt, t
)
= Q (z, z¯, 0) . (2.23)
This expression shows that the Husimi function evolves through a rigid clockwise
rotation of the phase space. It is worthy to note that the Husimi functions of both
examples shown in section 2.2 depend only on z¯z, and are thus invariant under the
rigid harmonic dynamics of equation (2.23). As an ilustration, in Figure 2.5 we
exhibit the Husimi function of an initial pure state given by (2.14), with n = 1,
evolving harmonically with period T = 2pi.
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Expression (2.23) also shows that the dynamics of the Husimi function
can be computed by evaluating it on a set of trajectories z (t) = ze−iωt. This is
always the case when the Hamiltonian of the system is quadratic in the creation and
annihilation operators, but we will not delve into the general expression. In general,
if the Hamiltonian is not quadratic, there is no direct way, similar to the one that
led to (2.23), to evaluate the Husimi function, and we are forced to use other means
to achieve the goal. When analytical expressions are not available we evaluated it
numerically and then represented it graphically.
In the graphical representations of the Husimi function we evaluate it in a
discrete (x, p)-grid representing the phase space. The relevant parameters of the grid
are its coordinate and momentum ranges, Xmin ≤ x ≤ Xmax and Pmin ≤ p ≤ Pmax
respectively (which will always be displayed in the panels) and the graining applied
to each axis, ∆x and ∆p respectively. In this fashion, each plot Nx×Np points, where
Nx = 1 + (Xmax −Xmin) /∆x and Np = 1 + (Pmax − Pmin) /∆p. The grainings we
employed are coarse enough to grant a suitable running time for the calculation but
fine enough to provide good visualization.
In order to obtain the Husimi function, we chose to firstly evaluate the
time dependent wavefunction ψ (x) of the state in the coordinate representation with
split time operator method, as described in Appendix B, and then convolute it with
the coherent state wavefunction to obtain the representation (2.8) as
ψ (z, z¯, t) =
ˆ
dxζ¯ (z, z¯, x)ψ (x) ,
evaluated on the (x, p)-grid described above. Numerically, the integration in x was
made through an evenly spaced discretization of the real line, ranging in an ap-
propriate interval −X ≤ x ≤ X with spacing δ, in such way that it contained
N = 1 +X/δ points:
ψ (z, z¯, t) ≈ δ
X/δ∑
i=0
ζ¯ (xi)ψ (xi) .
The Husimi function is thus obtained elementwise in the grid taking the squared
modulus of ψ.
Example: Quartic Double Well In this example we illustrate the computa-
tional method employed to obtain the Husimi function. We calculate the time evo-
lution of a quantum state under the Hamiltonian (2.17) with the coefficients λ = 1
3
,
k = 4 and V0 = 12 :
ĤQDW =
1
2
p̂2 +
1
3
x̂4 − 2x̂2 + 1
2
1̂. (2.24)
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Figure 2.6: Coherent state averaged potential V˜QDW depicted in blue and position
averaged potential VQDW in red. Horizontal axis for position.
The widths of the coherent states were set to σx = σp = 1/
√
2, such that ~ = 1.
The averaged Hamiltonian function is
H˜QDW (x, p) =
1
2
p2 +
1
3
x4 − x2,
and the coherent state average function V˜QDW (x) and the classical potential VQDW (x)
are given by
V˜QDW (x) =
1
3
x4 − x2 − 1
4
,
VQDW (x) =
1
3
x4 − 2x2 + 1
2
.
These potential functions are ilustrated in Figure 2.6. The bottom of both wells are
slightly shifted towards the barrier for V˜QDW compared to VQDW ; and both functions
have two local minima situated, respectively, in x˜min = ±
√
3/2 and xmin = ±
√
3
and a local maximum at xmax = 0.
The initial wavepacket to be evolved is a coherent state |z0〉 centered
at x0 = − |x˜min| with momentum p0 = 1.305. This state has an average energy
E = 0.1, a little higher than the barrier top, which has energy E = 0, in a way that
it scatters to both wells of the barrier for small times.
In Figure 2.7 the probability density associated to the position wavefunc-
tion of the state is shown for some instants of time alongside with its Husimi function.
The interesting feature of the Husimi function is that it provides a representation
of position and momentum of the state compared to marginal distributions.
2.5 The Husimi Zeros
The Husimi zeros are the zeros of the Husimi function, those points z where Q = 0.
From expression (2.10) for pure states, it is clear that a Husimi zero is a zero of
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Figure 2.7: Time shots of the wavefunction's probability density (left) and the
Husimi function (right) for selected time instants of the scaterring: (a) T = 0.0,
(b) T = 1.0, (c) T = 2.0 and (d) T = 3.0. The normalization of the function was
saturated to 0.5 due to better visualization.
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the analytic functions θ and θ¯, and, since these functions are entire, defined over
the whole complex plane as previously argued, they admit a Weierstrass-Hadamard
factorization. A consequence of this factorization is that the function can be com-
pletely reconstructed if one knows its zeros and their multiplicity; hence, the zeros
fully characterize the function. The importance of Husimi zeros resides on the fact
that they encode the full information of the function and characterize the quantum
state it describes [52, 53, 54, 55].
In the classical dynamics of a phase space probability function, the co-
ordinates z of its zeros are subject to Hamilton's equation of motion, and they are
in a one-to-one relation with classical trajectories. The dynamics of the zeros in
the quantum case is not as simple as the classical one (except for the analytically
solvable problems) and, in general, their dynamics cannot be one-to-one related
with trajectories. The movement of the zeros will be determinated by the quantum
equation of motion (2.18) when cast in the coherent states representation.
In order to find and follow, within the extent of the numerical evaluations,
the zeros of the Husimi function we need to properly scale the function in our
graphical representations. The normalization of the polynomial factor θ by the
gaussian e−z¯z, as seen in factorization (2.10), makes it difficult to precisely localize
the minima. Upon taking the logarithm of Q in that expression, we end up with
lnQ = −z¯z + 2 ln |θ| ;
which diverges to −∞ when θ → 0. This divergence leads to an acute determination
of the zeros in the graphic. The log-plot of the Husimi function is usually referred
to as the stellar representation, in analogy to the Majorana star representation of
the rotation group irreducible representations [56].
Example: Double Gaussian state Let us consider a pure and a mixed state,
both composed of a pair of coherent states centered at z0 and −z0. The pure state
is given by |ψd〉 = N (|z0〉+ | − z0〉), where N = (2 + 2e−2z¯0z0)−1/2 is a normaliza-
tion, and the mixed state is given by ρ̂d = 12 (|z0〉〈z0|+ | − z0〉〈−z0|). Their Husimi
functions are, respectively,
Qd,pure = e
−z¯z cosh (z¯z0) cosh (zz¯0)
cosh (z¯0z0)
Qd,mix = e
−z¯z−z¯0z0 cosh (z¯z0 + zz¯0)
The Husimi function of the pure state can only be zero when the hyper-
bolic cosines in the numerator are also zero. In this way we can extract a set of
30
Figure 2.8: Stellar plot of the Husimi function for the double gaussian pure state.
The graphic scale is for logQ, relative to normalization. Both blobs related to the
center of each gaussian are clearly seen to the sides of the row of zeros. Horizontal
axis for position and vertical axis for momentum.
Husimi zeros whose coordinates are given by
zzero (n) = −ipi
z¯0
(
n+
1
2
)
where n ∈ Z. These zeros can be precisely located in the (x, p)-panel of Figure
2.8, where we plot the stellar representation of the Husimi function for this double
gaussian pure state, with z0 = 3eipi/6. Notice that, since the coordinate z has
magnitude ~−1/2, the spacing between successive zeros have characteristic length
~1/2. This shows that, in the correspondence limit (~→ 0), this structure disappears
and the only zero of the Husimi function iz zzero = 0. Meanwhile, the mixed state's
Husimi function can never be zero, as a consequence of its decoherence.
4
Example: Quartic Double Well As in the previous section, we will look at the
Husimi function in the stellar representation for a coherent state scaterring in the
quartic double well, given by Hamiltonian (2.24). The initial state |z0〉 is the same
coherent state considered in the example of section 2.4. In Figure 2.9 it is possible
to see where some of the zeros of its Husimi function are located.
The Husimi function of the initial state, namely
Q (z, z¯) = e−(z¯−z¯0)(z−z0),
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Figure 2.9: Time shots of the Husimi function (left) and its stellar plot (right) for
selected time instants of the scaterring: (a) T = 1.0, (b) T = 2.0 and (c) T = 3.0.
The scale of the left panels is the same of the Figure 2.7. In the right panels, black
indicates the maximum value and white is zero.
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only has a zero is the point at infinity, which have infinite multiplicity. During the
dynamics, all zeros seen in Figure 2.9 are bifurcations of this original zero. Unfor-
tunately these bifurcations can not be observed due to lack of numerical accuracy.
4
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Chapter 3
The Husimi Current
In quantum mechanics, states are naturally described in terms of probability distri-
butions but, due to the uncertainty principle, phase space representations have inter-
pretations that are different from their classical counterparts. The non-commutativity
of the operators x̂ and p̂ leaves fingerprints of order ~ in the quantum phase space
functions, which we expect to wash away as we set ~ → 0, or, equivalently, as
the characteristic actions of the system become large compared with ~. Also, the
structures can diminish when the system loses coherency. For example, the Husimi
function for a pure state that is a combination of two canonical coherent states ex-
hibits a pattern of zeros situated between the gaussians' centers, and the spacing
between the zeros is of order ~1/2. When ~→ 0 or when the system evolves toward
a mixed state, the pattern disappears.
Despite of the particularities of quantum phase space distributions, their
dynamics can be described similarly to the classical dynamics, through a continuity
equation. This means that to the movement of the function we can associate a
phase space current J and a generating source σ. The currents and sources, however,
depend differently on the phase space distribution in each dynamical regime [38, 39].
The purpose of this chapter is to establish this quantum continuity equa-
tion for the Husimi function. Firstly, we motivate describing the classical continuity
equation, then we proceed to the determination of its quantum counterpart in the
coherent state representation, the Husimi current. The approach we choose in this
section follows a different scheme from that used in the calculation of the Voros
product in Appendix A. Here we employ the differential algebra of the creation and
annihilation operators [47, 48, 49, 50].
3.1 Classical Continuity Equation
In classical mechanics the state of a system is often associated with a point in phase
space. The initial condition defined by this point specifies a unique trajectory that
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guides the evolution of the system. This association, however, is not accurate in
many situations due to imprecision in assessing the system's state or the statistical
nature of the problem at hand. In these cases, it is better to work with probability
distributions and the associated Liouville equation than with individual trajectories
and Hamilton's equations [43].
In one-dimension, the phase space is constructed with a pair of canoni-
cally conjugate variables, position x and momentum p, and the general dynamics of
a function F (x, p, t) can be written in the form of a continuity equation
∂F
∂t
+
∂Jcl,x
∂x
+
∂Jcl,p
∂p
= σcl, (3.1)
where Jcl,x = F dxdt and Jcl,p = F
dp
dt
are the components of the current respectively
in the x and p directions, and σcl represents the source and sink contributions to F .
Here, dx
dt
and dp
dt
are the velocity fields in the phase space. Both functions Jcl and
σcl depend on x, p and t.
In the case of systems driven by the flow of a Hamiltonian function H,
the coordinates satisfy Hamilton's equation(
dx
dt
dp
dt
)
= M2
(
∂H
∂x
∂H
∂p
)
, (3.2)
where M2 is the standard symplectic matrix of order 2, namely M2 =
(
0 1
−1 0
)
.
The classical currents are then given by
Jcl,x = F
∂H
∂p
and Jcl,p = −F ∂H
∂x
, (3.3)
and the total time evolution of a function F is given by the convective derivative
dF
dt
=
∂F
∂t
+
dx
dt
∂F
∂x
+
dp
dt
∂F
∂p
.
If we assume for F a solution guided by trajectories, i. e. F (x (t) , p (t) , t), the
continuity equation leads to the Liouville equation for the convective derivative, for
which σcl = 0 and
dF
dt
= 0.
Because σcl = 0, the phase space integral of F is constant, which implies in the nor-
malization of the function. Also, the dynamics is similar to that of an incompressible
fluid, since the divergence of the velocity field is zero due to (3.2) [43].
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A property of this formulation is that each point of the phase space on
which F is evaluated is guided by a well-defined trajectory and the flow lines of
the current are just the tangent vectors to these trajectories. The dynamics of
the function F is thus trivial in the sense that the points follow the flow, that is,
F (x, p, t) = F (x0, p0, 0) where x0 and p0 are the initial conditions that propagate
to x and p in the time t.
The continuity equation (3.1) can be restated in terms of the Poisson
bracket {·, ·}x,p between H and F , given by
{H,F}x,p =
∂H
∂x
∂F
∂p
− ∂H
∂p
∂F
∂x
, (3.4)
in the following form:
∂F
∂t
= {H,F}x,p . (3.5)
This bracket is antisymmetric with respect to the order of the coordinates x and p in
the index [43]. This expression is useful when comparing the classical and quantum
equations of motion, as it will be seen in the next section of this chapter.
The coordinate change (x, p) 7→ (z, z¯) can be applied to the Poisson
bracket (3.4). Using the transformations (2.4) and (2.5) given previously we obtain
{H,F}x,p =
1
i~
(
∂H
∂z
∂F
∂z¯
− ∂H
∂z¯
∂F
∂z
)
=
1
i~
{H,F}z,z¯ .
An important feature is the appearance of a quantum-like factor 1/i~ in the time
derivative of the distribution F in Ξz; this happens because this factor is a scaling of
the standard symplectic matrix M2 under the coordinate transformation. In order
to remove this factor one can consider, for example, the coordinate pair to be (z, i~z¯)
or
(
~1/2z, i~1/2z¯
)
, but we will not pursue this approach since it would change the
characteristic lengths of the coordinates and would harden the analysis in powers of
~ when they are needed. Therefore, we keep the scaling in the time derivative and
Hamilton's equation of motion reads
i~
(
dz
dt
dz¯
dt
)
= M2
(
∂H
∂z
∂H
∂z¯
)
. (3.6)
With this scaling, the classical currents in Ξz are given by
Jcl,z = F
dz
dt
= F
1
i~
∂H
∂z¯
and Jcl,z¯ = F
dz¯
dt
= −F 1
i~
∂H
∂z
. (3.7)
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3.2 Quantum Continuity Equation
In classical mechanics, the phase space current for a system can be either completely
obtained from the Poisson bracket or Hamilton's equations of movement; both pro-
cedures are equivalent as was shown in the last section. For quantum systems, since
the concept of trajectory is unclear due to uncertainties between non-commuting
observables, the phase space current need to be derived in another way. The stan-
dard procedure we adopted in this work to derive the quantum current is to cast
von Neumann's equation for the dynamics in the coherent states representation and
identify the adequate terms [38, 39].
We begin by considering the dynamical equation (see equation (2.20))
i~
∂
∂t
Q = tr
(
Ĥρ̂|z〉〈z|
)
− tr
(
ρ̂Ĥ†|z〉〈z|
)
.
In order to evaluate its right hand side we first need to decompose the Hamiltonian
in its power series
Ĥ =
∑
m,n
hmnâ
†mân, (2.15)
and find how each term of the sum acts in the above expression. The idea we pursue
is to express the action of both â and â† as a differential operator acting to the
left and to the right on the coherent states projector |z〉〈z|, such that we can factor
them it out of the traces. Initially, it is easy to see that
â|z〉〈z| = z|z〉〈z|,
and the action of â to the right is equivalent to a multiplication by z. Taking the
complex conjugate of the above expression we obtain the action of â† to the left:
|z〉〈z|â† = z¯|z〉〈z|.
Secondly, let's observe that
∂
∂z
|z〉〈z| = ∂
∂z
[
e−z¯zezâ
†|0〉〈0|ez¯â
]
= −z¯|z〉〈z|+ â†|z〉〈z|;
such that the following expression is true:
â†|z〉〈z| =
(
∂
∂z
+ z¯
)
|z〉〈z|.
Therefore, the action of â† to the right is the same as that of the differential operator(
∂
∂z
+ z¯
)
. Once again taking the complex conjugate we obtain the action of â to the
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left:
|z〉〈z|â =
(
∂
∂z¯
+ z
)
|z〉〈z|.
Notice that, independently of the side the operator acts on the projector, we can
write it as a differential operator acting to the right on it.
The successive action of the same operator can be obtained immediately,
since the differential operators commute with the original ones. They are given by
ân|z〉〈z| = zn|z〉〈z|,
|z〉〈z|â† = z¯n|z〉〈z|,
â†n|z〉〈z| =
(
∂
∂z
+ z¯
)n
|z〉〈z|,
|z〉〈z|ân =
(
∂
∂z¯
+ z
)
|z〉〈z|.
When the annihilation and creation operators are mixed on the same factor, but
they remain in the normal order, the right and left actions are
â†mân|z〉〈z| = â†mzn|z〉〈z| = znâ†m|z〉〈z| = zn
(
∂
∂z
+ z¯
)m
|z〉〈z|
and
|z〉〈z|â†mân = z¯m|z〉〈z|ân = z¯m
(
∂
∂z¯
+ z
)n
|z〉〈z|.
We are now in a postition to calculate (2.20). The first trace term con-
tained in it is evaluated in the following manner
tr
(
Ĥρ̂|z〉〈z|
)
= tr
(
|z〉〈z|Ĥρ̂
)
= tr
(
|z〉〈z|
∑
m,n
hmnâ
†mânρ̂
)
= tr
(∑
m,n
hmnz¯
n
(
∂
∂z¯
+ z
)m
|z〉〈z|ρ̂
)
=
∑
m,n
hmnz¯
n
(
∂
∂z¯
+ z
)m
tr (|z〉〈z|ρ̂)
=
∑
m,n
hmnz¯
n
(
∂
∂z¯
+ z
)m
Q. (3.8)
In the first line, we use the cyclicity of the trace and in the second line we use the
series expansion of Ĥ; to the third line we employe the differential algebra of the
operators; to the fourth line we use the linearity of the trace, and to the last line
we use the definition of the Husimi function. The second trace term of (2.20) is
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evaluated in a similar fashion:
tr
(
ρ̂Ĥ†|z〉〈z|
)
=
∑
m,n
h¯mnz
n
(
∂
∂z
+ z¯
)m
Q. (3.9)
Gathering all the terms in (3.8) and (3.9) together we arrive at the re-
sulting differential equation, given by
i~
∂
∂t
Q =
∑
m,n
[
hmnz¯
n
(
∂
∂z¯
+ z
)m
− h¯mnzn
(
∂
∂z
+ z¯
)m]
Q. (3.10)
Since the Husimi function is real, the complex conjugate of ∂Q
∂z
is ∂Q
∂z¯
, and this
dynamical equation is real-valued. In order to identify the current terms that are
hidden in (3.10) we still need to put to the left the derivatives in z and z¯. The first
step is to swap both pairs of factors: z¯n and
(
∂
∂z¯
+ z
)m
, and zn and
(
∂
∂z
+ z¯
)m
. A
concise way to express both changes is to define X and D such that
X = z¯ and D =
(
∂
∂z¯
+ z
)
or
X = z and D =
(
∂
∂z
+ z¯
)
.
In both cases it can be checked that XD = DX − 1. We need to express the XnDm
terms as a combination of those with the opposite ordering. The result is
XnDm =
min(m,n)∑
k=0
r−m,n,kD
m−kXn−k. (3.11)
The exchange in the reverse order is given by
DnXm =
min(m,n)∑
k=0
r+m,n,kX
m−kDn−k. (3.12)
In both expressions,
r±m,n,k =
(±1)km!n!
k! (m− k)! (n− k)! .
This calculation was firstly done by inspection of small m and n, and then by
induction to prove its fidelity (see Appendix C). Note that the relations (3.11) and
(3.12) are also true for 
X = z¯ and D = ∂
∂z¯
or
X = z and D = ∂
∂z
.
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Expression (3.10) can then be rewritten in the following form:
i~
∂
∂t
Q =
∑
m,n
∑
k=0
[
hmnr
−
m,n,k
(
∂
∂z¯
+ z
)m−k
z¯n−k+
−h¯mnr−m,n,k
(
∂
∂z
+ z¯
)m−k
zn−k
]
Q.
In this last expression we omitted the upper limit in the k-summation. It is implicitly
clear that whenever any exponent m− k or n− k is negative, that term is zero.
The next step in the determination of the Husimi current is to open the
powers of both D expressions. We use the general binomial formula
(A+B)n =
n∑
l=0
(
n
l
)
AlBn−l
in order to get (
∂
∂z¯
+ z
)m−k
=
m−k∑
l=0
(
m− k
l
)
∂l
∂z¯l
zm−k−l
and its complex conjugate
(
∂
∂z
+ z¯
)m−k
=
m−k∑
l=0
(
m− k
l
)
∂l
∂zl
z¯m−k−l.
This is possible to do because z¯ (z) commutes with the derivative with respect to z
(z¯). In this way, omitting the upper limit of the l-summation,
i~
∂
∂t
Q =
∑
m,n
∑
k=0
∑
l=0
r−m,n,k
(
m− k
l
)[
hmn
∂l
∂z¯l
zm−k−lz¯n−k+
−h¯mn ∂
l
∂zl
z¯m−k−lzn−k
]
Q. (3.13)
Before we factor out the derivatives and identify the quantum currents,
we notice that in each summation there is a collection of terms, for l = 0, without
any derivatives. This set of terms plays the role of the sources and sinks σ in the
continuity equation. Their complete expression is given by
σ =
1
i~
∑
m,n
∑
k=0
r−m,n,k
(
hmnz
m−kz¯n−k − h¯mnz¯m−kzn−k
)
Q.
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This expression can be further simplified by noticing that the higher symmetric
derivatives of the averaged Hamiltonian function (2.16) are given by
(−1)k
k!
∂k
∂z¯k
∂k
∂zk
H =
∑
m,n
hmnr
−
m,n,kz¯
m−kzn−k,
in such way that
σ =
Q
i~
e−
∂
∂z¯
∂
∂z
(
H − H¯) = 2Q
~
e−
∂
∂z¯
∂
∂zIm (H) .
We can see that σ is a real-valued function. If the Hamiltonian is Hermitian, the
imaginary part of H is zero and the source contribution is also zero. This is expected
in the case of unitary evolution with probability conservation.
Example: Non-unitary Dynamics As an illustration let us analyse the dynam-
ics generated by the non-Hermitian Hamiltonian
Ĥ =
√
~λâ
on an initial pure state |z0〉 at t = 0. Its time evolution is given by
K̂(t, 0)|z0〉 = exp
{
Ĥt
i~
}
|z0〉
= exp
{
λât
i
√
~
}
|z0〉
= exp
{
λz0t
i
√
~
}
|z0〉
= exp
{
− iλx0t
2
√
~σx
}
exp
{
λp0t
2
√
~σp
}
|z0〉,
From the first to the second line, we used the model Hamiltonian; from the second
to the third line, we used the fact that the coherent states are eigenstates of â and
then, to the last line, we used z0 = 12
x0
σx
+ i
2
p0
σp
. The resulting first factor is an overall
phase of the state, and the second gives the normalization of the state:
N (t) = 〈z0|z0〉 = exp
{
λp0t√
~σp
}
.
The Husimi function for this evolution is given by
Q = e
λp0t√
~σp e−(z−z0)(z¯−z¯0)
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The generating rate σ for this Hamiltonian is
σ =
λp√
~σp
e
λp0t√
~σp e−(z−z0)(z¯−z¯0),
since H =
√
~λz and z = 1
2
x
σx
+ i
2
p
σp
. Integrating σ in the whole phase space we
obtain exactly
dN
dt
=
¨
Ξ
σd2z,
which reflects the absence of probability conservation.
In this work we did not explore further properties of the sources and
sinks in non-Hermitian quantum mechanics.
4
From now on, we will assume that all terms without derivatives in ex-
pression (3.13) are contained inside σ and do not contribute to the currents. For
Hermitian Hamiltonians σ = 0. We rewrite equation (3.13) discarding the l = 0
terms and isolating a single derivative to the left:
i~
(
∂
∂t
Q− σ
)
=
∂
∂z¯
∑
m,n
∑
k=0
∑
l=1
hmnr
−
m,n,k
(
m− k
l
)
∂l−1
∂z¯l−1
zm−k−lz¯n−kQ+
− ∂
∂z
∑
m,n
∑
k=0
∑
l=1
h¯mnr
−
m,n,k
(
m− k
l
)
∂l−1
∂zl−1
z¯m−k−lzn−kQ.(3.14)
It is clear in this form that the equation can be arranged as(
∂Q
∂t
− σ
)
+
∂Jz
∂z
+
∂Jz¯
∂z¯
= 0,
where
Jz =
1
i~
∑
m,n
∑
k=0
∑
l=1
h¯mnr
−
m,n,k
(
m− k
l
)
∂l−1
∂zl−1
z¯m−k−lzn−kQ, (3.15)
Jz¯ = − 1
i~
∑
m,n
∑
k=0
∑
l=1
hmnr
−
m,n,k
(
m− k
l
)
∂l−1
∂z¯l−1
zm−k−lz¯n−kQ. (3.16)
In order to carry the derivatives in z and z¯ to the right, such that they only act on
the Husimi function Q, we need to change the order of ∂
∂z
and z, and the order of
∂
∂z¯
and z¯. Using expression (3.12) with D = ∂
∂z
and X = z we can exchange the
derivative with the multiplication in (3.15) to obtain
Jz =
1
i~
∑
m,n
∑
k=0
∑
l=1
∑
s=0
h¯mnr
−
m,n,kr
+
l−1,n−k,s
(
m− k
l
)
z¯m−k−lzn−k−s
∂l−s−1Q
∂zl−s−1
, (3.17)
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where it is assumed that the s-summation is such that the exponents n − k − s
and l− s− 1 are never negative. Renaming some summation indexes and changing
their limits, see Appendix D for the details, we can write the following analytical
expression for the Husimi current :
Jz =
1
i~
∑
l=1
∂l−1Q
∂zl−1
∑
k=0
(−1)k
(k + l)!
∂2k+lH¯
∂z¯k+l∂zk
. (3.18)
An analogous expression holds for Jz¯ = J¯z. Expression (3.18) is the main analytical
result of this work [38, 39].
In the Ξxp space the current components become
Jx = σx (Jz¯ + Jz) , Jp = iσp (Jz¯ − Jz) .
It can be checked that Jz = J¯z¯ even in the case of non-Hermitian Hamiltonians,
which means that the components of the Husimi current in Ξxp are real functions,
as one should require, given by
Jx = 2σxRe (J) , Jp = 2σpIm (J) . (3.19)
In the next sections, we will often analyse the points where Jz = 0. We
will refer to them by stagnation points of the current.
3.3 Classical Limit of the Continuity Equation
We expect that in the limit ~→ 0 the current given in equations (3.15) and (3.16)
should reduce to the classical currents given by Hamilton's and Liouville's equation
(3.3). A complication that arises in the investigation of this limit is that not only
the equations (3.15) and (3.16) depend explicitly on ~ but also the Hamiltonian
function H itself involves terms of order ~ or higher. An expansion of the equations
in powers of ~ should take all these terms into account order by order.
In what follows, we will not expand the Hamiltonian, but only the dy-
namical equations, in powers of ~. We will see that using the full Hamiltonian H
and keeping only terms of order ~0 in the dynamical equations leads to a classical
current. It corresponds to the classical flow for a modified Hamiltonian that includes
quantum corrections coming from normal ordering the operators in Ĥ, as shown in
the previous chapter. Not expanding the Hamiltonian makes the procedure simpler
and highlights the dynamical features of the continuity equation. Although a com-
plete expansion could be performed, it is much more complicated and does not bring
any extra insight into the structure of the flow. Non-classical dynamical features
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only appear when higher order ~ corrections are included in the equation for the
current [38].
In order to select the correct ~0 terms of the current, we need to carefully
analyse equation (3.14), which we repeat here:
i~
∂
∂t
Q =
∂
∂z¯
∑
m,n
∑
k=0
∑
l=1
hmnr
−
m,n,k
(
m− k
l
)
∂l−1
∂z¯l−1
zm−k−lz¯n−kQ+
− ∂
∂z
∑
m,n
∑
k=0
∑
l=1
h¯mnr
−
m,n,k
(
m− k
l
)
∂l−1
∂zl−1
z¯m−k−lzn−kQ.
First we remember that the coordinates z and z¯ are proportional to ~−1/2, and in
turn the derivatives ∂
∂z
and ∂
∂z¯
are proportional to ~1/2. Therefore, since we do not
want to expand the Hamiltonian function, we set the coefficients hmn with order
~(m+n)/2, such that H is of order ~0. We indicate the ~-order of a term by square
brackets [·] and for the equation above they are[
hmn
∂l
∂z¯l
zm−k−lz¯n−k
]
= ~(m+n)/2~l/2~−(m−k−l)/2~−(n−k)/2
= ~l+k.
Since the left hand side of (3.14) is of order ~1, the terms with overall order N will
be given by the condition
N = k + l − 1.
The limit ~ → 0 in the quantum current is obtained by selecting k = 0
and l = 1 in the complete expression. It can be checked that r±m,n,0 = 1, so that{
i~
∂
∂t
Q
∣∣∣∣
~0
=
∂
∂z¯
∑
m,n
hmnmz
m−1z¯nQ− ∂
∂z
∑
m,n
h¯mnmz¯
m−1znQ
=
∂
∂z¯
(
Q
∂H
∂z
)
+
∂
∂z
(
−Q∂H¯
∂z¯
)
.
From this equation we can extract the lowest order current components
{Jz¯|~0 = −
Q
i~
∂H
∂z
, {Jz|~0 =
Q
i~
∂H¯
∂z¯
.
For Hermitian Hamiltonians, these components, when translated to the Ξxp coordi-
nates, retrieve the classical current (3.3) exhibited before, thus offering an approach
to obtain the classical equations of motion given by equation (3.6). Notice that we
have not made any assumptions regarding trajectories being guided by a Hamilto-
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nian flow in the phase space. The classical structure emerges naturally from the
quantum case.
The dynamics of the Husimi function in the classical limit is, therefore,
governed by the Poisson bracket. The additional terms we omitted, relative to higher
order in ~, lead to quantum deviations from the classical flow. The first quantum
correction to the classical dynamics are given by the terms satisfying k+ l = 2, and
there are a couple of them. We can choose both k = 0 and l = 2 or k = l = 1.
Selecting only these terms, excluding even those of lower ~ order, we obtain{
i~
∂
∂t
Q
∣∣∣∣
~1
=
1
2
∂
∂z¯
[
∂Q
∂z¯
∂2H
∂z2
− ∂
3H
∂z¯∂z2
Q
]
− 1
2
∂
∂z
[
∂Q
∂z
∂2H¯
∂z¯2
− ∂
3H¯
∂z¯2∂z
Q
]
.
There are two ways to interpret these factors. The first one is associated to the
current; they can be considered as quantum corrections to the classical current,
such that they drive the phase space points in a different direction compared with
the classical equations of motion [41, 42]. A second interpretation can be made by
opening the above expressions, from which we obtain{
i~
∂
∂t
Q
∣∣∣∣
~1
=
1
2
∂2Q
∂z¯2
∂2H
∂z2
− 1
2
∂2Q
∂z2
∂2H
∂z¯2
.
This last equation is an anisotropic diffusion equation. We can also think of this
first correction as the quantum-diffusion of the phase space distribution arround
the classical trajectory. Quantum mechanical distributions do not have definite
momentum, so that the time evolution always involves interference between waves
with different momenta, and leads to the spreading of the packet. This diffusion is
a phase space consequence of the spreading.1
The spreading caused by the quantum correction is not to be confused by
the natural spreading to which even the classical free particle distribution in position
is subjected. The classical spreading is generated by the momentum gradient along
the phase space distribution, the quantum spreading happens due to the phase space
gradient.
3.4 Examples
In this section we illustrate the features of the Husimi current with three analytical
examples, the harmonic oscillator, the free particle and the squeezed oscillator, and
a numerical one, the quartic double well.
1It can be recognized in the diffusive correction a certain similarity with the prefactors of semi-
classical approximations, which usually depend on the integration of some second order derivatives
of the Hamiltonian guiding the stationary phase trajectories [57].
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3.4.1 Harmonic Oscillator
First, let us consider the Husimi function Q whose dynamics is controlled by the
harmonic oscillator,
Ĥ = ~ω
(
â†â+
1
2
)
, (2.22)
where the frequency of the oscillator is set as ω = σp
mσx
. The averaged Hamiltonian
function is
H = ~ω
(
z¯z +
1
2
)
.
and, in this way, the components of the Husimi current are given by
Jz = −iωzQ, Jz¯ = iωz¯Q,
and they are equal to the classical current that is obtained from equation (3.7).
This means that the quantum dynamics is the same as the classical dynamics for
harmonic systems, a fact that was noticed before, because the Husimi function
evolves following classical trajectories z (t) = ze−iωt. For a harmonic oscillator
with frequency ω 6= σp
mσx
there would be corrections to the Hamiltonian above,
corresponding to a squeezed motion.
In the Ξxp plane, the components of the current are given by
J˜x = Q
p
m
, J˜p = −Qmω2x.
We can identify in the expression above the velocity v = p/m and the force f =
−mω2x in the phase space [38].
4
3.4.2 Free Particle
The Hamiltonian of a free particle is given only by the kinetic term
Ĥ =
p̂2
2m
= −~ω
4
(
â† − â)2 ,
where ω = σp
mσx
is the frequency relative to the coherent states of the representation.
The average Hamiltonian function is given by
H = −~ω
4
[
(z¯ − z)2 − 1] ,
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and the Husimi current can be calculated, resulting
Jz = i
ω
4
[
2 (z¯ − z)Q+ ∂Q
∂z
]
.
In terms of the x and p coordinates, the components of the current are given by
J˜x = Q
p
m
− ∂Q
∂p
~ω
4
, J˜p = −∂Q
∂x
~ω
4
.
Here it is possible to identify the classical velocity v = p/m again, and particle
does not experience any force. The difference with the free particle are the quantum
corrections to the trajectory, which depend on the derivatives of the Husimi function.
If we look only at both quantum corrections, it produces a dynamical factor given
by {
∂
∂t
Q
∣∣∣∣
~1
=
~ω
2
∂2Q
∂x∂p
,
which leads to the phase space diffusion [38].
4
3.4.3 Squeezed Harmonic Oscillator
When we consider a squeezed oscillator the diffusive terms are also present. Let us
assume that the coherent states of the representation have uncertainties σx and σp
while the oscillator have uncertainties σ′x and σ
′
p, with both sets multiplying up to
~/2. The Hamiltonian will be given by
Ĥ = ~ω′
(
â′†â′ +
1
2
)
,
where the frequency of the oscillator is ω′ = σ
′
p
mσ′x
. We implicitly define the squeezing
parameter r in the following way:
er =
σx
σ′x
=
σ′p
σp
.
The averaged Hamiltonian function can be evaluated by writing the creation and
annihilation operators with parameters σx and σp in terms of the primed operators,
see Appendix E, and the result is
H = ~ωe2r
[
1
2
(
z¯2 + z2
)
sinh 2r + z¯z cosh 2r +
1
2
cosh 2r
]
, (3.20)
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where ω = σp
mσx
. The z-component of the Husimi current is then given by
Jz = −iωe2r (z¯ sinh 2r + z cosh 2r)Q− iω
2
e2r sinh 2r
∂Q
∂z
. (3.21)
Notice the diffusive term proportional to ∂Q
∂z
, similar to the one present in the free
particle current, which is responsible for the squeezing dynamics of the Husimi
function. The classical trajectory of the squeezed oscillator is not a perfect circle in
Ξz, but an ellipse with eccentricity
√|e4r − 1|.
When r = 0 we obtain the harmonic oscillator results, and when r → −∞
we obtain the free particle results.
4
3.4.4 Quartic Double Well
Although the Husimi current is defined by an infinite series of terms, comprising the
power series of the Hamiltonian, the series truncate for polynomial potentials. In
order to obtain exact results we choose as model the Hamiltonian below, describing
a particle in a symmetric double well potential:
Ĥ =
1
2
p̂2 +
1
3
x̂4 − 2x̂2 + 1
2
1̂. (3.22)
Its averaged function is given by
H˜ =
1
2
p2 +
1
3
x4 − x2.
We use parameters such that σx = σp = 1/
√
2 and ~ = 1.
Firstly we will look at the classical flow generated by the above averaged
Hamiltonian function. The phase space currents are
J˜x = Q
∂H
∂p
= Qp,
J˜p = −Q∂H
∂x
= Qx
(
2− 4
3
x2
)
.
This current has three stagnation points, all of them with p = 0: one saddle at
x = 0, corresponding to the barrier top, and two clockwise centers at x = ±√3/2,
corresponding to the bottom of the wells. In Figure 3.1 we plot the direction of
the current vector, ignoring its amplitude, and the three stagnation points can be
observed.
When we look at the quantum flow, the situation is more interesting. We
will consider the Husimi function and the Husimi current for the time evolution of an
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Figure 3.1: Representation of the classical flow for the quartic double well. Marked
with circles are the clockwise centers, which correspond to the bottom of the wells;
marked with a triangle is the saddle point, corresponding to the barrier top.
initial coherent state |z0〉 centered at the bottom of the left well with momentum p0 =
1.305. The Husimi function is obtained as described in section 2.4, and we compute
the Husimi current with expression (3.18). For the double well Hamiltonian, the
current is explicitly given by
Jz = −iQ
[
1
3
(z¯ + z)3 − (z¯ + z)− 1
2
(z¯ − z)
]
+
+iQ (z¯ + z)− i
12
∂Q
∂z
[
6 (z¯ + z)2 − 13]+
− i
3
∂2Q
∂z2
(z¯ + z) +
− i
12
∂3Q
∂z3
.
The first line contains the terms of order ~0 and is equal to the classical current, the
second contains the terms of order ~1, the third those with ~2 and the last line the
only term of order ~3. The following figures will show the Jx and Jp components of
the current, given by equations (3.19).
Figure 3.2 shows the direction of the current at time t = 3.5 using increas-
ingly accurate approximations for the Husimi current. This means that each plot
uses one more line of the previous formula than the previous plot, and the first panel
shows the classical flow, the second panel the first order (diffusive) correction, the
third panel the second order, and the fourth panel the exact result, corresponding to
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Figure 3.2: Husimi flow at t = 3.5 for the double well potential. The unit arrows
indicate the direction of the current, regardless of the intensity. Upper left: ~0
(classical flow); upper right: ~1 correction; lower left: ~2 correction; lower right: ~3
correction (exact Husimi flow). The red stars mark the zeros of the Husimi function
(plotted as background in the last image).
the full Husimi current. The corrections in increasing powers of ~ change the overall
structure of the current portraits and, except for some small displacements, the ~1
correction almost mimics the exact quantum flow. The center stagnation points of
the classical flow, where the flow circulates arround the point, are displaced from
their locations both in momentum and position. The saddle point at x = p = 0 is
also displaced and is located at a zero of the Husimi function (marked with a star).
Figure 3.3 shows snapshots of the Husimi function in a logarithmic plot.
It can be seen that additional saddle points of the Husimi current appear, one
for each extra zero of the Husimi function. Each of these extra saddle points are
accompanied by a center point. Indeed, it was observed that, except for the two
centers and one saddle corresponding to the classical stagnation points, all zeros of
the Husimi function are saddles with a nearby center. Additionally, Figure 3.3 shows
the dynamics of the stagnation points of the flow. At t = 0, because the initial state
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Figure 3.3: Logarithmic plot of the Husimi function for the double well potential
superposed with the current unit vectors. Upper left t = 1.0, upper right t = 2.0,
lower left t = 3.0 and lower right t = 4.0. The zeros are shown by the white spots.
The shifted classical centers (blue circles) and saddle (square) are also indicated.
Except for the displaced classical saddle, all the others are followed by a flow center
(blue triangles).
is Gaussian, there are no zeros of the Husimi function and the saddle point of the
classical flow at x = p = 0 is not present. However, for very short times the saddle
moves from infinity to the area of its classical position (t = 1.0) and stays in the
region where the Husimi function is significant. All other zeros that develop at later
times are saddles followed by a center.
One feature of the Husimi current is the inversion of the flow orienta-
tion, both along the x and the p direction, as compared with the classical current.
This phenomenon happens due to the quantum corrections shown above, and the
inversions are stronger in the vicinities of the new stagnation points of the quantum
current and near the classical stagnation points. In Figure 3.4, the flow direction
of the Husimi current is compared with the classical current and it can be seen the
regions where the inversion occurs.
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Figure 3.4: The classical flow is depicted with red arrows, the quantum flow with
black arrows. The inversions occur near the new quantum saddle points (stars)
and near the classical stagnation points (circles for the centers and triangle for the
saddle).
3.5 On the Existence of Quantum Trajectories
The idea of a phase space velocity field related to the Husimi current seems rea-
sonable since in classical mechanics the current is proportional to the velocity. An
hydrodynamical parallel relating the function Q, the current J , and the velocity
field z˙ could be attempted by defining the velocity as
z˙ =
J
Q
,
where J = (Jz, Jz¯) and z = (z, z¯). This expression could lead us to a quantum defi-
nition of trajectory [40, 42]. For the classical dynamics this parallel led to equations
(3.7) for the currents, with the time derivative of the coordinates given by (3.6). In
the quantum case, we need to handle carefully the analogy.
In order to obtain a Husimi function Q guided by trajectories we would
need to satisfy the condition
Q (z (t) , t) = Q (z0, 0) ,
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where z0 is the initial condition in t = 0 of the trajectory z (t), evaluated at time t.
This means that along a trajectory
dQ
dt
= 0.
Thus, evaluating the total time derivative of the Husimi function guided by some
trajectory with equations of motion yet to be determined, we have
dQ
dt
= z˙ · ∇Q+ ∂Q
∂t
,
where we define the differential operator in Ξz given by
∇ =
(
∂
∂z
,
∂
∂z¯
)
.
The partial time derivative of the Husimi function appearing in the equa-
tion above is the same one that appears in the definition of the current, and thus
we may write
z˙ · ∇Q = ∇ · J.
This is the equation that links the velocity to the Husimi current. In order to look
for solutions to the velocity in the equation above, we make the following ansatz:
z˙ = F
∇ · J
F · ∇Q,
where F is an arbitrary vector field.
In classical mechanics, the current is given by J = QM2∇H, where M2
is the standard symplectic matrix of order 2. In this way, the velocity field becomes
z˙ = F
∇ · (QM2∇H)
F · ∇Q = F
∇Q · (M2∇H) +Q∇ · (M2∇H)
F · ∇Q .
The differential operator M2∇ is equivalent to the transverse component of the
rotational of a vector perpendicular to the plane, and thus its divergence is zero.
This can be checked by substitution of the derivatives. In this way
z˙ = F
∇Q · (M2∇H)
F · ∇Q . (3.23)
A good choice of the unknown field is F = ΦM2∇H, for any function Φ, which leads
to Hamilton's equation of motion
z˙ = M2∇H.
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This choice for F eliminates any zero denominators that are present in equation
(3.23) when ∇Q = 0.
In the quantum case the Husimi current is not proportional to Q, and
no choice for F eliminates the zero denominators. This fact shows that in the
minima, which coincide with the zeros, and maxima of the Husimi function the
equations of motion are not well-defined. The zeros forbid the determination of
their own equations of motion. Previously, it was seen that every phase space zero
that appeared in the motion of an initial Gaussian state originates as a bifurcation
of the zero at infinity. This means that the movement of a zero can be degenerated
as it splits, and the indeterminacy of its movement is not a surprise. Except for the
points where ∇Q = 0 quantum trajectories can be constructed, although we did not
explore possible approaches any further.
Since the Husimi current does not lead to a global definition of a "Husimi
trajectory", the comparison between the classical and quantum features of the flow
should remain at the level of the phase space currents.
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Chapter 4
Topological Properties of the Husimi
Current
In the previous chapter we pointed out a relation between the zeros of the Husimi
function and the saddle points of the Husimi current. Whenever a zero of the Husimi
function occurs, there are topological differences between the classical and quantum
probability flows induced by the associated stagnation points, and the phase space
dynamics of these regimes are different. In this section, we prove this relation and
analyse how the existence of the saddle points can change the dynamical behaviour
of a system.
The quantum current, given in equation (3.18), like the classical one, has
a gauge freedom under the transformation J → J + i ∂
∂z¯
Φ for any single real valued
function Φ. Apart from this gauge, we regard (3.18) as the probability current asso-
ciated to the Husimi function due to a special factorization the expression presents,
as will be shown below. In order to avoid excessive indices we will use J = Jz and
J¯ = Jz¯ through out the chapter.
We begin the first section with the analysis of the topology of the classical
flow, because it not only introduces the concepts to be used in the full quantum case
but also serves as a criterion for the comparison of the dynamical regimes; then we
proceed to the analysis of the Husimi current.
4.1 The Topology of the Quantum Current
In order to understand the behaviour of the quantum current in the vicinity of a
stagnation point, we will expand it up to first order around the stagnation point
and analyse its eigenvalues and eigenvectors.
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Let z0 be a stagnation point, J(z0, z¯0) = 0. The probability current can
be expanded around z0 as
J ≈ (z − z0) ∂J
∂z
∣∣∣∣
z0,z¯0
+ (z¯ − z¯0) ∂J
∂z¯
∣∣∣∣
z0,z¯0
,
J¯ ≈ (z − z0) ∂J¯
∂z
∣∣∣∣
z0,z¯0
+ (z¯ − z¯0) ∂J¯
∂z¯
∣∣∣∣
z0,z¯0
,
where the terms of order higher than 1 in the displacement z−z0 have been ignored.
The topological behaviour of the current about this point is determined by the
eigenvalues λ of the matrix G of the linear coefficients of the expansion above. This
matrix is also the vector gradient of the current, and is given by
G [J¯ , J] = ( ∂J∂z ∂J∂z¯
∂J¯
∂z
∂J¯
∂z¯
)∣∣∣∣∣
z0,z¯0
.
As an illustration let us consider the classical case with a Hermitian
Hamiltonian, where the current is given by Jcl = 1i~Q
∂H
∂z¯
, with Q = |ψ (z, z¯)|2. There
are two sets of stagnation points, given by Q = 0 or by ∂H
∂z
= 0. The eigenvalues of
G at these points are given byλcl = 0, if Q = 0,λcl = ±Q~√detK, if ∂H∂z¯ = 0; (4.1)
where K is the Hessian matrix of the Hamiltonian function evaluated at the stag-
nation point:
K =
(
∂2H
∂z2
∂2H
∂z¯∂z
∂2H
∂z¯∂z
∂2H
∂z¯2
)∣∣∣∣∣
z0,z¯0
.
When Q = 0 the structure of the stagnation point cannot be inferred. When ∂H
∂z
= 0,
the eigenvalues are either real numbers with opposite sign if the Hessian determinant
is positive, or pure imaginary conjugate numbers if the determinant is negative. In
the former case the point is a saddle point of the flow, with an attractive and a
repulsive direction; in the latter, it is a vortex [43, 58]. For the calculation of the
classical eigenvalues see Appendix F.
Example: Quartic Double Well In the x and p coordinates, the eigenvalues of
the current at the stagnations points are given by an expression equivalent to (4.1),
given by λ˜cl = 0, if Q = 0,λ˜cl = ±2Q˜i~√det K˜, if ∂H˜∂x = 0 and ∂H˜∂p = 0.
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The Hessian matrix is now expressed in terms of x and p as
K˜ =
(
σ2x
∂2H˜
∂x2
~
2
∂2H˜
∂x∂p
~
2
∂2H˜
∂x∂p
σ2p
∂2H˜
∂p2
)∣∣∣∣∣
x0,p0
,
and x0 and p0 are the coordinates of the stagnation point. For the Hamiltonian of
the quartic double well
H˜ =
1
2
p2 +
1
3
x4 − x2,
the stagnation points are all located at p = 0, with x = 0 or x = ±√3/2. the
eigenvalues when Q 6= 0 at these points areλ˜cl = ±Q˜
√
2, for x = 0,
λ˜cl = ±2iQ˜, for x = ±
√
3/2.
For x = 0 both eigenvalues are real numbers with opposite sign, and the
stagnation point is a saddle. For x = ±√3/2, the eigenvalues are pure imaginary
conjugate numbers, and the stagnation points are vortices. This is in accordance
with what was observed in section 3.4.
4
For each stagnation point z0 the topological characterization of the prob-
ability current can be done by the index I of the flow, which counts the number
of times the current rotates completely while we move clockwise around the point.
Taking a loop L around z0 containing no other stagnation point, I is calculated as
the clockwise integral of the angle φ between the flow and some fixed reference axis
in Ξz:
I (z0) =
1
2pi

L
dφ.
One counterclockwise rotation of J adds −1, whereas one clockwise rotation adds
+1. In general, for saddle points I = −1 and for vortices I = +1 [37, 58]. In this
way the index defines a topological charge ±1 for each point, as depicted in Figure
4.1.
When we analyse the quantum flow, the behaviour of stagnation points
is different from the classical flow. For pure states, the Husimi function can be
factored as
Q (z, z¯) = e−z¯zθ (z¯) θ¯ (z)
where θ is given in (2.8). As the quantum current depends only on the derivatives
of Q with respect to z, namely
∂nQ
∂zn
= θ (z¯)
∂n
∂zn
(
e−z¯z θ¯ (z)
)
,
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Figure 4.1: Classification of stagnation points. In the reading direction: clockwise
vortex and counterclockwise vortex with I = +1, saddle point with I = −1, vortex
with outward character and with inward character and I = +1.
it can be written as
J = θ (z¯)
1
i~
∑
k≥0,l≥1
(−1)k
(k + l)!
∂2k+lH
∂z¯k+l∂zk
∂l−1
(
e−z¯z θ¯ (z)
)
∂zl−1
≡ θ (z¯) f (z¯, z) .
Here, there are two possibilities that produce J = 0: θ = 0 or f = 0. The points
that satisfy the condition θ = 0, which are the zeros of the Husimi function, will
be named the trivial stagnation points, while those that satisfy f = 0, given by an
intricate relation between the phase space functions Q and H, will be called the
non-trivial stagnation points [39].
The eigenvalues of the vector gradient for both classes of stagnation
points can be calculated using the factorization (2.8):
G ≡
(
θ ∂f
∂z
∂(θf)
∂z¯
∂(θ¯f¯)
∂z
θ¯ ∂f¯
∂z¯
)
,
and are given by the roots of the secular equation
λ2 − λ
(
θ
∂f
∂z
+ θ¯
∂f¯
∂z¯
)
+ θθ¯
∂f
∂z
∂f¯
∂z¯
−
(
θ
∂f
∂z¯
+
∂θ
∂z¯
f
)(
θ¯
∂f¯
∂z
+
∂θ¯
∂z
f¯
)
= 0. (4.2)
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The solutions of (4.2) are different for each case considered before, and they are
given by λ± = ±
∣∣∂θ
∂z¯
f
∣∣ , if θ = 0;
λ± = 1
2
{
trG ±√tr2G − 4 detG
}
, if f = 0.
Hence, the trivial stagnation points are saddles of the flow, and their indices are equal
to −1. This is the proof of the conjecture stated in the chapter 3. There are two
possibilities for the eigenvalues of the non-trivial stagnation points. First, when the
term under the square root is positive, the eigenvalues are both negative (positive)
numbers, and the stagnation point is an attractive (repulsive) node. Second, when
the term inside the root is negative, the eigenvalues are a pair of complex conjugate
numbers, and in this case the stagnation point is an attractive (repulsive) vortex if
their real parts are negative (positive). For both possibilities, the real parts of the
λ±'s add to −∂Q
∂t
and the index of the point is equal to +1. During the time evolution
of the quantum state, the movement of the Husimi function is accompanied by the
movement of its zeros.
Even though the phase space plane is not a compact manifold, an ex-
tended version of the Poincaré-Hopf theorem holds for compact subregions, such as
the vicinity of the stagnations points [59, 60]. If we choose a compact subregion
whose boundary is not crossed by traveling stagnation points, the total index of
the flow inside it must be conserved during the dynamics and must be equal to the
total index evaluated in the boundary of the subregion. In this way, the emergence
of a saddle point must always be accompanied by the emergency of a non-trivial
stagnation point, such that the index remains constant. For this reason stagnation
points are born in pairs.
In the previous chapter we already observed that the stagnation points in
the pair move closely to each other in the phase space and form a structure similar
to the one depicted in Figure 4.2. Since this structure is similar to a dipole with
opposite charges, we name it topological dipole [39]. In the next section we analyse
a toy model where the presence of the topological dipoles work as a signature of
differences between two regimes of transmission across a potential barrier.
4.2 Tunneling in the Gaussian Barrier
We consider a particle of mass m scattering off a one-dimensional Gaussian barrier
with amplitude V0 and width 1/
√
2k. We are interested in the comparison between
the classical and quantum transmission rates through the barrier, TC and TQ,
respectively.
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Figure 4.2: Sketch of one topological dipole, comprised by a saddle point (left, blue
spot) and a vortex (right, red spot). The total index around both points sums to
zero. The vortex can also have an attractive or repulsive character.
The classical Hamiltonian is
Hcl =
p2
2m
+ V0 exp
(−kx2) ,
and the quantum Hamiltonian for the model is given by
Ĥ =
p̂2
2m
+ V0 exp
(−kx̂2) .
In general, the classical Hamiltonian is different to the averaged Hamiltonian func-
tion defined in (2.15), and the latter contains terms of higher order in ~. For the
operator above, the averaged Hamiltonian is given by
H˜ =
p2
2m
+
~ω
4
+ αV0 exp
(−αkx2) ,
where α = (1 + 2kσ2x)
−1/2. The classical Hamiltonian is recovered from the averaged
one when ~→ 0. The initial state was chosen as a coherent state centered at x0 and
p0 with position and momentum widths σx and σp, respectively. We performed a
classical evolution to compare the result with the quantum dynamics and we used as
initial probability density the Husimi function for this state. The parameters were
set to m = ω = 1 and ~ = 1/100, which implies σx = σp = 1/10
√
2. We also fixed
V0 = 2, k = 3 and x0 = −4.
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Figure 4.3: (a) Classical probability density for the initial gaussian distribution with
average momentum p0 = pC at t = 3.6. Amplitude scale relative to the maximum.
(b) Husimi function for selected times with p0 = pC . The numbers in the panel
indicate the time step: T1 = 1.8, T2 = 2.4, T3 = 3.0 and T4 = 3.6. For T3 and T4,
each piece represents one of the fragments of the Husimi function. Amplitude scale
relative to normalization (saturated at 3.0 for better visualization).
We define pC =
√
2mV0 = 2, corresponding to a classical kinetic energy
equal to the barrier top. In Figure 4.3(a), the classical probability density of the
particle with average momentum pC is plotted for T = 3.6, after the interaction with
the barrier. The distribution is split in half into a forward and a backward portion.
In Figure 4.3(b), we show the Husimi function of the scattered coherent state with
initial momentum pC . The state approximately splits into a forward/backward state
for very large times.
In order to quantify the relative classical-to-quantum transmission T and
reflection R = 1− T rates we define
DT =
TC − TQ
TC
,
DR =
RC −RQ
RC
.
If DT > 0 and DR < 0 (DT < 0 and DR > 0) the probability of the classical particle
crossing the barrier is higher (smaller) than the tunneling probability of the quantum
particle. There are two different regimes of transmission according to the average
initial momentum p0 of the particle, as can be seen in Figure 4.4. For p0 / pC
the classical transmission is greater than the quantum one, while for p0 ' pC the
quantum transmission is greater. We investigated the structure of the quantum flow
for both regimes for a state with initial momentum p0 = 1.8 and p0 = 2.1.
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Figure 4.4: Relative transmission and reflection coefficients for different values of
p0.
Figure 4.5 shows the logarithmic plot of the Husimi function, highlighting
the position of its zeros. The panels show the Husimi function at different times
when the particle is hitting the barrier. In all panels it is possible to see a row of
zeros in front of the maximum of the Husimi function (marked by an ellipse with
the letters RZ) in a region where classical trajectories cross the potential barrier
(p > 0).
The presence of the zeros causes the quantum flow to be highly distorted
with respect to the classical flow. This is seen in Figure 4.6, which shows the
Husimi function superimposed with the quantum current. Three zeros, which are
saddle points of the current, and their corresponding center companions, are clearly
visible (marked by squares, triangles and circles). The flow, that would classically
go through the top of the barier to the other side, gets partially blocked by the
topological dipoles. This dynamical feature leads to a smaller quantum probability
of transmission compared to the classical one.
In a similar fashion the zeros of the Husimi function and the associated
stagnation points of the current help to understand the dynamics of the transmission
for p0 > pc, when the quantum transmission is larger than the classical one. Figure
4.7 shows a few classical trajectories superimposed with the Husimi function for
p0 = 2.1. Once again the row of zeros is visible, but this time they are situated
in a region near the classical separatrix. Below the separatrix, where the Husimi
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Figure 4.5: Gray scale log-plot of the Husimi function for time instants t = 1.9, 2.1,
2.3 and 2.5 (see Figure 4.3(b)), organized in the reading direction. Black represents
the absolute maximum and white represents zero. A row of zeros (RZ) is seen in
front of the Husimi maximal values, which is framed by the border zeros (BZ). The
outer zeros (OZ) in the external region are numerical artifacts.
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Figure 4.6: Zoom in the row of zeros for t = 2.1 and p0 = 1.8. The black continous
lines are the energy levels of the classical Hamiltonian, which coincides with the
direction of the classical flow. Three topological dipoles are visible in the image,
marked with square, triangle and circle.
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Figure 4.7: Husimi function for p0 = 2.1 and t = 2.2. The black continuous lines
identify the classical energy levels and the green curve is the separatrix. The row of
zeros can be seen crossing the separatrix.
function is large and the classical trajectories are reflected back, the zeros distort
the flow again, allowing portions of the Husimi function to cross it. Notice that
alongside with the last zero of the row, below the separatrix, is the vortex of the
topological pair, allowing the flow to circulate around it and move to the other side
of the separatrix. This leads to a higher quantum than classical transmission.
Similar processes of flow hindering and boosting were already reported for
the Wigner function. Flow cancellation was shown to be associated to interferences
related to the oscillatory pattern of the Wigner function [37], in analogy to the
flow hindering caused by the blocking zeros. The spreading of the Wigner function
through the separatrix, on the other hand, has been shown to increase the quantum
transmission [61], which relates to the flow boosting caused by the zeros located
near the separatrix.
In summary, the position of the zeros relative to the Husimi function's
maximum and to the classical flow lines are a signature of the transmission regime.
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This particular model exhibited two particular possibilities of relative position, other
systems could offer different situations to be explored.
66
Chapter 5
Final Remarks
In classical mechanics, the motion of a point particle is determined by a set of equa-
tions of motion, associated to the tangent vector to its trajectory. In the classical
statistical description, a probability is employed to describe either the unknown state
of one particle or the distribution of the particles in an ensemble. Due to the normal-
ization of probability distributions, their dynamics can be associated to a probability
current, proportional to the tangent vector of the point particle's trajectories.
Instead of the punctual description of the classical mechanics, in quan-
tum mechanics the state of a system is associated to a ket |ψ〉 or a density operator
ρ̂, and the dynamical equations are respectively the Schrödinger equation and von
Neumann equation. In both position and momentum representations of the quan-
tum state, the probability density is not the fundamental object of study, but the
wavefunction is; it is not possible to translate a position probability distribution
to a momentum distribution without knowledge of the phases. In this way, phase
space representations constitutes a natural setup where the complete information
of a system can be displayed, since it encompasses information about both repre-
sentations in a single distribution. Despite of the being informationally complete,
quantum representations in the phase space are not unique and at some level they
are connected to each other. The Husimi distribution associated to the coherent
states representation is, by its very nature, one that allows for a probabilistic intu-
ition due to its non negativity. Our aim was to determine and study the probability
current associated to the Husimi distribution, the Husimi current.
For unitary time evolution of the quantum system, the Husimi function
exhibits global probability conservation, and a probability current can be associated
to it. We developed from first principles a thorough demonstration of the expression
describing the Husimi current, and this is the main analytical result of the work.
Up to date, there was no general expression for the Husimi current in terms of the
Husimi and the Hamiltonian functions, there were only formulae for Hamiltonians
composed by a kinetic plus a potential term. Our expression is more embracing
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since it is valid for general Hamiltonians, even non Hermitians ones. The Husimi
current can be decomposed in the classical probability current associated to the
Husimi function plus quantum corrections of higher order in ~; in the classical limit,
the corrections become negligible and the classical current remains. We calculated
for simple systems, namely the harmonic oscillator, the free particle, the squeezed
oscillator and the quartic oscillator, explicit expressions for the Husimi current and
found that the quantum corrections greatly change the overall topological structure
of the current, displacing the classical stagnation points and adding new ones. We
found that the new stagnations points always appear in pairs, and both points move
closely to each other in the phase space.
The possibility of defining authentic quantum trajectories for the Husimi
current was investigated, but we found an indeterminacy of the equations of motion
guiding the trajectories at every minimum and maximum of the Husimi function.
In a sense, this indeterminacy is to be expected since at precisely localized points of
the phase space the uncertainty principle would preclude the existence of a precisely
determinated velocity field; this is an impression of the quantum nature of the
problem at hand.
We analysed the relation between the topology of the classical and quan-
tum phase space currents around their stagnation points in each dynamical regime.
The new stagnation points belong to two classes: the trivial ones, located at the
zeros of the Husimi function, and the non trivial ones, located, in general, in the
vicinity of the trivial stagnation points. According to the definition we presented,
the trivial stagnation points have a topological charge, related to the orientation of
the current around it, equal to −1, while the non trivial ones have charge equal to
+1.
The zeros of the Husimi function contains the information needed to
describe the quantum state, at the wavefunction level, and pose as a key feature to
understand the quantum behaviour of a system. If the state is a statistical mixture
it does not have Husimi zeros, attesting the quantum nature of these points. The
Husimi zeros also play an important role in the phase space current; at the zeros
the Husimi current presents new stagnation points that are saddle points of the
flow, with an attractive and a repelling direction. These saddle points are not
present in the classical current and they promote differences in the dynamics of the
probability densities between both regimes. Since saddle points bear a topological
charge, other stagnation points must be present in order to conserve the total charge
of the Husimi current. We showed that for each saddle point exists a vortex in the
current, responsible for the charge conservation, constituting a pair, or topological
dipole. The location of the dipoles relative to the classical trajectories of the system
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is a signature of the differences between the dynamical regimes. For the case of
tunnelling through a Gaussian barrier two distinct situations were observed:
1. dipoles situated over classical trajectories that cross the barrier hinder the
quantum transmission rate due to a partial blocking;
2. dipoles situated near the classical separatrix increase the quantum transmis-
sion rate because it opens paths through the separatrix.
Other systems could offer new situations to be interpreted. In the Wigner-Weyl
formulation of phase space mechanics, similar findings regarding the hindering and
the increase of quantum transmission were reported, but in a different language. We
speculate that each phase space representation would exhibit similar features whose
consequences are the ones listed above.
Two other aspects of this work are: the source and sink contributions to
the Husimi function dynamics, and the gauge choice for the Husimi current. The
first could be analysed in the context of non Hermitian quantum mechanics; the
second could be explored as a way to change the topological behaviour of the Husimi
current by displacing or eliminating stagnations points, but we did not considered
other options for the gauge we used.
The approach we employed in the construction of the Husimi current,
its analytical expression, used the differential form of the creation and annihilation
operators acting in the averaged functions of the coherent state representation. This
approach can be immediately extended to other operator algebras to obtain their
associated currents and, possibly, to obtain a generalization of the result for arbitrary
algebras in the framework of the generalized coherent states representation.
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Appendix A
Voros Product
There are several ways to construct the Voros bracket. The approach we will use
here is based on the reproducing properties of the coherent state wavefunction.
Let B̂ and Ĉ be operators described by their normal power series in â†
and â:
B̂ =
∞∑
m,n=0
bmnâ
†mân, Ĉ =
∞∑
m,n=0
cmnâ
†mân
The average of each operator in a coherent state produces the map B̂ 7→ B =
tr
(
B̂|z〉〈z|
)
, where
B ≡ B (z, z¯) =
∞∑
m,n=0
bmnz¯
mzn
We want to establish the operator ? that reproduces for the functions B and C the
operator product. This is, given D̂ = B̂Ĉ and D = tr
(
D̂|z〉〈z|
)
,
D = B ? C.
Let us begin evaluating the product inside the trace:
tr
[
B̂Ĉ|z〉〈z|
]
= 〈z|B̂Ĉ|z〉
=
ˆ
d2w〈z|B̂|w〉〈w|Ĉ|z〉
=
ˆ
d2w〈z|w〉〈w|z〉B (w, z¯)C (z, w¯)
=
ˆ
d2we−(w¯−z¯)(w−z)H (w, z¯) ρ (z, w¯) . (A.1)
From the first to the second line we inserted between the operators a resolution
of the identity operator (2.6), in the coordinates (w, w¯); from the second to the
third we used the definition of the averaged function; and to the fourth line we used
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expression (2.7) for the overlap between coherent states. The functions B and C
can be expanded in the w and w¯ coordinates in the vicinity of (z, z¯) in the following
way:
B (w, z¯) =
∞∑
k=0
1
k!
(
∂kB (w, z¯)
∂wk
∣∣∣∣
w=z
(w − z)k
∞∑
k=0
1
k!
∂kB (z, z¯)
∂zk
(w − z)k ;
C (z, w¯) =
∞∑
k=0
1
k!
(
∂kC (z, w¯)
∂w¯k
∣∣∣∣
w¯=z¯
(w¯ − z¯)k
∞∑
k=0
1
k!
∂kC (z, z¯)
∂z¯k
(w¯ − z¯)k .
Substituing these expression in (A.1), we obtain
tr
[
B̂Ĉ|z〉〈z|
]
=
∞∑
k,l=0
1
k!
1
l!
∂kB (z, z¯)
∂zk
∂lC (z, z¯)
∂z¯l
ˆ
d2we−(w¯−z¯)(w−z) (w − z)k (w¯ − z¯)l ,
where d2w = dwdw¯/2pii. In order to integrate, we first make the substitution
x = w − z, and then write the new variable as x = reiφ:
ˆ
d2we−(w¯−z¯)(w−z) (w − z)k (w¯ − z¯)l =
ˆ
d2xe−x¯xxkx¯l
=
ˆ 2pi
0
dφ
2pi
ˆ ∞
0
dre−r
2
rk+l+1eiφ(k−l).
The integration in φ results
ˆ 2pi
0
dφ
2pi
eiφ(k−l) = δk,l,
where δk,l is the Kornecker delta. We now make r2 = t with k = l which implies in
ˆ ∞
0
dre−r
2
rk+l+1 =
ˆ ∞
0
dte−ttk = k!.
Putting everything together the result is
tr
[
B̂Ĉ|z〉〈z|
]
=
∞∑
k=0
1
k!
∂kB (z, z¯)
∂zk
∂kC (z, z¯)
∂z¯k
,
which means that
B ? C = B exp
{←−
∂
∂z
−→
∂
∂z¯
}
C.
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Other approaches can be used to demonstrate this result. Particularly, in
chapter 3, instead of solving the integral expression above, we develop a differential
algebra for each operator acting on the coherent state projector |z〉〈z|. At that point
we calculate the Husimi current, but that formalism could also be used to obtain
the Voros product.
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Appendix B
Split-Time Operator Method
The computation of the dynamics of a quantum state |ψ〉 can be done by decompo-
sition of the total time evolution operator in small time steps δ, such that
exp
{
Ĥ
i~
t
}
|ψ〉 =
[
exp
{
Ĥ
i~
δ
}]N
|ψ〉,
where N = t/δ is the number of intervals. Assuming a Hamiltonian operator split
in a kinetic term p̂
2
2m
and a potential term V (x̂), for each time step δ, the evolution
is given by
exp
{
Ĥ
i~
δ
}
|ψ〉 = exp
{
p̂2
2im~
δ +
V (x̂)
i~
δ
}
|ψ〉. (B.1)
In general, the time evolution operator can not be unbraided into an analytical
expression and we need to make approximations to calculate it. Instead of using
the unitary evolution given above, we split the exponential into three terms, in the
following way:
exp
{
p̂2
2im~
δ +
V (x̂)
i~
δ
}
|ψ〉 = exp
{
p̂2
2im~
δ
2
}
exp
{
V (x̂)
i~
δ
}
exp
{
p̂2
2im~
δ
2
}
|ψ〉.
(B.2)
This computation is equivalent to make a half evolution in position, the whole
evolution in momentum, and again a half evolution in position. This composition is
also an unitary operator. Both operators, the original one (B.1) and the composite
(B.2), are equivalent up to second order in δ, as can be checked by direct calculation.
In this way, the composite operator is a good approximation to the time evolution
operator for sufficiently small time steps.
The use of fast Fourier transforms (FFTs) allows a fast transition be-
tween the position and momentum representations of a state. Since we split the time
evolution into pure momentum and position operators, we can transform the wave-
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function to a representation such that the action of an operator become a simple
multiplication. In this way we speed up the numerical calculation.
In what follows we will denote ψ (p, t) = 〈p|ψ〉 the wavefunction in the
momentum representation, and ψ (x, t) = 〈x|ψ〉 the wavefunction in the position
representation, given by the Fourier transformation
ψ (x, t) =
ˆ
dp〈x|p〉ψ (p, t) .
The inverse tranformation is given by
ψ (p, t) =
ˆ
dx〈p|x〉ψ (x, t) .
In equation (B.2), we begin evaluating in the momentum representation:
ψ1 (p, t) = 〈p| exp
{
p̂2
2im~
δ
2
}
|ψ, t〉
= exp
{
p2
2im~
δ
2
}
ψ (p, t) ;
where ψ1 (p, t) is the wavefuntion after the first half momentum evolution. Notice
that this half evolution becomes a multiplication by a phase. In a second step we
Fourier transform the wavefunction to the position representation and evaluate the
term with the potential:
ψ2 (x, t) = 〈x| exp
{
V (x̂)
i~
δ
}
exp
{
p̂2
2im~
δ
2
}
|ψ, t〉
= exp
{
V (x)
i~
δ
}ˆ
dp〈x|p〉ψ1 (p, t)
= exp
{
V (x)
i~
δ
}
ψ1 (x, t) .
The outcome after this evolution is ψ2 (x, t), and the evolution is a multiplication
by a phase factor. Now, we end with the last half evolution
ψ (p, t+ δ) = 〈p| exp
{
p̂2
2im~
δ
2
}
exp
{
V (x̂)
i~
δ
}
exp
{
p̂2
2im~
δ
2
}
|ψ〉
= exp
{
p2
2im~
δ
2
}ˆ
dx〈p|x〉ψ2 (x, t)
= exp
{
p2
2im~
δ
2
}
ψ2 (p, t) .
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The result after all these steps described above is the wavefunction in the momentum
representation. By performing a Fourier transform, the wavefunction in the position
representation can be obtained as well.
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Appendix C
Commutation Relations
Given two differential operators A and B, which satisfy the following commutation
relation:
AB −BA = ±1;
we will prove that the general commutator between powers of A and B is given by
AnBm =
min(m,n)∑
k=0
r±m,n,kB
m−kAn−k, (C.1)
where the coefficient r is
r±m,n,k =
(±1)km!n!
k! (m− k)! (n− k)! .
Our approach is based on a proof by induction. Let us evaluate the
element An+1Bm. Firstly, we will single a factor A to the left, and then apply
expression (C.1) for n = 1, namely ABm = BmA±mBm−1:
An+1Bm = AAnBm
=
min(m,n)∑
k=0
r±m,n,kAB
m−kAn−k
=
min(m,n)∑
k=0
r±m,n,kB
m−kAAn−k ±
min(m,n)∑
k=0
r±m,n,k (m− k)Bm−k−1An−k
=
min(m,n)∑
k=0
r±m,n,kB
m−kAn+1−k ±
min(m,n)+1∑
k=1
r±m,n,k−1 (m− k + 1)Bm−kAn+1−k.
In order to pass to the last line we shifted the index k by one in the second term.
If we add to the first summation above the term with k = min (m,n) + 1, it does
not change the expression because this term is zero, since rm,n,k = 0 when k > m or
k > n. By the same argument, if we add to the second summation the term with
79
k = 0, the expression remains the same. In this way,
An+1Bm =
min(m,n+1)∑
k=0
[
r±m,n,k ± r±m,n,k−1 (m− k + 1)
]
Bm−kAn+1−k.
The term with k = m + 1 can be removed from the sum because it is zero. The
factors between brackets add to
r±m,n,k ± r±m,n,k−1 (m− k + 1) = r±m,n+1,k,
such that
An+1Bm =
min(m,n+1)∑
k=0
r±m,n+1,kB
m−kAn+1−k.
This proves (C.1). When we change the order of the powers of A and B, we also
need to change the coefficients r± to r∓.
Now, for the operators X and D given in section 3.2, the commutation
relation is
DX −XD = 1.
We can identify in (C.1) A = D and B = X, with the plus sign in r±. In this way
DnXm =
min(m,n)∑
k=0
r+m,n,kX
m−kDn−k.
If we change the operators, A = X and B = D, we need to use the minus sign for
r±, and we obtain
XnDm =
min(m,n)∑
k=0
r−m,n,kD
m−kXn−k.
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Appendix D
Simplifications in the Husimi Current
The starting point in this Appendix is the following expression for the Husimi cur-
rent:
J =
1
i~
∑
m,n
∑
k=0
∑
l=1
∑
s=0
[
h¯mnr
−
m,n,kr
+
l−1,n−k,s
(
m− k
l
)
z¯m−k−lzn−k−s
∂l−s−1
∂zl−s−1
]
Q.
(3.17)
Whenever the terms in a power or in a factorial are negative, they do not contribute
to the whole expression. This allow us to omit the upper limit of the sum. The
first modification we make is the substitution of the indexes l 7→ i = l − s and
k 7→ j = k + s, which results in
J =
1
i~
∑
m,n
∑
s=0
∑
j=−s
∑
i=1
[
h¯mnr
−
m,n,j−sr
+
i+s−1,n+s−j,s
(
m+ s− j
i+ s
)
z¯m−j−izn−j
∂i−1
∂zi−1
]
Q.
The terms containing s can be expanded in the following way:
r−m,n,j−sr
+
i+s−1,n+s−j,s
(
m+ s− j
i+ s
)
=
(−1)jm!n!
(m− j − i)! (n− j)! (i− 1)!
(−1)s
(j − s)!s! (i+ s) .
In order to evaluate the sum in s, we define the generating function
f (x) =
1
j!
∞∑
s=0
(−1)s j!xi+s
(j − s)!s! (i+ s) .
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Notice that the sum in s is given by f (1). We have for its derivatives
f ′ (x) =
1
j!
∞∑
s=0
(−1)s j!
(j − s)!s!x
i+s−1
=
(−1)j
j!
xi−1
∞∑
s=0
(
j
s
)
(−1)j−s xs
=
(−1)j
j!
xi−1 (x− 1)j ,
and since f (0) = 0, we integrate in x up to 1 to obtain
f (1) =
(−1)j
j!
ˆ 1
0
xi−1 (x− 1)j dx.
Integrating j times by parts, the result is
ˆ 1
0
xi−1 (x− 1)j dx = (−1)
j j! (i− 1)!
(i+ j)!
.
In this way
J =
1
i~
∑
i=1
∂i−1Q
∂zi−1
∑
m,n
∑
j=0
1
(i+ j)!
h¯mn
(−1)jm!n!
(m− j − i)! (n− j)! z¯
m−j−izn−j
=
1
i~
∑
i=1
∂i−1Q
∂zi−1
∑
j=0
(−1)j
(i+ j)!
∂2j+iH
∂z¯j+i∂zj
;
which is the desired simplified expression.
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Appendix E
The Squeezed Oscillator
In this Appendix we show how to obtain expressions (3.20) and (3.21) for the Hamil-
tonian and the Husimi current for squeezed states. The Hamiltonian will be given
by
Ĥ = ~ω′
(
â′†â′ +
1
2
)
,
where the frequency is ω′ = σ
′
p
mσ′x
and the primed creation and annihilation operators
are
â′ =
1
2
x̂
σ′x
+
i
2
p̂
σ′p
, â′† =
1
2
x̂
σ′x
− i
2
p̂
σ′p
.
Let us consider coherent states with widths σx and σp different from the
ones in the operators above. We need to write the primed operators in terms of the
unprimed ones. First, we express the position and momentum operators as
x̂ = σx
(
â† + â
)
, p̂ = iσp
(
â† − â) ;
and then, for the primed annihilation operator, we obtain
â′ =
1
2
x̂
σ′x
+
i
2
p̂
σ′p
=
1
2
(
σx
σ′x
− σp
σ′p
)
â† +
1
2
(
σx
σ′x
+
σp
σ′p
)
â.
Defining the squeezing parameter r as
er =
σx
σ′x
=
σ′p
σp
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the primed operators are
â′ = â† sinh r + â cosh r,
â′† = â† cosh r + â sinh r,
and the frequency, once the mass remains the same for both set of parameters, is
ω′ = e2r
σp
mσx
= e2rω.
The Hamiltonian is expressed in the unprimed operators as
Ĥ = ~ωe2r
{
1
2
(
â†2 + â2
)
sinh 2r + â†â cosh 2r +
1
2
cosh 2r
}
, (E.1)
and has the averaged function
H = ~ωe2r
[
1
2
(
z¯2 + z2
)
sinh 2r + z¯z cosh 2r +
1
2
cosh 2r
]
.
The Husimi current can then be evaluated for the above Hamiltonian, noticing that
the useful non zero derivatives are
∂H
∂z¯
= ~ωe2r (z¯ sinh 2r + z cosh 2r) ,
∂2H
∂z¯2
= 2~ωe2r sinh 2r.
When we take the limit r → 0, where both sets of widths are the same,
in the Hamiltonian operator (E.1), we have
lim
r→0
e2r sinh 2r = 0, lim
r→0
e2r cosh 2r = 1,
such that the Hamiltonian becomes that of the harmonic oscillator:
Ĥ = ~ω
(
â†â+
1
2
)
.
Otherwise, when r → −∞, which is equivalent to 1
σ′x
= 0, we have
lim
r→−∞
e2r sinh 2r = −1
2
, lim
r→−∞
e2r cosh 2r =
1
2
,
and the Hamiltonian operator becomes the one that describes the free particle:
Ĥ = −~ω
4
(
â† − â)2 .
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Appendix F
Classical Stagnation Points
We are interested in the calculation of the eigenvalues of the following matrix:
G [J¯ , J] = ( ∂J∂z ∂J∂z¯
∂J¯
∂z
∂J¯
∂z¯
)
;
which describes the first oreder behaviour of the classical phase space current around
a stagnation point. In this expression J is the classical current given by
J =
1
i~
Q
∂H
∂z¯
, J¯ = − 1
i~
Q
∂H
∂z
, (F.1)
where Q = |ψ (z, z¯)|2. In this expression ψ does not indicate the quantum wave-
function of a system, but only shows that the classical probability distribution is
always non negative. There are two classes of stagnation points, given by Q = 0 or
by ∂H
∂z
= 0. In order to evaluate the eigenvalues at these points we solve the secular
equation for the matrix G presented above. Using expression (F.1), the equation
reads
λ2 − λ
(
∂J¯
∂z¯
+
∂J
∂z
)
+
∂J
∂z
∂J¯
∂z¯
− ∂J
∂z¯
∂J¯
∂z
= 0.
When Q = 0 the equation simplifies to
λ = 0
because all the derivatives of Q evaluate to zero because the stagnation point is a
local minimum. In the other case the secular equation becomes
λ2 +
Q2
~2
(
∂2H
∂z¯∂z
)2
− Q
2
~2
∂2H¯
∂z¯2
∂2H
∂z2
= 0,
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with solutions given by λcl = ±Q~
√
detK, where K is the Hessian matrix, given by
K =
(
∂2H
∂z2
∂2H
∂z¯∂z
∂2H
∂z¯∂z
∂2H
∂z¯2
)
.
In this way, the eigenvalues of G at the stagnation points are given byλcl = 0, if Q = 0,λcl = ±Q~√detK, if ∂H∂z¯ = 0.
