In the prequel to this paper we introduced eight reproducing graph models. The simple idea behind these models is that graphs grow because the vertices within reproduce. In this paper we make our models more realistic by adding the idea that vertices have a finite life span. The resulting models capture aspects of systems like social networks and biological networks where reproducing entities die after some amount of time.
Introduction
Networks are everywhere, wherever a system can be thought of as a collection of discrete elements, linked up in some way, networks occur. With the acceleration of information technology more and more attention is being paid to the structure of these networks, and this has led to the proposal of many models [1] [2] [3] .
In many situations networks grow-expanding in size as material is produced from the inside, not added from outside. To study network growth we introduced a class of pure reproduction models [4, 5] , where networks grow because the vertices within reproduce. These models can be applied to many situations where entities are introduced which derive their connections from pre existing elements. Most obviously they could be used to model social networks, collaboration networks, networks within growing organisms, the internet and protein-protein interaction networks. One of our systems (model 3) has also been introduced independently [6] , proposed as a model for the growth of online social networks.
In our pure reproduction models networks grow endlessly in a deterministic fashion. This allows a rigorous analysis, but costs a degree of realism. Nature includes birth and death and entities may be destroyed for reasons of conflict, crowding or old age. In this paper we consider age; and extend our models by including vertex mortality.
The Models
In [5] we defined a set { : {0,1, ,7}} In our age capped reproduction models we think of the vertices as having ages. Graphs grow under these models exactly as before, except that vertices grow and then die when their age exceeds some pre-specified integer Q . 
The Number of Vertices
In our case 1 = . 
L is a primitive matrix with characteristic polynomial 
Binary Strings
As we update our graphs, their vertex sets will grow, and a good way to keep track of these vertex sets is to use binary strings. Suppose v is a vertex of 0 G . When we update G we write ( ,0) v and ( ,1) v to denote v 's offspring, and v itself (respectively), in the graph 1 G . This means, for example, that (( ,0),0) v is the grand child of (( ,1),1) v in 2 G . We use short hand by omitting the parenthesis, so for example we write ,0),0) ((v as 00
v . An example of the evolution of model 2 is shown in Figure 1 .
When our age cap = Q  an initial graph 0 0 0 = ( , ) G V E will evolve in exactly the same way as in pure reproduction i.e. t V  and edge set as specified in [5] . When Q is finite the situation is more complex, but our binary string notation allows us to keep track of the ages of vertices in a convenient way.
Let If the initial graph holds vertices of non-zero age; t G can be obtained by taking the structure described in theorem 1 and removing every vertex of the form (1 ) n v a , where n plus the age of v (in 0 G ) is greater than Q .
How Edges Connect Vertices of Different Ages
To keep track of the number of edges of t G it helps to consider how vertices of different ages link to one another. Let S denote the Leslie matrix with all survival rates set at one and all fertility rates set at zero. Let F denote the Leslie matrix with all survival rates set at zero and all fertility rates set at one (note
). Let us define the age sampling vector
of a vertex to be such that i X is the number of neighbours it has of age i .
Applying the Q m T , update will cause an age Q n  vertex to have an offspring with age sampling vector
and also, provided Q n < , this vertex will also survive the Q m T , update to become a parent with age sampling vector
Equations (1) and (2) describe how the age sampling vector of a vertex determines the age sampling vector of itself and its offspring on the next time step. Repeatedly using these equations allows us to understand how the history of a vertex relates to its connectivity. The sequence of zeros and ones in a tell us the sequence of birth and survival stages which lead to the creation of a vertex 
Since the graphs we are concerned with are undirected we have
The average asymptotic rates of increase of the minimal and maximal degrees for the different models are given in Table 1 . We use the term average because, under some models, these extremal degrees increase at varying rates dependant upon the time modulo 1  Q . These rates where found by determining which binary string describes a vertex with maximal (or minimal) degree and using Equations (1) 
Connectivity, Degrees and Distances in Specific Models
In this section we will focus on reproduction mechanisms with {1, 2,3,5, 6, 7} m  , one after another, and discuss the development of: connected components, number of edges, degree distributions, average path length and diameter. We do not discuss the dynamics when = 0 m or = 4 m because they are relatively uninteresting. Before we discuss the specifics it is worth pointing out an effect that occurs under many models. We say that a graph is age mixed when each of it edges connect a pair of vertices with different ages. If = 0  and Q t > then t G will be age mixed. The reason is that when 0 =  offspring are not born connected to one another. So when Q t > all of the initial vertices will be dead, and t G will never again produce linked vertices with the same age.
Saying that t G is age mixed has many implications, for example it means that t G has chromatic number Q  because its vertices may be coloured according to their ages. [5] , imply that vb will be a neighbour of ua iff 
Aspects of Model 1
Leslie matrix. It follows that the number of non-isolated vertices in t G increases asymptotically at a rate of G has a cutset of edges that connect pairs of age Q vertices. This can only happen during the first Q updates.
Regarding the edges, Equations (3) and (4) 
The matrix which describes how (7) 
so it appears at the high end, as if the distribution obeys a geometric law. Whilst it seems there is some pattern in the degree distribution at the high degrees, the behaviour of the distribution of the lower degree vertices is more mysterious. For example it appears that when 1 > Q there will be less degree 1 vertices than degree 2 vertices when t is large.
Global notions of distance (such as diameter) do not really make sense when 1 = m because the structure is disconnected, with many isolated vertices.
Aspects of Model 2
Introducing an age cap into the 2 = m model leads to fascinating self replicative behaviour. Whatever graph we begin with we end up with a set of special tree graphs that grow up and break into more tree graphs. Let , over n time steps, will be age-isomorphic to the graph n S  which grew out of the initial vertex, over n time steps (by age-isomorphic we mean there is a one to one mapping, from one vertex set to the other, which preserves the adjacency, non-adjacency and ages of the vertices).
More generally = causes the graph to break into numerous components, namely
consists of 1  Q different connected components, one age-isomorphic to n S  for each Q n  . Each of these connected components will evolve in the same manner-growing until the age of its central vertex exceeds Q , at which point it will fragment into yet more of these special trees.
Any initial graph will evolve to become a set of these trees after 1 
is equivalent to the transpose of the Leslie matrix L . It follows that when t is large t n C will increase at a rate of Q  and the probability that a random connected component is age-isomorphic to i S  will be ( 1) =0
( 1)
The number of edges is described by the equations: 
Now the probability
that a randomly selected vertex of t G will be of degree k will be equal to [the probability that a randomly selected vertex of t G be- 
The probability that a randomly selected vertex of i S  will be of degree k will be
Hence as t   we have
Suppose t is large.
and if
Once again we do not discuss distances because global notions of distance do not really make sense upon graphs which constantly disconnect.
Aspects of Model 3
Growth model 3 produces complicated structures; we can say a little about their connectivity using reasoning like that used when 1 = m . Since newborn vertices are never linked, Q t > implies that t G will not hold any linked vertices with the same age. If 0 G is connected then t G will usually be connected. When 0 G has a cutset of edges connecting pairs of vertices with the same age then 3, 0 ( ) Q T G will be disconnected. This is the only way that structures can become disconnected, and it can only happen during the first Q updates.
With respect to edge numbers, there are many similarities in the way that t G evolves when 1 = m and 3 = m . The only difference is that when 3 = m offspring are connected to their parents, and this means that the equations which describe the evolution of 
so the distribution again obeys a geometric law at the high end.
we can describe the evolution of the degree distribution exactly for any initial graph 0 G that is age mixed with no isolated vertices. Applying 3, 1 T to 0 G is equivalent to changing the age of each vertex (from 0 to 1, and from 1 to 0) and then, for each age 1 vertex v , adding an age zero vertex that is only adjacent to v . 
,
Solving these equations implies
we have
and when 2
When we introduce mortality our graphs seem to get longer. Diameter and average path length become greater. This is a result of the death of old vertices (which tend to be more central), this decreases the ease with which one can travel between the extremities.
Let 
If u is age zero and v is age one in ) ( 3,1 G T then after the update we have ( 1, 0)
. If u and v are both of age one then after the update ) ,
. The diameter of t G will increase by two every two time steps and moreover the system obeys the equations ( ) = .
.
Equations (3) and (4) which describes the development of the edges may be cast as the matrix equation Suppose our initial graph is connected, non-trivial and age zero. t G can be obtained by replacing each vertex by a cluster of [ 
This means (irrespective of Q ) that when t is large the average length approaches the constant | |
The diameter of t G will be the maximum of the diameter case is similar except that the number of edges is bolstered by the number of vertices t i n , which increases at a lesser rate of Q  . For large t the effect of these additional edges is hence negligible and the number of edges again increases at a rate of 2 Q  .
