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Abstract
After reviewing the four eigenvalues (the conformal dimension, two SU(2) quantum num-
ber, and U(1) charge) in the minimal (and higher) representations in the Wolf space coset
where the N = 4 superconformal algebra is realized by 11 currents in nonlinear way, these four
eigenvalues in the higher representations up to three boxes (of Young tableaux) are examined
in detail. The eigenvalues associated with the higher spin-1, 2, 3 currents in the (minimal and)
higher representations up to two boxes are studied. They are expressed in terms of the two
finite parameters (N, k) where the Wolf space coset contains the group SU(N + 2) and the
affine Kac-Moody spin 1 current has the level k. Under the large (N, k) ’t Hooft-like limit,
they are simply linear combinations of the eigenvalues in the minimal representations. For
the linear case where the N = 4 superconformal algebra is realized by 16 currents in linear
way, the eigenvalues, corresponding to the spin 2 current and the higher spin 3 current, which
are the only different quantities (compared to the nonlinear case), are also obtained at finite
(N, k). They coincide with the results for the nonlinear case above after the large (N, k)
’t Hooft-like limit is taken. As a by product, the three-point functions of the higher spin
currents with two scalar operators can be determined at finite (N, k).
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1 Introduction
It is known in [1] that the conformal dimension of a coset G
H
primary can be described as
h(Λ+; Λ−) =
C(N+2)(Λ+)
(k +N + 2)
− C
(N)(Λ−)
(k +N + 2)
− uˆ
2
N(N + 2)(k +N + 2)
+ n. (1.1)
The quantity C(N+2)(Λ+) is the quadratic Casimir of SU(N+2) ofG on the representation Λ+.
Similarly, the quantity C(N)(Λ−) is the quadratic Casimir of SU(N) ofH on the representation
Λ−. These Casimirs depend on N and have explicit forms for any representations. The uˆ
charge is related to the U(1) (of H) current of large N = 4 “linear” superconformal algebra
[2, 3, 4, 5, 6]. Finally, the last quantity n is known as the excitation number which can
be positive integer or half-integer. That is, n = 1
2
, 1, 3
2
, · · ·. When the representation Λ−
appears in the branching of Λ+, then this excitation number vanishes. Otherwise (when the
representation occurs in the product of (Λ+; 0) and (0; Λ−)), in general, the excitation number
is nonzero. Because the uˆ charge behaves as N under the large (N, k) ’t Hooft-like limit and
due to the fact that the denominator behaves as cubic term, the third term in (1.1) behaves
differently when one compares to the first two terms of (1.1). Note that the quadratic Casimir
behaves as N under the large (N, k) ’t Hooft-like limit. The quantity k appearing in (1.1) is
the level of spin 1 current having the adjoint index of SU(N + 2).
In this paper, we would like to examine the above conformal dimensions closely, obtain
them at finite (N, k), identify the BPS representations (as well as non BPS representations),
and observe some relation between the above formula (1.1) and the BPS bound [7, 8, 9],
up to three boxes of Young tableaux. The BPS bound is described in terms of two SU(2)
quantum numbers l± corresponding to six spin 1 currents of the large N = 4 “nonlinear”
superconformal algebra [10, 11, 7, 12]. Therefore, the four quantum numbers, h corresponding
to the stress energy tensor of the large N = 4 nonlinear superconformal algebra, l±, and uˆ will
be presented explicitly. One of the reasons why one should reexamine these quantum numbers
is that there is no known formula like as (1.1) for the higher spin currents. In particular, when
the excitation number is nonzero (the representation appears in the product of (Λ+; 0) and
(0; Λ−)), then the conformal dimensions and other eigenvalues corresponding to the higher
spin currents are not sum of the ones in (Λ+; 0) and the ones in (0; Λ−). Instead, there is a
contribution, at finite (N, k), from the commutator between the zeromode of spin 2 current
(or the zeromode of higher spin current) and other mode from the multiple product of spin 1
2
curents having the adjoint index of SU(N+2). After one makes sure that the two approaches,
from the conformal formula (1.1) directly and from the collection of three contributions above,
give the same answer, one can go to the eigenvalues for the higher spin currents.
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Because there is a higher spin symmetry in the Wolf space coset [13, 14, 15, 16], it is
natural to ask what are the eigenvalues for the higher spin currents on the (minimal and)
higher representations. How one can obtain the eigenvalues of the higher spin zero modes
acting on the higher representations? Recall that in the above eigenvalues, h, l± and uˆ, the
first three quantum numbers for the any representation remains the same by going to its
complex conjugated representation. However, the last one, uˆ charge can have an extra minus
sign under this process. In particular, when one considers the vanishing excitation number
(when the representation Λ− appears in the branching of Λ+), the SU(N + 2) generators
play the crucial role in the calculations of these eigenvalues. One can associate the quadratic
SU(N + 2) generators with the zeromodes of the three quantities (corresponding to h and
l±) while linear SU(N + 2) generators with the zeromode of spin 1 current corresponding to
uˆ. Then it is obvious to see that the former does not change the sign and the latter does
change the sign when one changes the sign of SU(N + 2) generators because the complex
conjugated representation is the minus of the original representation. We will see that some
states contain the same quantum number h but they will have different quantum numbers
from the higher spin currents.
Recall that the lowest 16 currents of the N = 4 multiplet have the spin contents, (1,
(3
2
)4, 26, (5
2
)4, 3). For the higher spin 1 and 3 currents which transform as SO(4) singlet,
one expects that there should be minus sign between the representation and its complex
conjugated representation. On the other hand, there is no sign change for the higher spin
2 currents, which transform as two SU(2) adjoints, between these two representations. One
can make two SU(2) singlets by squaring of each higher spin 2 current and summing over
the adjoint indices, in analogy of two quantities corresponding to the quantum numbers l±.
Of course, their conformal dimensions are 4. For the minimal representations, (f ; 0) (or
(f ; 0)) and (0; f) (or (0; f)), the corresponding eigenvalues for the higher spin currents were
obtained in [17]. In this paper, the eigenvalues for the higher spin currents in the higher
representations, which are obtained from the various products of the minimal representations
(which will correspond to single or multi particle states in the AdS3 bulk theory in the large
(N, k) ’t Hooft like limit), are determined explicitly by considering the eigenvalues for each
minimal representation (and some additional eigenvalue contributions).
One of the reasons why one should obtain the eigenvalues for the higher spin currents
is that one can determine the three-point functions (in the higher representations) for the
higher spin (which is fixed) current with two scalar operators at finite (N, k). It will turn out
that although the various three-point functions for the higher spin currents with two scalar
operators depend on (N, k) explicitly (so far, it is not known how to write them down in
6
terms of the data of the representations, contrary to (1.1)), the large (N, k) ’t Hooft like limit
of them leads to very simple form. That is, the ’t Hooft coupling dependent piece of the
three-point functions in the higher representations (the coefficient of the two point function
of two scalar operators) is a multiple of the ones in the minimal representations. For example,
for the higher spin 3 current, the fundamental quantities are given by the eigenvalues of the
representations, (0; f) (or (0; f)), (f ; 0) (or (f ; 0)) and (f ; f) (or (f ; f)). The first two of these
behave as the functions of ’t Hooft coupling while the last one behaves as 1
N
. Although we
consider the two boxes (of Young tableaux) in this paper, we expect that the above behavior
holds for any boxes of the Young Tableaux 2.
In section 2, the work of Gaberdiel and Gopakumar [1] is reviewed. The four eigenvalues
mentioned in the abstract are obtained. There are also new observations for the eigenvalues
with the mixed higher representation.
In section 3, further eigenvalues are determined for the other higher representations 3 up
to three boxes of Young tableaux. In particular, we summarize the conformal dimensions we
have found under the large (N, k) ’t Hooft like limit with Tables.
In section 4, the eigenvalues for the higher spin currents in the minimal representations
[17] are reviewed.
In section 5, as in sections 2 and 3, the eigenvalues for the higher spin currents in the
higher representations up to two boxes of Young tableaux are obtained. This section is one
of the main results of this paper. Some Tables under the large (N, k) ’t Hooft like limit
summarize this section.
In section 6, some results [22] corresponding to sections 2 and 3 in the linear version are
reviewed.
In section 7, some results [17] corresponding to section 4 in the linear version are reviewed.
In section 8, some results corresponding to section 5 in the linear version are obtained.
This section is also one of the main results of this paper. Section 5 is necessary to understand
the results of this section.
In section 9, some open problems related to this paper are presented. Some expectations
for the particular eigenvalues for the higher spin currents are given.
In Appendices, the SU(N + 2 = 5) generators in various higher representations are given
2 Recently [18], by analyzing the BPS spectrum of string theory and supergravity theory on AdS3 × S3 ×
S
3×S1, it has been found that the BPS spectra of both descriptions agree (where the world sheet approach is
used). See also [19, 20, 21] for further studies along this direction. It would be interesting to see how the large
N = 4 superconformal higher spin and CFT duality arises in the context of these world sheet approaches.
3The higher representations can be obtained from the minimal representations and have more than two
boxes of Young tablueaux. The currents of the N = 4 nonlinear superconformal algebra can act on the
minimal representations as well as the higher representations.
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explicitly. Although the similar SU(N + 2 = 7, 9, 11, 13) generators in higher representations
(with two boxes) can be presented, but they are omitted here.
The mathematica [23] package by Thielemans [24] is used all the time.
Although some presentations are repetitive, most of the subsections (for example, sections
3 or 5) can be read independently and are self-contained.
2 Review of the work of Gaberdiel and Gopakumar
The unitary Wolf space coset [13, 14, 15, 16] is given by
Wolf =
G
H
=
SU(N + 2)
SU(N)× SU(2)× U(1) .
The adjoint group indices in the complex basis are divided into
G indices : a, b, c, · · · = 1, 2, · · · , 1
2
[(N + 2)2 − 1], 1∗, 2∗, · · · , 1
2
[(N + 2)2 − 1]∗,
G
H
indices : a¯, b¯, c¯, · · · = 1, 2, · · · , 2N, 1∗, 2∗, · · · , 2N∗. (2.1)
For given (N +2)× (N +2) unitary matrix, one can associate the above 4N Wolf space coset
indices as follows [1]: 
∗ ∗
∗ ∗
...
...
∗ ∗
∗ ∗
∗ ∗ · · · ∗ ∗
∗ ∗ · · · ∗ ∗

(N+2)×(N+2)
. (2.2)
Note that the adjoint subgroup H indices run over 1, 2, · · · , 1
2
[N2 + 3], 1∗, 2∗, · · · , 1
2
[N2 + 3]∗.
The operator product expansions (OPEs) between the spin-1 current V a(z) and the spin-1
2
current Qa(z) are described as [25]
V a(z) V b(w) =
1
(z − w)2 k g
ab − 1
(z − w) f
ab
c V
c(w) + · · · ,
Qa(z)Qb(w) = − 1
(z − w) (k +N + 2) g
ab + · · · ,
V a(z)Qb(w) = + · · · . (2.3)
The positive integer k is the level of the spin 1 current. The metric gab in (2.3) is given
by gab = Tr(TaTb) and the structure constant fabc is given by fabc = Tr(Tc[Ta, Tb]) where Ta
8
is the SU(N + 2) generator. Note that the nonvanishing metric components are given by
gAA∗ = gA∗A = 1 where A = 1, 2, · · · , 12 [(N + 2)2− 1]. Then by raising the SU(N +2) adjoint
lower index A, one has the SU(N + 2) adjoint upper index A∗ and vice versa. Note that the
above adjoint indices a, b, · · · for the group G are further divided into index A and index A∗.
The explicit 11 currents of large N = 4 nonlinear superconformal algebra with (2.1) are
given by
G0(z) =
i
(k +N + 2)
Qa¯ V
a¯(z), Gi(z) =
i
(k +N + 2)
hia¯b¯Q
a¯ V b¯(z),
A+i(z) = − 1
4N
f a¯b¯c h
i
a¯b¯ V
c(z), A−i(z) = − 1
4(k +N + 2)
hia¯b¯Q
a¯Qb¯(z),
T (z) =
1
2(k +N + 2)2
[
(k +N + 2) Va¯ V
a¯ + k Qa¯ ∂ Q
a¯ + fa¯b¯cQ
a¯Qb¯ V c
]
(z)
− 1
(k +N + 2)
3∑
i=1
(A+i + A−i)2(z), (2.4)
where i = 1, 2, 3. The Gµ(z) with µ = (0, i) currents are four supersymmetry currents, A±i(z)
are six spin-1 generators of SU(2)k×SU(2)N and T (z) is the spin-2 stress energy tensor. The
three almost complex structures hi
a¯b¯
are given by 4N × 4N matrices as in [17]. Note that the
spin-1 current A+i(z) with level k depends on the spin-1 current V a(z) only while the spin-1
current A−i(z) with level N depends on the spin-1
2
current Qa¯(z) only. Then it is obvious
that the OPEs between them are regular.
2.1 The minimal representations in the
SU(N+2)
SU(N)×SU(2)×U(1) Wolf space
coset
Let us describe the eigenvalues of
1) the zero mode of the stress energy tensor spin-2 current : T0,
2) the zero mode of sum of the square of spin-1 current : −
[
3∑
i=1
(A+i)2
]
0
,
3) the zero mode of sum of the square of spin-1 current : −
[
3∑
i=1
(A−i)2
]
0
,
4) the zero mode of other spin-1 current :
1
2
U0,
acting on the minimal representations [1]. The corresponding eigenvalues are denoted by
h, l+(l+ + 1), l−(l− + 1) and uˆ respectively. Note that the U(1) current U(z) is equiva-
lent to the one U(z) of the large N = 4 linear superconformal algebra. That is, U(z) =
2i
√
N(N + 2)U(z) [17] appearing in section 6.
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2.1.1 The (0; f) representation
One of the minimal representations is given by the fundamental representation f (or ) of
SU(N) living in the denominator of the Wolf space coset. The corresponding state is given
by [1]
|(0; f) >= 1√
k +N + 2
QA¯
∗
− 1
2
|0 >, A¯∗ = 1∗, 2∗, · · · , 2N∗. (2.5)
They correspond to the rectangular N × 2 unitary matrix inside of (N +2)× (N +2) unitary
matrix in (2.2). Under the decomposition of SU(N +2) into the SU(N)×SU(2), the adjoint
representation of SU(N + 2) contains (N, 2) which corresponds to this (0; f) representation.
Furthermore, the representation (0; f¯) corresponds to (N, 2) associated with 1√
k+N+2
QA¯− 1
2
|0 >
with A¯ = 1, 2, · · · , 2N in the other rectangular 2×N unitary matrix in (2.2).
The four eigenvalues are summarized by [1]
h(0; ) =
(2k + 3)
4(N + k + 2)
,
l+(l+ + 1)(0; ) = 0,
l−(l− + 1)(0; ) =
3
4
,
uˆ(0; ) =
(N + 2)
2
. (2.6)
The eigenvalue h can be obtained by using the relation (1.1). The excitation number n is
given by 1
2
. Note that the excitation number for the fermion is given by 1
2
and for the multiple
fermions, one can have the excitation number which is given by the number of fermions divided
by two. Or one can calculate the OPE between the “reduced” T (z), where the spin-1 current
V a(z) dependence is ignored completely, and QA¯
∗
(w) and read off the second-order pole.
For the l− quantum number, the eigenvalue is obtained from the OPE between the corre-
sponding operator −∑3i=1(A−i)2(z) and QA¯∗(w) and read off the second-order pole. There-
fore, one obtains l− = 1
2
which is consistent with the fact that the above state transforms as
a doublet under the SU(2)N .
For the l+ quantum number, the relevant spin-1 current is given by A+i(z) which contains
only the spin-1 current V a(z). Therefore, the corresponding eigenvalue vanishes and l+ = 0.
Similarly, the U(1) charge uˆ can be determined by calculating the first order pole in the
OPE between the U(1) current 1
2
U(z) and QA¯
∗
(w).
It is known that the BPS bound for the conformal dimension [7, 8, 9] is
1
(N + k + 2)
[
(k + 1)l− + (N + 1)l+ + (l+ − l−)2
]
. (2.7)
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One can easily check that by substituting the quantum numbers l+ = 0 and l− = 1
2
, the above
conformal dimension becomes the BPS bound 4. The large (N, k) ’t Hooft like limit for the
BPS bound can be obtained.
2.1.2 The (f ; 0) representation
Other minimal representation is given by (f ; 0) representation. In other words, the singlets
with respect to the SU(N) can be obtained from the fundamental representation in the
SU(N + 2). It is known that the branching rule for the fundamental representation in the
SU(N + 2)k with respect to the SU(N)k × SU(2)k × U(1) is characterized by
→ ( , 1)1 + (1, 2)−N
2
. (2.8)
The indices 1 and −N
2
are the U(1) charges uˆ [26, 27]. Then the state |(f ; 0) > corresponds
to (1, 2)−N
2
.
The four eigenvalues are described as [1]
h( ; 0) =
(2N + 3)
4(N + k + 2)
,
l+(l+ + 1)( ; 0) =
3
4
,
l−(l− + 1)( ; 0) = 0,
uˆ( ; 0) = −N
2
. (2.9)
One can obtain the conformal dimension using the formula (1.1). Or after substituting the
SU(N+2) generator Ta∗ into the zero mode of spin-1 current V
a
0 in the quadratic of the reduced
spin-2 current T (z) where all the Qa dependent terms are ignored, one obtains (N+2)×(N+2)
unitary matrix acting on the state |(f ; 0) >. Then the conformal dimension for this state can
be determined by the diagonal elements of the last 2× 2 subdiagonal matrix.
For the l+ quantum number, as described in the conformal dimension, one can find (N +
2)× (N +2) unitary matrix for the zero mode of −∑3i=1(A+i)2 which contains only the spin-1
current V a(z). It turns out that the diagonal element of the last 2× 2 subdiagonal matrix is
given by 3
4
which implies l+ = 1
2
. This is consistent with the fact that this state is a doublet
under the SU(2)k (1, 2)−N
2
.
For the l− quantum number, because the spin-1
2
current Qa(z) does not contribute to the
eigenvalue equation associated with this state, one has l− = 0.
4 For the state |(0; f) >, one can obtain similar eigenvalues where the only difference appears in the
eigenvalue uˆ. That is, uˆ(0; ) = − (N+2)2 . Because the conformal dimension depends on uˆ2 in (1.1), the sign
change for the uˆ does not change the conformal dimension.
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For the U(1) charge, one can construct (N + 2) × (N + 2) unitary matrix for the zero
mode of the reduced 1
2
U(z) where the spin-1
2
current Qa(z) dependence is removed. Then the
diagonal element of the last 2× 2 subdiagonal matrix is given by −N
2
.
One can check the above conformal dimension satisfies the BPS bound by substituting
l+ = 1
2
and l− = 0.
For the state |(f ; 0) >, one can obtain similar eigenvalues where the only difference appears
in the eigenvalue uˆ. That is, uˆ( ; 0) = N
2
.
2.2 The higher representations
Let us describe the four eigenvalues for the higher representations which arise in the various
products of the above minimal representations (0; f), (f ; 0), (0; f) and (f ; 0).
2.2.1 The (f ; f) representation
According to the previous branching rule in (2.8), this higher representation corresponds to
( , 1)1 transforming as a fundamental representation f (or ) under the SU(N) and a singlet
under the SU(2)k. The nonzero uˆ charge is given by 1 from the subscript.
One can summarize the following eigenvalues [1]
h( ; ) =
1
(N + k + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 1. (2.10)
In this case, the conformal dimension can be determined by reading off the diagonal
elements in the N ×N subdiagonal unitary matrix inside of (N +2)× (N +2) unitary matrix
obtained in previous subsection. Or the formula in (1.1) can be used also. From the diagonal
elements in the N ×N subdiagonal unitary matrix inside of (N +2)× (N +2) unitary matrix
for the zero mode of −∑3i=1(A+i)2, one can determine the l+ quantum number which is equal
to 0. This is consistent with the singlet under the SU(2)k in ( , 1)1. For the l
− quantum
number, it is the same as before and l− = 0. From the diagonal elements in the N × N
subdiagonal unitary matrix inside of (N + 2) × (N + 2) unitary matrix for the zero mode
of the reduced 1
2
U(z), the above uˆ charge can be obtained. It is easy to see that the above
representation does not satisfy the BPS bound because the conformal dimension for the BPS
bound is equal to 0 by substituting l+ = l− = 0.
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2.2.2 The (f ; f) representation
This representation can be obtained from the product between the minimal representations
(f ; 0) and (0; f). Then one can write down the state as 1√
k+N+2
QA¯− 1
2
|(f ; 0) > where A¯ =
1, 2, · · · , 2N (2.5). The four eigenvalues are given by [1]
h( ; ) =
1
2
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = −N − 1. (2.11)
For the conformal dimension, there exists other contribution in addition to the sum of
h( ; 0) and h(0; ) (which is equal to h(0; )). The extra contribution coming from the lower
order pole in the commutator [T0, Q
A¯
− 1
2
] takes the form( 1
3(N+k+2)
1N×N 0
0 − 1
2(N+k+2)
12×2
)
.
By realizing the diagonal elements in the lower 2 × 2 subdiagonal matrix as the above extra
contribution, one can write down the final conformal dimension from (2.9) and (2.6) as
(2N + 3)
4(N + k + 2)
+
(2k + 3)
4(N + k + 2)
− 1
2(N + k + 2)
=
1
2
.
Of course, this counting can be seen from the formula (1.1). For the l± quantum numbers,
one can add each contribution from (2.9) and (2.6). For the uˆ charge, one can add each
contribution and it turns out that −N
2
− N+2
2
= −N − 1. By substituting l± = 1
2
, the above
conformal dimension satisfies the BPS bound.
2.2.3 The (symm; 0) representation
This representation can be obtained from the product of minimal representations (f ; 0) and
(f ; 0). By taking the product between the two identical branching rules in (2.8), we obtain
[1, 26, 27]
⊗ = + →
[
( , 1)1 + (1, 2)−N
2
]
⊗
[
( , 1)1 + (1, 2)−N
2
]
=
[
( , 1)2 + ( , 2)1−N
2
+ (1, 3)−N
]
+
[
( , 1)2 + ( , 2)1−N
2
+ (1, 1)−N
]
.
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Then one can identify the following branching rules under the SU(N)k × SU(2)k × U(1)
→ ( , 1)2 + ( , 2)1−N
2
+ (1, 3)−N ,
→ ( , 1)2 + ( , 2)1−N
2
+ (1, 1)−N . (2.12)
The (symm; 0) representation, which is the singlet in SU(N)k, corresponds to (1, 3)−N .
Then one can describe the four eigenvalues as follows:
h( ; 0) =
(N + 2)
(N + k + 2)
,
l+(l+ + 1)( ; 0) = 2,
l−(l− + 1)( ; 0) = 0,
uˆ( ; 0) = −N. (2.13)
One can calculate the conformal dimension by using the formula or by substituting the
SU(N + 2) generator Ta∗ into the zero mode of spin-1 current V
a
0 in the reduced spin-2
current T (z), one obtains 1
2
(N + 2)(N + 3)× 1
2
(N + 2)(N + 3) unitary matrix acting on the
state |(symm; 0) >. See Appendix A for the generators for N = 3. Then the conformal
dimension for this state can be determined by the diagonal elements of the last 3×3 subdiag-
onal matrix. The role of remaining diagonal elements in the 1
2
N(N +1)× 1
2
N(N +1) unitary
matrix or 2N × 2N unitary matrix will be explained in next subsection.
From the whole unitary matrix for the zero mode of −∑3i=1(A+i)2, the diagonal element
of the last 3× 3 subdiagonal matrix (triplet under SU(2)k) implies l+ = 1. This is consistent
with the fact that this state is a triplet under the SU(2)k (1, 3)−N . For the l− quantum
number, one has trivial l− = 0. For the U(1) charge, one can construct the whole unitary
matrix for the zero mode of the reduced 1
2
U(z). Then the diagonal element of the last 3 × 3
subdiagonal matrix is given by −N which is simply the sum of two U(1) charge −N
2
for .
One can check the above conformal dimension satisfies the BPS bound by substituting l+ = 1
and l− = 0. For the state |(symm; 0) >, one can obtain similar eigenvalues where the only
difference appears in the eigenvalue uˆ. That is, uˆ( ; 0) = N .
2.2.4 The (antisymm; 0) representation
The other representation can arise from the product of minimal representations (f ; 0) and
(f ; 0). The (antisymm; 0) representation, which is the singlet in SU(N)k, corresponds to
(1, 1)−N in the branching rule (2.12).
Then the four eigenvalues are given as follows:
h( ; 0) =
N
(N + k + 2)
,
14
l+(l+ + 1)( ; 0) = 0,
l−(l− + 1)( ; 0) = 0,
uˆ( ; 0) = −N. (2.14)
The conformal dimension formula can be used here or by substituting the SU(N+2) generator
Ta∗ into the zero mode of spin-1 current V
a
0 in the reduced spin-2 current T (z), one obtains
1
2
(N + 2)(N + 1) × 1
2
(N + 2)(N + 1) unitary matrix acting on the state |(antisymm; 0) >.
See also Appendix B for the generators with N = 3. The conformal dimension for this state
can be obtained by the last diagonal element (singlet of SU(2)k). The detailed descriptions
of remaining diagonal elements in the 1
2
N(N − 1)× 1
2
N(N − 1) unitary matrix or 2N × 2N
unitary matrix will be given in next subsection.
By reading off the last diagonal element in the whole matrix for the zero mode of the
operator corresponding to l+ quantum number, one obtains l+ = 0 which is a singlet under
the SU(2)k (1, 1)−N . As before, one has a trivial l− = 0 quantum number. The similar
analysis for the uˆ charge can be done. One can check the above conformal dimension does
not satisfy the BPS bound by substituting l± = 0. For the state |(antisymm; 0) >, one has
uˆ( ; 0) = N .
2.2.5 The (0; symm) representation
One can also construct the product of two minimal representations (0; f) and (0; f). The
(0; symm) representation can arise. Let us focus on N = 3 case for simplicity. One can
visualize the spin-1
2
current Qa¯(z) in the following 5× 5 unitary matrix
0 0 0 Q13 ≡ Q1∗ Q16 ≡ Q4∗
0 0 0 Q14 ≡ Q2∗ Q17 ≡ Q5∗
0 0 0 Q15 ≡ Q3∗ Q18 ≡ Q6∗
Q1 Q2 Q3 0 0
Q4 Q5 Q6 0 0
 . (2.15)
The Q1
∗
, · · · , Q6∗ appear in (2.5).
Let us construct the symmetric combinations between the spin-1
2
currents QA¯
∗
(z). There
are six states and the corresponding operators are as follows:
Q13Q16(z), (Q13Q17 +Q14Q16)(z), (Q13Q18 +Q15Q16)(z),
Q14Q17(z), (Q14Q18 +Q15Q17)(z), Q15Q18(z), (2.16)
up to some overall normalizations. First of all, the two SU(2) indices should be different from
each other because of the fermionic property of Qa¯(z). One should have one factor from the
15
elements, Q13(z), Q14(z) or Q15(z) and the other factor from the elements, Q16(z), Q17(z) or
Q18(z). When the SU(N = 3) indices are equal (i.e., if one takes two operators in the same
row of the matrix (2.15)), the interchange of these indices gives the original term. Then one
obtains the single terms in (2.16). When the SU(N = 3) indices are not equal to each other,
then there are extra terms. Then we have the remaining terms in (2.16).
The four eigenvalues are given by
h(0; ) =
k
(N + k + 2)
,
l+(l+ + 1)(0; ) = 0,
l−(l− + 1)(0; ) = 0,
uˆ(0; ) = N + 2. (2.17)
One can interpret the conformal dimension by calculating the following second order pole
of the OPE
T (z)Q13Q16(w)
∣∣∣∣∣
1
(z−w)2
=
k
(N + k + 2)
Q13Q16(w).
Of course, the stress energy tensor spin-2 current does not contain the spin-1 current V a(z).
The N -dependence appearing in the denominator can be easily generalized from N = 3 result.
It is easy to check that the similar calculations for other symmetric combinations in (2.16)
lead to the same results.
For the l+ quantum number, we have trivial l+ = 0. For the l− quantum number, one can
compute the following OPE and read off the coefficient of second order pole
−
3∑
i=1
(A−i)2(z)Q13Q16(w)
∣∣∣∣∣
1
(z−w)2
= 0.
Similarly, the uˆ charge can be added and leads to
i
√
N(N + 2)U(z)Q13Q16(w)
∣∣∣∣∣
1
(z−w)
= (N + 2)Q13Q16(w).
One can check the above conformal dimension does not satisfy the BPS bound by substituting
l± = 0 5.
5 One has uˆ(0; ) = −(N + 2). We have also checked that other symmetric combinations in (2.16) lead
to the corresponding same quantum numbers.
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2.2.6 The (0; antisymm) representation
Let us construct the antisymmetric combinations between the spin-1
2
currents Qa¯(z). There
are six states and the corresponding operators are as follows:
Q13Q14(z), Q13Q15(z), Q14Q15(z),
Q16Q17(z) Q16Q18(z), Q17Q18(z). (2.18)
The two SU(2) indices should be equal to each other because of the fermionic property of
Qa¯(z). One should take the two operators in (2.15) from the same column.
The four eigenvalues are summarized by
h(0; ) =
(k + 2)
(N + k + 2)
,
l+(l+ + 1)(0; ) = 0,
l−(l− + 1)(0; ) = 2,
uˆ(0; ) = N + 2. (2.19)
For the conformal dimension, one can calculate the following OPE
T (z)Q13Q14(w)
∣∣∣∣∣
1
(z−w)2
=
(k + 2)
(N + k + 2)
Q13Q14(w).
Similarly, one can check that the conformal dimension for other operators in (2.18) leads to
the same quantum number. The denominator for general N can be expected.
For l+ quantum number, we have trivial l+ = 0. For the l− quantum number, one can
compute the following OPE and read off the second order pole
−
3∑
i=1
(A−i)2(z)Q13Q14(w)
∣∣∣∣∣
1
(z−w)2
= 2Q13Q14(w).
This implies that the l− quantum number is l− = 1. Similarly, the uˆ charge can be obtained
from the following OPE
i
√
N(N + 2)U(z)Q13Q14(w)
∣∣∣∣∣
1
(z−w)
= (N + 2)Q13Q14(w).
By substituting l+ = 0 and l− = 1 into the BPS bound for the conformal dimension, one sees
that this state satisfies the BPS bound 6.
6 We see that uˆ(0; ) = −(N + 2).
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2.2.7 The (0; antisymm) representation with three boxes
For the antisymmetric representation with three boxes, one has the following operators
Q13Q14Q15(z), Q16Q17Q18(z).
The four eigenvalues are
h(0; ) =
3(2k + 5)
4(N + k + 2)
,
l+(l+ + 1)(0; ) = 0,
l−(l− + 1)(0; ) =
15
4
,
uˆ(0; ) =
3
2
(N + 2). (2.20)
The conformal dimension can be obtained from the following OPE and the coefficient of
second order pole leads to
T (z)Q13Q14Q15(w)
∣∣∣∣∣
1
(z−w)2
=
3(2k + 5)
4(N + k + 2)
Q13Q14Q15(w).
Or the conformal dimension formula (1.1) is given by
−3(N − 3)(N + 1)
2N(k +N + 2)
− (
3
2
(N + 2))2
N(N + 2)(k +N + 2)
+
3
2
=
3(2k + 5)
4(k +N + 2)
.
As before, the l+ quantum number is trivial and l+ = 0. For the l− quantum number, one
can calculate the following OPE
−
3∑
i=1
(A−i)2(z)Q13Q14Q15(w)
∣∣∣∣∣
1
(z−w)2
=
15
4
Q13Q14Q15(w).
This implies that the l− quantum number is given by l− = 3
2
. For the uˆ charge, the following
result holds
i
√
N(N + 2)U(z)Q13Q14Q15(w)
∣∣∣∣∣
1
(z−w)
=
3
2
(N + 2)Q13Q14Q15(w).
With l+ = 0 and l− = 3
2
, the above conformal dimension satisfies the BPS bound 7.
7 The following quantum number uˆ(0; ) = − 32 (N + 2) can be checked also.
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2.2.8 New result: the (0;mixed) representation
In the triple product of three minimal representations (0; f), (0; f) and (0; f), one has also
the (0;mixed) representation. There are two fundamental representations, (Q13, Q14, Q15) for
fixed SU(2) index and (Q16, Q17, Q18) for fixed other SU(2) index, under the SU(N = 3).
Let us select one of the three quantities in (Q13, Q14, Q15). Then the next quantity is chosen
from the one of the three quantities (Q16, Q17, Q18). Then the final quantity is selected from
the first SU(3) fundamental (Q13, Q14, Q15). The mixed representation is either the one that
is antisymmetric in the first two indices or the other one that is symmetric in the first two
indices. For the first choice, one has the following states (with the conventions in Appendices)
uˆ1 =
1√
2
(E211 − E121), uˆ2 = 1√
2
(E311 − E131),
uˆ3 =
1
2
(E321 − E231 + E312 −E132), uˆ4 = 1√
2
(E313 − E133),
uˆ5 =
1√
2
(E323 − E233), uˆ6 = 1√
2
(E212 − E122),
uˆ7 =
1
2
(E312 − E132 + E213 −E123), uˆ8 = 1√
2
(E322 − E232), (2.21)
up to some overall normalizations. The three numbers stand for each fundamentals. For
example, the operator correpsonding to (211− 121) is given by (Q14Q16Q13−Q13Q17Q13)(z).
Of course the second term is identically zero by moving Q17 to the left. See also Appendix D
for SU(5) generators in mixed representation.
Then after rewriting (2.21) with the help of adjoint spin-1
2
current, one has the following
operators corresponding to mixed representations
Q14Q16Q13(z), Q15Q16Q13(z),
(Q15Q17Q13 −Q14Q18Q13 +Q15Q16Q14 −Q13Q18Q14)(z), Q13Q18Q15(z),
Q14Q18Q15(z), Q13Q17Q14(z), (2.22)
(Q15Q16Q14 −Q13Q18Q14 +Q14Q16Q15 −Q13Q17Q15)(z), Q14Q18Q15(z).
The four eigenvalues are described as
h(0; ) =
3(1 + 2k)
4(N + k + 2)
,
l+(l+ + 1)(0; ) = 0,
l−(l− + 1)(0; ) =
3
4
,
uˆ(0; ) =
3
2
(N + 2). (2.23)
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By using the quadratic Casimir for the mixed representation [28]
C(N)( ) = C(N)([1, 1, 0, · · · , 0]) = 3(N
2 − 3)
2N
,
and inserting the uˆ charge uˆ(0; ) = 3
2
(N + 2), one can calculate the conformal dimension
formula and it is given by
− 3(N
2 − 3)
2N(k +N + 2)
− (
3
2
(N + 2))2
N(N + 2)(k +N + 2)
+
3
2
=
3(2k + 1)
4(k +N + 2)
.
Here the numerical value 3
2
comes from the three products of spin-1
2
current Qa¯(z). Or one
can calculate the following OPE and focus on the second order pole
T (z)Q14Q16Q13(w)
∣∣∣∣∣
1
(z−w)2
=
3(2k + 1)
4(N + k + 2)
Q14Q16Q13(w),
where we also put the N dependence in the denominator. For the l+ quantum number, we
have l+ = 0 and for the l− quantum number, one can calculate the following OPE and read
off the second order pole
−
3∑
i=1
(A−i)2(z)Q14Q16Q13(w)
∣∣∣∣∣
1
(z−w)2
=
3
4
Q14Q16Q13(w).
This implies that we have l− = 1
2
. For the uˆ charge, the similar OPE calculation leads to
i
√
N(N + 2)U(z)Q14Q16Q13(w)
∣∣∣∣∣
1
(z−w)
=
3
2
(N + 2)Q14Q16Q13(w),
where also the general N dependence is included. With l+ = 0 and l− = 1
2
, the above
conformal dimension does not satisfy the BPS bound 8. It is easy to check that the above
four eigenvalues can be obtained for other mixed representations in (2.22) as follows:
uˆ1 =
1√
6
(2E112 − E211 − E121), uˆ2 = 1√
6
(2E113 −E311 −E131),
uˆ3 =
1√
12
(2E123 + 2E213 − E321 − E231 − E312 − E132), uˆ4 = 1√
6
(E313 − 2E331 + E133),
uˆ5 =
1√
6
(E212 − 2E221 + E122), uˆ6 = 1
2
(E132 − E231 + E312 −E321),
uˆ7 =
1√
6
(−E322 + 2E223 − E232), uˆ8 = 1√
6
(−2E332 + E323 + E233).
These are symmetric in the first two indices.
8For the higher representation (0; ), the similar analysis can be done.
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2.2.9 The (0; symm) representation with three boxes
Are there any states? There are no such states because of the property of the fermions Qa¯.
There is a minus sign when two of them are interchanged each other.
2.2.10 Summary of this section
Let us summarize what has been done in this section. The conformal dimension for any
representation can be encoded in the formula (1.1). For the representation (Λ+; 0), the uˆ
charge is additive and is given by −N
2
(which is the uˆ charge in ( ; 0)) times the number of
boxes. Its l− quantum number is trivial l− = 0. For the l+ quantum number, the maximum
number, which is the 1
2
times the number of boxes, can arise in the symmetric representation.
Other l+ quantum numbers arise in the mixed representation which will appear in next section.
For the representation (0; Λ−), the uˆ charge is additive and is given by 12(N +2) (which is
the uˆ charge in (0; )) times the number of boxes. Its l+ quantum number is trivial l+ = 0.
For the l− quantum number, the maximum number, which is the 1
2
times the number of boxes,
can arise in the antisymmetric representation. Other l− quantum numbers arise in the mixed
representation which will appear in next section.
For the representation (Λ+; Λ−), there are two cases.
1) The case where the representation Λ− appears in the branching of Λ+ under the
SU(N)k × SU(2)k × U(1). There is a trivial l− = 0 quantum number. For the l+ quan-
tum number and uˆ charge can be read off from the multiple product of ( , 1)1 + (1, 2)−N
2
in
(2.8).
2) The case where the representation arises in the product of (Λ+; 0) and (0; Λ−). The l±
and uˆ quantum numbers are additive. In other words, the l+ quantum number of (Λ+; Λ−)
comes from the one of (Λ+; 0) while the l
− quantum number of (Λ+; Λ−) comes from the
one of (0; Λ−). The uˆ charge of (Λ+; Λ−) is the sum of the one in (Λ+; 0) and the one in
(0; Λ−). Note that this is not true for the conformal dimension because there exists the extra
contribution.
3 More eigenvalues for the higher representations in
the
SU(N+2)
SU(N)×SU(2)×U(1) Wolf space coset
In this section, we would like to construct the four eigenvalues for the zero modes of previous
stress energy tensor spin-2 current, the sum of square of spin-1 current, the sum of square
of other spin-1 current and other spin-1 current, acting on other higher representations by
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considering the multiple products of (0; f), (f ; 0), (0; f) or (f ; 0).
3.1 The symmetric representations Λ+ with two boxes
One of the simplest higher representation is given by the symmetric representation symm or
. It is known that the product of the minimal representation (f ; 0) and itself (f ; 0) implies
that there are symmetric and antisymmetric representations. From the branching rule for the
SU(N +2) under the SU(N)k×SU(2)k×U(1), one can identify the following branching rules
⊗ = + →
[
( , 1)1 + (1, 2)−N
2
]
⊗
[
( , 1)1 + (1, 2)−N
2
]
=
[
( , 1)2 + ( , 2)1−N
2
+ (1, 3)−N
]
+
[
( , 1)2 + ( , 2)1−N
2
+ (1, 1)−N
]
.
The subscript stands for the U(1) charge uˆ. The final uˆ charge is obtained by adding each uˆ
charge. Then one obtains the following branching rules for the symmetric and antisymmetric
representations under the SU(N)k × SU(2)k × U(1) (again from (2.12))
→ ( , 1)2 + ( , 2)1−N
2
+ (1, 3)−N ,
→ ( , 1)2 + ( , 2)1−N
2
+ (1, 1)−N . (3.1)
Note that the last representations in (3.1) correspond to the symmetric and antisymmetric
representations |( ; 0) > and |( ; 0) > repspectively.
The two-index symmetric parts of the SU(N +2) representation can be obtained from the
generators of the fundamental representation of SU(N + 2) by using the projection operator
1
2
(δikδjl+δjkδil) where i ≤ j and k ≤ l and i, j, k, l = 1, 2, · · · , (N+2) [29, 30]. Then by acting
on the space Ta⊗ 1(N+2)×(N+2) + 1(N+2)×(N+2)⊗ Ta, one has the generators for the symmetric
representation for the SU(N + 2)
(Ta)ik δjl + (Ta)jk δil + δik (Ta)jl + δjk (Ta)il.
For N = 3, one has 1
2
(N + 2)(N + 3) × 1
2
(N + 2)(N + 3) = 15 × 15 unitary matrix, and
the row and columns are characterized by the following double index notations
11, 12, 13, 22, 23, 33; 14, 15, 24, 25, 34, 35; 44, 45, 55,
corresponding to uˆ1, · · · , uˆ15 in Appendix A. The first six elements correspond to the sym-
metric representation for SU(3). The next six elements correspond to the fundamental rep-
resentation of SU(3) with SU(2)k doublet. The last three elements correspond to the singlet
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of SU(3) with SU(2)k triplet according to (3.1). The explicit form for the 24 generators of
SU(5) is presented in Appendix A.
Let us calculate the zero mode for the reduced stress energy tensor spin-2 current acting
on the state |( ; 0) >. It turns out that the 15× 15 matrix is given by
2
(5+k)
16×6 0 0
0 17
4(5+k)
16×6 0
0 0 5
(5+k)
13×3
 . (3.2)
There are three block diagonal elements. The last block diagonal elements correspond to the
eigenvalue on the state |( ; 0) >. We will describe the detailed quantum numbers for the
other eigenvalues soon.
One can also calculate the zero mode for the sum of the square for the spin-1 current with
minus sign acting on the above state |( ; 0) > and the explicit result is given by 016×6 0 00 3416×6 0
0 0 213×3
 . (3.3)
The diagonal elements correspond to the eigenvalues and in particular, the last one is the
eigenvalue for the state |( ; 0) > which behaves as a singlet under the SU(3).
Similarly, one can also compute the zero mode for the spin-1 current acting on the state
|( ; 0) > and one obtains  216×6 0 00 −1216×6 0
0 0 −313×3
 . (3.4)
In this case, also the last elements are the eigenvalues for the state |( ; 0) >.
3.1.1 The (symm; symm) representation
Let us consider the higher representation where the symmetric representation in SU(N)
( , 1)2 survives in the branching of (3.1). The four eigenvalues are given by
h( ; ) =
2
(N + k + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 2. (3.5)
One can calculate the conformal dimension for this representation using the previous for-
mula or one performs the explicit form for the matrix in this particular representation as in
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(3.2). Therefore, one obtains 2
(k+5)
in the first diagonal elements. One can apply for other
N values where N = 5, 7, 9, 11, 13, · · ·. It turns out that the numerator of the above quan-
tity does not depend on N and takes the common value and the denominator is generalized
to (k + N + 2). By realizing that the quadratic Casimir of SU(N + 2) for the symmet-
ric representation C(N+2)( ) = (N+1)(N+4)
(N+2)
(and the one for the symmetric representation
C(N)( ) = (N−1)(N+2)
N
) and the correct uˆ charge is given by 2, the following relation can be
obtained
2(N + 1)(N + 2 + 2)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
2N(k +N + 2)
− 4
N(N + 2)(k +N + 2)
=
2
(N + k + 2)
.
Similarly, the quantum number for the l+ can be determined by the above matrix calcula-
tion in (3.3). From the zero eigenvalues appearing in the first block diagonal matrix in (3.3),
one can see the above l+ quantum number, a singlet under the SU(2)k. This also canbe seen
from the previous expression ( , 1)2. The trivial l
− quantum number l− = 0 arises. For the
last eigenvalue corresponding to uˆ charge, one uses the previous matrix calculation given in
(3.4). The eigenvalues appearing in the first block diagonal matrix in (3.4) imply that the
uˆ charge is given by 2. This is also consistent with the representation ( , 1)2 where the
subscript denotes the uˆ charge. One observes that the above conformal dimension does not
satisfy the vanishing BPS bound with l± = 0.
3.1.2 The (symm; f) representation
Let us consider the higher representation where the fundamental representation in SU(N)
( , 2)1−N
2
survives in the branching of (3.1). The four eigenvalues can be summarized by
h( ; ) =
(2N + 11)
4(N + k + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −N
2
+ 1. (3.6)
The explicit form for the matrix in this particular representation of conformal dimension is
given by (3.2). Then, one obtains 17
4(k+5)
in the second block diagonal elements. One can apply
for other N values and it turns out that the numerator of the above quantity does depend on
N linearly as well as the constant term while the denominator is generalized to 4(k+N +2).
One can also use the formula with the correct uˆ charge
2(N + 1)(N + 2 + 2)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (1−
N
2
)2
N(N + 2)(k +N + 2)
=
(2N + 11)
4(N + k + 2)
,
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where the quadratic Casimir C(N)( ) = (N
2
− 1
2N
) is used. The quantum number for the l+
can be obtained by the above matrix calculation in (3.3). From the eigenvalues 3
4
appearing in
the second block diagonal matrix in (3.3), one can see the above l+ quantum number l+ = 1
2
,
a doublet under the SU(2)k. This also canbe seen from the previous expression ( , 2)1−N
2
.
The trivial l− = 0 quantum number holds in this representation. For the last eigenvalue
corresponding to uˆ charge, the previous matrix calculation given in (3.4) can be used. The
eigenvalues appearing in the second block diagonal matrix in (3.4) imply that the uˆ charge is
given by −1
2
. Varying the N values, one finds that the uˆ charge is linear in N as well as the
constant term. This is also consistent with the representation ( , 2)1−N
2
where the subscript
denotes the uˆ charge. One observes that the above conformal dimension does not satisfy the
BPS bound.
3.1.3 The (symm; 0) representation
The eigenvalues in this higher representation are given in the subsection 2.2.3. One sees
that there are eigenvalues in (2.13). From the three matrices in (3.2), (3.3) and (3.4), the
relevant eigenvalues are given by 5
(k+5)
, 2 and −3 for the nontrivial quantum numbers. They
are generalized to (N+2)
(k+N+2)
, 2 and −N respectively. The conformal dimension can be checked
from 2(N+1)(N+2+2)
2(N+2)(k+N+2)
− N2
N(N+2)(k+N+2)
also.
3.1.4 The (symm; f) representation
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 2.2.3 and the latter occurs in the subsection 2.1.1 together
with the complex conjugation in the footnote 4.
In this case, the corresponding four eigenvalues are described by
h( ; ) =
(4N + 2k + 7)
4(N + k + 2)
,
l+(l+ + 1)( ; ) = 2,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = −3N
2
− 1. (3.7)
First of all, one can obtain the following 15 × 15 matrix by calculating the commutator
[T0, Q
A¯
− 1
2
] as in the subsection 2.2.2
2
3(5+k)
16×6 0 0
0 − 1
6(5+k)
16×6 0
0 0 − 1
(5+k)
13×3
 . (3.8)
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The last three eigenvalues (the N generalization is straightforward to obtain) appearing in
the last block diagonal matrix in (3.8) provide the extra contribution as well as the sum of
conformal dimensions of ( ; 0) and (0; ). They are given in (2.13) and (2.6) respectively.
Then one obtains the final conformal dimension by adding the above contribution appearing
in (3.8) as follows
(N + 2)
(N + k + 2)
+
(2k + 3)
4(N + k + 2)
− 1
(N + k + 2)
=
(4N + 2k + 7)
4(N + k + 2)
,
as in (3.7). It is also useful to interpret the above result from the conformal dimension formula.
One determines the following result
2(N + 1)(N + 2 + 2)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (−
1
2
(N + 2)−N)2
N(N + 2)(k +N + 2)
+
1
2
=
(4N + 2k + 7)
4(N + k + 2)
.
Here we used the quadratic Casimirs for C(N+2)( ) and C(N)( ). The correct uˆ charge is
inserted. The excitation number is given by 1
2
.
For the l+ quantum number, due to the vanishing of l+ in (0; ), it turns out that the l+
is the same as the one(l+ = 1) in ( ; 0). For the l− quantum number, due to the vanishing
of l− in ( ; 0), it turns out that the l− is the same as the one(l− = 1
2
) in (0; ). It is easy
to see that the above conformal dimension satisfies the BPS bound by substituting l+ = 1
and l− = 1
2
. One can add each uˆ charge and it is obvious that the total uˆ charge is given by
−N − (N+2)
2
which leads to the above result. Note that the uˆ charge for (0; ) is opposite to
the one for (0; ).
3.1.5 The (symm; antisymm) representation
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 2.2.3 and the latter occurs in the subsection 2.2.6.
The four eigenvalues can be summarized by
h( ; ) =
(N + k + 6)
(N + k + 2)
,
l+(l+ + 1)( ; ) = 2,
l−(l− + 1)( ; ) = 2,
uˆ( ; ) = 2. (3.9)
The following 15× 15 matrix by calculating the commutator [T0, Q13− 1
2
Q14− 1
2
] as in the sub-
section 3.1.4 can be obtained
− 4
3(5+k)
16×6 0 0
0 1
3(5+k)
16×6 0
0 0 2
(5+k)
13×3
 . (3.10)
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The last three eigenvalues (the N generalization is simply 2
(N+k+2)
) appearing in the last
block diagonal matrix in (3.10) give the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (2.13) and (2.19) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.10)
as follows
(N + 2)
(N + k + 2)
+
(k + 2)
(N + k + 2)
+
2
(N + k + 2)
=
(N + k + 6)
(N + k + 2)
.
Furthermore, this analysis can be seen from the conformal dimension formula
2(N + 1)(N + 2 + 2)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
2N(k +N + 2)
− ((N + 2)−N)
2
N(N + 2)(k +N + 2)
+ 1 =
(N + k + 6)
(N + k + 2)
.
Here we also use the quadratic Casimir C(N)( ) = (N−2)(N+1)
N
and the excitation number is
equal to 1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing
of l+ in (0; ), the l+ is the same as the one(l+ = 1) in ( ; 0). For the l− quantum number,
due to the vanishing of l− in ( ; 0), the l− is the same as the one(l− = 1) in (0; ). The
total uˆ charge is given by −N + (N + 2) which leads to the above result. One can easily see
that the above conformal dimension does not lead to the BPS bound with l± = 1 9.
3.1.6 The (symm; symm) representation
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 2.2.3 while the latter occurs in the subsection 2.2.5 with
complex conjugation in the footnote 5.
The four eigenvalues are given by
h( ; ) =
(k +N)
(k +N + 2)
,
l+(l+ + 1)( ; ) = 2,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −2N − 2. (3.11)
9For the higher representation ( ; ), the similar analysis can be done. We have
h( ; ) = 1, l+(l+ + 1)( ; ) = 2,
l−(l− + 1)( ; ) = 2, uˆ( ; ) = −2N − 2.
This conformal dimension does lead to the BPS bound with l± = 1. Note that different uˆ charge leads to the
different h value.
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One should calculate the commutator [T0, Q
1
− 1
2
Q4− 1
2
] and it turns out that

4
3(5+k)
16×6 0 0
0 − 1
3(5+k)
16×6 0
0 0 − 2
(5+k)
13×3
 . (3.12)
The last three eigenvalues (the N generalization is simply − 2
(N+k+2)
) appearing in the last
block diagonal matrix in (3.12) give the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (2.13) and (2.17) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.12)
as follows
(N + 2)
(k +N + 2)
+
k
(k +N + 2)
− 2
(k +N + 2)
=
(k +N)
(k +N + 2)
.
The conformal dimension formula implies that
2(N + 1)(N + 2 + 2)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
(2N)(k +N + 2)
− (−(N + 2)−N)
2
N(N + 2)(k +N + 2)
+ 1 =
(k +N)
(k +N + 2)
.
The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal
to 1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+
in (0; ), the l+ is the same as the one(l+ = 1) in ( ; 0). For the l− quantum number, due
to the vanishing of l− in ( ; 0) and (0; ), the total l− is given by l− = 0, a singlet. The
total uˆ charge is given by −N − (N +2) which leads to the above result. Again, the uˆ charge
for (0; ) is opposite to the one for (0; ). One can easily see that the above conformal
dimension does not lead to the BPS bound with l+ = 1 and l− = 0.
3.2 The antisymmetric representations Λ+ with two boxes
The two-index antisymmetric parts of the SU(N+2) representation can be obtained from the
generators of the fundamental representation of SU(N + 2) by using the projection operator
1
2
(δikδjl − δjkδil) where i < j and k < l and i, j, k, l = 1, 2, · · · , (N + 2) [29, 30]. Then by
acting on the space Ta ⊗ 1(N+2)×(N+2) + 1(N+2)×(N+2) ⊗ Ta, one has the generators for the
antisymmetric representation for the SU(N + 2)
(Ta)ik δjl − (Ta)jk δil + δik (Ta)jl − δjk (Ta)il.
For N = 3, one has 1
2
(N + 2)(N + 1) × 1
2
(N + 2)(N + 1) = 10 × 10 unitary matrix, and
the row and columns are characterized by the following double index notations
12, 13, 23; 14, 15, 24, 25, 34, 35; 45,
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corresponding to uˆ1, uˆ2, · · · , uˆ10 in Appendix B. The first three elements correspond to the
antisymmetric representation for SU(3). The next six elements correspond to the fundamental
representation of SU(3) with SU(2)k doublet. The last element corresponds to the singlet of
SU(3) with SU(2)k singlet. The explicit form for the 24 generators of SU(5) is presented in
Appendix B. See also (3.1).
Let us calculate the zero mode for the reduced stress energy tensor spin-2 current acting
on the state |( ; 0) >. It turns out that the 10× 10 matrix is given by
2
(5+k)
13×3 0 0
0 9
4(5+k)
16×6 0
0 0 3
(5+k)
 . (3.13)
The last block diagonal element gives us the eigenvalue on the state |( ; 0) > and its N
generalization is straightforward.
One can also calculate the zero mode for the spin-1 current acting on the state |( ; 0) >
and one obtains  013×3 0 00 3416×6 0
0 0 0
 . (3.14)
Again, the last block diagonal element gives us the eigenvalue associated with the above
operator on the state |( ; 0) > and its N generalization is straightforward.
Similarly, one can also compute the zero mode for the spin-1 current acting on the state
|( ; 0) > and it turns out that  213×3 0 00 −1216×6 0
0 0 −3
 . (3.15)
The last block diagonal element gives us the eigenvalue associated with the above spin-1
operator on the state |( ; 0) > and its N generalization is straightforward.
3.2.1 The (antisymm; antisymm) representation
Let us consider the higher representation where the antisymmetric representation in SU(N)
( , 1)2 survives in the branching of (3.1). The four eigenvalues are given by
h( ; ) =
2
(N + k + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 2. (3.16)
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One can calculate the conformal dimension for this representation using the previous
formula or one performs the explicit form for the matrix in this particular representation as
in (3.13). Therefore, one obtains 2
(k+5)
in the first block diagonal elements. It turns out that
the numerator of the above quantity does not depend on N and takes the common value and
the denominator is generalized to (k + N + 2). By realizing that the quadratic Casimir of
SU(N + 2) for the antisymmetric representation C(N+2)( ) = N(N+3)
(N+2)
(and the one for the
antisymmetric representation C(N)( ) = (N−2)(N+1)
N
) and the correct uˆ charge is given by 2,
the following relation can be obtained
2(N + 2− 2)(N + 2 + 1)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
2N(k +N + 2)
− 4
N(N + 2)(k +N + 2)
=
2
(N + k + 2)
.
Similarly, the quantum number for the l+ can be determined by the above matrix calcu-
lation in (3.14). From the zero eigenvalues appearing in the first block diagonal matrix in
(3.14), one can see the above l+ quantum number which is a singlet under the SU(2)k. This
also can be seen from the previous expression ( , 1)2. The trivial l
− quantum number l− = 0
occurs. For the last eigenvalue uˆ charge, one uses the previous matrix calculation given in
(3.15). The eigenvalue appearing in the first block diagonal matrix in (3.15) implies that the
uˆ charge is given by 2. This is also consistent with the representation ( , 1)2. The above
conformal dimension does not satisfy the vanishing BPS bound with l± = 0.
3.2.2 The (antisymm; f) representation
Let us consider the higher representation where the fundamental representation in SU(N)
( , 2)1−N
2
survives in the branching of (3.1). The four eigenvalues can be summarized by
h( ; ) =
(2N + 3)
4(N + k + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −N
2
+ 1. (3.17)
The explicit form for the matrix in this particular representation is given by (3.13). Then,
one obtains 9
4(k+5)
in the second block diagonal elements. One can apply for other N values
and it turns out that the numerator of the above quantity does depend on N linearly as well
as the constant term while the denominator is generalized to 4(k+N + 2). One can also use
the formula with the correct uˆ charge as follows:
2(N + 2− 2)(N + 2 + 1)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (1−
N
2
)2
N(N + 2)(k +N + 2)
=
(2N + 3)
4(N + k + 2)
.
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where the quadratic Casimir C(N)( ) is used. The quantum number for the l+ can be obtained
by the above matrix calculation in (3.14). From the eigenvalues 3
4
appearing in the second
block diagonal matrix in (3.14), one can see the above l+ quantum number l+ = 1
2
, a doublet
under the SU(2)k. This also can be seen from the previous expression ( , 2)1−N
2
. The trivial
l− = 0 quantum number holds in this representation. For the last eigenvalue uˆ charge, the
previous matrix calculation given in (3.15) can be used. The eigenvalues appearing in the
second block diagonal matrix in (3.15) imply that the uˆ charge is given by −1
2
. One finds
that the uˆ charge is linear in N as well as the constant term. This is also consistent with the
representation ( , 2)1−N
2
. One observes that the above conformal dimension does satisfy the
BPS bound.
3.2.3 The (antisymm; 0) representation
The eigenvalues in this higher representation are given in the subsection 2.2.4. One sees that
there are eigenvalues in (2.14). From the three matrices in (3.13), (3.14) and (3.15), the
relevant eigenvalues are given by 3
(k+5)
, 0 and −3 for the nontrivial quantum numbers. They
are generalized to N
(k+N+2)
, 0 and −N respectively. The conformal dimension can be checked
from 2N(N+2+1)
2(N+2)(k+N+2)
− N2
N(N+2)(k+N+2)
also.
3.2.4 The (antisymm; f) representation
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 2.2.4 and the latter occurs in the subsection 2.1.1 together
with the complex conjugation in the footnote 4.
In this case, the corresponding four eigenvalues are described by
h( ; ) =
(4N + 2k − 1)
4(N + k + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = −3N
2
− 1. (3.18)
One can obtain the following 10× 10 matrix by calculating the commutator [T0, QA¯− 1
2
] as
in the subsection 2.2.2 
2
3(5+k)
13×3 0 0
0 − 1
6(5+k)
16×6 0
0 0 − 1
(5+k)
 . (3.19)
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The last eigenvalue (the N generalization is straightforward to obtain) appearing in the last
diagonal element in (3.19) provides the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (2.14) and (2.6) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.19)
as follows
N
(N + k + 2)
+
(2k + 3)
4(N + k + 2)
− 1
(N + k + 2)
=
(4N + 2k − 1)
4(N + k + 2)
,
as described in (3.7). It is also useful to interpret the above result from the conformal
dimension formula. One determines the following result
2(N + 2− 2)(N + 2 + 1)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (−
1
2
(N + 2)−N)2
N(N + 2)(k +N + 2)
+
1
2
=
(4N + 2k − 1)
4(N + k + 2)
.
Here we used the quadratic Casimirs for C(N+2)( ) and C(N)( ). The correct uˆ charge is
inserted. The excitation number is given by 1
2
.
For the l+ quantum number, due to the vanishing of l+ in (0; ) and ( ; 0), it turns out
that the total l+ is trivial. For the l− quantum number, due to the vanishing of l− in ( ; 0), it
turns out that the l− is the same as the one(l− = 1
2
) in (0; ). It is easy to see that the above
conformal dimension does not satisfy the BPS bound by substituting l+ = 0 and l− = 1
2
. One
can add each uˆ charge and it is obvious that the total uˆ charge is given by −N − (N+2)
2
which
leads to the above result. Note that the uˆ charge for (0; ) is opposite to the one for (0; ).
3.2.5 The (antisymm; symm) representation
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 2.2.4 and the latter occurs in the subsection 2.2.5.
The four eigenvalues can be summarized by
h( ; ) = 1,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 2. (3.20)
The following 15× 15 matrix by calculating the commutator [T0, Q13− 1
2
Q16− 1
2
] as in the pre-
vious subsections can be obtained
− 4
3(5+k)
13×3 0 0
0 1
3(5+k)
16×6 0
0 0 2
(5+k)
 (3.21)
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The last eigenvalue (the N generalization is simply 2
(N+k+2)
) appearing in the last element in
(3.21) gives the extra contribution as well as the sum of conformal dimensions of ( ; 0) and
(0; ). They are given in (2.14) and (2.17) respectively. Then one obtains the final conformal
dimension by adding the above contribution appearing in (3.21) as follows
N
(N + k + 2)
+
k
(N + k + 2)
+
2
(N + k + 2)
= 1.
Furthermore, this analysis can be seen from the conformal dimension formula
2N(N + 2 + 1)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
2N(k +N + 2)
− ((N + 2)−N)
2
N(N + 2)(k +N + 2)
+ 1 = 1.
Here we also use the quadratic Casimirs for C(N+2)( ) and C(N)( ) and the excitation
number is equal to 1. The correct uˆ charge is inserted. For the l± quantum number, due to
the vanishing of l± in ( ; 0) and (0; ), the total l± is trivial. The total uˆ charge is given by
−N + (N + 2) which leads to the above result. One can easily see that the above conformal
dimension does not lead to the BPS bound with l± = 0 10.
3.2.6 The (antisymm; antisymm) representation
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 2.2.4 while the latter occurs in the subsection 2.2.6 with
complex conjugation.
The four eigenvalues are given by
h( ; ) =
(k +N)
(k +N + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 2,
uˆ( ; ) = −2N − 2. (3.22)
One should calculate the commutator [T0, Q
1
− 1
2
Q2− 1
2
] and it turns out that

4
3(5+k)
13×3 0 0
0 − 1
3(5+k)
16×6 0
0 0 − 2
(5+k)
 (3.23)
10For the higher representation ( ; ), the similar analysis can be done by changing the uˆ charge correctly.
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The last eigenvalue (the N generalization is simply − 2
(N+k+2)
) appearing in the last element
in (3.23) gives the extra contribution as well as the sum of conformal dimensions of ( ; 0) and
(0; ). They are given in (2.14) and (2.19) respectively. Then one obtains the final conformal
dimension by adding the above contribution appearing in (3.23) as follows
N
(k +N + 2)
+
k + 2
(k +N + 2)
− 2
(k +N + 2)
=
(k +N)
(k +N + 2)
.
The conformal dimension formula implies that
2(N + 2− 2)(N + 2 + 1)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
(2N)(k +N + 2)
− (−(N + 2)−N)
2
N(N + 2)(k +N + 2)
+ 1 =
(k +N)
(k +N + 2)
.
The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal
to 1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing
of l+ in (0; ) and ( ; 0), the total l+ is trivial. For the l− quantum number, due to the
vanishing of l− in ( ; 0), the total l− is given by l− = 1 in (0; ). The total uˆ charge is given
by −N − (N +2) which leads to the above result. Again, the uˆ charge for the representation
(0; ) is opposite to the one for the representation (0; ). One can easily see that the above
conformal dimension does not lead to the BPS bound with l+ = 0 and l− = 1.
3.3 The symmetric representations Λ+ with three boxes
From the triple product of the fundamental representation of SU(N + 2), one obtains the
following branching under the SU(N)× SU(2)× U(1)
⊗ ⊗ =
[
+
]
⊗ = + 2 +
→
[
( , 1)1 + (1, 2)−N
2
]
⊗
[
( , 1)1 + (1, 2)−N
2
]
⊗
[
( , 1)1 + (1, 2)−N
2
]
=
[
( , 1)3 + ( , 2)2−N
2
+ ( , 3)1−N + (1, 4)− 3N
2
]
+ 2
[
( , 1)3 + ( , 2)2−N
2
+ ( , 2)2−N
2
+ ( , 3)1−N + ( , 1)1−N + (1, 2)− 3N
2
]
+
[
( , 1)3 + ( , 2)2−N
2
+ ( , 1)1−N
]
.
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Furthermore 11, the three representations, symmetric, mixed and antisymmetric ones have
the following decompositions under the SU(N)× SU(2)× U(1) [26, 27]
→ ( , 1)3 + ( , 2)2−N
2
+ ( , 3)1−N + (1, 4)− 3N
2
,
→ ( , 1)3 + ( , 2)2−N
2
+ ( , 2)2−N
2
+ ( , 3)1−N + ( , 1)1−N + (1, 2)− 3N
2
,
→ ( , 1)3 + ( , 2)2−N
2
+ ( , 1)1−N . (3.24)
Note that there is no SU(N) singlet in the antisymmetric representation contrary to the
symmetric and mixed ones.
The three-index symmetric parts of the SU(N+2) representation can be obtained from the
generators of the fundamental representation of SU(N + 2) by using the projection operator
1
6
(δilδjmδkn+δilδkmδjn+δklδimδjn+δjlδimδkn+δjlδkmδin+δklδjmδin) where i ≤ j ≤ k and l ≤ m ≤
n and i, j, k, l,m, n = 1, 2, · · · , (N + 2) [31]. Then by acting on the space Ta ⊗ 1(N+2)×(N+2) ⊗
1(N+2)×(N+2) + 1(N+2)×(N+2) ⊗ Ta ⊗ 1(N+2)×(N+2) + 1(N+2)×(N+2) ⊗ 1(N+2)×(N+2) ⊗ Ta, one has
the generators for the symmetric representation for the SU(N + 2) as follows:
(Ta)il δjm δkn + (Ta)il δkm δjn + (Ta)kl δim δjn + (Ta)jl δim δkn + (Ta)jl δkm δin + (Ta)kl δjm δin
+δil (Ta)jm δkn + δil (Ta)km δjn + δkl (Ta)im δjn + δjl (Ta)im δkn + δjl (Ta)km δin + δkl (Ta)jm δin
+δil δjm (Ta)kn + δil δkm (Ta)jn + δkl δim (Ta)jn + δjl δim (Ta)kn + δjl δkm (Ta)in + δkl δjm (Ta)in.
For N = 3, one has 1
6
(N + 2)(N + 3)(N + 4)× 1
6
(N + 2)(N + 3)(N + 4) = 35× 35 unitary
matrix, the row and columns are characterized by the following triple index notations
111, 112, 113, 122, 123, 133, 222, 223, 233, 333;
114, 115, 124, 125, 134, 135, 224, 225, 234, 235, 334, 335;
144, 145, 155, 244, 245, 255, 344, 345, 355;
444, 445, 455, 555. (3.25)
See also Appendix C in uˆ1, · · · , uˆ35. The first ten elements correspond to the symmetric rep-
resentation for SU(3). The next twelve elements correspond to the symmetric representation
of SU(3) with SU(2)k doublet. The next nine elements correspond to the fundamental rep-
resentation of SU(3) with SU(2)k triplet. The last four elements correspond to the singlet of
SU(3) with SU(2)k quartet. The explicit form for the 24 generators of SU(5) is presented in
Appendix C. Note that the orderings given in (3.25) are different from the ones in Appendix
C.
11The higher representations on the remaining three subsections, 3.3, 3.4 and 3.5 will not be considered
for the eigenvalues of the higher spin currents in the remaining sections because it is rather complicated to
construct the SU(N + 2) generators with these particular representations having three boxes for several N
values.
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Let us calculate the zero mode for the reduced stress energy tensor spin-2 current acting
on the state |( ; 0) >. It turns out that the 35× 35 matrix is given by
1
(5 + k)
diag(3, 3, 3, 3, 3, 3, 3, 3, 3, 3,
25
4
,
25
4
,
25
4
,
25
4
,
25
4
,
25
4
,
8, 8, 8,
25
4
,
25
4
,
25
4
,
25
4
, 8, 8, 8,
25
4
,
25
4
, 8, 8, 8,
33
4
,
33
4
,
33
4
,
33
4
). (3.26)
If one takes the ordering from (3.25), then all the diagonal elements will look nicer. There are
four block diagonal elements. The last block diagonal elements correspond to the eigenvalue
on the state |( ; 0) >. We will describe the detailed quantum numbers for the other
eigenvalues soon.
One can also calculate the zero mode for the sum of the square for the spin-1 current with
minus sign acting on the above state |( ; 0) > and the explicit result is given by
diag(0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
3
4
,
3
4
,
3
4
,
3
4
,
3
4
,
3
4
,
2, 2, 2,
3
4
,
3
4
,
3
4
,
3
4
, 2, 2, 2,
3
4
,
3
4
, 2, 2, 2,
15
4
,
15
4
,
15
4
,
15
4
). (3.27)
The diagonal elements correspond to the eigenvalues and in particular, the last one 15
4
is the
eigenvalue for the state |( ; 0) > which behaves as a quartet under the SU(2).
Similarly, one can also compute the zero mode for the spin-1 current acting on the state
|( ; 0) > and one obtains (twice of the uˆ)
diag(6, 6, 6, 6, 6, 6, 6, 6, 6, 6, 1, 1, 1, 1, 1, 1,
−4,−4,−4, 1, 1, 1, 1,−4,−4,−4, 1, 1,−4,−4,−4,−9,−9,−9,−9). (3.28)
In this case, also the last elements are the eigenvalues for the state |( ; 0) >.
3.3.1 The (symm; symm) representation with three boxes
Let us consider the higher representation where the symmetric representation in SU(N)
( , 1)3 survives in the branching of (3.24). The four eigenvalues are given by
h( ; ) =
3
(N + k + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 3.
One can calculate the conformal dimension for this representation using the previous formula
or one performs the explicit form for the matrix in this particular representation as in (3.26).
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Therefore, one obtains 3
(k+5)
in the first block diagonal elements. One can apply for other N
values where N = 5, 7, 9, 11, 13, · · ·. It will turn out that the numerator of the above quantity
does not depend on N and takes the common value and the denominator is generalized
to (k + N + 2). By realizing that the quadratic Casimir of SU(N + 2) for the symmetric
representation C(N+2)( ) = 3(N+1)(N+5)
2(N+2)
(and the one for the symmetric representation
C(N)( ) = 3(N−1)(N+3)
2N
) and the correct uˆ charge is given by 3, the following relation can
be obtained
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 3(N − 1)(N + 3)
2N(k +N + 2)
− 9
N(N + 2)(k +N + 2)
=
3
(N + k + 2)
.
Similarly, the quantum number for the l+ can be determined by the above matrix calcu-
lation in (3.27). From the zero eigenvalues appearing in the first block diagonal matrix in
(3.27), one can see the above l+ quantum number, a singlet under the SU(2)k. This also can
be seen from the previous expression ( , 1)3. The trivial l
− quantum number l− = 0 arises.
For the last eigenvalue corresponding to uˆ charge, one uses the previous matrix calculation
given in (3.28). The eigenvalues appearing in the first block diagonal matrix in (3.28) imply
that the uˆ charge is given by 3. This is also consistent with the representation ( , 1)3 where
the subscript denotes the uˆ charge. One observes that the above conformal dimension does
not satisfy the vanishing BPS bound with l± = 0.
3.3.2 The (symm; symm) representation with three and two boxes
Let us consider the higher representation where the fundamental representation in SU(N)
( , 2)2−N
2
survives in the branching of (3.24). The four eigenvalues can be summarized by
h( ; ) =
(2N + 19)
4(N + k + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −N
2
+ 2.
The explicit form for the matrix in this particular representation is given by (3.26). Then,
one obtains 25
4(k+5)
in the second block diagonal elements. One can apply for other N values
and it will turn out that the numerator of the above quantity does depend on N linearly as
well as the constant term while the denominator is generalized to 4(k+N +2). One can also
use the formula with the correct uˆ charge
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
2N(k +N + 2)
− (2−
N
2
)2
N(N + 2)(k +N + 2)
=
(2N + 19)
4(N + k + 2)
,
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where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for
the l+ can be obtained by the above matrix calculation in (3.27). From the eigenvalues 3
4
appearing in the second block diagonal matrix in (3.27), one can see the above l+ quantum
number l+ = 1
2
, a doublet under the SU(2)k. This also can be seen from the previous
expression ( , 2)2−N
2
. The trivial l− = 0 quantum number holds in this representation. For
the last eigenvalue corresponding to uˆ charge, the previous matrix calculation given in (3.28)
can be used. The eigenvalues appearing in the second block diagonal matrix in (3.28) imply
that the uˆ charge is given by 1
2
. Varying the N values, one finds that the uˆ charge is linear
in N as well as the constant term. This is also consistent with the representation ( , 2)2−N
2
where the subscript denotes the uˆ charge. One observes that the above conformal dimension
does not satisfy the BPS bound.
3.3.3 The (symm; f) representation with three boxes
Let us consider the higher representation where the fundamental representation in SU(N)
( , 3)1−N survives in the branching of (3.24). The four eigenvalues are given by
h( ; ) =
(N + 5)
(N + k + 2)
,
l+(l+ + 1)( ; ) = 2,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −N + 1.
The explicit form for the matrix in this particular representation is given by (3.26). Then,
one obtains 8
(k+5)
in the third block diagonal elements. One can apply for other N values and
it will turn out that the numerator of the above quantity does depend on N linearly as well
as the constant term while the denominator is generalized to (k +N + 2). One can also use
the formula with the correct uˆ charge
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (1−N)
2
N(N + 2)(k +N + 2)
=
(N + 5)
(N + k + 2)
.
where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for
the l+ can be obtained by the above matrix calculation in (3.27). From the eigenvalues 2
appearing in the third block diagonal matrix in (3.27), one can see the above l+ quantum
number l+ = 1, a triplet under the SU(2)k. This also can be seen from the previous expression
( , 3)1−N . The trivial l− = 0 quantum number holds in this representation. For the last
eigenvalue corresponding to uˆ charge, the previous matrix calculation given in (3.28) can be
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used. The eigenvalues appearing in the third block diagonal matrix in (3.28) imply that the
uˆ charge is given by −2. Varying the N values, one finds that the uˆ charge is linear in N as
well as the constant term. This is also consistent with the representation ( , 3)1−N where
the subscript denotes the uˆ charge. One observes that the above conformal dimension does
not satisfy the BPS bound.
3.3.4 The (symm; 0) representation with three boxes
Let us consider the higher representation where the singlet representation in SU(N) (1, 4)− 3N
2
survives in the branching of (3.24). The four eigenvalues are given by
h( ; 0) =
3(2N + 5)
4(N + k + 2)
,
l+(l+ + 1)( ; 0) =
15
4
,
l−(l− + 1)( ; 0) = 0,
uˆ( ; 0) = −3N
2
. (3.29)
The explicit form for the matrix in this particular representation is given by (3.26). Then,
one obtains 33
4(k+5)
in the last block diagonal elements. One can apply for other N values and
it will turn out that the numerator of the above quantity does depend on N linearly as well
as the constant term while the denominator is generalized to 4(k+N + 2). One can also use
the formula with the correct uˆ charge
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− (−
3N
2
)2
N(N + 2)(k +N + 2)
=
3(2N + 5)
4(N + k + 2)
,
where the quadratic Casimir C(N+2)( ) is used. The quantum number for the l+ can be
obtained by the above matrix calculation in (3.27). From the eigenvalues 15
4
appearing in
the last block diagonal matrix in (3.27), one can see the above l+ quantum number l+ = 3
2
,
a quartet under the SU(2)k. This also can be seen from the previous expression (1, 4)− 3N
2
.
The trivial l− = 0 quantum number holds in this representation. For the last eigenvalue
corresponding to uˆ charge, the previous matrix calculation given in (3.28) can be used. The
eigenvalues appearing in the last block diagonal matrix in (3.28) imply that the uˆ charge is
given by −9
2
. Varying the N values, one finds that the uˆ charge is linear in N . This is also
consistent with the representation (1, 3)− 3N
2
where the subscript denotes the uˆ charge. One
observes that the above conformal dimension does satisfy the BPS bound.
39
3.3.5 The (symm; f) representation with three boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.3.4 and the latter occurs in the subsection 2.1.1 together
with the complex conjugation.
In this case, the corresponding four eigenvalues are described by
h( ; ) =
(k + 3N + 6)
2(k +N + 2)
,
l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = −2N − 1.
First of all, one can obtain the following 35 × 35 matrix by calculating the commutator
[T0, Q
A¯
− 1
2
] as in the subsection 2.2.2
1
(5 + k)
diag(1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
−2
3
,−2
3
,−2
3
,
1
6
,
1
6
,
1
6
,
1
6
,−2
3
,−2
3
,−2
3
,
1
6
,
1
6
,−2
3
,−2
3
,−2
3
,−3
2
,−3
2
,−3
2
,−3
2
). (3.30)
The last four eigenvalues (the N generalization is straightforward to obtain) appearing in
the last block diagonal matrix in (3.30) provide the extra contribution as well as the sum of
conformal dimensions of ( ; 0) and (0; ). They are given in (3.29) and (2.6) respectively.
Then one obtains the final conformal dimension by adding the above contribution appearing
in (3.30) as follows
3(2N + 5)
4(k +N + 2)
+
(2k + 3)
4(k +N + 2)
− 3
2(k +N + 2)
=
(k + 3N + 6)
2(k +N + 2)
as in (3.7).
It is also useful to interpret the above result from the conformal dimension formula. One
determines the following result
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (−
1
2
(N + 2)− 3N
2
)2
N(N + 2)(k +N + 2)
+
1
2
=
(k + 3N + 6)
2(k +N + 2)
.
Here we used the quadratic Casimirs for C(N+2)( ) and C(N)( ). The correct uˆ charge is
inserted. The excitation number is given by 1
2
.
For the l+ quantum number, due to the vanishing of l+ in (0; ), it turns out that the l+
is the same as the one(l+ = 3
2
) in ( ; 0). For the l− quantum number, due to the vanishing
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of l− in ( ; 0), it turns out that the l− is the same as the one(l− = 1
2
) in (0; ). It is easy
to see that the above conformal dimension satisfies the BPS bound by substituting l+ = 3
2
and l− = 1
2
. One can add each uˆ charge and it is obvious that the total uˆ charge is given by
−3N
2
− (N+2)
2
which leads to the above result. Note that the uˆ charge for (0; ) is opposite to
the one for (0; ).
3.3.6 The (symm; antisymm) representation with three and two boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.3.4 and the latter occurs in the subsection 2.2.6.
The four eigenvalues can be summarized by
h( ; ) =
(4k + 6N + 35)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) = 2,
uˆ( ; ) = −N
2
+ 2.
The following 35× 35 matrix by calculating the commutator [T0, Q13− 1
2
Q14− 1
2
] as in the pre-
vious subsection can be obtained
1
(5 + k)
diag(−2,−2,−2,−2,−2,−2,−2,−2,−2,−2,−1
3
,−1
3
,−1
3
,−1
3
,−1
3
,−1
3
,
4
3
,
4
3
,
4
3
,−1
3
,−1
3
,−1
3
,−1
3
,
4
3
,
4
3
,
4
3
,−1
3
,−1
3
,
4
3
,
4
3
,
4
3
, 3, 3, 3, 3). (3.31)
The last four eigenvalues (the N generalization is simply 3
(N+k+2)
) appearing in the last block
diagonal matrix in (3.31) give the extra contribution as well as the sum of conformal dimen-
sions of ( ; 0) and (0; ). They are given in (3.29) and (2.19) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.31)
as follows
3(2N + 5)
4(k +N + 2)
+
(k + 2)
(k +N + 2)
+
3
(k +N + 2)
=
(4k + 6N + 35)
4(k +N + 2)
.
Furthermore, this analysis can be seen from the conformal dimension formula
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
2N(k +N + 2)
− ((N + 2)−
3N
2 )
2
N(N + 2)(k +N + 2)
+ 1 =
(4k + 6N + 35)
4(k +N + 2)
.
Here we also use the quadratic Casimir C(N)( ) = (N−2)(N+1)
N
and the excitation number is
equal to 1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing
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of l+ in (0; ), the l+ is the same as the one(l+ = 3
2
) in ( ; 0). For the l− quantum number,
due to the vanishing of l− in ( ; 0), the l− is the same as the one(l− = 1) in (0; ). The
total uˆ charge is given by −3N
2
+ (N + 2) which leads to the above result. One can easily see
that the above conformal dimension does not lead to the BPS bound with l+ = 3
2
and l− = 1.
3.3.7 The (symm; symm) representation with three and two boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.3.4 while the latter occurs in the subsection 2.2.5 with
complex conjugation.
The four eigenvalues are given by
h( ; ) =
(4k + 6N + 3)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −5N
2
− 2.
One should calculate the commutator [T0, Q
1
− 1
2
Q4− 1
2
] and it turns out that
1
(5 + k)
diag(2, 2, 2, 2, 2, 2, 2, 2, 2, 2,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
−4
3
,−4
3
,−4
3
,
1
3
,
1
3
,
1
3
,
1
3
,−4
3
,−4
3
,−4
3
,
1
3
,
1
3
,−4
3
,−4
3
,−4
3
,−3,−3,−3,−3). (3.32)
The last four eigenvalues (the N generalization is simply − 3
(N+k+2)
) appearing in the last
block diagonal matrix in (3.32) give the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (3.29) and (2.17) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.32)
as follows
3(2N + 5)
4(k +N + 2)
+
k
(k +N + 2)
− 3
(k +N + 2)
=
(4k + 6N + 3)
4(k +N + 2)
.
The conformal dimension formula implies that
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
(2N)(k +N + 2)
− (−(N + 2)−
3N
2 )
2
N(N + 2)(k +N + 2)
+ 1 =
(4k + 6N + 3)
4(k +N + 2)
.
The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal
to 1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+
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in (0; ), the l+ is the same as the one(l+ = 3
2
) in ( ; 0). For the l− quantum number, due
to the vanishing of l− in ( ; 0) and (0; ), the total l− is given by l− = 0, a singlet. The
total uˆ charge is given by −3N
2
− (N +2) which leads to the above result. Again, the uˆ charge
for (0; ) is opposite to the one for (0; ). One can easily see that the above conformal
dimension does not lead to the BPS bound with l+ = 3
2
and l− = 0.
3.3.8 The (symm; antisymm) representation with three and two boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.3.4 while the latter occurs in the subsection 2.2.6 with
complex conjugation.
The four eigenvalues are given by
h( ; ) =
(4k + 6N + 11)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) = 2,
uˆ( ; ) = −5N
2
− 2.
One should calculate the commutator [T0, Q
1
− 1
2
Q2− 1
2
] and it turns out that
1
(5 + k)
diag(2, 2, 2, 2, 2, 2, 2, 2, 2, 2,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
−4
3
,−4
3
,−4
3
,
1
3
,
1
3
,
1
3
,
1
3
,−4
3
,−4
3
,−4
3
,
1
3
,
1
3
,−4
3
,−4
3
,−4
3
,−3,−3,−3,−3). (3.33)
The last four eigenvalues (the N generalization is simply − 3
(N+k+2)
) appearing in the last
block diagonal matrix in (3.33) give the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (3.29) and (2.19) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.33)
as follows
3(2N + 5)
4(k +N + 2)
+
(k + 2)
(k +N + 2)
− 3
(k +N + 2)
=
(4k + 6N + 11)
4(k +N + 2)
.
The conformal dimension formula implies that
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
(2N)(k +N + 2)
− (−(N + 2)−
3N
2 )
2
N(N + 2)(k +N + 2)
+ 1 =
(4k + 6N + 11)
4(k +N + 2)
.
The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal to
1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+
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in (0; ), the l+ is the same as the one(l+ = 3
2
) in ( ; 0). For the l− quantum number, due
to the vanishing of l− in ( ; 0), the total l− is given by l− = 1 in ( ), a triplet. The total
uˆ charge is given by −3N
2
− (N + 2) which leads to the above result. Again, the uˆ charge for
(0; ) is opposite to the one for (0; ). One can easily see that the above conformal dimension
does lead to the BPS bound with l+ = 3
2
and l− = 1.
3.3.9 The (symm;mixed) representation with three boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.3.4 while the latter occurs in the subsection 2.2.8.
The four eigenvalues are given by
h( ; ) =
3(k +N + 6)
2(k +N + 2)
,
l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = 3.
One should calculate the commutator [T0, Q
14
− 1
2
Q16− 1
2
Q13− 1
2
] and it turns out that
1
(5 + k)
diag(−3,−3,−3,−3,−3,−3,−3,−3,−3,−3,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,
2, 2, 2,−1
2
,−1
2
,−1
2
,−1
2
, 2, 2, 2,−1
2
,−1
2
, 2, 2, 2,
9
2
,
9
2
,
9
2
,
9
2
). (3.34)
The last four eigenvalues (the N generalization is simply 9
2(N+k+2)
) appearing in the last
block diagonal matrix in (3.34) give the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (3.29) and (2.23) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.34)
as follows
3(2N + 5)
4(k +N + 2)
+
3(2k + 1)
4(k +N + 2)
+
9
2(k +N + 2)
=
3(k +N + 6)
2(k +N + 2)
.
The conformal dimension formula implies that
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 3(N
2 − 3)
(2N)(k +N + 2)
− (
3(N+2)
2
− 3N
2
)2
N(N + 2)(k +N + 2)
+
3
2
=
3(k +N + 6)
2(k +N + 2)
.
The quadratic Casimir C(N)( ) is used and the excitation number is equal to 3
2
. The correct
uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+ in (0; ), the l+
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is the same as the one(l+ = 3
2
) in ( ; 0). For the l− quantum number, due to the vanishing
of l− in ( ; 0), the total l− is given by l− = 1
2
in ( ), a doublet. The total uˆ charge is
given by −3N
2
+ 3
2
(N + 2) which leads to the above result. One can easily see that the above
conformal dimension does not lead to the BPS bound with l+ = 3
2
and l− = 1
2
12.
3.3.10 The (symm; antisymm) representation with three boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.3.4 while the latter occurs in the subsection 2.2.7.
The four eigenvalues are given by
h( ; ) =
3(k +N + 8)
2(k +N + 2)
,
l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) =
15
4
,
uˆ( ; ) = 3. (3.35)
One should calculate the commutator [T0, Q
13
− 1
2
Q14− 1
2
Q15− 1
2
] and it turns out that
1
(5 + k)
diag(−3,−3,−3,−3,−3,−3,−3,−3,−3,−3,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,−1
2
,
2, 2, 2,−1
2
,−1
2
,−1
2
,−1
2
, 2, 2, 2,−1
2
,−1
2
, 2, 2, 2,
9
2
,
9
2
,
9
2
,
9
2
). (3.36)
The last four eigenvalues (the N generalization is simply 9
2(N+k+2)
) appearing in the last
block diagonal matrix in (3.36) give the extra contribution as well as the sum of conformal
dimensions of ( ; 0) and (0; ). They are given in (3.29) and (2.20) respectively. Then one
obtains the final conformal dimension by adding the above contribution appearing in (3.36)
as follows
3(2N + 5)
4(k +N + 2)
+
6k + 15
4(k +N + 2)
+
9
2(k +N + 2)
=
3(k +N + 8)
2(k +N + 2)
.
The conformal dimension formula implies that
3(N + 1)(N + 3 + 2)
2(N + 2)(k +N + 2)
− 3(N − 3)(N + 1)
(2N)(k +N + 2)
− (
3(N+2)
2
− 3N
2
)2
N(N + 2)(k +N + 2)
+
3
2
=
3(k +N + 8)
2(k +N + 2)
.
12 For the higher representation ( ; ), one can do similar analysis with an appropriate uˆ charge.
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The quadratic Casimir C(N)( ) is used and the excitation number is equal to 3
2
. The correct
uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+ in (0; ), the l+
is the same as the one(l+ = 3
2
) in ( ; 0). For the l− quantum number, due to the vanishing
of l− in ( ; 0), the total l− is given by l− = 3
2
in ( ), a quartet. The total uˆ charge is
given by −3N
2
+ 3
2
(N + 2) which leads to the above result. One can easily see that the above
conformal dimension does not lead to the BPS bound with l± = 3
2
13.
3.4 The antisymmetric representations Λ+ with three boxes
The three-index antisymmetric parts of the SU(N+2) representation can be obtained from the
generators of the fundamental representation of SU(N + 2) by using the projection operator
1
6
(δilδjmδkn−δilδkmδjn+δklδimδjn−δjlδimδkn+δjlδkmδin−δklδjmδin) where i < j < k and l < m <
n and i, j, k, l,m, n = 1, 2, · · · , (N + 2) [31]. Then by acting on the space Ta ⊗ 1(N+2)×(N+2) ⊗
1(N+2)×(N+2) + 1(N+2)×(N+2) ⊗ Ta ⊗ 1(N+2)×(N+2) + 1(N+2)×(N+2) ⊗ 1(N+2)×(N+2) ⊗ Ta, one has
the generators for the antisymmetric representation for the SU(N + 2) as follows:
(Ta)il δjm δkn − (Ta)il δkm δjn + (Ta)kl δim δjn − (Ta)jl δim δkn + (Ta)jl δkm δin − (Ta)kl δjm δin
+δil (Ta)jm δkn − δil (Ta)km δjn + δkl (Ta)im δjn − δjl (Ta)im δkn + δjl (Ta)km δin − δkl (Ta)jm δin
+δil δjm (Ta)kn − δil δkm (Ta)jn + δkl δim (Ta)jn − δjl δim (Ta)kn + δjl δkm (Ta)in − δkl δjm (Ta)in.
For N = 3, one has 1
6
(N + 2)(N + 1)(N)× 1
6
(N + 2)(N + 1)(N) = 10× 10 unitary matrix,
and the row and columns are characterized by the following triple index notations
123; 124, 125, 134, 135, 234, 235; 145, 245, 345. (3.37)
See also Appendix E for uˆ1, · · · , uˆ10. See also (3.24). The first element corresponds to the
antisymmetric (singlet) representation for SU(3). The next six elements correspond to the
antisymmetric representation of SU(3) with SU(2)k doublet. The last three elements corre-
spond to the fundamental representation of SU(3) with SU(2)k singlet. The explicit form for
the 24 generators of SU(5) is presented in Appendix E. Note that the ordering in (3.37) is
different from the ones in Appendix E.
13One can do the similar analysis for the higher representation ( ; ). We have
h( ; ) =
3
2
, l+(l+ + 1)( ; ) =
15
4
,
l−(l− + 1)( ; ) =
15
4
, uˆ( ; ) = −3N − 3.
This conformal dimension does lead to the BPS bound with l± = 32 . Due to the different uˆ charge, the
conformal dimension is different from the one in (3.35)
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Let us calculate the zero mode for the reduced stress energy tensor spin-2 current acting
on the state |( ; 0) >. It turns out that the 10× 10 matrix is given by
3
(5+k)
0 0 0 0
0 9
4(5+k)
14×4 0 0 0
0 0 2
(5+k)
0 0
0 0 0 9
4(5+k)
12×2 0
0 0 0 0 2
(5+k)
12×2

. (3.38)
If one takes the ordering in (3.37), then the diagonal elements will look nicer. There are
five block diagonal elements. The last block diagonal elements (together with the third one)
correspond to the eigenvalue on the state |( ; ) >. We will describe the detailed quantum
numbers for the other eigenvalues soon.
One can also calculate the zero mode for the sum of the square for the spin-1 current with
minus sign acting on the above state |( ; ) > and the explicit result is given by
0 0 0 0 0
0 3
4
14×4 0 0 0
0 0 0 0 0
0 0 0 3
4
12×2 0
0 0 0 0 012×2
 . (3.39)
The diagonal elements correspond to the eigenvalues and in particular, the last one (together
with the third one) is the eigenvalue for the state |( ; ) > which behaves as a triplet
(fundamental) under the SU(3).
Similarly, one can also compute the zero mode for the spin-1 current acting on the state
|( ; ) > and one obtains (twice of uˆ)
6 0 0 0 0
0 114×4 0 0 0
0 0 −4 0 0
0 0 0 112×2 0
0 0 0 0 −412×2
 . (3.40)
In this case, also the last elements (together with the third one) are the eigenvalues for the
state |( ; ) >.
Note that there is no SU(N) singlet in the antisymmetric representation in (3.24).
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3.4.1 The (antisymm; antisymm) representation with three boxes
Let us consider the higher representation where the antisymmetric representation in SU(N)
( , 1)3 survives in the branching of (3.24). The four eigenvalues are given by
h( ; ) =
3
(k +N + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 3.
One can calculate the conformal dimension for this representation using the previous formula
or one performs the explicit form for the matrix in this particular representation as in (3.26).
Therefore, one obtains 3
(k+5)
in the first diagonal elements in (3.38). One can apply for other N
values where N = 5, 7, 9, 11, 13, · · ·. It will turn out that the numerator of the above quantity
does not depend on N and takes the common value and the denominator is generalized to
(k + N + 2). By realizing that the quadratic Casimir of SU(N + 2) for the antisymmetric
representation C(N+2)( ) = 3(N−1)(N+3)
2(N+2)
(and the one for the antisymmetric representation
C(N)( ) = 3(N−3)(N+1)
2N
) and the correct uˆ charge is given by 3, the following relation can be
obtained
3(N + 2− 3)(N + 2 + 1)
2(N + 2)(k +N + 2)
− 3(N − 3)(N + 1)
2N(k +N + 2)
− 9
N(N + 2)(k +N + 2)
=
3
(k +N + 2)
.
Similarly, the quantum number for the l+ can be determined by the above matrix calcu-
lation in (3.39). From the zero eigenvalues appearing in the first block diagonal matrix in
(3.39), one can see the above l+ quantum number, a singlet under the SU(2)k. This also can
be seen from the previous expression ( , 1)3. The trivial l
− quantum number l− = 0 arises.
For the last eigenvalue corresponding to uˆ charge, one uses the previous matrix calculation
given in (3.40). The eigenvalues appearing in the first block diagonal matrix in (3.40) imply
that the uˆ charge is given by 3. This is also consistent with the representation ( , 1)3 where
the subscript denotes the uˆ charge. One observes that the above conformal dimension does
not satisfy the vanishing BPS bound with l± = 0.
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3.4.2 The (antisymm; antisymm) representation with three and two boxes
Let us consider the higher representation where the antisymmetric representation in SU(N)
( , 2)2−N
2
survives in the branching of (3.24). The four eigenvalues can be summarized by
h( ; ) =
(2N + 3)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 2− N
2
.
The explicit form for the matrix in this particular representation is given by (3.38). Then,
one obtains 9
4(k+5)
in the second (and fourth one) diagonal elements. One can apply for other
N values and it will turn out that the numerator of the above quantity does depend on N
linearly as well as the constant term while the denominator is generalized to 4(k + N + 2).
One can also use the formula with the correct uˆ charge
3(N + 2− 3)(N + 2 + 1)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
2N(k +N + 2)
− (2−
N
2
)2
N(N + 2)(k +N + 2)
=
(2N + 3)
4(k +N + 2)
where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for the l+
can be obtained by the above matrix calculation in (3.39). From the eigenvalues 3
4
appearing
in the second (and fourth one) block diagonal matrix in (3.39), one can see the above l+
quantum number l+ = 1
2
, a doublet under the SU(2)k. This also can be seen from the previous
expression ( , 2)2−N
2
. The trivial l− = 0 quantum number holds in this representation. For
the last eigenvalue corresponding to uˆ charge, the previous matrix calculation given in (3.40)
can be used. The eigenvalues appearing in the second block diagonal matrix in (3.40) imply
that the uˆ charge is given by 1
2
. Varying the N values, one finds that the uˆ charge is linear
in N as well as the constant term. This is also consistent with the representation ( , 2)2−N
2
where the subscript denotes the uˆ charge. One observes that the above conformal dimension
does satisfy the BPS bound.
3.4.3 The (antisymm; f) representation with three boxes
Let us consider the higher representation where the fundamental representation in SU(N)
( , 1)1−N survives in the branching of (3.24). The four eigenvalues are given by
h( ; ) =
(N − 1)
(k +N + 2)
,
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l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 1−N.
The explicit form for the matrix in this particular representation is given by (3.38). Then,
one obtains 2
(k+5)
in the third (and the last) diagonal elements. One can apply for other
N values and it will turn out that the numerator of the above quantity does depend on N
linearly as well as the constant term while the denominator is generalized to (k+N+2). One
can also use the formula with the correct uˆ charge
3(N + 2− 3)(N + 2 + 1)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (1−N)
2
N(N + 2)(k +N + 2)
=
(N − 1)
(k +N + 2)
where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for
the l+ can be obtained by the above matrix calculation in (3.39). From the eigenvalue 0
appearing in the third (and the last) block diagonal matrix in (3.39), one can see the above l+
quantum number l+ = 0, a singlet under the SU(2)k. This also can be seen from the previous
expression ( , 1)1−N . The trivial l− = 0 quantum number holds in this representation. For the
last eigenvalue corresponding to uˆ charge, the previous matrix calculation given in (3.40) can
be used. The eigenvalues appearing in the third (and the last) block diagonal matrix in (3.40)
imply that the uˆ charge is given by −2. Varying the N values, one finds that the uˆ charge
is linear in N as well as the constant term. This is also consistent with the representation
( , 1)1−N where the subscript denotes the uˆ charge. One observes that the above conformal
dimension does not satisfy the BPS bound.
3.5 The mixed representations Λ+ with three boxes
Let us describe the appropriate projection operators which pick up the mixed parts of the
third-rank tensor representation of SU(N +2). The symmetric projection operator S12 acting
on the first two indices of the general rank 3 tensor Xabc is described as
S12Xabc =
1
2
(Xabc +Xbac). (3.41)
Then let us introduce the antisymmetric projection operator A23 acting on the last two indices
of the above quantity (3.41) as follows:
A23S12Xabc =
1
4
(Xabc +Xbac −Xacb −Xbca). (3.42)
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Furthermore, one projects (3.42) by using the symmetric projection operator S12. Then one
obtains, with appropriate an overall normalization,
4
3
S12A23S12Xabc =
1
6
(2Xabc + 2Xbac −Xbca −Xcba −Xacb −Xcab). (3.43)
Note that the quantity (3.43) is symmetric under the interchange of the first two indices. This
representation comes from the product of the representation and the representation .
Similarly, one can try to do other mixed projection operator. First of all, by acting the
antisymmetric projection operator on the rank 3 tensor with the first two indices
A12Xabc =
1
2
(Xabc −Xbac). (3.44)
Then one can act the symmetric projection operator on (3.44) with the last two indices
S23A12Xabc =
1
4
(Xabc −Xbac +Xacb −Xbca). (3.45)
Finally, one acts the antisymmetric projection operator on (3.45) with the first two indices as
follows:
4
3
A12S23A12Xabc =
1
6
(2Xabc − 2Xbac −Xbca +Xcba +Xacb −Xcab). (3.46)
Note that the quantity (3.46) is antisymmetric under the interchange of the first two indices.
This representation comes from the product of the representation and the representation
.
One can easily see that the sum of the two projection operators, (3.43) and (3.46), leads
to
1
6
(4Xabc − 2Xcab − 2Xbca). (3.47)
It is known that the totally symmetric and antisymmetric projection operators acting on the
Xabc are given by
S123Xabc =
1
6
(Xabc +Xacb +Xcab +Xbac +Xbca +Xcba),
A123Xabc =
1
6
(Xabc −Xacb +Xcab −Xbac +Xbca −Xcba). (3.48)
By adding these two operators in (3.48), one obtains
1
6
(2Xabc + 2Xcab + 2Xbca). (3.49)
As we expect, one obtains Xabc by adding (3.49) to (3.47).
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The three-index mixed parts of the SU(N +2) representation corresponding to (3.43) can
be obtained from the generators of the fundamental representation of SU(N + 2) by using
the projection operator 1
6
(2δilδjmδkn+2δjlδimδkn− δjlδkmδin− δklδjmδin− δilδkmδjn− δklδimδjn)
where i ≤ j ≤ k and l ≤ m ≤ n and i, j, k, l,m, n = 1, 2, · · · , (N + 2) [31]. Then by acting on
the space Ta⊗1(N+2)×(N+2)⊗1(N+2)×(N+2)+1(N+2)×(N+2)⊗Ta⊗1(N+2)×(N+2)+1(N+2)×(N+2)⊗
1(N+2)×(N+2) ⊗ Ta, one has the generators for the mixed representation for the SU(N + 2) as
follows:
2(Ta)il δjm δkn + 2(Ta)jl δim δkn − (Ta)jl δkm δin − (Ta)kl δjm δin − (Ta)il δkm δjn − (Ta)kl δim δjn
+2δil (Ta)jm δkn + 2δjl (Ta)im δkn − δjl (Ta)km δin − δkl (Ta)jm δin − δil (Ta)km δjn − δkl (Ta)im δjn
+2δil δjm (Ta)kn + 2δjl δim (Ta)kn − δjl δkm (Ta)in − δkl δjm (Ta)in − δil δkm (Ta)jn − δkl δim (Ta)jn.
See also Appendix D. Let us calculate the zero mode for the reduced stress energy ten-
sor spin-2 current acting on the state |( ; 0) >. It turns out that the (N+2)(N+3)(N+1)
3
×
(N+2)(N+3)(N+1)
3
= 40× 40 matrix (see also [32]) is given by
1
(5 + k)
diag(3, 3,
13
4
,
13
4
, 3, 3, 5, 5, 3,
13
4
,
13
4
, 3, 5, 5,
13
4
,
13
4
, 5, 5,
21
4
,
21
4
, (3.50)
3, 3,
13
4
,
21
4
,
13
4
,
21
4
,
13
4
,
21
4
,
13
4
,
21
4
, 5, 5, 5, 5,

19
4 −
√
3
2 0 0
−
√
3
2
15
4 0 0
0 0 194 −
√
3
2
0 0 −
√
3
2
15
4
 , 5, 5).
There are four block diagonal elements after diagonalizing the 35, 36, 37, 38 matrix elements
(the eigenvalues are given by 21
4(k+5)
, 21
4(k+5)
, 13
4(k+5)
and 13
4(k+5)
and the eigenfunctions are
(0, 0,−
√
3, 1), (−
√
3, 1, 0, 0), (0, 0,
1√
3
, 1), (
1√
3
, 1, 0, 0)).
The 19, 20 elements of (3.50), 21
4(k+5)
and 21
4(k+5)
, correspond to the eigenvalue on the state
|( ; 0) > corresponding to (1, 2)− 3N
2
. See also the uˆ19 and uˆ20 in Appendix D. We will
describe the detailed quantum numbers for the other eigenvalues soon.
One can also calculate the zero mode for the sum of the square for the spin-1 current with
minus sign acting on the above state |( ; 0) > and the explicit result is given by
diag(0, 0,
3
4
,
3
4
, 0, 0, 2, 2, 0,
3
4
,
3
4
, 0, 2, 2,
3
4
,
3
4
, 2, 2,
3
4
,
3
4
,
0, 0,
3
4
,
3
4
,
3
4
,
3
4
,
3
4
,
3
4
,
3
4
,
3
4
,

1
2
√
3
2
0 0√
3
2
3
2
0 0
0 0 1
2
√
3
2
0 0
√
3
2
3
2
 ,
3
4
,
3
4
,
3
4
,
3
4
, 2, 0). (3.51)
The eigenvalues for the 31, 32, 33 and 34 elements are given by 2, 2, 0 and 0. The correspond-
ing eigenfunctions are (0, 0, 1√
3
, 1), ( 1√
3
, 1, 0, 0) (0, 0,−√3, 1), and (−√3, 1, 0, 0) as before. The
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19, 20 elements of (3.51), 3
4
and 3
4
, correspond to the eigenvalue on the state |( ; 0) >. which
behaves as a doublet under the SU(2).
Similarly, one can also compute the zero mode for the spin-1 current acting on the state
|( ; 0) > corresponding to (1, 2)− 3N
2
and one obtains (twice of uˆ)
diag(6, 6, 1, 1, 6, 6,−4,−4, 6, 1, 1, 6,−4,−4, 1, 1,−4,−4,−9,−9,
6, 6, 1, 1, 1, 1, 1, 1, 1, 1,−4,−4,−4,−4, 1, 1, 1, 1,−4,−4). (3.52)
In this case, also the 19, 20 elements are the eigenvalues for the state |( ; 0) >. Then one
can generalize the above eigenvalues for general N as follows:
−9 → 2(−3N
2
) : (1, 2)− 3N
2
, −4→ 2(1−N) : ( , 3)1−N + ( , 1)1−N ,
1 → 2(2− N
2
) : ( , 2)2−N
2
+ ( , 2)2−N
2
, 6→ 2× 3 : ( , 1)3,
by carefully analyzing (3.24) 14.
3.5.1 The (mixed;mixed) representation with three boxes
Let us consider the higher representation where the mixed representation in SU(N) ( , 1)3
survives in the branching of (3.24). The four eigenvalues are given by
h( ; ) =
3
(k +N + 2)
,
l+(l+ + 1)( ; ) = 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 3.
One can calculate the conformal dimension for this representation using the previous formula
or one performs the explicit form for the matrix in this particular representation as in (3.26).
14 The row and columns are characterized by the following triple index notations
112, 113, 114, 115, 122, 133, 144, 155, 223, 224, 225, 233, 244, 255, 334, 335, 344, 355, 445, 455,
123, 132, 124, 142, 125, 152, 134, 143, 135, 153, 145, 154, 245, 254, 234, 243, 235, 253, 345, 354.
See also Appendix D for uˆ1, · · · , uˆ40. For example, the eight ( ,1)3 comes from
112, 113, 122, 133, 223, 233, 123 and 132 which do not contain the indices 4 or 5. Similarly, the twelve
( ,3)1−N + ( ,1)1−N comes from 144, 155, 244, 255, 344, 355, 145, 154, 245, 254, 345 and 354 which contain a
single SU(3) fundamentals (1 or 2 or 3). The two (1,2)
−
3N
2
comes from 445 and 455 which do not contain
the indices 1 or 2 or 3. Finally, the eighteen ( ,2)2−N
2
+ ( ,2)2−N
2
comes from the remaining ones which
contain two SU(3) indices.
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Therefore, one obtains 3
(k+5)
in the first diagonal elements in (3.50). One can apply for other N
values where N = 5, 7, 9, 11, 13, · · ·. It will turn out that the numerator of the above quantity
does not depend on N and takes the common value and the denominator is generalized to
(k+N+2). By realizing that the quadratic Casimir of SU(N+2) for the mixed representation
C(N+2)( ) = 3((N+2)
2−3)
2(N+2)
(and the one for the mixed representation C(N)( ) = 3(N
2−3)
2N
) and
the correct uˆ charge is given by 3, the following relation can be obtained
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 3(N
2 − 3)
2N(k +N + 2)
− 9
N(N + 2)(k +N + 2)
=
3
(k +N + 2)
.
Similarly, the quantum number for the l+ can be determined by the above matrix calcu-
lation in (3.51). From the zero eigenvalues appearing in the first diagonal matrix elements in
(3.51), one can see the above l+ quantum number, a singlet under the SU(2)k. This also can
be seen from the previous expression ( , 1)3. The trivial l
− quantum number l− = 0 arises.
For the last eigenvalue corresponding to uˆ charge, one uses the previous matrix calculation
given in (3.52). The eigenvalues appearing in the first diagonal matrix elements in (3.52)
imply that the uˆ charge is given by 3. This is also consistent with the representation ( , 1)3
where the subscript denotes the uˆ charge. One observes that the above conformal dimension
does not satisfy the vanishing BPS bound with l± = 0.
3.5.2 The (mixed; antisymm) representation with three and two boxes
Let us consider the higher representation where the antisymmetric representation in SU(N)
( , 2)2−N
2
survives in the branching of (3.24). The four eigenvalues can be summarized by
h( ; ) =
(2N + 15)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 2− N
2
.
The explicit form for the matrix in this particular representation is given by (3.50). Then,
one obtains 21
4(k+5)
in the second line elements. One can apply for other N values and it will
turn out that the numerator of the above quantity does depend on N linearly as well as the
constant term while the denominator is generalized to 4(k + N + 2). One can also use the
formula with the correct uˆ charge
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
2N(k +N + 2)
− (2−
N
2
)2
N(N + 2)(k +N + 2)
=
(2N + 15)
4(k +N + 2)
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where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for
the l+ can be obtained by the above matrix calculation in (3.51). From the eigenvalues 3
4
appearing in the 24, 26, 28, 30 matrix elements (and some linear combination between 35
and 36 matrix elements and the linear combination between 37 and 38 matrix elements) in
(3.51), one can see the above l+ quantum number l+ = 1
2
, a doublet under the SU(2)k. This
also can be seen from the previous expression ( , 2)2−N
2
. The trivial l− = 0 quantum number
holds in this representation. For the last eigenvalue corresponding to uˆ charge, the previous
matrix calculation given in (3.52) can be used. The eigenvalues appearing in the 24, 26, 28,
30 matrix elements (and other two from the linear combinations in the 35, 36, 37 and 38
matrix elements) in (3.52) imply that the uˆ charge is given by 1
2
. Varying the N values, one
finds that the uˆ charge is linear in N as well as the constant term. This is also consistent
with the representation ( , 2)2−N
2
where the subscript denotes the uˆ charge. One observes
that the above conformal dimension does not satisfy the BPS bound.
3.5.3 The (mixed; symm) representation with three and two boxes
Let us consider the higher representation where the symmetric representation in SU(N)
( , 2)2−N
2
survives in the branching of (3.24). The four eigenvalues can be summarized
by
h( ; ) =
(2N + 7)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 2− N
2
.
The explicit form for the matrix in this particular representation is given by (3.50). Then,
one obtains 13
4(k+5)
in the 3, 4, 10, 11, 15, 16, 23, 25, 27, 29 (and two from 35, 36, 37 and 38)
elements. One can apply for other N values and it will turn out that the numerator of the
above quantity does depend on N linearly as well as the constant term while the denominator
is generalized to 4(k +N + 2). One can also use the formula with the correct uˆ charge
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
2N(k +N + 2)
− (2−
N
2
)2
N(N + 2)(k +N + 2)
=
(2N + 7)
4(k +N + 2)
,
where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for
the l+ can be obtained by the above matrix calculation in (3.51). From the eigenvalues 3
4
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appearing in the above elements in (3.51), one can see the above l+ quantum number l+ = 1
2
,
a doublet under the SU(2)k. This also can be seen from the previous expression ( , 2)2−N
2
.
The trivial l− = 0 quantum number holds in this representation. For the last eigenvalue
corresponding to uˆ charge, the previous matrix calculation given in (3.52) can be used. The
eigenvalues appearing in the previous matrix elements in (3.52) imply that the uˆ charge is
given by 1
2
. Varying the N values, one finds that the uˆ charge is linear in N as well as the
constant term. This is also consistent with the representation ( , 2)2−N
2
where the subscript
denotes the uˆ charge. One observes that the above conformal dimension does not satisfy the
BPS bound.
3.5.4 The (mixed; f) representation with three boxes
Let us consider the higher representation where the fundamental representation in SU(N)
( , 1)1−N or ( , 3)1−N survives in the branching of (3.24). The four eigenvalues are given by
h( ; ) =
(N + 2)
(k +N + 2)
,
l+(l+ + 1)( ; ) = 2, or 0,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = 1−N.
The explicit form for the matrix in this particular representation is given by (3.50). Then,
one obtains 5
(k+5)
in the 7, 8, 13, 14, 17, 18, 31, 32, 33, 34, 39 and 40 elements. One can
apply for other N values and it will turn out that the numerator of the above quantity does
depend on N linearly as well as the constant term while the denominator is generalized to
(k +N + 2). One can also use the formula with the correct uˆ charge
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (1−N)
2
N(N + 2)(k +N + 2)
=
(N + 2)
(k +N + 2)
,
where the quadratic Casimir C(N+2)( ) and C(N)( ) are used. The quantum number for
the l+ can be obtained by the above matrix calculation in (3.51). From the eigenvalue 2
appearing in the 7, 8, 13, 14, 17, 18, two linear combinations (between 31, 32, 33, and 34),
and 39 elements in (3.51), one can see the above l+ quantum number l+ = 1, a triplet under
the SU(2)k. This also can be seen from the previous expression ( , 3)1−N . Furthermore,
from the eigenvalue 0 appearing in the two linear combinations (between 31, 32, 33, and
34) and 40 elements in (3.51), one can see the above l+ quantum number l+ = 0, a singlet
under the SU(2)k. This also can be seen from the previous expression ( , 1)1−N . The trivial
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l− = 0 quantum number holds in this representation. For the last eigenvalue corresponding
to uˆ charge, the previous matrix calculation given in (3.52) can be used. The eigenvalues
appearing in the previous elements in (3.52) imply that the uˆ charge is given by −2. Varying
the N values, one finds that the uˆ charge is linear in N as well as the constant term. This
is also consistent with the representation ( , 1)1−N or ( , 3)1−N where the subscript denotes
the uˆ charge. One observes that the above conformal dimension does satisfy the BPS bound
with l+ = 1 and l− = 0. There is no BPS bound for l± = 0.
3.5.5 The (mixed; 0) representation with three boxes
Let us consider the higher representation where the singlet representation in SU(N) (1, 2)− 3N
2
survives in the branching of (3.24). The four eigenvalues are given by
h( ; 0) =
3(2N + 1)
4(k +N + 2)
,
l+(l+ + 1)( ; 0) =
3
4
,
l−(l− + 1)( ; 0) = 0,
uˆ( ; 0) = −3N
2
. (3.53)
The explicit form for the matrix in this particular representation is given by (3.50). Then,
one obtains 21
4(k+5)
in the 19 and 20 elements. One can apply for other N values and it will
turn out that the numerator of the above quantity does depend on N linearly as well as the
constant term while the denominator is generalized to 4(k + N + 2). One can also use the
formula with the correct uˆ charge
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− (−
3N
2
)2
N(N + 2)(k +N + 2)
=
3(2N + 1)
4(k +N + 2)
,
where the quadratic Casimir C(N+2)( ) is used. The quantum number for the l+ can be
obtained by the above matrix calculation in (3.51). From the eigenvalues 3
4
appearing in
the 19, 20 elements in (3.51), one can see the above l+ quantum number l+ = 1
2
, a doublet
under the SU(2)k. This also can be seen from the previous expression (1, 2)− 3N
2
. The trivial
l− = 0 quantum number holds in this representation. For the last eigenvalue corresponding
to uˆ charge, the previous matrix calculation given in (3.52) can be used. The eigenvalues
appearing in the 19, 20 elements in (3.52) imply that the uˆ charge is given by −9
2
. Varying
the N values, one finds that the uˆ charge is linear in N . This is also consistent with the
representation (1, 2)− 3N
2
where the subscript denotes the uˆ charge. One observes that the
above conformal dimension does not satisfy the BPS bound.
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3.5.6 The (mixed; f) representation with three boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.5.5 and the latter occurs in the subsection 2.1.1 together
with the complex conjugation.
In this case, the corresponding four eigenvalues are described by
h( ; ) =
(k + 3N)
2(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = −2N − 1.
First of all, one can obtain the following 40 × 40 matrix by calculating the commutator
[T0, Q
A¯
− 1
2
] as in the subsection 2.2.2
1
(5 + k)
diag(1, 1,
1
6
,
1
6
, 1, 1,−2
3
,−2
3
, 1,
1
6
,
1
6
, 1,−2
3
,−2
3
,
1
6
,
1
6
,−2
3
,−2
3
;−3
2
,−3
2
;
1, 1,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,
1
6
,−2
3
,−2
3
,−2
3
,−2
3
,
1
6
,
1
6
,
1
6
,
1
6
,−2
3
,−2
3
). (3.54)
The eigenvalues (the N generalization is straightforward to obtain) appearing in the 19, 20
elements in (3.54) provide the extra contribution as well as the sum of conformal dimensions
of ( ; 0) and (0; ). They are given in (3.53) and (2.6) respectively. Then one obtains the
final conformal dimension by adding the above contribution appearing in (3.54) as follows
(2k + 3)
4(k +N + 2)
+
3(2N + 1)
4(k +N + 2)
− 3
2(k +N + 2)
=
(k + 3N)
2(k +N + 2)
,
as in (3.7).
It is also useful to interpret the above result from the conformal dimension formula. One
determines the following result
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− (
N
2
− 1
2N
)
(k +N + 2)
− (−
1
2
(N + 2)− 3N
2
)2
N(N + 2)(k +N + 2)
+
1
2
=
(k + 3N)
2(k +N + 2)
.
Here we used the quadratic Casimirs for C(N+2)( ) and C(N)( ). The correct uˆ charge is
inserted. The excitation number is given by 1
2
.
For the l+ quantum number, due to the vanishing of l+ in (0; ), it turns out that the l+ is
the same as the one(l+ = 1
2
) in ( ; 0). For the l− quantum number, due to the vanishing of
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l− in ( ; 0), it turns out that the l− is the same as the one(l− = 1
2
) in (0; ). It is easy to see
that the above conformal dimension does not satisfy the BPS bound by substituting l± = 1
2
.
One can add each uˆ charge and it is obvious that the total uˆ charge is given by −3N
2
− (N+2)
2
which leads to the above result. Note that the uˆ charge for (0; ) is opposite to the one for
(0; ).
3.5.7 The (mixed; symm) representation with three and two boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.5.5 while the latter occurs in the subsection 2.2.5 with
complex conjugation.
The four eigenvalues are given by
h( ; ) =
(4k + 6N − 9)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 0,
uˆ( ; ) = −5N
2
− 2.
One should calculate the commutator [T0, Q
1
− 1
2
Q4− 1
2
] and it turns out that
1
(5 + k)
diag(2, 2,
1
3
,
1
3
, 2, 2,−4
3
,−4
3
, 2,
1
3
,
1
3
, 2,−4
3
,−4
3
,
1
3
,
1
3
,−4
3
,−4
3
;−3,−3;
2, 2,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,−4
3
,−4
3
,−4
3
,−4
3
,
1
3
,
1
3
,
1
3
,
1
3
,−4
3
,−4
3
). (3.55)
The two eigenvalues (the N generalization is simply − 3
(N+k+2)
) appearing in the 19, 20 el-
ements in (3.55) give the extra contribution as well as the sum of conformal dimensions of
( ; 0) and (0; ). They are given in (3.53) and (2.17) respectively. Then one obtains the
final conformal dimension by adding the above contribution appearing in (3.55) as follows
3(2N + 1)
4(k +N + 2)
+
k
(k +N + 2)
− 3
(k +N + 2)
=
(4k + 6N − 9)
4(k +N + 2)
.
The conformal dimension formula implies that
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 2(N − 1)(N + 2)
(2N)(k +N + 2)
− (−(N + 2)−
3N
2 )
2
N(N + 2)(k +N + 2)
+ 1 =
(4k + 6N − 9)
4(k +N + 2)
.
The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal
to 1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+
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in (0; ), the l+ is the same as the one(l+ = 1
2
) in ( ; 0). For the l− quantum number, due
to the vanishing of l− in ( ; 0) and (0; ), the total l− is given by l− = 0, a singlet. The
total uˆ charge is given by −3N
2
− (N +2) which leads to the above result. Again, the uˆ charge
for (0; ) is opposite to the one for (0; ). One can easily see that the above conformal
dimension does not lead to the BPS bound with l+ = 1
2
and l− = 0.
3.5.8 The (mixed; antisymm) representation with three and two boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.5.5 while the latter occurs in the subsection 2.2.6 with
complex conjugation.
The four eigenvalues are given by
h( ; ) =
(4k + 6N − 1)
4(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) = 2,
uˆ( ; ) = −5N
2
− 2.
One should calculate the commutator [T0, Q
1
− 1
2
Q2− 1
2
] and it turns out that
1
(5 + k)
diag(2, 2,
1
3
,
1
3
, 2, 2,−4
3
,−4
3
, 2,
1
3
,
1
3
, 2,−4
3
,−4
3
,
1
3
,
1
3
,−4
3
,−4
3
;−3,−3;
2, 2,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,
1
3
,−4
3
,−4
3
,−4
3
,−4
3
,
1
3
,
1
3
,
1
3
,
1
3
,−4
3
,−4
3
). (3.56)
The two eigenvalues (the N generalization is simply − 3
(N+k+2)
) appearing in the 19, 20 el-
ements in (3.56) give the extra contribution as well as the sum of conformal dimensions of
( ; 0) and (0; ). They are given in (3.53) and (2.19) respectively. Then one obtains the
final conformal dimension by adding the above contribution appearing in (3.56) as follows
3(2N + 1)
4(k +N + 2)
+
(k + 2)
(k +N + 2)
− 3
(k +N + 2)
=
(4k + 6N − 1)
4(k +N + 2)
.
The conformal dimension formula implies that
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 2(N − 2)(N + 1)
(2N)(k +N + 2)
− (−(N + 2)−
3N
2 )
2
N(N + 2)(k +N + 2)
+ 1 =
(4k + 6N − 1)
4(k +N + 2)
.
The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal to
1. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+
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in (0; ), the l+ is the same as the one(l+ = 1
2
) in ( ; 0). For the l− quantum number, due
to the vanishing of l− in ( ; 0), the total l− is given by l− = 1 in ( ), a triplet. The total
uˆ charge is given by −3N
2
− (N + 2) which leads to the above result. Again, the uˆ charge for
(0; ) is opposite to the one for (0; ). One can easily see that the above conformal dimension
does not lead to the BPS bound with l+ = 1
2
and l− = 1.
3.5.9 The (mixed; antisymm) representation with three boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.5.5 while the latter occurs in the subsection 2.2.7 with
complex conjugation.
The four eigenvalues are given by
h( ; ) =
3(k +N)
2(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) =
15
4
,
uˆ( ; ) = −3N − 3.
One should calculate the commutator [T0, Q
1
− 1
2
Q2− 1
2
Q3− 1
2
] and it turns out that
1
(5 + k)
diag(3, 3,
1
2
,
1
2
, 3, 3,−2,−2, 3, 1
2
,
1
2
, 3,−2,−2, 1
2
,
1
2
,−2,−2;−9
2
,−9
2
;
3, 3,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,−2,−2,−2,−2, 1
2
,
1
2
,
1
2
,
1
2
,−2,−2). (3.57)
The two eigenvalues (the N generalization is simply − 9
2(N+k+2)
) appearing in the 19, 20
elements in (3.57) give the extra contribution as well as the sum of conformal dimensions of
( ; 0) and (0; ). They are given in (3.53) and (2.20) respectively. Then one obtains the
final conformal dimension by adding the above contribution appearing in (3.57) as follows
3(2N + 1)
4(k +N + 2)
+
3(2k + 5)
4(k +N + 2)
− 9
2(k +N + 2)
=
3(k +N)
2(k +N + 2)
.
The conformal dimension formula implies that
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 3(N − 3)(
1
N
+ 1)
2(k +N + 2)
− (−
1
2
3(N + 2)− 3N
2
)2
N(N + 2)(k +N + 2)
+
3
2
=
3(k +N)
2(k +N + 2)
.
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The quadratic Casimir C(N)( ) is the same as C(N)( ) and the excitation number is equal to
3
2
. The correct uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+
in (0; ), the l+ is the same as the one(l+ = 1
2
) in ( ; 0). For the l− quantum number, due
to the vanishing of l− in ( ; 0), the total l− is given by l− = 3
2
in ( ), a quartet. The total uˆ
charge is given by −3N
2
− 3
2
(N + 2) which leads to the above result. Again, the uˆ charge for
(0; ) is opposite to the one for (0; ). One can easily see that the above conformal dimension
does not lead to the BPS bound with l+ = 1
2
and l− = 3
2
15.
3.5.10 The (mixed;mixed) representation with three boxes
Let us consider the higher representation which arises from the product of ( ; 0) and (0; ).
The former occurs in the subsection 3.5.5 while the latter occurs in the subsection 2.2.8.
The four eigenvalues are given by
h( ; ) =
3(k +N − 2)
2(k +N + 2)
,
l+(l+ + 1)( ; ) =
3
4
,
l−(l− + 1)( ; ) =
3
4
,
uˆ( ; ) = −3N − 3.
One should calculate the commutator [T0, Q
2
− 1
2
Q4− 1
2
Q1− 1
2
] and it turns out that
1
(5 + k)
diag(3, 3,
1
2
,
1
2
, 3, 3,−2,−2, 3, 1
2
,
1
2
, 3,−2,−2, 1
2
,
1
2
,−2,−2;−9
2
,−9
2
;
3, 3,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,
1
2
,−2,−2,−2,−2, 1
2
,
1
2
,
1
2
,
1
2
,−2,−2). (3.58)
The two eigenvalues (the N generalization is simply − 9
2(N+k+2)
) appearing in the 19, 20 matrix
elements in (3.58) give the extra contribution as well as the sum of conformal dimensions of
( ; 0) and (0; ). They are given in (3.53) and (2.23) respectively. Then one obtains the
final conformal dimension by adding the above contribution appearing in (3.58) as follows
3(2N + 1)
4(k +N + 2)
+
3(2k + 1)
4(k +N + 2)
− 9
2(k +N + 2)
=
3(k +N − 2)
2(k +N + 2)
.
15For the higher representation ( ; ), the similar analysis can be done by calculating the uˆ charge
correctly.
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The conformal dimension formula implies that
3(N2 + 4N + 1)
2(N + 2)(k +N + 2)
− 3(N
2 − 3)
2N
− (−
1
2
3(N + 2)− 3N
2
)2
N(N + 2)(k +N + 2)
+
3
2
=
3(k +N − 2)
2(k +N + 2)
.
The quadratic Casimir C(N)( ) is used and the excitation number is equal to 3
2
. The correct
uˆ charge is inserted. For the l+ quantum number, due to the vanishing of l+ in (0; ), the l+
is the same as the one(l+ = 1
2
) in ( ; 0). For the l− quantum number, due to the vanishing
of l− in ( ; 0), the total l− is given by l− = 1
2
in ( ), a doublet. The total uˆ charge is
given by −3N
2
− 3
2
(N + 2) which leads to the above result. One can easily see that the above
conformal dimension does not lead to the BPS bound with l± = 1
2
.
3.5.11 Summary of this section
Let us describe the conformal dimension for the higher representation arising from the product
of (symm; 0) and (0; antisymm) where the number of box for the symm representation is
given by p and the number of box for the antisymm representation is given by q. Then by
substituting the quadratic Casimirs into the formula and the excitation number is given by
q
2
, one obtains the following expression
(N + 1)p(N + p + 2)
2(N + 2)(k +N + 2)
− (N + 1)q(N − q)
2N(k +N + 2)
− (
1
2
(N + 2)(−q)− Np
2
)2
N(N + 2)(k +N + 2)
+
q
2
=
2kq + 2Np + p2 − 2pq + 2p+ q2 + 2q
4(k +N + 2)
. (3.59)
According to the conditions
p = 2l+, q = 2l−,
the above expression (3.59) reduces to the BPS bound in (2.7).
Now one can classify the possible combinations as follows:
p = 0, q = 1, 2, 3; (0; ), (0; ), (0; ),
p = 1, q = 0, 1, 2, 3; ( ; 0), ( ; ), ( ; ), ( ; ),
p = 2, q = 0, 1, 2, 3; ( ; 0), ( ; ), ( ; ), ( ; ),
p = 3, q = 0, 1, 2, 3; ( ; 0), ( ; ), ( ; ), ( ; ). (3.60)
Furthermore, there are also complex conjugated representations for (3.60). The quadratic
Casimirs do not change and the uˆ2 does not change.
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Let us describe the conformal dimension for the higher representation where the represen-
tation Λ− appears in the branching rule of Λ+. The representation arises from (antisymm; antisymm)
where the number of box for the first antisymm representation is given by p and the number
of box for the second antisymm representation is given by q. Then the formula implies
(N + 2 + 1)p(N − p+ 2)
2(N + 2)(k +N + 2)
− (N + 1)q(N − q)
2N(k +N + 2)
− (q −
N
2
)2
N(N + 2)(k +N + 2)
=
(2N2p− 2N2q − 2Np2 + 10Np + 2Nq2 − 6Nq −N − 6p2 + 12p+ 6q2)
4(N + 2)(k +N + 2)
. (3.61)
Under the further condition
q = p− 1,
the above result (3.61) reduces to
(2N + 3)
4(k +N + 2)
,
which is equal to the BPS bound with l+ = 1
2
and l− = 0:
p = 1, 2, 3; ( , 0), ( ; ), ( ; ).
In this case also, the complex conjugated representations are possible. The quadratic Casimirs
do not change and the uˆ2 does not change.
In summary of this section, the conformal dimensions for the higher representations up
to three boxes are described explicitly. In next two Tables, its large (N, k) ’t Hooft like limit
is written and the particular ones with “BPS” notation are specified. The large (N, k) ’t
Hooft-like limit is defined by
N, k →∞, λ ≡ (N + 1)
(N + k + 2)
fixed, (3.62)
which will be used in Tables.
4 Review of eigenvalues in the minimal representations
with the higher spin-1, 2, 3 currents in the SU(N+2)
SU(N)×SU(2)×U(1)
Wolf space coset
Let us describe the eigenvalues of
1) the zero mode of the higher spin-1 current : (Φ
(1)
0 )0,
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(Λ+; Λ−) 0
0 0 (1−λ
2
)bps (
1−λ
2
)bps 1− λ (1− λ)bps 1− λ (1− λ)bps
(λ
2
)bps
λ
N
(1
2
)bps
2−λ
2
2−λ
2
2−λ
2
(2−λ
2
)bps
(λ
2
)bps (
1
2
)bps
λ
N
2−λ
2
(2−λ
2
)bps
2−λ
2
2−λ
2
(λ)bps
λ
2
(λ+1
2
)bps
2λ
N
1 1 (1)bps
λ (λ
2
)bps
λ+1
2
1 2λ
N
1 1
(λ)bps (
λ+1
2
)bps
λ
2
1 (1)bps
2λ
N
1
λ λ+1
2
(λ
2
)bps 1 1 1
2λ
N
(3λ
2
)bps λ (
2λ+1
2
)bps
λ
2
λ+2
2
λ+2
2
(λ+2
2
)bps
3λ
2
λbps
2λ+1
2
λ
2
λ
2
λ+2
2
λ+2
2
λ (λ
2
)bps
(3λ
2
)bps (
2λ+1
2
)bps λ
λ+2
2
(λ+2
2
)bps
λ
2
λ+2
2
3λ
2
2λ+1
2
λbps
λ+2
2
λ+2
2
λ
2
λ
2
λ (λ
2
)bps
Table 1: The eigenvalue h under the large (N, k) ’t Hooft-like limit (3.62). All the eigenvalues
described in the section 3 are presented in this Table and next one. Those in the footnotes
in the section 3 and some eigenvalues appearing in next sections are denoted by the boldface
notation. The subscript “bps” stands for the conformal dimension satisfying the BPS bound
(1.1) at finite (N, k). According to the last one of the branching rule (3.24) (and its com-
plex conjugated one), there is no singlet under the SU(N). Therefore, there are no higher
representations corresponding to the blanks that can be obtained from the product of zero
and (0; Λ−) in this Table and next one. Of course, there are higher representations where the
representation Λ− appears in the branching of Λ+ = antisymm or antisymm with three boxes
in these Tables. Note that there is a BPS bound for mixed representation described in the
subsection 3.5.4 (and its complex conjugated one).
2) the zero mode of sum of the square of higher spin-2 current : (V +)0,
3) the zero mode of sum of the square of other higher spin-2 current : (V −)0,
4) the zero mode of the higher spin-3 current : (Φ
(1)
2 )0,
where the higher spin-2 currents V ±i(z) in the SU(2)k×SU(2)N basis are related to the ones
Φ
(1),µν
1 (z) in the SO(4) basis
V ±1(z) ≡ i(Φ(1),141 ∓ Φ(1),231 )(z),
V ±2(z) ≡ −i(Φ(1),241 ± Φ(1),131 )(z),
V ±3(z) ≡ i(−Φ(1),341 ± Φ(1),121 )(z).
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(Λ+; Λ−)
0 3(1−λ)
2
(3(1−λ)
2
)bps
3(1−λ)
2
(3(1−λ)
2
)bps
3−2λ
2
3−2λ
2
3−2λ
2
(3−2λ
2
)bps
3−2λ
2
(3−2λ
2
)bps
3−2λ
2
3−2λ
2
3−λ
2
3−λ
2
3−λ
2
(3−λ
2
)bps
3−λ
2
3−λ
2
3−λ
2
3−λ
2
3−λ
2
(3−λ
2
)bps
3−λ
2
3−λ
2
3−λ
2
3−λ
2
3−λ
2
3−λ
2
3λ
N
3
2
3
2
3
2
(3
2
)bps
3λ
N
3
2
3
2
3
2
3λ
N
3
2
(3
2
)bps
3λ
N
3
2
3
2
3
2
3
2
3λ
N
3
2
3λ
N
Table 2: The (continued) eigenvalue h under the large (N, k) ’t Hooft-like limit (3.62). All
the eigenvalues described in the section 3 are presented in this Table and previous one. Those
in the footnotes in the section 3 and some eigenvalues appearing in next sections are denoted
by the boldface notation. The subscript “bps” stands for the conformal dimension satisfying
the BPS bound (1.1) at finite (N, k). Because there are no (0; symm) or (0; symm) repre-
sentations with three boxes from the description of the subsection 2.2.9, there are no higher
representations corresponding to the blanks that can be obtained from the product of (Λ+; 0)
and zero in this Table. Of course, there are higher representations where the representation
Λ− appears in the branching of Λ+ = symm or symm with three boxes. Note that there
is a BPS bound for mixed representation described in the subsection 3.5.4 (and its complex
conjugated one).
Then one can construct the following two quantities by summing over each SU(2) adjoint
indices
V +(z) ≡
3∑
i=1
(V +i)2(z), V −(z) ≡
3∑
i=1
(V −i)2(z),
which have the conformal dimension (or spin) of 4. The corresponding eigenvalues are de-
scribed by φ
(1)
0 , v
+, v− and φ(1)2 respectively. See also the relevant works in [33, 34].
The higher spin 1 current is described as [35] (see also [36, 37, 38] for fixed N)
Φ
(1)
0 (z) = −
1
2(k +N + 2)
d0a¯b¯ f
a¯b¯
cV
c(z) +
k
2(k +N + 2)2
d0a¯b¯Q
a¯Qb¯(z), (4.1)
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where the antisymmetric d tensor of rank 2 is given by 4N × 4N matrix as follows:
d0a¯b¯ =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
 .
Each element is N ×N matrix. The locations of the nonzero elements of this matrix are the
same as the previous almost complex structure h3
a¯b¯
but numerical values are different from
each other. Note that the summation over c index in (4.1) runs over the whole range of
SU(N + 2) adjoint indices.
This higher spin 1 current plays the role of the ‘generator’ of the next higher spin currents
because one can construct them using the OPEs between the spin 3
2
currents of the large
N = 4 nonlinear superconformal algebra and the higher spin 1 current. That is, from the
first order pole of the OPE between Gµ(z) and the higher spin 1 current Φ
(1)
0 (w), one obtains
Φ
(1),µ
1
2
(w) with minus sign [22]. After that, one can calculate the OPE between Gµ(z) and the
higher spin 3
2
current Φ
(1),ν
1
2
(w). Then the first order pole will provide the next higher spin 2
current Φ
(1),µν
1 (w). One can go further. The OPE between G
µ(z) and the higher spin 2 current
Φ
(1),νρ
1 (w) contains the first order pole where the next higher spin
5
2
current δµνΦ
(1),ρ
3
2
(w) occurs.
Finally, one can calculate the OPE between Gµ(z) and the higher spin 5
2
current Φ
(1),ν
3
2
(w)
and then the first order pole gives us to the last higher spin 3 current term δµνΦ
(1)
2 (w). Once
the normalization of the higher spin 1 current is fixed, then the normalization for the higher
spin 3 current can be fixed in this way.
So far, although the complete closed form for the higher spin currents in terms of the
adjoint spin 1 and 1
2
currents is not known, but their expressions for several N values are
known explicitly. They (which are written explicitly for N = 3, 5, 7, 9, 11 and maybe for
N = 13 for some other cases) are enough to obtain all the results of this paper.
4.1 The eigenvalues in the (0; f) and (0; f) representations
The relevant subsection is given by the subsection 2.1.1. The above four eigenvalues associated
with one of the minimal representations can be summarized by
φ
(1)
0 (0; ) = −
k
(N + k + 2)
,
v+(0; ) =
24k
(k +N + 2)2
,
v−(0; ) =
12k(5k + 4N + 2)
(k +N + 2)2
,
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φ
(1)
2 (0; ) =
4k(12 + 28N + 5N2 + 14k + 39kN+6kN2 + 4k2+12k2N)
3(2 + k +N)2(4 + 5k + 5N + 6kN)
. (4.2)
For the first eigenvalue, one should calculate the OPE between the “reduced” Φ
(1)
0 (z) and
Q13(w) (in SU(5)) and read off the first order pole. See also (2.5) and (2.15). The coefficient
of Q13(w) in the right hand side of this OPE is the corresponding eigenvalue. In other words,
the zero mode of d0
a¯b¯
Qa¯Qb¯ in (4.1) acting on this state gives −2(N + k + 2). For the second
and third eigenvalues, one calculates the OPEs between the “reduced” V (±)(z) and Q13(w)
(in SU(5)) and read off the fourth order pole respectively. The coefficients of Q13(w) in the
right hand side of these OPEs are the corresponding eigenvalues respectively. For the last
eigenvalue, one computes the OPE between the “reduced” Φ
(1)
2 (z) and Q
13(w) (in SU(5)) and
read off the third order pole. Of course, all the higher spin currents do not contain the spin-1
currents V a(z).
By counting the highest powers of k orN (the sum of powers in k andN for the expressions
containing both dependences) in the numerators and the denominators appearing in the above
eigenvalues, one can observe the behaviors under the large (N, k) ’t Hooft like limit. Except
the v+ eigenvalue having 1
N
dependence, the remaining three eigenvalues approach to the
finite λ dependent values 16.
Similarly, the other four eigenvalues can be also obtained from
φ
(1)
0 (0; ) =
k
(N + k + 2)
,
v+(0; ) =
24k
(k +N + 2)2
,
v−(0; ) =
12k(5k + 4N + 2)
(k +N + 2)2
,
φ
(1)
2 (0; ) = −
4k(12 + 28N + 5N2 + 14k + 39kN+6kN2 + 4k2+12k2N)
3(2 + k +N)2(4 + 5k + 5N + 6kN)
. (4.3)
Because the generators for the complex conjugated (antifundamental) representation have
an extra minus sign compared to the fundamental representation , the eigenvalue for the
odd higher spin currents (corresponding to the first and the last ones) have an extra minus
sign and the ones for the even higher spin currents (corresponding to the two middle ones)
remain the same compared to the results of the previous section in (4.2).
More explicitly, one can obtain the OPEs between the “reduced” higher spin currents and
the 1
2
current Q1(w). By reading off the corresponding coefficients in the appropriate poles,
16 Note that we make some boldface notation for the highest power of (N, k) in the numerator of the higher
spin 3 current in (4.2). We will observe that they will play the role of the fundamental quantity in the sense
that the eigenvalues of the higher spin 3 current for any representation (0; Λ−) will be a multiple of this
quantity, under the large (N, k) ’t Hooft like limit.
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the above eigenvalues can be determined. One can also analyze the large (N, k) ’t Hooft like
limit for these eigenvalues.
4.2 The eigenvalues in the (f ; 0) and (f ; 0) representations
The relevant subsection is given by the subsection 2.1.2. The four eigenvalues can be described
as
φ
(1)
0 ( ; 0) = −
N
(N + k + 2)
,
v+( ; 0) =
12N(4k + 5N + 2)
(k +N + 2)2
,
v−( ; 0) =
24N
(k +N + 2)2
,
φ
(1)
2 ( ; 0) = −
4N(12 + 28k + 5k2 + 14N + 39kN+6k2N+ 4N2+12kN2)
3(2 + k +N)2(4 + 5k + 5N + 6kN)
. (4.4)
One obtains these eigenvalues by substituting the SU(N + 2) generators Ta∗ into the zero
mode of the spin 1 current V a0 in the corresponding “reduced” higher spin currents where
all the Qa(z) dependent terms are ignored. Then one has the unitary matrix acting on the
corresponding state and the diagonal elements of the last 2 × 2 subdiagonal matrix provide
the above eigenvalues. From the explicit form for the higher spin 1 current in (4.1), the
corresponding eigenvalue implies that the zero mode of d0
a¯b¯
f a¯b¯cV
c acting on this state is equal
to 2N . The large (N, k) ’t Hooft like limit can be analyzed similarly 17.
As observed in [17], under the symmetry N ↔ k and 0 ↔ , the eigenvalues become
φ
(1)
0 ( ; 0)→ φ(1)0 (0; ), v+( ; 0)→ v−(0; ), v−( ; 0)→ v+(0; ) and φ(1)2 ( ; 0)→ −φ(1)2 (0; ).
When we consider the complex conjugated representation, the following results hold
φ
(1)
0 ( ; 0) =
N
(N + k + 2)
,
v+( ; 0) =
12N(4k + 5N + 2)
(k +N + 2)2
,
v−( ; 0) =
24N
(k +N + 2)2
,
φ
(1)
2 ( ; 0) =
4N(12 + 28k + 5k2 + 14N + 39kN+6k2N+ 4N2+12kN2)
3(2 + k +N)2(4 + 5k + 5N + 6kN)
. (4.5)
17 In this case, the highest power of (N, k) in the numerator of the higher spin 3 current, denoted by the
boldface notation will play the role of the fundamental quantity in the sense that the eigenvalues of the higher
spin 3 current for any representation (Λ+; 0) will be a multiple of this quantity, under the large (N, k) ’t Hooft
like limit.
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According to the previous analysis, the first eigenvalue (corresponding to the higher spin 1
current) and the last eigenvalue (corresponding to the higher spin 3 current) have the extra
minus signs compared to the ones in (4.4).
5 Eigenvalues for the higher representations with the
higher spin-1, 2, 3 currents in the SU(N+2)
SU(N)×SU(2)×U(1) Wolf
space coset
In this section, there are 22 subsections where we consider the explicit 22 higher representa-
tions and the same number of subsections with coincident higher representation will appear
in section 8 for the linear case.
5.1 The (f ; f) representation
The relevant subsection on this higher representation is given by 2.2.1. In this case, when
one takes the N ×N subdiagonal unitary matrix inside of (N +2)× (N +2) unitary matrix,
the corresponding diagonal elements for the higher spin currents provide the following four
eigenvalues
φ
(1)
0 ( ; ) =
2
(k +N + 2)
,
v+( ; ) =
96k
(k +N + 2)2
,
v−( ; ) =
96N
(k +N + 2)2
,
φ
(1)
2 ( ; ) =
8(k −N)(6kN+ 5k + 5N + 16)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.1)
Under the symmetry N ↔ k (with ↔ ), the first eigenvalue in (5.1) remains the same,
the second eigenvalue becomes the third one, the third eigenvalue becomes the second one
and the last eigevalue remains the same with an extra sign change. By power counting of N
and k, one sees that the above eigenvalues behave as 1
N
dependence under the large (N, k)
’t Hooft like limit. However, this will play the role of next leading order and moreover this
term will be the fundamental quantity in the sense that the eigenvalues of the higher spin 3
current for any representation (Λ+; Λ+) will be a multiple of this quantity. Here Λ+ is the
symmetric or antisymmetric representation and the number of boxes is arbitrary. Note the
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presence of factor (k −N) in the above 18.
5.2 The (f ; f) representation
The relevant subsection on this higher representation is given by 2.2.2. The four eigenvalues
corresponding to the zero modes of the higher spin currents of spins 1, 4, 4 and 3 which act
on the representation ( ; ) can be summarized by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) =
(k −N)
(k +N + 2)
,
v+( ; ) =
12(4kN + 2k + 5N2 − 16N + 5)
(k +N + 2)2
,
v−( ; ) =
12(5k2 + 4kN − 28k + 2N + 5)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (6k3N+ 2k3+6k2N2 + k2N − 11k2+6kN3 + 7kN2 − 32kN − 42k
+ 2N3 − 11N2 − 30N − 24). (5.2)
The previous relations in (4.3) and (4.4) are used. Note that the eigenvalue in (5.2) for
the higher spin 1 current does not have any contribution from the commutator [(Φ
(1)
0 )0, Q
A¯
− 1
2
]
because the OPE between the corresponding higher spin 1 current and the spin 1
2
current
has only the first order pole. See also (2.5). This provides only the eigenvalue for the
representation (0; ). Also the term QA¯− 1
2
(Φ
(1)
0 )0 acting on the representation ( ; 0) gives the
eigenvalue φ
(1)
0 ( ; 0) with Q
A¯
− 1
2
acting on the state |( ; 0) >. By inserting the overall factor
into this state, one has the final state associated with the representation ( ; ). Therefore,
one arrives at the above eigenvalue for the higher spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the con-
tributions from the lower order poles appearing in the commutators, [(V +)0, Q
A¯
− 1
2
], [(V −)0, QA¯− 1
2
]
and [(Φ
(1)
2 )0, Q
A¯
− 1
2
] 19. They can be summarized by
δv+( ; ) = − 12(18N − 5)
(k +N + 2)2
,
18 One obtains
φ
(1)
0 ( ; ) = −φ(1)0 ( ; ), v±( ; ) = v±( ; ), φ(1)2 ( ; ) = −φ(1)2 ( ; ).
Note that there are sign changes in the higher spin currents with odd spin.
19In other words, for example, one has [(Φ
(1)
2 )0, Q
A¯
−
1
2
] =
∮
c0
dw
2piiw
−
1
2
+( 1
2
−1)
∮
Cw
dz
2piiz
0+(3−1)Φ
(1)
2 (z)Q
A¯(w).
One sees that the OPE between Φ
(1)
2 (z) and Q
A¯(w) contains the first and second order poles as well as the
third order pole. They all contribute to the eigenvalue.
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δv−( ; ) = − 60(6k − 1)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
8(7k2N+ 6k2+5kN2 + 20kN + 16k + 6N2 + 12N + 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.3)
Once again, the large (N, k) ’t Hooft like limits for these extra contributions lead to the 1
N
behavior. Then the above eigenvalues are obtained from the relations,
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ) (5.4)
respectively 20. The previous relations (4.4) and (4.3) can be used.
5.3 The (f ; symm) representation
This higher representation can be obtained from the product of ( ; 0) and (0; ) 21. It turns
out that the four eigenvalues are given by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
(N + 2k)
(N + k + 2)
,
v+( ; ) =
12(4kN + 8k + 5N2 + 38N + 20)
(k +N + 2)2
,
v−( ; ) =
24(4k2 + 4kN + 12k +N)
(k +N + 2)2
,
φ
(1)
2 ( ; ) =
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (24k3N− 4k3+6k2N2 + 73k2N − 14k2−12kN3 − 17kN2
− 56kN − 72k − 4N3 − 32N2 − 156N − 96). (5.6)
20 One obtains
δv+( ; ) =
12(18N + 5)
(k +N + 2)2
, δv−( ; ) =
60(6k + 1)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) = −
8(5k2N+ 3k2+kN2 + 10kN + 11k + 3N2 + 3N + 4)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.5)
Here the commutators, [(V +)0, Q
A¯
∗
−
1
2
], [(V −)0, Q
A¯
∗
−
1
2
] and [(Φ
(1)
2 )0, Q
A¯
∗
−
1
2
] are used. Then one also has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with (4.2), (4.5), and (5.5). Note that φ
(1)
2 ( ; ) is not equal to φ
(1)
2 ( ; ) even in the large (N, k)
’t Hooft like limit.
21The subsections 5.3-5.6 are not considered in previous sections 2 and 3. It is easy to obtain the corre-
sponding eigenvalues on these higher representations. Some of them will appear in section 8.
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The relations in (4.4) and (5.20) which will appear later are used. Note that the eigenvalue
(5.6) for the higher spin 1 current does not have any contribution from the commutator
[(Φ
(1)
0 )0, Q
13
− 1
2
Q16− 1
2
] (see also the subsection 2.2.5) because the OPE between the corresponding
higher spin 1 current and the product of spin 1
2
currents has only the first order pole. This
provides only the eigenvalue for the representation (0; ). Also the term Q13− 1
2
Q16− 1
2
(Φ
(1)
0 )0
acting on the representation ( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0) with Q
13
− 1
2
Q16− 1
2
acting on the
state |( ; 0) >. By inserting the overall factor into this state, one has the final state associated
with the representation ( ; ). Therefore, one arrives at the above eigenvalue for the higher
spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutators, [(V +)0, Q
13
− 1
2
Q16− 1
2
],
[(V −)0, Q13− 1
2
Q16− 1
2
] and [(Φ
(1)
2 )0, Q
13
− 1
2
Q16− 1
2
]. They can be summarized by
δv+( ; ) =
48(9N + 5)
(k +N + 2)2
,
δv−( ; ) =
384k
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
8(10k2N+ 2kN2 − kN − 8k − 3N2 − 24N − 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.7)
It is easy to see that the large (N, k) ’t Hooft like limit for these extra contributions lead to
the 1
N
behavior 22. Then the relation (5.6) can be obtained from the previous ones in (4.4) and
(5.20) together with (5.7). The highest power terms of (N, k) in the higher spin 3 current can
be described by the corresponding terms in (4.4) and (5.20) respectively via simple addition
of them.
22 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.8)
together with (5.7), one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; )
with (4.5), (5.20) and (5.8).
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5.4 The (f ; symm) representation
This higher representation can be obtained from the product of ( ; 0) and (0; ). It turns
out that the four eigenvalues are given by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
(N − 2k)
(N + k + 2)
,
v+( ; ) =
12(4kN + 8k + 5N2 − 34N − 20)
(k +N + 2)2
,
v−( ; ) =
24(4k2 + 4kN − 20k +N)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (24k3N− 4k3+18k2N2 − 61k2N − 50k2+12kN3 − 11kN2
− 108kN − 36k + 4N3 − 4N2 + 48N + 48). (5.9)
The relations (4.4) and the footnote 28 can be used. Note that the eigenvalue for the higher
spin 1 current in (5.9) does not have any contribution from the commutator [(Φ
(1)
0 )0, Q
1
− 1
2
Q4− 1
2
]
(see also the subsection 2.2.5) because the OPE between the corresponding higher spin 1
current and the spin 1
2
current has only the first order pole. This provides only the eigenvalue
for the representation (0; ). Also the term Q1− 1
2
Q4− 1
2
(Φ
(1)
0 )0 acting on the representation
( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0) with Q
1
− 1
2
Q4− 1
2
acting on the state |( ; 0) >. By inserting
the overall factor into this state, one has the final state associated with the representation
( ; ). Therefore, one arrives at the above eigenvalue for the higher spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutators, [(V +)0, Q
1
− 1
2
Q4− 1
2
],
[(V −)0, Q1− 1
2
Q4− 1
2
] and [(Φ
(1)
2 )0, Q
1
− 1
2
Q4− 1
2
]. They can be summarized by 23
δv+( ; ) = − 48(9N − 5)
(k +N + 2)2
,
δv−( ; ) = − 384k
(k +N + 2)2
,
23 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.10)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with (4.5), the footnote 28 and (5.10).
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δφ
(1)
2 ( ; ) =
8(14k2N+ 6k2+10kN2 + 19kN + 2k + 3N2 − 6N − 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.11)
Then the relation (5.9) can be obtained from the previous ones in (4.4) and the footnote 28
together with (5.11). The highest power terms of (N, k) in the last eigenvalue of (5.11) is
twice of the ones in (5.3). It is easy to see that the highest power terms of (N, k) in the higher
spin 3 current can be described by the corresponding terms in (4.4) and the footnote (28)
respectively and it turns out that it is given by simple addition of two contributions.
5.5 The (f ; antisymm) representation
It turns out that the four eigenvalues are given by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
(N + 2k)
(N + k + 2)
,
v+( ; ) =
12(4kN + 8k + 5N2 + 38N + 20)
(k +N + 2)2
,
v−( ; ) =
8(16k2 + 12kN + 108k + 3N + 20)
(k +N + 2)2
,
φ
(1)
2 ( ; ) =
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (24k3N− 4k3+6k2N2 + 145k2N − 2k2−12kN3 − 17kN2
+ 196kN + 156k − 4N3 + 40N2 + 24N + 48). (5.12)
See also the subsection 2.2.6. The first and the second eigenvalues in (5.12) are the same as
the ones in (5.6) respectively. This implies that there is no difference between or as long
as these eigenvalues are concerned. Furthermore, the last eigenvalue has common behavior
with the one in (5.6) because they contain (24k3N + 6k2N2 − 12kN3) in the numerators.
Note that the eigenvalue for the higher spin 1 current does not have any contribution
from the commutator [(Φ
(1)
0 )0, Q
13
− 1
2
Q14− 1
2
] because the OPE between the corresponding higher
spin 1 current and the product of spin 1
2
currents has only the first order pole. This provides
only the eigenvalue for the representation (0; ). Also the term Q13− 1
2
Q14− 1
2
(Φ
(1)
0 )0 acting on
the representation ( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0) with Q
13
− 1
2
Q14− 1
2
acting on the state
|( ; 0) >. By inserting the overall factor into this state, one has the final state associated
with the representation ( ; ). Therefore, one arrives at the above eigenvalue for the higher
spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutators, [(V +)0, Q
13
− 1
2
Q14− 1
2
],
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[(V −)0, Q13− 1
2
Q14− 1
2
] and [(Φ
(1)
2 )0, Q
13
− 1
2
Q14− 1
2
]. They can be summarized by
δv+( ; ) =
48(9N + 5)
(k +N + 2)2
,
δv−( ; ) =
32(26k + 5)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
8(10k2N+ 2kN2 + 23kN + 22k + 9N2 + 6N + 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.13)
The first eigenvalue in (5.13) is the same as the one in (5.7). For the last eigenvalue, the
behavior of highest power of (N, k) is the same as the one in (5.7) 24. Then the relations
(5.12) can be obtained from (4.4) and (5.21) together with (5.13).
5.6 The (f ; antisymm) representation
Similarly, the four eigenvalues are given by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
(N − 2k)
(N + k + 2)
,
v+( ; ) =
12(4kN + 8k + 5N2 − 34N − 20)
(k +N + 2)2
,
v−( ; ) =
8(16k2 + 12kN − 100k + 3N + 20)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (24k3N− 4k3+18k2N2 + 11k2N − 38k2+12kN3 − 11kN2
− 144kN − 168k + 4N3 − 76N2 − 132N − 96). (5.15)
The relations in (4.4) and the footnote 29 are needed. The first and the second eigenvalues in
(5.15) are the same as the ones in (5.9). Furthermore, the last eigenvalue has common behavior
with the one in (5.9) because they contain (24k3N + 18k2N2 + 12kN3) in the numerators.
See also the subsection 2.2.6.
24 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.14)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with (4.5), (5.21), and (5.14).
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Note that the eigenvalue for the higher spin 1 current does not have any contribution from
the commutator [(Φ
(1)
0 )0, Q
1
− 1
2
Q2− 1
2
] because the OPE between the corresponding higher spin 1
current and the spin 1
2
current has only the first order pole. This provides only the eigenvalue
for the representation (0; ). Also the term Q1− 1
2
Q2− 1
2
(Φ
(1)
0 )0 acting on the representation ( ; 0)
gives the eigenvalue φ
(1)
0 ( ; 0) with Q
1
− 1
2
Q2− 1
2
acting on the state |( ; 0) >. By inserting the
overall factor into this state, one has the final state associated with the representation ( ; ).
Therefore, one arrives at the above eigenvalue for the higher spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutators, [(V +)0, Q
1
− 1
2
Q2− 1
2
],
[(V −)0, Q1− 1
2
Q2− 1
2
] and [(Φ
(1)
2 )0, Q
1
− 1
2
Q2− 1
2
]. They can be summarized by
δv+( ; ) = − 48(9N − 5)
(k +N + 2)2
,
δv−( ; ) = − 32(26k − 5)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
8(14k2N+ 6k2+10kN2 + 43kN + 32k + 15N2 + 24N + 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.16)
The first eigenvalue in (5.16) is the same as the one in (5.11). For the last eigenvalue, the
behavior of highest power of (N, k) is the same as the one in (5.11) 25. Then one obtains the
relations in (5.15) from the relations in (4.4) and the footnote 29 with (5.16).
5.7 The (symm; 0) representation
The relevant subsection on this higher representation is given by 2.2.3. This higher represen-
tation can be obtained from the product of the minimal representation (f ; 0) and itself. The
25 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.17)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with (4.5), (5.17) and the footnote 29.
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four eigenvalues with this representation can be described as
φ
(1)
0 ( ; 0) = −
2N
(k +N + 2)
,
v+( ; 0) =
32N(3k + 4N + 1)
(k +N + 2)2
,
v−( ; 0) =
96N
(k +N + 2)2
,
φ
(1)
2 ( ; 0) = −
8N(6k2N+ 5k2+12kN2 + 45kN + 43k − 2N2 −N + 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.18)
It is easy to see that the first eigenvalue is the twice of the one in (4.4) at finite (N, k). Except
the third eigenvalue, the remaining ones in (5.18) behave as λ dependent constant values under
the large (N, k) ’t Hooft like limit. Furthermore, if one sees the last eigenvalue closely, one
observes that the highest power terms in the numerator are given by −8N(6k2N + 12kN2)
which is the twice of the ones in (4.4). Note that the denominators in both expressions are
the same at finite (N, k). This implies that the eigenvalue for the higher spin 3 current in this
higher representation can be interpreted as the additive quantum number and it is given by
the sum of each eigenvalue for the higher representation in the minimal representation ( ; 0)
in (4.4) under the large (N, k) ’t Hooft like limit 26.
5.8 The (antisymm; 0) representation
The relevant subsection on this higher representation is given by 2.2.4. The remaining higher
representation obtained from the product of the minimal representation (f ; 0) and itself is
given by this higher representation and the four eigenvalues can be summarized by
φ
(1)
0 ( ; 0) = −
2N
(k +N + 2)
,
v+( ; 0) =
96N(k +N − 1)
(k +N + 2)2
,
v−( ; 0) =
96N
(k +N + 2)2
,
φ
(1)
2 ( ; 0) = −
8N(6k2N+ 5k2+12kN2 + 9kN − 11k − 2N2 − 7N − 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.19)
26 For the similar higher representation (symm; 0), one has the following results
φ
(1)
0 ( ; 0) = −φ(1)0 ( ; 0), v±( ; 0) = v±( ; 0), φ(1)2 ( ; 0) = −φ(1)2 ( ; 0)
together with (5.18).
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One observes that the first eigenvalue and the third eigenvalue in (5.19) are the same as the
ones in (5.18) respectively. This implies that there is no difference between ( ) or ( ) for
the representation Λ+. The third eigenvalue behaves as
1
N
under the large (N, k) ’t Hooft like
limit. The last eigenvalue shares the common behavior with the one in (5.18). Although the
exact expressions in both cases are different from each other at finite (N,k), the highest power
terms in the numerator given by −8N(6k2N + 12kN2) are the same as the ones in (5.18). In
other words, they are twice of the ones in (4.4). Therefore, this eigenvalue is the sum of each
eigenvalue in the minimal representation ( ; 0) in (4.4) under the large (N, k) ’t Hooft like
limit 27.
5.9 The (0; symm) representation
The relevant subsection on this higher representation is given by 2.2.5. This higher represen-
tation can be obtained from the product of the minimal representation (0; f) and itself. The
four eigenvalues with this representation can be described as
φ
(1)
0 (0; ) = −
2k
(N + k + 2)
,
v+(0; ) =
96k
(k +N + 2)2
,
v−(0; ) =
96k(k +N − 1)
(k +N + 2)2
,
φ
(1)
2 (0; ) =
8k(12k2N− 2k2+6kN2 + 9kN − 7k + 5N2 − 11N − 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.20)
It is easy to see that the first eigenvalue is the twice of the one in (4.2) at finite (N, k). Except
the second eigenvalue, the remaining ones in (5.20) behave as λ dependent constant values
under the large (N, k) ’t Hooft like limit. The first two eigenvalues are related to the first and
the third eigenvalues in (5.18) by considering the exchange of N and k. Furthermore, one
observes that the highest power terms in the numerator are given by 8k(12k2N+6kN2) which
is the twice of the ones in (4.2). Compared to the expression in (5.18), this quantity can be
obtained from the corresponding one by using the symmetry under the N ↔ k with extra
minus sign. Note that the denominators in both expressions are the same at finite (N, k).
This implies that the eigenvalue for the higher spin 3 current in this higher representation can
27 For the similar higher representation (antisymm; 0), the following results are satisfied
φ
(1)
0 ( ; 0) = −φ(1)0 ( ; 0), v±( ; 0) = v±( ; 0), φ(1)2 ( ; 0) = −φ(1)2 ( ; 0)
together with (5.19).
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be interpreted as the additive quantum number and it is given by the sum of each eigenvalue
for the higher representation in the minimal representation (0; ) in (4.2) under the large
(N, k) ’t Hooft like limit 28.
5.10 The (0; antisymm) representation
The relevant subsection on this higher representation is given by 2.2.6. The remaining higher
representation obtained from the product of the minimal representation (0; f) and itself is
given by this higher representation and the four eigenvalues can be summarized by
φ
(1)
0 (0; ) = −
2k
(N + k + 2)
,
v+(0; ) =
96k
(k +N + 2)2
,
v−(0; ) =
32k(4k + 3N + 1)
(k +N + 2)2
,
φ
(1)
2 (0; ) =
8k(12k2N− 2k2+6kN2 + 45kN − k + 5N2 + 43N + 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.21)
One observes that the first eigenvalue and the second eigenvalue are the same as the ones
in (5.20) respectively. The second eigenvalue behaves as 1
N
under the large (N, k) ’t Hooft
like limit. The last eigenvalue in (5.21) shares the common behavior with the one in (5.20).
Although the exact expressions in both cases are different from each other at finite (N, k),
the highest power terms in the numerator given by 8k(12k2N + 6kN2) are the same as the
ones in (5.20). They are twice of the ones in (4.2). Therefore, this eigenvalue is the sum of
each eigenvalue in the minimal representation (0; ) in (4.2) under the large (N, k) ’t Hooft
like limit 29.
28 For the similar complex conjugated higher representation, one obtains the following results
φ
(1)
0 (0; ) = −φ(1)0 (0; ), v±(0; ) = v±(0; ), φ(1)2 (0; ) = −φ(1)2 (0; )
together with (5.20).
29 For the similar higher representation, the following results can be obtained
φ
(1)
0 (0; ) = −φ(1)0 (0; ), v±(0; ) = v±(0; ), φ(1)2 (0; ) = −φ(1)2 (0; )
together with (5.21).
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5.11 The (symm; symm) representation
The relevant subsection on this higher representation is given by 3.1.1. One can describe the
following eigenvalues
φ
(1)
0 ( ; ) =
4
(N + k + 2)
,
v+( ; ) =
192(k − 1)
(k +N + 2)2
,
v−( ; ) =
192(N + 1)
(k +N + 2)2
,
φ
(1)
2 ( ; ) =
16(6k2N+ 5k2−6kN2 − 18kN + 13k − 5N2 − 43N − 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.22)
One can construct the matrices (3.2), (3.3) and (3.4) for the corresponding (higher spin)
currents. Under the symmetry N ↔ k (with ↔ ), the first eigenvalue remains the
same, and the second eigenvalue becomes the third one and the third eigenvalue becomes
the second one by ignoring the constant term in the numerator. The last eigenvalue in (5.22)
remains the same with an extra sign change if we consider only the case where the total power
of N and k is given by 3: (6k2N−6kN2) = 6(k−N)kN . Then one can see that the eigenvalue
of the higher spin 3 current is the twice of the one in (5.1) under the large (N, k) ’t Hooft
like limit. By power counting of N and k, one sees that the above eigenvalues behave as 1
N
dependence under the large (N, k) ’t Hooft like limit 30.
5.12 The (symm; f) representation
The relevant subsection on this higher representation is given by 3.1.2. The following eigen-
values in this higher representation can be determined by
φ
(1)
0 ( ; ) = −
(N − 2)
(N + k + 2)
,
v+( ; ) =
12(4kN + 16k + 5N2 + 14N + 12)
(k +N + 2)2
,
v−( ; ) =
24(5N − 4)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
30 The following relations hold
φ
(1)
0 ( ; ) = −φ(1)0 ( ; ), v±( ; ) = v±( ; ), φ(1)2 ( ; ) = −φ(1)2 ( ; )
with (5.22).
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× (6k2N2 − 7k2N − 10k2+12kN3 + 87kN2 + 106kN − 44k
+ 4N3 + 42N2 + 140N + 24). (5.23)
One observes that the first, the second and the last eigenvalues in (5.23) coincide with the
ones in (4.4) if one takes the higher order terms in the numerators respectively. The third
eigenvalue behaves as 1
N
under the large (N, k) ’t Hooft like limit 31.
5.13 The (symm; f) representation
The relevant subsection on this higher representation is given by 3.1.4. The four eigenvalues
corresponding to the zero modes of the higher spin currents of spins 1, 4, 4 and 3 which act
on the representation ( ; ) can be summarized by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) =
(k − 2N)
(k +N + 2)
,
v+( ; ) =
8(12kN + 3k + 16N2 − 52N + 20)
(k +N + 2)2
,
v−( ; ) =
12(5k2 + 4kN − 58k + 8N + 20)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N+ 4k3+18k2N2 − 35k2N − 64k2+24kN3 + 35kN2
− 132kN − 180k − 4N3 − 62N2 − 120N − 96). (5.24)
The relations (4.3) and (5.18) are used. Note that the eigenvalue for the higher spin 1
current in (5.24) does not have any contribution from the commutator [(Φ
(1)
0 )0, Q
A¯
− 1
2
] because
the OPE between the corresponding higher spin 1 current and the spin 1
2
current has only
the first order pole. This provides only the eigenvalue for the representation (0; ). Also the
term QA¯− 1
2
(Φ
(1)
0 )0 acting on the representation ( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0) with
QA¯− 1
2
acting on the state |( ; 0) >. By inserting the overall factor into this state, one has
the final state associated with the representation ( ; ). Therefore, one arrives at the above
eigenvalue for the higher spin 1 current. All the eigenvalues survive even under the large
(N, k) ’t Hooft like limit. As expected, one can rewrite the highest power terms in terms of
(24kN3+12k2N2) and k(12k2N +6kN2). The former comes from (5.18) and the latter comes
from (4.3).
31 The following relations can be obtained
φ
(1)
0 ( ; ) = −φ(1)0 ( ; ), v±( ; ) = v±( ; ), φ(1)2 ( ; ) = −φ(1)2 ( ; )
with (5.23).
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For the eigenvalues corresponding to the remaining higher spin currents, there are the con-
tributions from the lower order poles appearing in the commutators, [(V +)0, Q
A¯
− 1
2
], [(V −)0, QA¯− 1
2
]
and [(Φ
(1)
2 )0, Q
A¯
− 1
2
]. They can be summarized by
δv+( ; ) = − 32(14N − 5)
(k +N + 2)2
,
δv−( ; ) = − 240(3k − 1)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
8(14k2N+ 13k2+10kN2 + 41kN + 32k + 10N2 + 24N + 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.25)
In particular, the second and last eigenvalues in (5.25) are twice of the ones in (5.3) as long
as the highest power of (N, k) is concerned. Then as done in (5.4), the final eigenvalues are
determined in (5.24). Of course, the eigenvalues in (5.25) vanish under the large (N, k) ’t
Hooft like limit 32. As before, the relations (5.24) can be determined by (4.3) and (5.18)
together with (5.25).
5.14 The (symm; antisymm) representation
The relevant subsection on this higher representation is given by 3.1.5. The four eigenvalues
are characterized by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
2(k +N)
(k +N + 2)
,
v+( ; ) =
32(3kN + 3k + 4N2 + 29N + 20)
(k +N + 2)2
,
v−( ; ) =
32(4k2 + 3kN + 53k + 3N + 20)
(k +N + 2)2
,
32 One obtains
δv+( ; ) =
32(14N + 5)
(k +N + 2)2
, δv−( ; ) =
240(3k+ 1)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) = −
8(10k2N+ 5k2+2kN2 + 19kN + 22k + 8N2 + 6N + 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.26)
Here the commutators, [(V ±)0, Q
A¯
∗
−
1
2
] and [(Φ
(1)
2 )0, Q
A¯
∗
−
1
2
] are used. Then one also has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 26, (4.2), and (5.26).
83
φ
(1)
2 ( ; ) =
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N− 2k3 + 100k2N − 7k2−12kN3 − 28kN2 + 132kN
+ 144k + 2N3 + 67N2 + 24N + 48). (5.27)
The relations in (5.18) and (5.21) are used. In the third eigenvalue of (5.27), the quantities
in the highest power of (N, k) are the same as the ones in (5.12). For the highest power of
(N, k) in the last eigenvalue, the 12k3N is the same as the one in (5.12) while the −12kN3 is
the twice of the one in (5.12).
Here the relevant extra contributions from the various commutators are used in these
calculations
δv+( ; ) =
128(7N + 5)
(k +N + 2)2
,
δv−( ; ) =
128(13k + 5)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
16(10k2N− k2+2kN2 + 22kN + 22k + 11N2 + 6N + 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.28)
The last eigenvalue in (5.28) for the highest power of (N, k) is twice of the one in (5.13) 33.
In (5.27), the relations (5.18), (5.21) and (5.28) are combined together.
5.15 The (symm; antisymm) representation
The foue eigenvalues are given by 34
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
2(−k +N)
(k +N + 2)
,
v+( ; ) =
32(3kN + 3k + 4N2 − 27N + 20)
(k +N + 2)2
,
33 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.29)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 26, (5.29) and (5.21).
34One can analyze the eigenvalues on this particular higher representation in the context of sections 2 and
3.
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v−( ; ) =
32(4k2 + 3kN − 51k + 3N + 20)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N− 2k3+12k2N2 − 34k2N − 43k2+12kN3 − 10kN2
− 178kN − 180k − 2N3 − 79N2 − 132N − 96). (5.30)
The third eigenvalue of (5.30) in the highest power of (N, k) is the same as the one in (5.15).
The highest power terms in the last eigenvalue of (5.30) are twice of the ones in (5.2).
We have
δv+( ; ) = − 128(7N − 5)
(k +N + 2)2
,
δv−( ; ) = −128(13k − 5)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
16(14k2N+ 7k2+10kN2 + 44kN + 32k + 13N2 + 24N + 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.31)
The highest powers of (N, k) in the second and third eigenvalues in (5.31) are twice of the
ones in (5.16) 35. In (5.30), the relations (5.18), the footnote 29 and (5.31) are combined
together.
5.16 The (symm; symm) representation
The relevant subsection on this higher representation is given by 3.1.6. The four eigenvalues
are
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) =
2(−N + k)
(k +N + 2)
,
v+( ; ) =
32(3kN + 3k + 4N2 − 27N + 20)
(k +N + 2)2
,
35 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.32)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 26, (5.32) and the footnote 29.
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v−( ; ) =
96(k2 + kN − 9k +N)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N− 2k3+12k2N2 − 70k2N − 49k2+12kN3
− 10kN2 − 88kN − 24k − 2N3 − 7N2 + 48N + 48). (5.33)
The last eigenvalue with boldface notation in (5.33) is the same as the one in (5.30). The third
eigenvalue has the common behavior with the one in (5.9) under the large (N, k) ’t Hooft like
limit. Note that the eigenvalue for the higher spin 1 current does not have any contribution
from the commutator [(Φ
(1)
0 )0, Q
1
− 1
2
Q4− 1
2
] because the OPE between the corresponding higher
spin 1 current and the spin 1
2
current has only the first order pole. This provides only
the eigenvalue for the representation (0; ). Also the term Q1− 1
2
Q4− 1
2
(Φ
(1)
0 )0 acting on the
representation ( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0) with Q
1
− 1
2
Q4− 1
2
acting on the state
|( ; 0) >. By inserting the overall factor into this state, one has the final state associated
with the representation ( ; ). Therefore, one arrives at the above eigenvalue for the higher
spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutators, [(V +)0, Q
1
− 1
2
Q4− 1
2
],
[(V −)0, Q1− 1
2
Q4− 1
2
] and [(Φ
(1)
2 )0, Q
1
− 1
2
Q4− 1
2
]. They can be summarized by
δv+( ; ) = − 128(7N − 5)
(k +N + 2)2
,
δv−( ; ) = − 768k
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
16(14k2N+ 7k2+10kN2 + 20kN + 2k +N2 − 6N − 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.34)
In particular, the last eigenvalue in (5.34) for the highest power of (N, k) in the numerator
is exactly four times the ones in (5.3) or twice of the ones in (5.25) 36. Note that the second
36 One obtains
δv+( ; ) =
128(7N + 5)
(k +N + 2)2
, δv−( ; ) =
768k
(k +N + 2)2
,
δφ
(1)
2 ( ; ) = −
16(10k2N− k2+2kN2 − 2kN − 8k −N2 − 24N − 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.35)
The commutators [(V ±)0, Q
13
−
1
2
Q16
−
1
2
] and [(Φ
(1)
2 )0, Q
13
−
1
2
Q16
−
1
2
] are used. Then one also has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
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eigenvalue of (5.34) is the twice of the one in (5.11). The relations (5.18), the footnote 28 and
(5.34) are used in (5.33).
5.17 The (antisymm; antisymm) representation
The relevant subsection on this higher representation is given by 3.2.1. The four eigenvalues
are given by
φ
(1)
0 ( ; ) =
4
(k +N + 2)
,
v+( ; ) =
192(k + 1)
(k +N + 2)2
,
v−( ; ) =
192(N − 1)
(k +N + 2)2
,
φ
(1)
2 ( ; ) =
16(6k2N+ 5k2−6kN2 + 18kN + 43k − 5N2 − 13N + 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.36)
Under the symmetry N ↔ k (with ↔ ), the first eigenvalue in (5.36) remains the same,
and the second eigenvalue becomes the third one, and the third eigenvalue becomes the second
one by ignoring the constant term in the numerator. The last eigenvalue in (5.36) remains
the same with an extra sign change if we consider only the case where the total power of N
and k is given by 3: (6k2N − 6kN2). Compared to the ones in (5.22), the eigenvalues looks
similar to each other. The large (N, k) behavior is the same. By power counting of N and k,
one sees that the above eigenvalues behave as 1
N
dependence under the large (N, k) ’t Hooft
like limit 37.
5.18 The (antisymm; f) representation
The relevant subsection on this higher representation is given by 3.2.2. The four eigenvalues
are
φ
(1)
0 ( ; ) = −
(N − 2)
(k +N + 2)
,
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 26, (5.20), and (5.35).
37 It turns out that the following relations hold
φ
(1)
0 ( ; ) = −φ(1)0 ( ; ), v±( ; ) = v±( ; ), φ(1)2 ( ; ) = −φ(1)2 ( ; )
with (5.36).
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v+( ; ) =
12(4kN + 5N2 − 10N + 12)
(k +N + 2)2
,
v−( ; ) =
24(5N − 4)
(k +N + 2)2
, (5.37)
φ
(1)
2 ( ; ) = −
4(N − 2)(6k2N+ 5k2+12kN2 + 39kN + 28k + 4N2 + 14N + 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
.
One observes that the first, the second and the last eigenvalues in (5.37) coincide with the
ones in (4.4) if one takes the higher order terms in the numerators respectively. The third
eigenvalue behaves as 1
N
under the large (N, k) ’t Hooft like limit 38. The large (N, k) behavior
of the eigenvalue for the higher spin 3 current is the same as the one in (5.23).
5.19 The (antisymm; f) representation
The relevant subsection on this higher representation is given by 3.2.4. The four eigenvalues
are given by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) =
(k − 2N)
k +N + 2
,
v+( ; ) =
24(4kN + k + 4N2 − 20N)
(k +N + 2)2
,
v−( ; ) =
12(5k2 + 4kN − 58k + 8N + 20)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
4
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N+ 4k3+18k2N2 − 35k2N − 40k2+24kN3
− 37kN2 − 192kN − 120k − 4N3 − 74N2 − 108N − 48). (5.38)
The relations (5.19) and (4.3) are used. The large (N, k) behavior of the eigenvalue in (5.38)
for the higher spin 3 current is the same as the one in (5.24). Note that the eigenvalue for
the higher spin 1 current does not have any contribution from the commutator [(Φ
(1)
0 )0, Q
A¯
− 1
2
]
because the OPE between the corresponding higher spin 1 current and the spin 1
2
current
has only the first order pole. This provides only the eigenvalue for the representation (0; ).
Also the term QA¯− 1
2
(Φ
(1)
0 )0 acting on the representation ( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0)
with QA¯− 1
2
acting on the state |( ; 0) >. By inserting the overall factor into this state, one
has the final state associated with the representation ( ; ). Therefore, one arrives at the
38 It turns out that the following relations hold
φ
(1)
0 ( ; ) = −φ(1)0 ( ; ), v±( ; ) = v±( ; ), φ(1)2 ( ; ) = −φ(1)2 ( ; )
with (5.37).
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above eigenvalue for the higher spin 1 current. All the eigenvalues survive even under the
large (N, k) ’t Hooft like limit.
For the eigenvalues corresponding to the remaining higher spin currents, there are the con-
tributions from the lower order poles appearing in the commutators, [(V +)0, Q
A¯
− 1
2
], [(V −)0, QA¯− 1
2
]
and [(Φ
(1)
2 )0, Q
A¯
− 1
2
]. They can be summarized by
δv+( ; ) = − 384N
(k +N + 2)2
,
δv−( ; ) = − 240(3k − 1)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
8(14k2N+ 9k2+10kN2 + 33kN + 22k + 10N2 + 14N + 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.39)
In particular, the second and last eigenvalues in (5.39) are twice of the ones in (5.3), and the
ones in (5.25) as long as the highest power of (N, k) is concerned. Then as done in (5.4), the
final eigenvalues are determined in (5.38). Of course, the eigenvalues in (5.39) vanish under
the large (N, k) ’t Hooft like limit 39.
5.20 The (antisymm; symm) representation
The relevant subsection on this higher representation is given by 3.2.5. The four eigenvalues
are summarized by
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
2(k +N)
k +N + 2
,
v+( ; ) =
96(kN + k +N2 + 7N)
(k +N + 2)2
,
39 One obtains
δv+( ; ) =
384N
(k +N + 2)2
, δv−( ; ) =
240(3k+ 1)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) = −
8(10k2N+ 9k2+2kN2 + 27kN + 32k + 8N2 + 16N + 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
, (5.40)
where the commutators [(V ±)0, Q
A¯
∗
−
1
2
] and [(Φ
(1)
2 )0, Q
A¯
∗
−
1
2
] are used. Then one also has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 27, (4.2), and (5.40).
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v−( ; ) =
96(k2 + kN + 7k +N)
(k +N + 2)2
,
φ
(1)
2 ( ; ) =
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N− 2k3 + 64k2N + 11k2−12kN3 + 8kN2 + 36kN
+ 2N3 +N2 − 72N − 48). (5.41)
Again the relations (5.19) and (5.20) are used. The third eigenvalue (5.41) in the highest
power of (N, k) is the twice of the one in (5.6). The large (N, k) behavior of the eigenvalue
for the higher spin 3 current is the same as the one in (5.27).
The following results can be obtained similarly
δv+( ; ) =
768N
(k +N + 2)2
,
δv−( ; ) =
768k
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
16(10k2N+ 3k2+2kN2 + 6kN + 2k −N2 − 14N − 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.42)
The second eigenvalue in (5.42) is the twice as the one in (5.7) while the last eigenvalue shares
the common value in the highest power of (N, k) with the twice of the one in (5.7) 40. Then
the above expressions (5.41) can be obtained explicitly by using the relations (5.19), (5.20)
and (5.42).
5.21 The (antisymm; symm) representation
The four eigenvalues are 41
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) = −
2(−k +N)
k +N + 2
,
40 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.43)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 27, (5.43) and (5.20).
41One can also analyze the eigenvalues on this particular higher representation in the context of sections 2
and 3.
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v+( ; ) =
96(kN + k +N2 − 9N)
(k +N + 2)2
,
v−( ; ) =
96(k2 + kN − 9k +N)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N− 2k3+12k2N2 − 70k2N − 25k2+12kN3 − 46kN2
− 94kN + 36k − 2N3 − 13N2 + 84N + 96). (5.44)
The last eigenvalue with boldface notation in (5.44) is the same as the one in (5.30) or (5.33).
Here the previous relations (5.19) and the footnote 28 are used. In particular, the large (N, k)
behavior in the eigenvalue for the higher spin 3 current is the same as the one in (5.30).
The following relations hold
δv+( ; ) = − 768N
(k +N + 2)2
,
δv−( ; ) = − 768k
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
16(14k2N+ 3k2+10kN2 + 12kN − 8k +N2 − 16N − 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.45)
The highest power of (N, k) in the last eigenvalue of (5.45) is the twice of the ones in (5.16)
42.
5.22 The (antisymm; antisymm) representation
The relevant subsection on this higher representation is given by 3.2.6. The four eigenvalues
are
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ) =
2(k −N)
(k +N + 2)
,
42 From the relations
δv±( ; ) = δv±( ; ), δφ
(1)
2 ( ; ) = −δφ(1)2 ( ; ), (5.46)
one has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 27, (5.46) and the footnote 28.
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v+( ; ) =
96(kN + k +N2 − 9N)
(k +N + 2)2
,
v−( ; ) =
32(4k2 + 3kN − 51k + 3N + 20)
(k +N + 2)2
,
φ
(1)
2 ( ; ) = −
8
3(k +N + 2)2(6kN + 5k + 5N + 4)
× (12k3N− 2k3+12k2N2 − 34k2N − 19k2+12kN3 − 46kN2
− 184kN − 120k − 2N3 − 85N2 − 96N − 48). (5.47)
The last eigenvalue with boldface notation in (5.47) is the same as the one in (5.30), (5.33)
or (5.44). See also (3.22). Note that the eigenvalue for the higher spin 1 current does not
have any contribution from the commutator [(Φ
(1)
0 )0, Q
1
− 1
2
Q2− 1
2
] because the OPE between the
corresponding higher spin 1 current and the spin 1
2
current has only the first order pole.
This provides only the eigenvalue for the representation (0; ). Also the term Q1− 1
2
Q2− 1
2
(Φ
(1)
0 )0
acting on the representation ( ; 0) gives the eigenvalue φ
(1)
0 ( ; 0) with Q
1
− 1
2
Q2− 1
2
acting on the
state |( ; 0) >. By inserting the overall factor into this state, one has the final state associated
with the representation ( ; ). Therefore, one arrives at the above eigenvalue for the higher
spin 1 current.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutators, [(V +)0, Q
1
− 1
2
Q2− 1
2
],
[(V −)0, Q1− 1
2
Q2− 1
2
] and [(Φ
(1)
2 )0, Q
1
− 1
2
Q2− 1
2
]. They can be summarized by
δv+( ; ) = − 768N
(k +N + 2)2
,
δv−( ; ) = −128(13k − 5)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) =
16(14k2N+ 3k2+10kN2 + 36kN + 22k + 13N2 + 14N + 8)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.48)
It is obvious that the last eigenvalue for the highest power of (N, k) in the numerator in (5.48)
is exactly four times the ones in (5.3), twice of the ones in (5.25), or the ones in (5.34) 43.
Then the above result (5.47) can be obtained from (5.19), the footnote 29 and (5.48). The
43 One obtains
δv+( ; ) =
768N
(k +N + 2)2
, δv−( ; ) =
128(13k+ 5)
(k +N + 2)2
,
δφ
(1)
2 ( ; ) = −
16(10k2N+ 3k2+2kN2 + 30kN + 32k + 11N2 + 16N + 16)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (5.49)
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large (N, k) behavior in the eigenvalue for the higher spin 3 current is the same as the one in
(5.30).
In summary of this section, we present the relevant Tables where the large (N, k) ’t Hooft
limit for the eigenvalues is taken. We will observe that for the linear case, the corresponding
eigenvalues behave as exactly same as these Tables under the large (N, k) ’t Hooft like limit.
At finite (N, k), the eigenvalues, φ
(1)
0 and v
± in linear case coincide with the ones in the
nonlinear case. Only the eigenvalues φ
(1)
2 are different from each other at finite (N, k).
For the eigenvalue for the higher spin 1 current on the representation (Λ+; Λ−) which can
be obtained the product of (Λ+; 0) and (0; Λ−), one obtains
φ
(1)
0 (Λ+; Λ−) = φ
(1)
0 (Λ+; 0) + φ
(1)
0 (0; Λ−) =
[∓|Λ+|N ∓ |Λ−|k
(N + k + 2)
]
(Λ+; Λ−). (5.50)
There are four cases depending on whether the representation Λ± is given by the multiple
product of or . We have minus (plus) sign for the former (latter) in (5.50). We also denote
the number of boxes as |Λ±|.
6 Review of the minimal and higher representations in
the
SU(N+2)
SU(N)
coset
The explicit relation between the 11 currents of the large N = 4 “nonlinear” superconformal
algebra and the 16 currents (with boldface notation) of the large N = 4 “linear” supercon-
formal algebra is described by [10]
T µν(z) = Tµν(z)− 2i
(2 + k +N)
ΓµΓν(z),
Gµ(z) = Gµ(z)− 2i
(2 + k +N)
UΓµ(z)
− εµνρσ
[
4i
3(2 + k +N)2
ΓνΓρΓσ − 1
(2 + k +N)
TνρΓσ
]
(z),
T (z) = T(z) +
1
(2 + k +N)
[
UU− ∂ΓµΓµ
]
(z). (6.1)
The commutators [(V ±)0, Q
13
−
1
2
Q14
−
1
2
] and [(Φ
(1)
2 )0, Q
13
−
1
2
Q14
−
1
2
] are used. Then one also has
φ
(1)
0 ( ; ) = φ
(1)
0 ( ; 0) + φ
(1)
0 (0; ),
v±( ; ) = v±( ; 0) + v±(0; ) + δv±( ; ),
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; 0) + φ
(1)
2 (0; ) + δφ
(1)
2 ( ; ),
together with the footnote 27, (5.21), and (5.49).
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(Λ+; Λ−) 0
0 0 −(1− λ) (1− λ) −2(1− λ) −2(1− λ) 2(1− λ) 2(1− λ)
−λ 2λ
N
(1− 2λ) −(2 − λ) −(2 − λ) (2− 3λ) (2− 3λ)
λ −(1− 2λ) −2λ
N
−(2− 3λ) −(2− 3λ) (2− λ) (2− λ)
−2λ −λ (1− 3λ) 4λ
N
−2 2(1− 2λ) 2(1− 2λ)
−2λ −λ (1− 3λ) −2 4λ
N
2(1− 2λ) 2(1− 2λ)
2λ −(1− 3λ) λ −2(1− 2λ) −2(1− 2λ) −4λ
N
2
2λ −(1− 3λ) λ −2(1− 2λ) −2(1− 2λ) 2 −4λ
N
Table 3: The eigenvalue φ
(1)
0 under the large (N, k) ’t Hooft-like limit (3.62). The eigenvalue
with Λ+ = Λ− can be written in terms of the multiple of the eigenvalue of (f ; f) or (f ; f).
The 1
N
behavior in this case is written explicitly in this Table and next ones. The general
structure for the eigenvalue with Λ+ 6= Λ− (in the product of (Λ+; 0) and (0; Λ−)) is given by
the linear combinations of the one of (0; f) (or (0; f)) and the one of (f ; 0) (or (f ; 0)). Then
each coefficient depends on the the number of boxes in Λ+ and Λ−. When the representation
Λ− appears in the branching of Λ+, the eigenvalue leads to the representation (|Λ+|− |Λ−|; 0)
where |Λ±| denotes the number of boxes. We also present the eigenvalues in terms of the ’t
Hooft coupling constant λ. See also the first Table in section 9.
Here the four fermionic spin 1
2
currents are given by [6, 17]
Γ0(z) = − i
4(N + 1)
h
j
a˜b˜
f a˜b˜c˜h
jc˜
d˜
Qd˜(z), Γj(z) = − i
4(N + 1)
h
j
a˜b˜
f a˜b˜c˜Q
c˜(z), (6.2)
where j = 1, 2, 3 and there is no sum over j in the first equation of (6.2) 44. The bosonic spin
1 current is given by
U(z) = − 1
4(N + 1)
h
j
a˜b˜
f a˜b˜c˜h
jc˜
d˜
[
V d˜ − 1
2(k +N + 2)
f d˜
e˜f˜
Qe˜Qf˜
]
(z),
where there is no sum over the index j. Of course, the 11 currents in (2.4) or (6.1) are regular
in the OPEs between them and the spin 1
2
currents Γµ(z) and the spin 1 current U(z).
The spin 2 current in the N = 4 linear superconformal algebra has extra two terms in
(6.1), compared to the one in the N = 4 nonlinear superconformal algebra. Moreover, the
OPE between the current Γµ(z) and the adjoint spin 1
2
current QA¯
∗
(w) is regular. Therefore,
the Γµ term does not contribute to the eigenvalue for the representation (0; Λ−). Furthermore,
the current Γµ(z) contains only the adjoint spin 1
2
current QA¯
∗
(w) from (6.1). This implies
44One should change the index structures as follows: Γ0 → −iΓ2, Γ1 → −iΓ3, Γ2 → iΓ4 and Γ3 → −iΓ1
in order to use (6.1) from (6.2). We introduce the coset G
H
= SU(N+2)
SU(N) notation a˜ = (a¯, aˆ) where the a¯ index
runs over 4N values as before and the index aˆ associates with the 2×2 matrix corresponding to SU(2)×U(1)
and runs over 4 values. The 4× 4 matrices hi
aˆbˆ
appearing in (6.2) are given in [17].
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(Λ+; Λ−) 0
0 0 24
N
(1− λ)λ 24
N
(1− λ)λ
12λ(4 + λ) 96
N
(1− λ)λ 12λ(4 + λ)
12λ(4 + λ) 12λ(4 + λ) 96
N
(1− λ)λ
32λ(λ+ 3) 12λ(λ+ 4) 32λ(λ+ 3)
96λ 12λ(λ+ 4) 96λ
32λ(λ+ 3) 32λ(λ+ 3) 12λ(λ+ 4)
96λ 96λ 12λ(λ+ 4)
Table 4: The eigenvalue v+ under the large (N, k) ’t Hooft-like limit (3.62). Due to the behav-
ior of 1
N
in the representation (0; Λ−), the final eigenvalues for the representation (Λ+; Λ−) (in
the product of (Λ+; 0) and (0; Λ−)) come from the contribution from (Λ+; 0). Furthermore,
for the representation (Λ+; Λ+), the eigenvalues are given by the multiple of the fundamental
quantity which is given by the eigenvalue for the representation (f ; f) (or (f ; f)). When the
representation Λ− appears in the branching of Λ+, the eigenvalue leads to the representation
(|Λ+| − |Λ−|; 0) where |Λ±| denotes the number of boxes.
that the Γµ term does not contribute to the eigenvalue for the representation (Λ+; 0) also.
Then one obtains the following identity
h(Λ+; Λ−) = h(Λ+; Λ−) +
1
(N + k + 2)
1
N(N + 2)
uˆ2(Λ+; Λ−).
Among four eigenvalues studied in sections 2 and 3, the eigenvalues for the spin 2 current
are different from the ones in sections 6, 7 and 8. The quantum numbers l± is the same
because the Γµ dependent terms in the adjoint spin 1 current (6.1) do not contribute to the
final eigenvalue equations. Therefore, we present only the eigenvalue h(Λ+; Λ−) with the
eigenvalues for the higher spin 3 current in next sections.
7 Review of eigenvalues for the minimal representa-
tions with the higher spin-1, 2, 3 currents in the SU(N+2)
SU(N)
coset
The higher spin 1 current in the linear version is the same as the previous higher spin 1
current in (4.1). The higher spin 2 current in the linear version behaves as the one in the
nonlinear version exactly as long as the eigenvalues are concerned (note that the higher spin
3
2
currents contain the product of adjoint spin 1 current and adjoint spin 1
2
current. See also
the equation (4.7) of [22]). Therefore, one needs to have the eigenvalues for the higher spin
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(Λ+; Λ−)
0 96
N
(1− λ)λ 96
N
(1− λ)λ 96
N
(1− λ)λ 96
N
(1− λ)λ
12λ(λ+ 4) 12λ(λ+ 4) 12λ(λ+ 4) 12λ(λ+ 4)
12λ(λ+ 4) 12λ(λ+ 4) 12λ(λ+ 4) 12λ(λ+ 4)
192
N
(1− λ)λ 32λ(λ+ 3) 32λ(λ+ 3) 32λ(λ+ 3)
96λ 192
N
(1− λ)λ 96λ 96λ
32λ(λ+ 3) 32λ(λ+ 3) 192
N
(1− λ)λ 32λ(λ+ 3)
96λ 96λ 96λ 192
N
(1− λ)λ
Table 5: The (continued) eigenvalue v+ under the large (N, k) ’t Hooft-like limit (3.62). Due
to the behavior of 1
N
in the representation (0; Λ−), the final eigenvalues for the representation
(Λ+; Λ−) (in the product of (Λ+; 0) and (0; Λ−)) come from the contribution from (Λ+; 0).
Furthermore, for the representation (Λ+; Λ+), the eigenvalues are given by the multiple of
the fundamental quantity which is given by the eigenvalue for the representation (f ; f). On
the other hand, for the representation (Λ+; Λ−) where the representation Λ− appears in the
branching of Λ+, the eigenvalues can be written in terms of the eigenvalue for (f ; 0).
3 current only. In next two sections, the previous eigenvalues φ
(1)
0 and v
± acting on (Λ+; Λ−)
described in sections 4 and 5 are still valid.
Recall that the higher spin 3 current in the linear version [39] is
Φ
(1)
2 (z) = Φ
(1)
2 (z)− c7 LΦ(1)0 (z)− c8 ∂2Φ(1)0 (z)− c9 ∂UΦ(1)0 (z)− c10U∂Φ(1)0 (z) (7.1)
− c11UUΦ(1)0 (z)− c12 ∂ΓµΦ(1),µ1
2
(z)− c13 Γµ∂Φ(1),µ1
2
(z)− c14 ∂ΓµΓµΦ(1)0 (z)
→ Φ(1)2 (z)− c7 LΦ(1)0 (z)− c8 ∂2Φ(1)0 (z)− c9 ∂UΦ(1)0 (z)− c10U∂Φ(1)0 (z)
− c11UUΦ(1)0 (z),
where the c12, c13 and c14 terms do not contribute to the eigenvalues for the representation
(Λ+; Λ−). Recall that the higher spin 32 currents Φ
(1),µ
1
2
(z) contain the product of adjoint spin
1 current and adjoint spin 1
2
current. Here the (N, k) dependent coefficients are given by
c7 =
16(k −N)
(6kN + 5k + 5N + 4)
, c8 = − (k −N)(6kN + 29k + 29N + 52)
3(k +N + 2)(6kN + 5k + 5N + 4)
,
c9 = − 4
(k +N + 2)
, c10 =
4
(k +N + 2)
,
c11 =
16(k −N)
(k +N + 2)(6kN + 5k + 5N + 4)
,
c12 =
6i
(2 + k +N)
, c13 = − 2i
(2 + k +N)
,
c14 = − 16(k −N)
(k +N + 2)(6kN + 5k + 5N + 4)
. (7.2)
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(Λ+; Λ−) 0
0 0 12(λ− 5)(λ− 1) 12(λ− 5)(λ− 1)
24
N
λ2 96
N
λ2 12(λ− 5)(λ− 1)
24
N
λ2 12(λ− 5)(λ− 1) 96
N
λ2
96
N
λ2 120
N
λ2 12(λ− 5)(λ− 1)
96
N
λ2 120
N
λ2 12(λ− 5)(λ− 1)
96
N
λ2 12(λ− 5)(λ− 1) 120
N
λ2
96
N
λ2 12(λ− 5)(λ− 1) 120
N
λ2
Table 6: The eigenvalue v− under the large (N, k) ’t Hooft-like limit (3.62). Due to the be-
havior of 1
N
in the representation (Λ+; 0), the final eigenvalues for the representation (Λ+; Λ−)
(in the product of (Λ+; 0) and (0; Λ−)) come from the contribution from (0; Λ−). One can see
the 1
N
behavior in the representation (Λ+; Λ+).
(Λ+; Λ−)
0 96(1− λ) 32(λ− 4)(λ− 1) 96(1− λ) 32(λ− 4)(λ− 1)
96(1− λ) 32(λ− 4)(λ− 1) 96(1− λ) 32(λ− 4)(λ− 1)
96(1− λ) 32(λ− 4)(λ− 1) 96(1− λ) 32(λ− 4)(λ− 1)
192
N
λ2 32(λ− 4)(λ− 1) 96(1− λ) 32(λ− 4)(λ− 1)
96(1− λ) 192
N
λ2 96(1− λ) 32(λ− 4)(λ− 1)
96(1− λ) 32(λ− 4)(λ− 1) 192
N
λ2 32(λ− 4)(λ− 1)
96(1− λ) 32(λ− 4)(λ− 1) 96(1− λ) 192
N
λ2
Table 7: The (continued) eigenvalue v− under the large (N, k) ’t Hooft-like limit (3.62). Due
to the behavior of 1
N
in the representation (Λ+; 0), the final eigenvalues for the representation
(Λ+; Λ−) (in the product of (Λ+; 0) and (0; Λ−)) come from the contribution from (0; Λ−).
One can see the 1
N
behavior in the representation (Λ+; Λ+).
In the primary basis [40], the following quantity can be constructed
Φ˜
(1)
2 (z) ≡ Φ(1)2 (z) + p1 ∂2Φ(1)0 (z) + p2 LΦ(1)0 (z)
→ Φ(1)2 (z) + (p2 − c7)LΦ(1)0 (z) + (p1 − c8) ∂2Φ(1)0 (z)− c9 ∂UΦ(1)0 (z)
− c10U∂Φ(1)0 (z)− c11UUΦ(1)0 (z) (7.3)
where the two quantities are introduced
p1 ≡ − (k −N)(3kN + 16k + 16N + 29)
3(k +N + 2)(3kN + 4k + 4N + 5)
, p2 ≡ 8(k −N)
(3kN + 4k + 4N + 5)
. (7.4)
The relation (7.1) is used in (7.3). In the remaining parts of this paper, the higher spin 3
current is given by (7.3). We will examine the corresponding eigenvalues by considering both
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(Λ+; Λ−) 0
0 0 φ
(1)
2 (0; ) −φ(1)2 (0; )
= 43 (1− λ)(2− λ) = −43(1− λ)(2 − λ)
φ
(1)
2 ( ; 0) φ
(1)
2 ( ; ) φ
(1)
2 [( ; 0) − (0; )]
= −43λ(λ+ 1) = − 83N λ(2λ − 1) = −83(λ2 − λ+ 1)
−φ(1)2 ( ; 0) −φ(1)2 [( ; 0) − (0; )] −φ(1)2 ( ; )
= 43λ(λ+ 1) =
8
3(λ
2 − λ+ 1) = 83N λ(2λ− 1)
2φ
(1)
2 ( ; 0) φ
(1)
2 ( ; 0) φ
(1)
2 [2( ; 0) − (0; )]
= −83λ(λ+ 1) = −43λ(λ+ 1) = −43(3λ2 − λ+ 2)
2φ
(1)
2 ( ; 0) φ
(1)
2 ( ; 0) φ
(1)
2 [2( ; 0) − (0; )]
= −83λ(λ+ 1) = −43λ(λ+ 1) = −43(3λ2 − λ+ 2)
−2φ(1)2 ( ; 0) −φ(1)2 [2( ; 0)− (0; )] −φ(1)2 ( ; 0)
= 83λ(λ+ 1) =
4
3(3λ
2 − λ+ 2) = 43λ(λ+ 1)
−2φ(1)2 ( ; 0) −φ(1)2 [2( ; 0)− (0; )] −φ(1)2 ( ; 0)
= 83λ(λ+ 1) =
4
3(3λ
2 − λ+ 2) = 43λ(λ+ 1)
Table 8: The eigenvalue φ
(1)
2 under the large (N, k) ’t Hooft-like limit (3.62). The general
structure for the eigenvalue with Λ+ 6= Λ− in the product of (Λ+; 0) and (0; Λ−) is given by
the linear combinations of the one of (0; f) (or (0; f)) and the one of (f ; 0) (or (f ; 0)). Then
each coefficient depends on the the number of boxes in Λ+ and Λ−. When the representation
Λ− appears in the branching of Λ+, the eigenvalue leads to the representation (|Λ+|− |Λ−|; 0)
where |Λ±| denotes the number of boxes. The eigenvalue with Λ+ = Λ− can be written in
terms of the multiple of the eigenvalue of (f ; f) or (f ; f). The 1
N
behavior in this case is
written explicitly in this Table and next one. We also present the eigenvalues in terms of the
’t Hooft coupling constant λ.
the higher spin 3 current in the nonlinear version and the other remaining parts separately in
order to see how they (Φ
(1)
2 (z) and Φ˜
(1)
2 (z)) behave under the large (N, k) ’t Hooft like limit.
7.1 The eigenvalues in the (0; f) and (0; f) representations
The relevant subsections are given by 2.1.1 and 4.1. The two eigenvalues associated with one
of the minimal representations can be summarized by
h(0; ) =
(Nk + 2N + 1)
2N(N + k + 2)
,
φ
(1)
2 (0; ) =
4k(6k2N2 + 5k2N+3kN3 + 24kN2 + 16kN − 3k + 4N3 + 23N2 + 18N)
3N(k +N + 2)2(3kN + 4k + 4N + 5)
. (7.5)
For the first eigenvalue, one should calculate the OPE between T(z) and Q13(w) (in SU(5))
and read off the second order pole. The coefficient of Q13(w) in the right hand side of this
OPE is the corresponding eigenvalue. For the second eigenvalue, one computes the OPE
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0 2φ
(1)
2 (0; ) 2φ
(1)
2 (0; ) −2φ(1)2 (0; ) −2φ(1)2 (0; )
= 83(1− λ)(2 − λ) = 83(1− λ)(2 − λ) = −83(1− λ)(2 − λ) = −83(1− λ)(2 − λ)
φ
(1)
2 [( ; 0) + 2(0; )] φ
(1)
2 [( ; 0) + 2(0; )] φ
(1)
2 [( ; 0)− 2(0; )] φ(1)2 [( ; 0)− 2(0; )]
= 43(λ
2 − 7λ+ 4) = 43(λ2 − 7λ+ 4) = −43(3λ2 − 5λ+ 4) = −43(3λ2 − 5λ+ 4)
−φ(1)2 [( ; 0) − 2(0; )] −φ(1)2 [( ; 0)− 2(0; )] −φ(1)2 [( ; 0) + 2(0; )] −φ(1)2 [( ; 0) + 2(0; )]
= 43(3λ
2 − 5λ+ 4) = 43(3λ2 − 5λ+ 4) = −43(λ2 − 7λ+ 4) = −43(λ2 − 7λ+ 4)
2φ
(1)
2 ( ; ) 2φ
(1)
2 [( ; 0) + (0; )] 2φ
(1)
2 [( ; 0)− (0; )] 2φ(1)2 [( ; 0)− (0; )]
= − 163N λ(2λ− 1) = −163 (2λ− 1) = −163 (λ2 − λ+ 1) = −163 (λ2 − λ+ 1)
2φ
(1)
2 [( ; 0) + (0; )] 2φ
(1)
2 ( ; ) 2φ
(1)
2 [( ; 0)− (0; )] 2φ(1)2 [( ; 0)− (0; )]
= −163 (2λ− 1) = − 163N λ(2λ− 1) = −163 (λ2 − λ+ 1) = −163 (λ2 − λ+ 1)
−2φ(1)2 [( ; 0)− (0; )] −2φ(1)2 [( ; 0)− (0; )] −2φ(1)2 ( ; ) −2φ(1)2 [( ; 0) + (0; )]
= 163 (λ
2 − λ+ 1) = 163 (λ2 − λ+ 1) = 163N λ(2λ− 1) = 163 (2λ− 1)
−2φ(1)2 [( ; 0)− (0; )] −2φ(1)2 [( ; 0)− (0; )] −2φ(1)2 [( ; 0) + (0; )] −2φ(1)2 ( ; )
= 163 (λ
2 − λ+ 1) = 163 (λ2 − λ+ 1) = 163 (2λ− 1) = 163N λ(2λ− 1)
Table 9: The (continued) eigenvalue φ
(1)
2 under the large (N, k) ’t Hooft-like limit (3.62).
The general structure for the eigenvalue with Λ+ 6= Λ− in the product of (Λ+; 0) and (0; Λ−)
is given by the linear combinations of the one of (0; f) (or (0; f)) and the one of (f ; 0) (or
(f ; 0)). Then each coefficient depends on the the number of boxes in Λ+ and Λ−. When the
representation Λ− appears in the branching of Λ+, the eigenvalue leads to the representation
(|Λ+| − |Λ−|; 0) where |Λ±| denotes the number of boxes. The eigenvalue with Λ+ = Λ− can
be written in terms of the multiple of the eigenvalue of (f ; f) or (f ; f). The 1
N
behavior in
this case is written explicitly in this Table and previous one. We also present the eigenvalues
in terms of the ’t Hooft coupling constant λ.
between Φ˜
(1)
2 (z) and Q
13(w) (in SU(5)) and read off the third order pole. Of course, all the
higher spin currents do not contain the spin-1 currents V a(z). By counting the highest powers
of k or N (the sum of powers in k and N for the expressions containing both dependences)
in the numerators and the denominators appearing in the above eigenvalues, one can observe
the behaviors under the large (N, k) ’t Hooft like limit and these eigenvalues approach to the
finite values 45.
Similarly, the other two eigenvalues can be also obtained from
h(0; ) =
(Nk + 2N + 1)
2N(N + k + 2)
,
φ
(1)
2 (0; ) = −
4k(6k2N2 + 5k2N+3kN3 + 24kN2 + 16kN − 3k + 4N3 + 23N2 + 18N)
3N(k +N + 2)2(3kN + 4k + 4N + 5)
.(7.6)
45The highest power terms of the eigenvalue for the higher spin 3 current are exactly the same as the ones
in (4.2) although the denominators are little different from each other at finite (N, k).
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Because the generators for the complex conjugated (antifundamental) representation have
an extra minus sign compared to the fundamental representation , the eigenvalue for the
odd higher spin currents (corresponding to the second) have an extra minus sign and the ones
for the even higher spin currents (corresponding to the first) remain the same compared to
the results of the previous paragraph. More explicitly, one can obtain the OPEs between the
“reduced” (higher) spin currents and the 1
2
current Q1(w). By reading off the corresponding
coefficients in the appropriate poles, the above eigenvalues can be determined.
7.2 The eigenvalues in the (f ; 0) and (f ; 0) representations
The relevant subsections are given by 2.1.2 and 4.2. The two eigenvalues can be described as
h( ; 0) =
(N + 1)(N + 3)
2(N + 2)(N + k + 2)
,
φ
(1)
2 ( ; 0) = −
4
3(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
× N(3k2N2 + 10k2N + 8k2+6kN3 + 36kN2 + 71kN + 43k
+ 5N3 + 26N2 + 50N + 30). (7.7)
One obtains these eigenvalues by substituting the SU(N + 2) generators Ta∗ into the zero
mode of the spin 1 current V a0 in the corresponding “reduced” (higher) spin currents where
all the Qa(z) dependent terms are ignored. Then one has the unitary matrix acting on the
corresponding state and the diagonal elements of the last 2 × 2 subdiagonal matrix provide
the above eigenvalues. As observed in [17], under the symmetry N ↔ k and 0 ↔ , the
eigenvalues do not remain the same, compared to (7.5). However, the large (N, k) ’t Hooft
limit provide the coincident values with minus sign 46.
When we consider the complex conjugated representation, the following results hold
h( ; 0) =
(N + 1)(N + 3)
2(N + 2)(N + k + 2)
,
φ
(1)
2 ( ; 0) =
4
3(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
× N(3k2N2 + 10k2N + 8k2+6kN3 + 36kN2 + 71kN + 43k
+ 5N3 + 26N2 + 50N + 30). (7.8)
According to the previous analysis, the first eigenvalue remains the same and the second
eigenvalue has the extra minus signs, compared to the ones in (7.7).
46One can use h( ; 0) + 1(N+k+2)
1
N(N+2) uˆ
2( ; 0) = (2N+3)4(N+k+2) +
(−N
2
)2
(N+k+2)
1
N(N+2) to obtain the eigenvalue in
(7.7).
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8 Eigenvalues for the higher representations with the
higher spin-1, 2, 3 currents in the SU(N+2)
SU(N)
coset
In this section, there are 22 subsections where we consider the explicit 22 higher represen-
tations as done in section 5. The same analysis done in section 5 is applied to this section.
Note that each subsection in this section corresponds to each section of section 5. For the
representations where Λ− appears in the branching of Λ+, we write down the eigenvalues
for the higher spin 3 current completely. On the other hand, for the representations where
the product of (Λ+; 0) and (0; Λ−) occurs, we describe some relations for them rather than
presenting the complete expressions because they are rather involved due to the presence of
imaginary i.
8.1 The (f ; f) representation
In this case, when one takes the N×N subdiagonal unitary matrix inside of (N+2)×(N+2)
unitary matrix, the corresponding diagonal elements for the higher spin currents provide the
following two eigenvalues
h( ; ) =
(N + 1)2
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; )
= −8(N − k)(3kN
3 + 10kN2 + 8kN + 4N3 + 19N2 + 22N + 6)
3N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
. (8.1)
The previous relation in (5.1) is used. The first eigenvalue can be interpreted as follows. By
recalling that the stress energy tensor in the linear version has the extra contribution from
the spin 1 current, one can write down the precise relation from (2.10)
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
1
(N + k + 2)
+
1
N(N + 2)(k +N + 2)
,
which is exactly the same as the first eigenvalue of (8.1). By power counting of N and k, one
sees that the above eigenvalues behave as 1
N
dependence under the large (N, k) ’t Hooft like
limit.
Let us introduce the difference between the higher spin 3 currents in the linear and non-
linear version from (7.3)
Φ(z) ≡
[
(p2 − c7)LΦ(1)0 + (p1 − c8) ∂2Φ(1)0 − c9 ∂UΦ(1)0 − c10U∂Φ(1)0 − c11UUΦ(1)0
]
(z).(8.2)
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The coefficients are given by (7.2) and (7.4). Let us denote the eigenvalue of the zero mode
of this field as ∆ and it turns out that the eigenvalue in the above higher representation is
described as
∆( ; ) = − 16(k −N)(3kN
2 − 5k+3N3 + 12N2 + 7N − 4)
N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
. (8.3)
This can be obtained as follows. Let us denote the zero mode eigenvalues for LΦ
(1)
0 , ∂
2Φ
(1)
0 ,
∂UΦ
(1)
0 , U∂Φ
(1)
0 , and UUΦ
(1)
0 as lφ
(1)
0 , ∂
2φ
(1)
0 , ∂uφ
(1)
0 , u∂φ
(1)
0 , and uuφ
(1)
0 . Then these
eigenvalues for the representation ( , ) are given by[
2(kN2 + 2kN +N3 + 5N2 + 6N + 1)
N(N + 2)(k +N + 2)2
,
4
(k +N + 2)
,− 2i√
N(N + 2)(k +N + 2)
,
− 2i√
N(N + 2)(k +N + 2)
,− 2
N(N + 2)(k +N + 2)
]
. (8.4)
Then by substituting the coefficients (7.2) and (7.4) into the relation (8.2) together with (8.4)
one sees the final result in (8.3). Note that although the third and fourth eigenvalues in (8.4)
contain the imaginary i with same (N, k) coefficients, due to the vanishing of (c9+c10) in (7.2),
there is no contribution for these eigenvalues. It is easy to see that the simple power counting
of (N, k) implies that (8.3) behaves as 1
N
under the large (N, k) ’t Hooft limit 47. In particular,
the highest power of (N, k) in the eigenvalue for the higher spin 3 current in (8.1) plays the
role of next leading order 1
N
and this will be the basic quantity for the arbitrary representation
(Λ+; Λ+) because the eigenvalue will be the multiple of the eigenvalue for ( , ).
8.2 The (f ; f) representation
The two eigenvalues corresponding to the zero modes of the (higher spin) currents of spins 2
and 3 which act on the representation ( ; ) can be summarized by
h( ; ) =
(kN2 + 2kN +N3 + 6N2 + 8N + 2)
2N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
18i
√
N
N+2
(k +N + 2)
+
9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
47One has the following eigenvalue in the complex conjugated representation ( ; ))
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; ) = −φ(1)2 ( ; )−∆( ; )
together with (5.1) and (8.3). See also the footnote 18. The extra minus sign comes from the spin 3 associated
with the cubic generators of SU(N + 2).
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× (N − k)(−27k2N2 − 70k2N − 39k2+9kN3 + 4kN2 − 31kN − 12k
+ 2N3 + 8N2 + 20N + 24)
]
. (8.5)
The eigenvalue for the higher spin 3 current in the nonlinear version can be found in (5.2).
Note that the eigenvalue for the spin 2 current does not have any contribution from the
commutator [(T)0, Q
A¯
− 1
2
]. This provides only the eigenvalue for the representation (0; ). Also
the term QA¯− 1
2
(T)0 acting on the representation ( ; 0) gives the eigenvalue h( ; 0) with Q
A¯
− 1
2
acting on the state |( ; 0) >. By inserting the overall factor into this state, one has the final
state associated with the representation ( ; ). Therefore, one arrives at the above eigenvalue
for the spin 2 current 48. As before, one can describe this eigenvalue in the context of the
corresponding eigenvalue nonlinear version. That is,
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
1
2
+
(−N − 1)2
N(N + 2)(k +N + 2)
48 One can calculate the eigenvalue equations [22] for each term in (8.2)
lφ
(1)
0
( ; 0) = −N
(
2kN + 4k + 3N2 + 12N + 11
)
2(N + 2)(k +N + 2)2
( ; 0) = −lφ(1)
0
( ; 0),
∂2φ
(1)
0
( ; 0) = − 2N
(k +N + 2)
( ; 0) = −∂2φ(1)
0
( ; 0),
∂uφ
(1)
0
( ; 0) = −
iN
√
N
N+2
2(k +N + 2)
( ; 0) = −∂uφ(1)
0
( ; 0),
u∂φ
(1)
0
( ; 0) = −
iN
√
N
N+2
2(k +N + 2)
( ; 0) = −u∂φ(1)
0
( ; 0),
uuφ
(1)
0
( ; 0) =
N2
4(N + 2)(k +N + 2)
( ; 0) = −uuφ(1)
0
( ; 0). (8.6)
Similarly, one has the following eigenvalue equations
lφ
(1)
0
(0; ) = −k(3kN + 2N
2 + 6N + 1)
2N(k +N + 2)2
(0; ) = −lφ(1)
0
(0; ),
∂2φ
(1)
0
(0; ) = − 2k
(k +N + 2)
(0; ) = −∂2φ(1)
0
(0; ),
∂uφ
(1)
0
(0; ) = −
ik
√
N+2
N
2(k +N + 2)
(0; ) = ∂uφ
(1)
0
(0; ),
u∂φ
(1)
0
(0; ) = −
ik
√
N+2
N
2(k +N + 2)
(0; ) = u∂φ
(1)
0
(0; ),
uuφ
(1)
0
(0; ) =
k(N + 2)
4N(k +N + 2)
(0; ) = −uuφ(1)
0
(0; ). (8.7)
In the third and fourth eigenvalues, there are no sign changes under the ↔ .
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= h(0; ) + h( ; 0) =
(kN + 2N + 1)
2N(k +N + 2)
+
(N + 1)(N + 3)
2(N + 2)(k +N + 2)
.
In the first line, the relations in (2.11) are used. In the second line, the previous relations in
(7.6) and (7.7) are used.
For the eigenvalue corresponding to the higher spin 3 current, there exists the contribution
from the lower order poles appearing in the commutator [(Φ
(1)
2 )0, Q
A¯
− 1
2
]. One describes the
following eigenvalues for each term appearing in (8.2)
[
− (2kN
2 + 2kN − 3k + 6N2 + 15N + 6)
2(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2(k + 3N + 6)
2(k +N + 2)
,−
i
√
N
N+2(3k +N + 2)
2(k +N + 2)
,
(−7kN − 12k + 5N2 + 16N + 12)
4(N + 2)(k +N + 2)
]
. (8.8)
Note that the eigenvalues in the third and the fourth are different from each other. This is the
reason why there exists an imaginary i term in the eigenvalue in (8.5). Then by substituting
the coefficients (7.2) and (7.4) into the relation (8.2) together with (8.8) one sees the final
result in (8.5).
Furthermore, there are ∆( ; 0) and ∆(0; ). They can be obtained explicitly. Once again,
the large (N, k) ’t Hooft like limit for ∆( ; 0) + ∆(0; ) lead to the 1
N
behavior. Note that
the eigenvalues appearing in (8.6) and (8.7) are finite but the coefficients in (7.2) and (7.4)
behave as 1
N
. Similarly, one can easily see that due to the finiteness in (8.8), the final extra
terms in (8.5) vanish under the large (N, k) ’t Hooft limit. Therefore, the eigenvalues for the
higher spin 3 current in this higher representation in both linear and nonlinear versions are
the same as each other 49.
49 In the similar higher representation, one obtains
h( ; ) =
(kN2 + 2kN +N3 + 6N2 + 8N + 2)
2N(N + 2)(k +N + 2)
,
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
−
18i
√
N
N+2
(k +N + 2)
+
9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(27k2N2 + 86k2N + 57k2 + 9kN3 + 64kN2 + 119kN
+ 48k + 14N3 + 44N2 + 20N − 24)
]
,
where the last two terms in the eigenvalue of higher spin 3 current can be determined from the following
eigenvalues[
− (4kN
2 + 10kN + 3k + 6N2 + 15N + 6)
2(N + 2)(k +N + 2)2
, 0,−
i
√
N
N+2 (k + 3N + 6)
2(k +N + 2)
,
i
√
N
N+2 (3k +N + 2)
2(k +N + 2)
,
104
8.3 The (f ; symm) representation
This higher representation can be obtained from the product of ( ; 0) and (0; ). It turns
out that the two eigenvalues are given by
h( ; ) =
(2kN2 + 4kN +N3 + 6N2 + 11N + 8)
2N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
−
36i
√
N
N+2
(k +N + 2)
+
18
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(45k2N2 + 146k2N + 105k2 + 31kN2 + 104kN
+ 78k − 7N3 − 46N2 − 88N − 48)
]
. (8.9)
The previous relation (5.6) can be inserted. Note that the eigenvalue for the spin 2 current
does not have any contribution from the commutator [(T)0, Q
13
− 1
2
Q16− 1
2
]. This provides only
the eigenvalue for the representation (0; ). Also the term Q13− 1
2
Q16− 1
2
(T)0 acting on the
representation ( ; 0) gives the eigenvalue h( ; 0) with Q13− 1
2
Q16− 1
2
acting on the state |( ; 0) >.
By inserting the overall factor into this state, one has the final state associated with the
representation ( ; ). Therefore, one arrives at the above eigenvalue for the spin 2 current.
Furthermore, one can interpret the above eigenvalue of spin 2 current from the one in the
nonlinear version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(2N + 4k + 7)
4(N + k + 2)
+
(−N
2
+N + 2)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN +N + 2)
N(k +N + 2)
+
(N + 1)(N + 3)
2(N + 2)(k +N + 2)
.
In the first line, the first result can be obtained from the conformal dimension formula in
previous sections and the uˆ charge is the sum of uˆ charges of (0; ) and ( ; 0). In the second
line the previous relation (7.7) is used and the relation (8.17) is used.
Furthermore, there are ∆( ; 0) and ∆(0; ). The former can be obtained from the
relation (8.6) while the latter is given by (8.18).
For the second eigenvalue corresponding to the higher spin 3 current, there is the contri-
bution from the lower order poles appearing in the commutator, [(Φ
(1)
2 )0, Q
13
− 1
2
Q16− 1
2
]. By using
− (5kN + 12k −N
2 − 8N − 12)
4(N + 2)(k +N + 2)
]
.
See also (7.8) and (7.5) for the eigenvalue of the spin 2 current. The eigenvalues ∆( ; 0) and ∆(0; ) can be
determined from the previous relations (8.6) and (8.7). Furthermore, the footnote 20 is needed for the explicit
expression of φ
(1)
2 ( ; ).
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the following eigenvalues with the appropriate coefficients[
− (4kN
2 + 10kN + 3k + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,−
i
√
N
N+2(k + 3N + 6)
k +N + 2
,
i
√
N
N+2(3k +N + 2)
k +N + 2
,
−(11kN + 24k − 4N
2 − 20N − 24)
2(N + 2)(k +N + 2)
]
,
one determines the last two terms in the eigenvalue of the higher spin 3 current in (8.9) 50.
8.4 The (f ; symm) representation
This higher representation can be obtained from the product of ( ; 0) and (0; ). It turns
out that the two eigenvalues are given by
h( ; ) =
(2kN2 + 4kN +N3 + 6N2 + 11N + 8)
2N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
36i
√
N
N+2
(k +N + 2)
+
18
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(45k2N2 + 130k2N + 87k2−18kN3 − 37kN2 + 16kN
+ 42k − 23N3 − 98N2 − 128N − 48)
]
. (8.10)
The previous relation in (5.9) can be inserted. The eigenvalue for the spin 2 current does not
have any contribution from the commutator [(T)0, Q
1
− 1
2
Q4− 1
2
]. This provides only the eigen-
value for the representation (0; ). Also the term Q1− 1
2
Q4− 1
2
(T)0 acting on the representation
( ; 0) gives the eigenvalue h( ; 0) with Q1− 1
2
Q4− 1
2
acting on the state |( ; 0) >. By inserting
the overall factor into this state, one has the final state associated with the representation
( ; ). Therefore, one arrives at the above eigenvalue for the spin 2 current.
Furthermore, one can interpret the above eigenvalue of spin 2 current from the one in the
nonlinear version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(2N + 4k − 1)
4(N + k + 2)
+
(−N
2
−N − 2)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN +N + 2)
N(k +N + 2)
+
(N + 1)(N + 3)
2(N + 2)(k +N + 2)
.
50For the similar higher representation, one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the last terms in (8.9) with an extra minus sign because the cubic generators can have an extra minus
sign under the complex conjugated representation. Note that the quantity φ
(1)
2 ( ; ) can be obtained in the
footnote 22. Of course, ∆( ; 0) can be determined from the previous relation (8.6).
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In the first line, the first result can be obtained from the conformal dimension formula in
previous sections and the uˆ charge is the sum of uˆ charges of (0; ) and ( ; 0). In the second
line the previous relation (7.7) is used and the relation (8.17) is used.
Furthermore, there are ∆( ; 0) and ∆(0; ). The former can be obtained from the relation
(8.6) while the latter is given by (8.18) together with the footnote 56.
For the eigenvalue corresponding to the higher spin 3 current (the corresponding eigenvalue
of the higher spin 3 current in the nonlinear version appears in (5.9)), there is the contribu-
tion from the lower order poles appearing in the commutator, [(Φ
(1)
2 )0, Q
1
− 1
2
Q4− 1
2
]. From the
following eigenvalues for each term in (8.2)
[
− (2kN
2 + 2kN − 3k + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
−(13kN + 24k − 8N
2 − 28N − 24)
2(N + 2)(k +N + 2)
]
,
and the known results for the coefficients in (7.2) and (7.4), the above eigenvalue of (8.10)
can be observed 51.
8.5 The (f ; antisymm) representation
The two eigenvalues are given by
h( ; ) =
(2kN2 + 4kN +N3 + 10N2 + 19N + 8)
2N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
−
36i
√
N
N+2
(k +N + 2)
+
18
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(45k2N2 + 146k2N + 105k2+49kN2 + 140kN
+ 78k + 11N3 + 26N2 − 16N − 48)
]
. (8.11)
The relation in (5.12) can be inserted. Note that the eigenvalue for the spin 2 current does not
have any contribution from the commutator [(T)0, Q
13
− 1
2
Q14− 1
2
]. This provides only the eigen-
value for the representation (0; ). Also the term Q13− 1
2
Q14− 1
2
(T)0 acting on the representation
51One has the following eigenvalues for the similar higher representation
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the last terms in (8.10) with an extra minus sign. Note that the quantity φ
(1)
2 ( ; ) can be obtained in
the footnote 23. Of course, ∆( ; 0) can be determined from the previous relation (8.6). Moreover ∆(0; )
can be determined from the footnote 56.
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( ; 0) gives the eigenvalue h( ; 0) with Q13− 1
2
Q14− 1
2
acting on the state |( ; 0) >. By inserting
the overall factor into this state, one has the final state associated with the representation
( ; ). Therefore, one arrives at the above eigenvalue for the spin 2 current.
Furthermore, one can interpret the above eigenvalue of spin 2 current from the one in the
nonlinear version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(2N + 4k + 15)
4(N + k + 2)
+
(−N
2
+N + 2)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN + 3N + 2)
N(k +N + 2)
+
(N + 1)(N + 3)
2(N + 2)(k +N + 2)
.
In the first line, the first result can be obtained from the conformal dimension formula in
previous sections and the uˆ charge is the sum of uˆ charges of (0; ) and ( ; 0). In the second
line the previous relation (7.7) is used and the relation (8.20) is used.
Furthermore, there are ∆( ; 0) and ∆(0; ). The former can be obtained from the relation
(8.6) while the latter is given by (8.21).
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutator [(Φ
(1)
2 )0, Q
13
− 1
2
Q14− 1
2
]. By
combining the following eigenvalues with the various coefficients
[
− (4kN
2 + 10kN + 3k + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,−
i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,
i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
−(11kN + 24k − 4N
2 − 20N − 24)
2(N + 2)(k +N + 2)
]
,
the last two terms in eigenvalue of the higher spin 3 current of (8.11) can be determined
explicitly 52.
8.6 The (f ; antisymm) representation
The two eigenvalues are described by
h( ; ) =
(2kN2 + 4kN +N3 + 10N2 + 19N + 8)
2N(N + 2)(k +N + 2)
,
52One has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the last terms in (8.11) with an extra minus sign. Note that the quantity φ
(1)
2 ( ; ) can be obtained in
the footnote 24. Of course, ∆( ; 0) can be determined from the previous relation (8.6). Moreover ∆(0; )
can be determined from (8.21).
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φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
36i
√
N
N+2
(k +N + 2)
+
18
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(45k2N2 + 130k2N + 87k2−18kN3 − 19kN2 + 52kN
+ 42k − 5N3 − 26N2 − 56N − 48)
]
. (8.12)
One can insert the relation (5.15). Note that the eigenvalue for the spin 2 current does not
have any contribution from the commutator [(T)0, Q
1
− 1
2
Q2− 1
2
]. This provides only the eigen-
value for the representation (0; ). Also the term Q1− 1
2
Q2− 1
2
(T)0 acting on the representation
( ; 0) gives the eigenvalue h( ; 0) with Q1− 1
2
Q2− 1
2
acting on the state |( ; 0) >. By inserting
the overall factor into this state, one has the final state associated with the representation
( ; ). Therefore, one arrives at the above eigenvalue for the spin 2 current.
Furthermore, one can interpret the above eigenvalue of spin 2 current from the one in the
nonlinear version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(2N + 4k + 7)
4(N + k + 2)
+
(−N
2
−N − 2)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN + 3N + 2)
N(k +N + 2)
+
(N + 1)(N + 3)
2(N + 2)(k +N + 2)
.
In the first line, the first result can be obtained from the conformal dimension formula in
previous sections and the uˆ charge is the sum of uˆ charges of (0; ) and ( ; 0). In the second
line the previous relation (7.7) is used and the relation (8.20) is used.
Furthermore, there are ∆( ; 0) and ∆(0; ). The former can be obtained from the relation
(8.6) while the latter is given by (8.21) with the footnote 57.
For the eigenvalues corresponding to the remaining higher spin currents, there are the
contributions from the lower order poles appearing in the commutator [(Φ
(1)
2 )0, Q
1
− 1
2
Q2− 1
2
]. By
combining the following eigenvalues with the various coefficients[
− (2kN
2 + 2kN − 3k + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
−(13kN + 24k − 8N
2 − 28N − 24)
2(N + 2)(k +N + 2)
]
,
the last two terms in eigenvalue of the higher spin 3 current of (8.12) can be determined
explicitly 53
53One has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
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8.7 The (symm; 0) representation
This higher representation can be obtained from the product of the minimal representation
(f ; 0) and itself. The two eigenvalues with this representation can be described as
h( ; 0) =
(N + 1)(N + 4)
(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; 0) = φ
(1)
2 ( ; 0) + ∆( ; 0)
= − 8
3(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
× N(3k2N2 + 10k2N + 8k2+6kN3 + 39kN2 + 89kN + 58k
+ 2N3 + 8N2 + 35N + 30). (8.13)
The relation (5.18) is used. It is easy to see that the first eigenvalue is the twice of the one in
(7.7) under the (N, k) ’t Hooft limit. One also realizes that the description from the nonlinear
analysis for the spin 2 current implies the following expression (with the help of (2.13))
h( ; 0) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; 0) =
(N + 2)
(N + k + 2)
+
N2
N(N + 2)(k +N + 2)
,
which coincides with the above eigenvalue in (8.13). Furthermore, if one sees the last eigen-
value closely, one observes that the highest power terms in the numerator (8.13) are given
by −8N(3k2N2 + 6kN3) which is the twice of the ones in (7.7). Note that the denominators
in both expressions are the same at finite (N, k). This implies that the eigenvalue for the
higher spin 3 current in this higher representation can be interpreted as the additive quantum
number and it is given by the sum of each eigenvalue for the higher representation in the
minimal representation ( ; 0) under the large (N, k) ’t Hooft like limit.
The difference between the nonlinear and linear cases which vanishes in the large N ’t
Hooft limit is given by
∆( ; 0) = − 16N(k −N)(3kN
2 − 7kN − 12k−3N3 − 13N2 − 32N − 24)
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
.(8.14)
More explicitly, the eigenvalues for each term in (8.2) have the following form[
− 2N(kN + 2k + 2N
2 + 9N + 8)
(N + 2)(k +N + 2)2
,− 4N
(k +N + 2)
,− 2iN
√
N
N+2
(k +N + 2)
,
− 2iN
√
N
N+2
(k +N + 2)
,
2N2
(N + 2)(k +N + 2)
]
.
plus the last terms in (8.12) with an extra minus sign. Note that the quantity φ
(1)
2 ( ; ) can be obtained in
the footnote 25. Of course, ∆( ; 0) can be determined from the previous relation (8.6). Moreover ∆(0; )
can be determined from (8.21) together with the footnote 57.
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As described before, although the third and fourth eigenvalues contain the imaginary i, they
are the same and their coefficients are opposite to each other. This leads to the absence of
imaginary i in (8.14). One can easily see that under the large (N, k) ’t Hooft like limit both
eigenvalues for the higher spin 3 currents in the nonlinear and linear versions coincide with
each other because the expression in (8.14) behaves as 1
N
54.
8.8 The (antisymm; 0) representation
This higher representation can be obtained from the product of the minimal representation
(f ; 0) and itself. The two eigenvalues with this representation can be described as
h( ; 0) =
N(N + 3)
(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; 0) = φ
(1)
2 ( ; 0) + ∆( ; 0)
= − 8
3(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
× N(3k2N2 + 10k2N + 8k2+6kN3 + 21kN2 + 17kN − 14k
+ 2N3 − 4N2 − 19N − 30). (8.15)
It is easy to see that the first eigenvalue is the twice of the one in (7.7) under the (N, k) ’t
Hooft limit. One also realizes that the description from the nonlinear analysis for the spin 2
current implies the following expression (with the help of the subsection 2.2.4: in particular
(2.14))
h( ; 0) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; 0) =
N
(N + k + 2)
+
N2
N(N + 2)(k +N + 2)
.
which coincides with the above eigenvalue in (8.15). Furthermore, if one sees the last eigen-
value closely (8.15), one observes that the highest power terms in the numerator are given
by −8N(3k2N2 + 6kN3) which is the twice of the ones in (7.7). Note that the denominators
in both expressions are the same at finite (N, k). This implies that the eigenvalue for the
higher spin 3 current in this higher representation can be interpreted as the additive quantum
number and it is given by the sum of each eigenvalue for the higher representation in the
minimal representation ( ; 0) under the large (N, k) ’t Hooft like limit.
54One has
φ
(1)
2
( ; 0) = φ
(1)
2 ( ; 0) + ∆( ; 0).
Note that here the quantity ∆( ; 0) can be obtained from the corresponding quantity ∆( ; 0) by changing
the sign. We need to have the footnote 26 for the quantity φ
(1)
2 ( ; 0).
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The difference between the nonlinear and linear cases which vanishes in the large N ’t
Hooft limit is given by
∆( ; 0) = − 16N
2(k −N)(3kN− k−3N2 − 7N − 8)
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
. (8.16)
This can be determined by the following eigenvalues
[
− 2N(kN + 2k + 2N
2 + 7N + 4)
(N + 2)(k +N + 2)2
,− 4N
(k +N + 2)
,− 2iN
√
N
N+2
(k +N + 2)
,
− 2iN
√
N
N+2
(k +N + 2)
,
2N2
(N + 2)(k +N + 2)
]
,
together with the coefficients. Note that the highest order terms in (8.16) are the same as
the ones in (8.14). One can easily see that the above quantity (8.16) vanishes under the large
(N, k) ’t Hooft limit 55.
8.9 The (0; symm) representation
This higher representation can be obtained from the product of the minimal representation
(0; f) and itself. The two eigenvalues with this representation can be described as
h(0; ) =
(kN +N + 2)
N(k +N + 2)
,
φ
(1)
2 (0; ) = φ
(1)
2 (0; ) + ∆(0; ) (8.17)
=
8k(6k2N2 + 2k2N+3kN3 + 9kN2 − 8kN − 12k + 4N3 −N2 − 3N)
3N(k +N + 2)2(3kN + 4k + 4N + 5)
.
The relation (5.20) is inserted. It is easy to see that the first eigenvalue is the twice of the
one in (7.5) under the large (N, k) ’t Hooft limit. One also realizes that the description from
the nonlinear analysis for the spin 2 current implies the following expression (with the help
of (2.17))
h(0; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2(0; ) =
k
(N + k + 2)
+
(N + 2)2
N(N + 2)(k +N + 2)
,
55Similarly, one has
φ
(1)
2
( ; 0) = φ
(1)
2 ( ; 0) + ∆( ; 0).
The quantity ∆( ; 0) can be obtained from the corresponding quantity ∆( ; 0) by changing the sign. The
footnote 27 for the quantity φ
(1)
2 ( ; 0) can be used.
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which is equal to the eigenvalue in (8.17). Furthermore, one observes that the highest power
terms in the numerator (8.17) are given by 8k(6k2N2 + 3kN3) which is the twice of the
ones in (7.5). This implies that the eigenvalue for the higher spin 3 current in this higher
representation can be interpreted as the additive quantum number and it is given by the sum
of each eigenvalue for the higher representation in the minimal representation (0; ) under
the large (N, k) ’t Hooft like limit.
The difference between the nonlinear and linear cases which vanishes in the large N ’t
Hooft limit is given by
∆(0; ) =
16k(k −N)(3k2N− 3kN2 − 11kN − 10k − 5N2 − 14N − 8)
N(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
. (8.18)
Here the eigenvalues for each term appearing in (8.2) are used
[
− 2k(2kN +N
2 + 3N + 2)
N(k +N + 2)2
,− 4k
(k +N + 2)
,− 2ik
√
N+2
N
(k +N + 2)
,
− 2ik
√
N+2
N
(k +N + 2)
,
2k(N + 2)
N(k +N + 2)
]
. (8.19)
Again, the large (N, k) ’t Hooft limit of the above eigenvalue (8.18) behaves as 1
N
and therefore,
both eigenvalues for the higher spin 3 currents in the nonlinear and linear versions have the
same value 56.
8.10 The (0; antisymm) representation
This higher representation can be obtained from the product of the minimal representation
(0; f) and itself. The two eigenvalues with this representation can be described as
h(0; ) =
(kN + 3N + 2)
N(k +N + 2)
,
φ
(1)
2 (0; ) = φ
(1)
2 (0; ) + ∆(0; ) (8.20)
=
8k(6k2N2 + 2k2N+3kN3 + 27kN2 + 4kN − 12k + 4N3 + 35N2 + 27N)
3N(k +N + 2)2(3kN + 4k + 4N + 5)
.
56 One has the following eigenvalues for similar higher representation
φ
(1)
2
(0; ) = φ
(1)
2 (0; ) + ∆(0; ).
The quantity φ
(1)
2 (0; ) can be read off from the footnote 28 while the quantity ∆(0; ) can be obtained
from the eigenvalues in (8.19) by changing the signs in the first, second, and last eigenvalues together with
the coefficients in (7.2) and (7.4).
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The relation (5.21) is inserted. It is easy to see that the first eigenvalue is the twice of the
one in (7.5) under the large (N, k) ’t Hooft limit. One also realizes that the description from
the nonlinear analysis for the spin 2 current implies the following expression (with the help
of (2.19))
h(0; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2(0; ) =
(k + 2)
(N + k + 2)
+
(N + 2)2
N(N + 2)(k +N + 2)
.
Furthermore, one observes that the highest power terms in the numerator (8.20) are given by
8k(6k2N2 + 3kN3) which is the twice of the ones in (7.5). This implies that the eigenvalue
for the higher spin 3 current in this higher representation can be interpreted as the additive
quantum number and it is given by the sum of each eigenvalue for the higher representation
in the minimal representation (0; ) under the large (N, k) ’t Hooft like limit
The difference between the nonlinear and linear cases which vanishes in the large N ’t
Hooft limit is given by
∆(0; ) =
16k(k −N)(3k2N− 3kN2 − 5kN − 10k +N2 − 2N − 8)
N(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
. (8.21)
Here the corresponding eigenvalues are given by[
− 2k(2kN +N
2 + 5N + 2)
N(k +N + 2)2
,− 4k
(k +N + 2)
,− 2ik
√
N+2
N
(k +N + 2)
,
− 2ik
√
N+2
N
(k +N + 2)
,
2k(N + 2)
N(k +N + 2)
]
. (8.22)
Note that the highest order terms in (8.21) are the same as the ones in (8.18). Because the
large (N, k) ’t Hooft limit of the above eigenvalue (8.21) behaves as 1
N
, both eigenvalues for
the higher spin 3 currents in the nonlinear and linear versions have the same value 57.
8.11 The (symm; symm) representation
The two eigenvalues are given by
h( ; ) =
2(N2 + 2N + 2)
N(N + 2)(k +N + 2)
,
57 One has
φ
(1)
2
(0; ) = φ
(1)
2 (0; ) + ∆(0; ).
The quantity φ
(1)
2 (0; ) can be read off from the footnote 29 while the quantity ∆(0; ) can be obtained from
the eigenvalues in (8.22) by changing the signs in the first, second, and last eigenvalues together with the
coefficients in (7.2) and (7.4).
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φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; )
=
16
3N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
× (3k2N3 + 10k2N2 + 8k2N−3kN4 − 15kN3 − 13kN2 + 10kN
+ 24k − 4N4 − 37N3 − 73N2 − 54N). (8.23)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.22). The highest power terms of (N, k)
in the eigenvalue of the higher spin 3 current (8.23) are twice of the terms in (8.1). The
description from the nonlinear analysis for the spin 2 current implies the following expression
(with the help of (3.5))
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
2
(N + k + 2)
+
4
N(N + 2)(k +N + 2)
.
By realizing that the following eigenvalues hold in this higher representation[
4(kN2 + 2kN +N3 + 6N2 + 8N + 4)
N(N + 2)(k +N + 2)2
,
8
(k +N + 2)
,− 8i√
N(N + 2)(k +N + 2)
,
− 8i√
N(N + 2)(k +N + 2)
,− 16
(N2 + 2N) (k +N + 2)
]
, (8.24)
and putting together with the various known coefficients, the difference between the nonlinear
and linear cases in the eigenvalue for the higher spin 3 current (which vanishes in the large
(N, k) ’t Hooft limit) can be summarized by
∆( ; ) = − 64(k −N)(3kN
2 − 6kN − 10k+3N3 + 12N2 + 2N − 8)
N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
. (8.25)
By inserting this value and the eigenvalue for the higher spin 3 current in the nonlinear version,
the final eigenvalue in the linear version can be written as the one in (8.23). Furthermore,
the highest power terms of (N, k) in (8.25) are the four times of the ones in (8.3). 58
8.12 The (symm; f) representation
The two eigenvalues are summarized by
h( ; ) =
(N + 1)(N2 + 7N + 2)
2N(N + 2)(k +N + 2)
,
58One has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; ).
The quantity φ
(1)
2 ( ; ) can be read off from the footnote 30 while the quantity ∆( ; ) can be obtained
from the expression in (8.25) by changing the sign.
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φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; )
= − 4
3N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (18k3N5 + 39k3N4 − 34k3N3 − 174k3N2 − 188k3N + 36k2N6 + 405k2N5
+ 1334k2N4 + 1493k2N3 + 271k2N2 − 452k2N − 60k2 + 60kN6 + 643kN5
+ 3823kN3 + 2172kN2 + 220kN − 48k + 25N6 + 280N5 + 1248N4 + 2012N3
+ 1304N2 + 288N + 2565kN4). (8.26)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.23). One observes that these eigenvalues
(8.26) are twice of the ones in (7.7) respectively if one takes the highest order terms in
the numerators. It is easy to see this behavior in the spin 2 current. For the higher spin
3 current, more explicitly, the corresponding terms in the second eigenvalue in (8.26) are
given by (18k3N5+36k2N6) = 6kN3(3k2N2+6kN3) and the denominator contains the fator
N(6kN + 5k + 5N + 4)→ 6kN2, compared to the one in (7.7). Therefore, one observes that
the corresponding quantity N(3k2N2 + 6kN3) appears in the eigenvalue in (7.7).
The description from the nonlinear analysis for the spin 2 current implies the following
expression (with the help of (3.6))
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(2N + 11)
4(N + k + 2)
+
(−N
2
+ 1)2
N(N + 2)(k +N + 2)
.
It is obvious that this is equal to the eigenvalue in (8.26).
The difference between the nonlinear and linear cases which vanishes in the large (N, k)
’t Hooft limit is given by
∆( ; ) = − 4
N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(6k2N3 − 6k2N2 − 36k2N+6kN4 − 26kN3 − 15kN2 − 20k−3N5
− 20N4 − 34N3 + 108N2 + 136N − 16). (8.27)
Here as before, the following eigenvalues, corresponding to the five terms in (8.2), are used in
this calculation[
− (2kN
2 + 4kN + 3N4 + 10N3 − 15N2 − 32N − 4)
2N(N + 2)(k +N + 2)2
,− (2N − 4)
(k +N + 2)
,
− i(N − 2)
2
2
√
N(N + 2)(k +N + 2)
,− i(N − 2)
2
2
√
N(N + 2)(k +N + 2)
,
(N − 2)3
4N(N + 2)(k +N + 2)
]
.
Then the final eigenvalue for the higher spin 3 current in the linear version can be obtained
by combining the one in the nonlinear version and the (8.27) as in (8.26) 59.
59One can consider the following eigenvalues
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; ),
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8.13 The (symm; f) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN + 2N3 + 12N2 + 13N + 2)
2N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
36i
√
N
N+2
(k +N + 2)
+
18
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (N − k)(−30k2N2 − 71k2N − 36k2+15kN3 + 23kN2 − 11kN − 6k
+ 10N3 + 34N2 + 40N + 24)
]
. (8.28)
The relation (5.24) is used. Note that the eigenvalue for the spin 2 current does not have
any contribution from the commutator [(T)0, Q
A¯
− 1
2
]. This provides only the eigenvalue for the
representation (0; ). Also the term QA¯− 1
2
(T)0 acting on the representation ( ; 0) gives the
eigenvalue h( ; 0) with QA¯− 1
2
acting on the state |( ; 0) >. By inserting the overall factor
into this state, one has the final state associated with the representation ( ; ). Therefore,
one arrives at the above eigenvalue for the spin 2 current. As before, one can describe this
eigenvalue in the context of the corresponding eigenvalue nonlinear version. That is,
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(4N + 2k + 7)
4(N + k + 2)
+
(−3N
2
− 1)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN + 2N + 1)
2N(k +N + 2)
+
(N + 1)(N + 4)
(N + 2)(k +N + 2)
.
In the first line the previous relations in (3.7) and in the second line, the relations (7.6) and
(8.13) are used.
For the eigenvalue corresponding to the higher spin 3 current, there exists the contribution
from the lower order poles appearing in the commutator [(Φ
(1)
2 )0, Q
A¯
− 1
2
]. One describes the
following eigenvalues for each term appearing in (8.2)[
− (2kN
2 + kN − 4k + 6N2 + 15N + 6)
(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
(−8kN − 12k + 7N2 + 20N + 12)
2(N + 2)(k +N + 2)
]
. (8.29)
Note that the eigenvalues in the third and the fourth are different from each other. This is the
reason why there exists an imaginary i term in the eigenvalue in (8.28). Then by substituting
where the quantity φ
(1)
2 ( ; ) can be read off from the footnote 31 while the quantity ∆( ; ) can be
obtained from the expression in (8.27) by changing the sign.
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the coefficients (7.2) and (7.4) into the relation (8.2) together with (8.29) one sees the final
result in (8.28).
Furthermore, there are ∆( ; 0) and ∆(0; ). They can be obtained explicitly from (8.14)
and (8.7) respectively. 60.
8.14 The (symm; antisymm) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN +N3 + 8N2 + 12N + 4)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) +∆(0; ) +
16
9
[
−
18i
√
N
N+2
(k +N + 2)
− 9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (N − k)(42k2N2 + 145k2N + 108k2+6kN3 + 68kN2 + 160kN + 84k
+ 19N3 + 52N2 + 4N − 48)
]
. (8.30)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.27). As before, one can describe this
eigenvalue in the context of the corresponding eigenvalue in nonlinear version. That is,
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(N + k + 6)
(N + k + 2)
+
4
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN + 3N + 2)
N(k +N + 2)
+
(N + 1)(N + 4)
(N + 2)(k +N + 2)
.
In the first line the previous relations in (3.9) and in the second line, the relations (8.20) and
(8.13) are used.
60For similar higher representation, one obtains
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the contributions from the following eigenvalues together with the previous coefficients[
(4kN2 + 11kN + 4k + 6N2 + 15N + 6)
(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,−
i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
(4kN + 12k +N2 − 4N − 12)
2(N + 2)(k +N + 2)
]
.
Note that the quantity φ
(1)
2 ( ; ) can be obtained from the footnote 32, the quantity ∆( ; 0) can be
determined from (8.14) with an extra minus sign and the quantity ∆(0; ) can be read off from (8.7).
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The contributions from the following eigenvalues together with the previous coefficients[
− 2(4kN
2 + 11kN + 4k + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,−
2i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,
2i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
2(−5kN − 12k +N2 + 8N + 12)
(N + 2)(k +N + 2)
]
, (8.31)
provide the last two terms of (8.30) 61.
8.15 The (symm; antisymm) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN +N3 + 8N2 + 12N + 4)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
16
9
[
18i
√
N
N+2
(k +N + 2)
− 9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (N − k)(36k2N2 + 125k2N + 108k2−36kN3 − 122kN2 − 100kN
+ 12k − 67N3 − 304N2 − 436N − 192)
]
. (8.32)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.30). The contributions from the following
eigenvalues together with the previous coefficients[
2(2kN2 + kN − 4k + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
2(−7kN − 12k + 5N2 + 16N + 12)
(N + 2)(k +N + 2)
]
,
61It is straightforward to see that one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus other contributions from the following eigenvalues[
2(4kN2 + 11kN + 4k + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
−2(−5kN − 12k +N
2 + 8N + 12)
(N + 2)(k +N + 2)
]
,
together with the previous coefficients. The quantity φ
(1)
2 ( ; ) can be obtained from the footnote 33, the
quantity ∆( ; 0) can be determined from (8.14) with an extra minus sign and the quantity ∆(0; ) can be
read off from (8.21).
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provide the last two terms in (8.32) 62.
8.16 The (symm; symm) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN +N3 + 6N2 + 8N + 4)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
16
9
[
18i
√
N
N+2
(k +N + 2)
+
9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(48k2N2 + 131k2N + 84k2−24kN3 − 56kN2 − 4kN + 36k − 31N3
− 124N2 − 148N − 48)
]
. (8.33)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.33). Note that the eigenvalue for the
spin 2 current does not have any contribution from the commutator [(T)0, Q
1
− 1
2
Q4− 1
2
]. This
provides only the eigenvalue for the representation (0; ). Also the term Q1− 1
2
Q4− 1
2
(T)0 acting
on the representation ( ; 0) gives the eigenvalue h( ; 0) with Q1− 1
2
Q4− 1
2
acting on the state
|( ; 0) >. By inserting the overall factor into this state, one has the final state associated
with the representation ( ; ). Therefore, one arrives at the above eigenvalue for the spin
2 current.
Furthermore, the above eigenvalue for the spin 2 current can be interpreted as the one in
the nonlinear version
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(N + k)
(N + k + 2)
+
(−2N − 2)2
N(N + 2)(k +N + 2)
62For similar higher representation, one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the other contributions which can be determined by the following eigenvalues[
− 2(2kN
2 + kN − 4k + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,−
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,
2i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
−2(−7kN − 12k + 5N
2 + 16N + 12)
(N + 2)(k +N + 2)
]
.
The quantity φ
(1)
2 ( ; ) can be obtained from the footnote 35, the quantity ∆( ; 0) can be determined
from (8.14) with an extra minus sign and the quantity ∆(0; ) can be read off from (8.21) with an extra minus
sign.
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= h(0; ) + h( ; 0) =
(kN +N + 2)
N(k +N + 2)
+
(N + 1)(N + 4)
(N + 2)(k +N + 2)
.
In the first line, the relations in (3.11) are used and similarly in the second line, the relations
(8.17) and (8.13) are used also.
The ∆(0; ) can be obtained from ∆(0; ) by changing the sign. As before, the last two
terms of (8.33) can be obtained from the following eigenvalues
[
− 2(2kN
2 + kN − 4k + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
2(−7kN − 12k + 5N2 + 16N + 12)
(N + 2)(k +N + 2)
]
, (8.34)
with the previous coefficients 63.
8.17 The (antisymm; antisymm) representation
The two eigenvalues are
h( ; ) =
2(N2 + 2N + 2)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; )
=
16
3N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)
× (3k2N3 + 10k2N2 + 8k2N−3kN4 + 3kN3 + 47kN2 + 58kN + 24k
− 4N4 − 13N3 + 5N2 + 6N). (8.35)
The highest power terms of the last term in the eigenvalue of the higher spin 3 current in
(8.35) are twice of the ones in (8.1). Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.36).
63 For similar higher representation, one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus other contributions from the eigenvalues[
2(4kN2 + 11kN + 4k + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
−2(−5kN − 12k +N
2 + 8N + 12)
(N + 2)(k +N + 2)
]
.
The quantity φ
(1)
2 ( ; ) can be obtained from the footnote 36, the quantity ∆( ; 0) can be determined
from (8.14) with an extra minus sign and the quantity ∆(0; ) can be read off from (8.18).
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The eigenvalue for the spin 2 current can be interpreted in terms of the one in the nonlinear
version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
2
(N + k + 2)
+
4
N(N + 2)(k +N + 2)
.
The previous relations in (3.16) are used in this calculation and this is equal to the one in
(8.35).
The difference between the nonlinear and linear cases which vanishes in the large N ’t
Hooft limit is obtained as follows:
∆( ; ) = − 64(k −N)(3kN
2 − 6kN − 10k+3N3 + 12N2 + 2N − 8)
N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
, (8.36)
which is equal to the one in (8.25). The following eigenvalues are used in this expression[
4(kN2 + 2kN +N3 + 6N2 + 8N + 4)
N(N + 2)(k +N + 2)2
,
8
(k +N + 2)
,− 8i√
N2 + 2N(k +N + 2)
,
− 8i√
N2 + 2N(k +N + 2)
,− 16
N(N + 2)(k +N + 2)
]
,
together with the previous coefficients. These eigenvalues are the same as the ones in (8.24)
64.
8.18 The (antisymm; f) representation
The two eigenvalues are described by
h( ; ) =
(N3 + 4N2 +N + 2)
2N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; )
= − 4
3N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (18k3N5 + 39k3N4 − 34k3N3 − 174k3N2 − 188k3N + 36k2N6 + 189k2N5
+ 146k2N4 − 643k2N3 − 1097k2N2 − 692k2N − 60k2 + 60kN6 + 247kN5
+ 177kN4 − 893kN3 − 1272kN2 − 572kN − 48k + 25N6 + 100N5 + 84N4
− 424N3 − 592N2 − 192N). (8.37)
64One has, for similar higher representation,
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; ).
The quantity φ
(1)
2 ( ; ) can be obtained from the footnote 37 and the quantity ∆( ; ) can be determined
from (8.36) with an extra minus sign.
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Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.37). Note that the eigenvalue for the spin 2
current can be also obtained the one in the nonlinear version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(2N + 3)
4(N + k + 2)
+
(−N
2
+ 1)2
N(N + 2)(k +N + 2)
,
where the relations in (3.17) are used.
One observes that these eigenvalues are twice of the ones in (7.7) respectively if one
takes the highest order terms in the numerators. It is easy to see this behavior in the spin
2 current. For the higher spin 3 current, more explicitly, the corresponding terms in the
second eigenvalue in (8.37) are given by (18k3N5 +36k2N6) = 6kN3(3k2N2 +6kN3) and the
denominator contains the factor N(6kN + 5k + 5N + 4) → 6kN2, compared to the one in
(7.7). Therefore, one observes that the corresponding quantity N(3k2N2 + 6kN3) appears in
the eigenvalue in (7.7).
The difference between the nonlinear and linear cases which vanishes in the large N ’t
Hooft limit is given by
∆( ; ) = − 4
N(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(6k2N3 − 6k2N2 − 36k2N+6kN4 − 14kN3 − 15kN2 − 48kN − 20k
− 3N5 − 8N4 − 10N3 + 60N2 + 40N − 16). (8.38)
Here the following eigenvalues corresponding to the various fields in (8.2) are used[
− (2kN
2 + 4kN + 3N4 + 6N3 − 15N2 − 16N − 4)
2N(N + 2)(k +N + 2)2
,− 2(N − 2)
(k +N + 2)
,
− i(N − 2)
2
2
√
N2 + 2N(k +N + 2)
,− i(N − 2)
2
2
√
N2 + 2N (k +N + 2)
,
(N − 2)3
4N(N + 2)(k +N + 2)
]
.
One sees that the highest power terms in (8.38) are the same as the ones in (8.27) 65.
8.19 The (antisymm; f) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN + 2N3 + 8N2 + 5N + 2)
2N(N + 2)(k +N + 2)
,
65For the similar higher representation, one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; )
The qunatity φ
(1)
2 ( ; ) can be obtained from the footnote 38 and the quantity ∆( ; ) can be obtained from
(8.38) with an extra minus sign.
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φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
4
9
[
36i
√
N
N+2
(k +N + 2)
+
18
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(30k2N2 + 77k2N + 48k2−15kN3 − 17kN2 + 35kN + 30k − 10N3
− 34N2 − 40N − 24)
]
. (8.39)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.38). One sees that the highest power terms
of (N, k) in the last term of the eigenvalue (8.39) for the higher spin 3 current also appear in
(8.28).
For the eigenvalue of spin 2 current, one obtains the following analysis from the nonlinear
case
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(4N + 2k − 1)
4(N + k + 2)
+
(−3N
2
− 1)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN + 2N + 1)
2N(k +N + 2)
+
N(N + 3)
(N + 2)(k +N + 2)
.
The relations in (3.18) are used in the first line and the previous relations (7.6) and (8.15)
are also used in the second line.
One uses the following eigenvalues[
− (2kN
2 + 3kN + 6N2 + 15N + 6)
(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2
(k + 3N + 6)
(k +N + 2)
,−i
√
N
N+2
(3k +N + 2)
(k +N + 2)
,
(−8kN − 12k + 7N2 + 20N + 12)
2(N + 2)(k +N + 2)
]
, (8.40)
in order to obtain the last two terms in the eigenvalue of the higher spin 3 current in (8.39).
The last eigenvalue of (8.40) is the same as the one in (8.29) 66.
66One obtains
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the contributions from the following eigenvalues with the coefficients[
(4kN2 + 9kN + 6N2 + 15N + 6)
(N + 2)(k +N + 2)2
, 0,
i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,−
i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
(4kN + 12k +N2 − 4N − 12)
2(N + 2)(k +N + 2)
]
.
One can read off φ
(1)
2 ( ; ) from the footnote 39, ∆( ; 0) from (8.16) with minus sign, and ∆(0; ) from
(8.7).
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8.20 The (antisymm; symm) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN +N3 + 4N2 + 4N + 4)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
16
9
[
−
18i
√
N
N+2
(k +N + 2)
+
9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(42k2N2 + 139k2N + 96k2+6kN3 + 44kN2 + 100kN
+ 60k +N3 − 20N2 − 68N − 48)
]
. (8.41)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.41). The eigenvalue for the spin 2 current
can be also obtained from the one in the nonlinear version as follows:
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) = 1 +
4
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN +N + 2)
N(k +N + 2)
+
N(N + 3)
(N + 2)(k +N + 2)
.
We use the relations in (3.20) in the first line and the relations in (8.17) and (8.15) in the
second line.
The highest power of (N, k) in the last term of the eigenvalue of higher spin 3 current
(8.41) is the same as the one in (8.30). Furthermore, the following eigenvalues
[
− 2(4kN
2 + 9kN + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,−
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,
2i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
2(−5kN − 12k +N2 + 8N + 12)
(N + 2)(k +N + 2)
]
(8.42)
are used for the last two terms in (8.41). The last eigenvalue of (8.42) is the same as the one
in (8.31) 67.
67In this case, also for the similar higher representation, one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus other contributions from the following eigenvalues[
2(4kN2 + 9kN + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
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8.21 The (antisymm; symm) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN +N3 + 4N2 + 4N + 4)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
16
9
[
18i
√
N
N+2
(k +N + 2)
+
9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(48k2N2 + 137k2N + 96k2−24kN3 − 50kN2 + 20kN
+ 60k − 31N3 − 124N2 − 148N − 48)
]
. (8.43)
The highest power terms of (N, k) in the last term of the eigenvalue of higher spin 3 current
(8.43) are exactly the same as the ones in (8.33). Note that the eigenvalue φ
(1)
2 ( ; ) in
(8.43) is given by (5.44). It is easy to check that the above last two terms of (8.43) can be
determined by using the following eigenvalues
[
− 2(2kN
2 + 3kN + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
2(−7kN − 12k + 5N2 + 16N + 12)
(N + 2)(k +N + 2)
]
, (8.44)
together with the coefficients. The last eigenvalue of (8.44) is the same as the one in (8.34)
68.
−2(−5kN − 12k +N
2 + 8N + 12)
(N + 2)(k +N + 2)
]
,
together with the previous coefficients. The eigenvalue φ
(1)
2 ( ; ) can be obtained from the footnote 40, the
eigenvalue ∆( ; 0) can be determined from (8.16) with the extra minus sign, and the eigenvalue ∆(0; ) can
be read off from (8.18).
68One has following eigenvalues
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
plus the contributions of the following eigenvalues[
2(2kN2 + 3kN + 3N2 + 12N + 12)
(N + 2)(k +N + 2)2
, 0,−
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,
2i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
−2(−7kN − 12k + 5N
2 + 16N + 12)
(N + 2)(k +N + 2)
]
.
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8.22 The (antisymm; antisymm) representation
The two eigenvalues are given by
h( ; ) =
(kN2 + 2kN +N3 + 6N2 + 8N + 4)
N(N + 2)(k +N + 2)
,
φ
(1)
2 ( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; ) +
16
9
[
18i
√
N
N+2
(k +N + 2)
+
9
(N + 2)(k +N + 2)2(3kN + 4k + 4N + 5)(6kN + 5k + 5N + 4)
× (k −N)(48k2N2 + 137k2N + 96k2−24kN3 − 32kN2 + 56kN
+ 60k − 13N3 − 52N2 − 76N − 48)
]
. (8.45)
Note that the eigenvalue φ
(1)
2 ( ; ) is given by (5.47). One sees that the eigenvalue for the
spin 2 current can be interpreted as the one in the nonlinear version
h( ; ) +
1
(N + k + 2)
1
N(N + 2)
uˆ2( ; ) =
(k +N)
(k +N + 2)
+
(−2N − 2)2
N(N + 2)(k +N + 2)
= h(0; ) + h( ; 0) =
(kN + 3N + 2)
N(k +N + 2)
+
N(N + 3)
(N + 2)(k +N + 2)
.
In the first line, the conformal dimension formula and the additive property of uˆ charge can
be used and in the second line, the relations (8.17) and (8.15) can be used.
The eigenvalue ∆( ; 0) is given by (8.16) with minus sign and the eigenvalue ∆(0; ) can
be obtained from ∆(0; ) in (8.21) by changing the sign.
Moreover, the last two terms in (8.45) can be obtained from the following eigenvalues
[
− 2(2kN
2 + 3kN + 9N2 + 24N + 12)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2(k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2(3k +N + 2)
(k +N + 2)
,
2(−7kN − 12k + 5N2 + 16N + 12)
(N + 2)(k +N + 2)
]
, (8.46)
together with the coefficients. The last eigenvalue of (8.46) is the same as the one in (8.34).
Note that the highest power terms of (N, k) in the last term of the eigenvalue of higher spin
3 current (8.45) are exactly the same as the ones in (8.33) 69.
The eigenvalue φ
(1)
2 ( ; ) is given by the footnote 42, the eigenvalue ∆( ; 0) is given by (8.16) with minus
sign, and the eigenvalue ∆(0; ) is given by (8.18) with an extra minus sign.
69For similar higher representation, one has
φ
(1)
2
( ; ) = φ
(1)
2 ( ; ) + ∆( ; 0) + ∆(0; )
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In summary of this section, the eigenvalues for the spin 2 current and the eigenvalues
for the higher spin 3 current are obtained explicitly at finite (N, k). It turns out that they
reproduce the ones in the nonlinear version described in section 5 under the large (N, k) ’t
Hooft like limit.
9 Conclusions and outlook
We present the first two Tables where one can find the conformal dimensions for the spin 2
current acting on the various representations in the coset under the large (N, k) ’t Hooft like
limit (up to three boxes). The other quantum numbers l± and uˆ can be made in Tables but we
did not do it. We have found other quantum numbers associated with the higher spin currents
on some part of representations in the above Tables. The explicit large (N, k) behaviors of
those eigenvalues for the higher spin 3 currents are summarized in the last two Tables. One
realizes that although the conformal dimensions are equal to each other for different two
representations, the eigenvalues for the higher spin 3 current for those two representations
are different from each other under the large (N, k) ’t Hooft like limit. For example, for
the representations ( ; ) and ( ; ), the eigenvalues φ
(1)
2 are different but their conformal
dimensions h are the same under the large (N, k) ’t Hooft like limit. For the eigenvalue h, the
corresponding conformal dimension for the spin 2 current is 2 while for the eigenvalue φ
(1)
2 ,
the corresponding conformal dimension for the higher spin 3 current is 3. Under the complex
conjugation, the former remains the same (even spin) but the latter changes the sign (odd
spin).
Let us present some related and open problems in the near future.
• The other representations
One can calculate the cases where the higher representations have Λ+ = 0 and Λ− =
, , and . It is straightforward to calculate them because one has the known higher
spin currents for several N values and the OPEs between these currents and the product of
plus the contributions from the following eigenvalues[
2
(
4kN2 + 9kN + 9N2 + 24N + 12
)
(N + 2)(k +N + 2)2
, 0,
2i
√
N
N+2 (k + 3N + 6)
(k +N + 2)
,−
2i
√
N
N+2 (3k +N + 2)
(k +N + 2)
,
−2
(−5kN − 12k +N2 + 8N + 12)
(N + 2)(k +N + 2)
]
.
The eigenvalue φ
(1)
2 ( ; ) can be obtained from the footnote 43, the eigenvalue ∆( ; 0) is given by (8.16) with
minus sign, and the eigenvalue ∆(0; ) is given by (8.18).
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adjoint spin 1
2
fermions can be obtained as before.
1) The (0; antisymm) representation with three boxes
The relevant subsection is given by 2.2.7. The four eigenvalues are given by
φ
(1)
0 (0; ) = −
3k
(N + k + 2)
,
v+(0; ) =
216k
(k +N + 2)2
,
v−(0; ) =
12k(17k + 2N + 2)
(k +N + 2)2
,
φ
(1)
2 (0; ) =
4k(12k2N− 8k2+6kN2 + 51kN − 22k + 5N2 + 64N + 12)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (9.1)
One can see that the first eigenvalue is three times of the one in (4.2) even finite (N, k). The
last eigenvalue is also three times of the one in (4.2) under the large (N, k) ’t Hooft-like limit.
See also (5.21).
2) The (0; antisymm) representation with three boxes
The four eigenvalues are
φ
(1)
0 (0; ) =
3k
(N + k + 2)
,
v+(0; ) =
216k
(k +N + 2)2
,
v−(0; ) =
12k(17k + 2N + 2)
(k +N + 2)2
,
φ
(1)
2 (0; ) = −
4k(12k2N− 8k2+6kN2 + 51kN − 22k + 5N2 + 64N + 12)
(k +N + 2)2(6kN + 5k + 5N + 4)
. (9.2)
The first eigenvalue is three times of the one in (4.3) even finite (N, k). The last eigenvalue
also is three times of the one in (4.3) under the large (N, k) ’t Hooft-like limit. See also the
footnote 29.
3) The (0;mixed) representation with three boxes
The relevant subsection is given by 2.2.8. The four eigenvalues are described by
φ
(1)
0 (0; ) = −
3k
(N + k + 2)
,
v+(0; ) =
216k
(k +N + 2)2
,
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v−(0; ) =
12k(13k + 12N − 14)
(k +N + 2)2
,
φ
(1)
2 (0; ) =
4k(12k2N− 8k2+6kN2 + 15kN − 16k + 5N2 − 2N − 12)
(k +N + 2)2(6kN + 5k + 5N + 4)
.
The first two eigenvalues are the same as the ones in (9.1) while the last eigenvalue is the
same as the one in (9.1) under the large (N, k) ’t Hooft-like limit.
4) The (0;mixed) representation with three boxes
The four eigenvalues are summarized by
φ
(1)
0 (0; ) =
3k
(N + k + 2)
,
v+(0; ) =
216k
(k +N + 2)2
,
v−(0; ) =
12k(13k + 12N − 14)
(k +N + 2)2
,
φ
(1)
2 (0; ) = −
4k(12k2N− 8k2+6kN2 + 15kN − 16k + 5N2 − 2N − 12)
(k +N + 2)2(6kN + 5k + 5N + 4)
.
The first two eigenvalues are the same as the ones in (9.2) while the last eigenvalue is the
same as the one in (9.2) under the large (N, k) ’t Hooft-like limit.
Then one considers the following higher representations
Λ+ = , , , , , , Λ− = , , , ,
which appears in the product of (Λ+; 0) and (0; Λ−) with Λ+ 6= Λ−. One expects that the
eigenvalues are summarized in the following two Tables.
• The three-point functions
As mentioned in the abstract, one can determine the three-point functions [41] of the
higher spin currents with two scalar operators at finite (N, k). From (5.18),
< O
( ;0)
O( ;0)Φ(1)2 >
=
[
− 8N(6k
2N+ 5k2+12kN2 + 45kN + 43k − 2N2 −N + 12)
3(k +N + 2)2(6kN + 5k + 5N + 4)
]
< O
( ;0)
O( ;0) >
−→ −8
3
λ(λ+ 1) < O
( ;0)
O( ;0) > .
The large (N, k) ’t Hooft like limit (3.62) in the final expression is taken. It is straightforward
to write down all the three-point functions we have found in this paper.
• The higher spin 3 current in terms of adjoint spin 1 and spin 1
2
currents
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0 3φ
(1)
0 (0; ) 3φ
(1)
0 (0; ) −3φ(1)0 (0; ) −3φ(1)0 (0; )
φ
(1)
0 [( ; 0) + 3(0; )] φ
(1)
0 [( ; 0) + 3(0; )] φ
(1)
0 [( ; 0) − 3(0; )] φ(1)0 [( ; 0)− 3(0; )]
φ
(1)
0 [−( ; 0) + 3(0; )] φ(1)0 [−( ; 0) + 3(0; )] φ(1)0 [−( ; 0)− 3(0; )] φ(1)0 [−( ; 0)− 3(0; )]
φ
(1)
0 [2( ; 0) + 3(0; )] φ
(1)
0 [2( ; 0) + 3(0; )] φ
(1)
0 [2( ; 0)− 3(0; )] φ(1)0 [2( ; 0) − 3(0; )]
φ
(1)
0 [2( ; 0) + 3(0; )] φ
(1)
0 [2( ; 0) + 3(0; )] φ
(1)
0 [2( ; 0)− 3(0; )] φ(1)0 [2( ; 0) − 3(0; )]
φ
(1)
0 [−2( ; 0) + 3(0; )] φ(1)0 [−2( ; 0) + 3(0; )] φ(1)0 [−2( ; 0) − 3(0; )] φ(1)0 [−2( ; 0)− 3(0; )]
φ
(1)
0 [−2( ; 0) + 3(0; )] φ(1)0 [−2( ; 0) + 3(0; )] φ(1)0 [−2( ; 0) − 3(0; )] φ(1)0 [−2( ; 0)− 3(0; )]
Table 10: Expectation of the eigenvalue φ
(1)
0 at finite (N, k). Due the fact that this higher
spin current has conformal dimension 1, there are no contributions from the commutator
between the zero mode of this higher spin current and the corresponding mode Q13− 1
2
Q14− 1
2
Q15− 1
2
,
Q14− 1
2
Q16− 1
2
Q13− 1
2
(and its complex conjugated ones) from the subsections 2.2.7 and 2.2.8. The
eigenvalues are given by the linear combinations of the one of (0; f) (or (0; f)) and the one of
(f ; 0) (or (f ; 0)). Then each coefficient depends on the number of boxes in Λ+ and Λ−. The
first row can be seen from the previous description. In order to express these eigenvalues in
terms of (N, k) dependence explicitly, the relations (4.2) and (4.4) are needed.
In this paper, we used the higher spin currents for several N values which are written in
terms of adjoint spin 1 and spin 1
2
currents. In principle, one can find the explicit expression
for the higher spin 3 current (by hand) as described in section 4. Although it will be rather
complicated to obtain this form because that all the calculations on the OPEs should be
checked step by step, it will be worthwhile to determine this full expression. Once this will
be found, then it will be an open problem to obtain the corresponding eigenvalues associated
with any representations.
• The spectrum for the higher spin 4 current
What happens for the higher spin current with different spin? For example, the next 16
higher spin current contains the higher spin 4 current Φ
(s=2)
2 (z). One expects that the behavior
of large (N, k) ’t Hooft-like limit in the eigenvalues on this higher spin 4 current looks similar
to the results of this paper. The general structure for the eigenvalue with Λ+ 6= Λ− in the
product of (Λ+; 0) and (0; Λ−) is given by the linear combinations of the one of (0; ) (or
(0; )) and the one of ( ; 0) (or ( ; 0)). Then each coefficient depends on the the number of
boxes in Λ+ and Λ−. Also one has plus sign for the fundamental representation while minus
sign for the complex conjugated (anti fundamental) representation. The corresponding basic
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0 3φ
(1)
2 (0; ) 3φ
(1)
2 (0; ) −3φ(1)2 (0; ) −3φ(1)2 (0; )
φ
(1)
2 [( ; 0) + 3(0; )] φ
(1)
2 [( ; 0) + 3(0; )] φ
(1)
2 [( ; 0) − 3(0; )] φ(1)2 [( ; 0)− 3(0; )]
φ
(1)
2 [−( ; 0) + 3(0; )] φ(1)2 [−( ; 0) + 3(0; )] φ(1)2 [−( ; 0)− 3(0; )] φ(1)2 [−( ; 0)− 3(0; )]
φ
(1)
2 [2( ; 0) + 3(0; )] φ
(1)
2 [2( ; 0) + 3(0; )] φ
(1)
2 [2( ; 0)− 3(0; )] φ(1)2 [2( ; 0) − 3(0; )]
φ
(1)
2 [2( ; 0) + 3(0; )] φ
(1)
2 [2( ; 0) + 3(0; )] φ
(1)
2 [2( ; 0)− 3(0; )] φ(1)2 [2( ; 0) − 3(0; )]
φ
(1)
2 [−2( ; 0) + 3(0; )] φ(1)2 [−2( ; 0) + 3(0; )] φ(1)2 [−2( ; 0) − 3(0; )] φ(1)2 [−2( ; 0)− 3(0; )]
φ
(1)
2 [−2( ; 0) + 3(0; )] φ(1)2 [−2( ; 0) + 3(0; )] φ(1)2 [−2( ; 0) − 3(0; )] φ(1)2 [−2( ; 0)− 3(0; )]
Table 11: Expectation of the eigenvalue φ
(1)
2 under the large (N, k) ’t Hooft-like limit (3.62).
The eigenvalues are given by the linear combinations of the one of (0; f) (or (0; f)) and the
one of (f ; 0) (or (f ; 0)). Then each coefficient depends on the the number of boxes in Λ+
and Λ−. The first row can be seen from the previous description. In order to express these
eigenvalues in terms of λ dependence explicitly, the relations (4.2) and (4.4) with the large
(N, k) ’t Hooft-like limit (3.62) are needed.
eigenvalues with an appropriate normalization are found in [22]
φ
(2)
2 ( ; 0) =
12
5
λ(1 + λ)(2 + λ), φ
(2)
2 (0; ) = −
12
5
(1− λ)(2− λ)(3− λ).
Their complex conjugated ones remain the same because this higher spin current has the
conformal spin 4. When the representation Λ− appears in the branching of Λ+, one expects
that the eigenvalue leads to the representation (|Λ+|−|Λ−|; 0) where |Λ±| denotes the number
of boxes. The eigenvalue with Λ+ = Λ− can be written in terms of the multiple of the
eigenvalue of ( ; ) or ( ; ). It would be interesting to observe whether these behaviors
occur. Similarly, it is an open problem to obtain the eigenvalues for the higher spin 2 current
Φ
(s=2)
0 (z).
• The three boxes in Λ+
In this paper, the boxes for Λ+ in the eigenvalues of the higher spin currents are limited
to 2. One considers the case where Λ+ contains the three boxes: , , and (and
its conjugated ones). At least, one needs to have the SU(N + 2) generators with N =
3, 5, 7, 9, 11 in these higher representations in order to extract the eigenvalues. It is known
that the dimensions for the above higher representations are given by 1
6
(N+2)(N+3)(N+4),
1
3
(N +2)(N +3)(N +1), and 1
6
(N +2)(N +1)N respectively. In particular, for N = 11, these
become 455, 728, and 286. This implies that the 84 generators of SU(13) should be written
in terms of 455× 455 matrices, 728× 728 matrices, and 286× 286 matrices respectively. It is
rather difficult to obtain 84 generators in the mixed representation by using the methods in
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Appendix D. It is an open problem to find out the systematic way to read off the complete
84 generators which are 728 × 728 matrices by using the general formula described in the
subsection 3.5.
• The three-point functions from the decomposition of the four-point functions of scalar
operators with Virasoro conformal blocks
Recently [42], using the decomposition of the scalar four-point functions by Virasoro
conformal blocks, the three-point functions including 1
N
corrections in the two dimensional
(bosonic) WN minimal model were obtained using the result of [43] (see also the works of
[44, 45]). The 1
N
corrections for the conformal dimension 6, 7, 8 were new. It would be inter-
esting to obtain the eigenvalues for the higher spin currents in the higher representations of
the WN minimal model. As observed in [42], it is an open problem to obtain the three-point
functions from the decomposition of four-point functions in the large N = 4 holography.
• The orthogonal Wolf space coset spectrum
One can ask what happens for the orthogonal Wolf space coset spectrum. The relevant
previous works are given by [46, 47]. It is an open problem to obtain the eigenvalues for
the higher spin currents in the higher representations. One should obtain the generators of
SO(N + 4) in various higher representations explicitly and obtain the higher spin currents
(where the spins are 2, 3 or 4) for several N values.
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A The 24 SU(5) generators in the symmetric 15 repre-
sentation of SU(5) with two boxes
In order to determine the eigenvalue equations for the zero modes of (higher spin) currents
in the higher representations, one should obtain the SU(N + 2 = 5) generators in the higher
representations. The 24 generators are given by 1
2
(N +2)(N +3)× 1
2
(N +2)(N +3) = 15×15
matrix for the symmetric representation .
Let us introduce the basis (of the five dimensional vector space V ) for the fundamental
representation 5 as follows [48]:
eˆ1 =

1
0
0
0
0
 , eˆ2 =

0
1
0
0
0
 , eˆ3 =

0
0
1
0
0
 , eˆ4 =

0
0
0
1
0
 , eˆ5 =

0
0
0
0
1
 .
For given 24 SU(5) generators which are 5×5 matrices, one can calculate the following matrix
multiplications
T1 eˆ1 = eˆ4, T2 eˆ2 = eˆ4, T3 eˆ3 = eˆ4, T4 eˆ1 = eˆ5,
T5 eˆ2 = eˆ5, T6 eˆ3 = eˆ5, T7 eˆ4 = eˆ5, T8 eˆ1 = eˆ2,
T9 eˆ1 = eˆ3, T10 eˆ2 = eˆ3, T11 eˆ1 = (
i
2
+
1
2
√
3
)eˆ1, T11 eˆ2 = (− i
2
+
1
2
√
3
)eˆ2,
T11 eˆ3 = − 1√
3
eˆ3 T12 eˆ1 = (
i
2
√
6
+
1
2
√
10
)eˆ1, T12 eˆ2 = (
i
2
√
6
+
1
2
√
10
)eˆ2,
T12 eˆ3 = (
i
2
√
6
+
1
2
√
10
)eˆ3, T12 eˆ4 = (− i
2
√
3
2
+
1
2
√
10
)eˆ4,
T12 eˆ5 = −
√
2
5
eˆ5. (A.1)
The remaining half of the generators can be obtained by taking the transpose and the complex
conjugate on these generators. The coefficients of the right hand side of (A.1) give us the
nonzero matrix elements of these generators. For example, the nonzero component of T1 is
given by the (4, 1) matrix element and the numerical value is equal to 1. Similarly, one of
nonzero components of T11 is given by the (1, 1) matrix element and the numerical value is
equal to ( i
2
+ 1
2
√
3
).
Then the basis vectors of direct product space V ⊗ V can be obtained from Eij ≡ eˆi ⊗ eˆj
where i, j = 1, 2, · · · , 5. The basis for the symmetric tensors can be realized by
uˆ1 = E11, uˆ2 =
1√
2
(E12 + E21), uˆ3 =
1√
2
(E13 + E31), uˆ4 = E22,
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uˆ5 =
1√
2
(E23 + E32), uˆ6 = E33, uˆ7 =
1√
2
(E14 + E41), uˆ8 =
1√
2
(E15 + E51),
uˆ9 =
1√
2
(E24 + E42), uˆ10 =
1√
2
(E25 + E52), uˆ11 =
1√
2
(E34 + E43),
uˆ12 =
1√
2
(E35 + E53), uˆ13 = E44, uˆ14 =
1√
2
(E45 + E54), uˆ15 = E55.
Then it is straightforward to calculate the following quantities based on (A.1)
T1 uˆ1 =
√
2uˆ7, T1 uˆ2 = uˆ9, T1 uˆ3 = uˆ11, T1 uˆ7 =
√
2uˆ13, T1 uˆ8 = uˆ14,
T2 uˆ2 = uˆ7, T2 uˆ4 =
√
2uˆ9, T2 uˆ5 = uˆ11, T2 uˆ9 =
√
2uˆ13, T2 uˆ10 = uˆ14,
T3 uˆ3 = uˆ7, T3 uˆ5 = uˆ9, T3 uˆ6 =
√
2uˆ11, T3 uˆ11 =
√
2uˆ13, T3 uˆ12 = uˆ14,
T4 uˆ1 =
√
2uˆ8, T4 uˆ2 = uˆ10, T4 uˆ3 = uˆ12, T4 uˆ7 = uˆ14, T4 uˆ8 =
√
2uˆ15,
T5 uˆ2 = uˆ8, T5 uˆ4 =
√
2uˆ10, T5 uˆ5 = uˆ12, T5 uˆ9 = uˆ14, T5 uˆ10 =
√
2uˆ15,
T6 uˆ3 = uˆ8, T6 uˆ5 = uˆ10, T6 uˆ6 =
√
2uˆ12, T6 uˆ11 = uˆ14, T6 uˆ12 =
√
2uˆ15,
T7 uˆ7 = uˆ8, T7 uˆ9 = uˆ10, T7 uˆ11 = uˆ12, T7 uˆ13 =
√
2uˆ14, T7 uˆ14 =
√
2uˆ15,
T8 uˆ1 =
√
2uˆ2, T8 uˆ2 =
√
2uˆ4, T8 uˆ3 = uˆ5, T8 uˆ7 = uˆ9, T8 uˆ8 = uˆ10,
T9 uˆ1 =
√
2uˆ3, T9 uˆ2 = uˆ5, T9 uˆ3 =
√
2uˆ6, T9 uˆ7 = uˆ11, T9 uˆ8 = uˆ12,
T10 uˆ2 = uˆ3, T10 uˆ4 =
√
2uˆ5, T10 uˆ5 =
√
2uˆ6, T10 uˆ9 = uˆ11, T10 uˆ10 = uˆ12,
T11 uˆ1 = (i+
1√
3
)uˆ1, T11 uˆ2 =
1√
3
uˆ2, T11 uˆ3 = (
i
2
− 1
2
√
3
)uˆ3,
T11 uˆ4 = (−i+ 1√
3
)uˆ4, T11 uˆ5 = (− i
2
− 1
2
√
3
)uˆ5, T11 uˆ6 = − 2√
3
uˆ6,
T11 uˆ7 = (
i
2
+
1
2
√
3
)uˆ7, T11 uˆ8 = (
i
2
+
1
2
√
3
)uˆ8, T11 uˆ9 = (− i
2
+
1
2
√
3
)uˆ9,
T11 uˆ10 = (− i
2
+
1
2
√
3
)uˆ10, T11 uˆ11 = − 1√
3
uˆ11, T11 uˆ12 = − 1√
3
uˆ12,
T12 uˆ1 = (
i√
6
+
1√
10
)uˆ1, T12 uˆ2 = (
i√
6
+
1√
10
)uˆ2, T12 uˆ3 = (
i√
6
+
1√
10
)uˆ3,
T12 uˆ4 = (
i√
6
+
1√
10
)uˆ4, T12 uˆ5 = (
i√
6
+
1√
10
)uˆ5, T12 uˆ6 = (
i√
6
+
1√
10
)uˆ6,
T12 uˆ7 = (− i√
6
+
1√
10
)uˆ7, T12 uˆ8 = (
5i
√
6
60
− 9
√
10
60
)uˆ8, T12 uˆ9 = (− i√
6
+
1√
10
)uˆ9,
T12 uˆ10 = (
5i
√
6
60
− 9
√
10
60
)uˆ10, T12 uˆ11 = (− i√
6
+
1√
10
)uˆ11, T12 uˆ12 = (
5i
√
6
60
− 9
√
10
60
)uˆ12,
T12 uˆ13 = (−i
√
3
2
+
1√
10
)uˆ13, T12 uˆ14 = (− i
√
6
4
− 3
√
10
20
)uˆ14, T12 uˆ15 = −2
√
2
5
uˆ15.(A.2)
For example, one can write down T1 uˆ1 = T1 eˆ1⊗eˆ1 which can be written as T1eˆ1⊗eˆ1+eˆ1⊗T1eˆ1.
By using (A.1), this can be written as eˆ4 ⊗ eˆ1 + eˆ1 ⊗ eˆ4. Then this is equal to
√
2uˆ7 as in
(A.2).
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From (A.2), the 24 generators in terms of 15× 15 unitary matrix are given as follows:
T1 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0√
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
√
2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

,
T2 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0
√
2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
√
2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

,
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T3 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
√
2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
√
2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

,
T4 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0√
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
√
2 0 0 0 0 0 0 0

,
T5 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0
√
2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
√
2 0 0 0 0 0

,
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T6 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
√
2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
√
2 0 0 0

,
T7 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
√
2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
√
2 0

,
T8 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0√
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0
√
2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

,
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T9 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0√
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0
√
2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

,
T10 =

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0
√
2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0
√
2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

,
T11 = diag
(
i+
1√
3
,
1√
3
,
1
6
(3i−
√
3),−i+ 1√
3
,
1
6
(−3i−
√
3),
− 2√
3
,
1
6
(3i+
√
3),
1
6
(3i+
√
3),
1
6
(−3i+
√
3),
1
6
(−3i+
√
3),− 1√
3
,− 1√
3
, 0, 0, 0
)
,
T12 = diag
(
i√
6
+
1√
10
,
i√
6
+
1√
10
,
i√
6
+
1√
10
,
i√
6
+
1√
10
,
i√
6
+
1√
10
,
+
i√
6
+
1√
10
,− i√
6
+
1√
10
,
1
60
(5i
√
6− 9
√
10),− i√
6
+
1√
10
,
1
60
(5i
√
6− 9
√
10),
− i√
6
+
1√
10
,
1
60
(5i
√
6− 9
√
10),−i
√
3
2
+
1√
10
,
1
20
(−5i
√
6− 3
√
10),−2
√
2
5
)
. (A.3)
For example, from the first line of (A.2), the nonzero components of the generator T1 are
given by (7, 1), (9, 2), (11, 3), (13, 7) and (14, 8) and their numerical values are
√
2, 1, 1,
√
2,
and 1 respectively as in (A.3). Then the remaining 12 generators can be obtained from these
by taking the transpose and complex conjugate. One has Tr(TaTa∗) = (N + 2 + 2) = 7 with
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N = 3. The number 7 is the index l of the representation 15 of SU(5) [27].
B The 24 SU(5) generators in the antisymmetric 10
representation of SU(5) with two boxes
The 24 generators are given by 1
2
(N + 2)(N +1)× 1
2
(N + 2)(N + 1) = 10× 10 matrix for the
antisymmetric representation .
The basis for the antisymmetric tensors can be realized by
uˆ1 =
1√
2
(E12 − E21), uˆ2 = 1√
2
(E13 − E31),
uˆ3 =
1√
2
(E23 − E32), uˆ4 = 1√
2
(E14 − E41),
uˆ5 =
1√
2
(E15 − E51), uˆ6 = 1√
2
(E24 − E42),
uˆ7 =
1√
2
(E25 − E52), uˆ8 = 1√
2
(E34 − E43),
uˆ9 =
1√
2
(E35 − E53), uˆ10 = 1√
2
(E45 − E54). (B.1)
After applying the 24 generators which are 5 × 5 matrices in (A.1) to (B.1), the 24 gen-
erators in terms of 10× 10 unitary matrix are given as follows as in Appendix A:
T1 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0

, T2 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0

,
T3 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0

, T4 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0

,
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T5 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0

, T6 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0

,
T7 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0

, T8 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

,
T9 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

, T10 =

0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0

,
T11 = daig
(
1√
3
,
1
6
(3i−
√
3),
1
6
(−3i−
√
3),
1
6
(3i+
√
3),
1
6
(3i+
√
3),
+
1
6
(−3i+
√
3),
1
6
(−3i+
√
3),− 1√
3
,− 1√
3
, 0
)
,
T12 = diag
(
i√
6
+
1√
10
,
i√
6
+
1√
10
,
i√
6
+
1√
10
,− i√
6
+
1√
10
,
1
60
(5i
√
6− 9
√
10),
− i√
6
+
1√
10
,
1
60
(5i
√
6− 9
√
10),− i√
6
+
1√
10
,
1
60
(5i
√
6− 9
√
10),
1
20
(−5i
√
6− 3
√
10)
)
.
Again the half of generators can be obtained from these by taking the transpose and complex
conjugate. One has Tr(TaTa∗) = (N +2−2) = 3 which is the index l of the representation 10
of SU(5) [27]. For the generators of SU(N +2) with N = 5, 7, 9, 11, the similar constructions
can be done.
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C The 24 SU(5) generators in the symmetric 35 repre-
sentation of SU(5) with three boxes
The basis vectors of direct product space V ⊗V ⊗V can be obtained from Eijk ≡ eˆi⊗ eˆj ⊗ eˆk
where i, j, k = 1, 2, · · · , 5. The basis for the symmetric ( ) tensors can be realized by 70
uˆ1 = E111, uˆ2 =
1√
3
(E112 + E211 + E121),
uˆ3 =
1√
3
(E113 + E311 + E131), uˆ4 =
1√
3
(E122 + E221 + E212),
uˆ5 =
1√
6
(E123 + E132 + E312 + E213 + E231 + E321), uˆ6 =
1√
3
(E133 + E331 + E313),
uˆ7 = E222, uˆ8 =
1√
3
(E223 + E232 + E322),
uˆ9 =
1√
3
(E233 + E332 + E323), uˆ10 = E333,
uˆ11 =
1√
3
(E114 + E411 + E141), uˆ12 =
1√
3
(E115 + E511 + E151),
uˆ13 =
1√
6
(E124 + E142 + E412 + E214 + E241 + E421),
uˆ14 =
1√
6
(E125 + E152 + E512 + E215 + E251 + E521),
uˆ15 =
1√
6
(E134 + E143 + E413 + E314 + E341 + E431),
uˆ16 =
1√
6
(E135 + E153 + E513 + E315 + E351 + E531), uˆ17 =
1√
3
(E144 + E414 + E441),
uˆ18 =
1√
6
(E145 + E154 + E514 + E415 + E451 + E541),
uˆ19 =
1√
3
(E155 + E515 + E551), uˆ20 =
1√
3
(E224 + E422 + E242),
uˆ21 =
1√
3
(E225 + E522 + E252), uˆ22 =
1√
6
(E234 + E243 + E423 + E324 + E342 + E432),
uˆ23 =
1√
6
(E235 + E253 + E523 + E325 + E352 + E532), uˆ24 =
1√
3
(E244 + E424 + E442),
uˆ25 =
1√
6
(E245 + E254 + E524 + E425 + E452 + E542), uˆ26 =
1√
3
(E255 + E525 + E552),
70In the notation of [27], their uˆ charge is twice of the one of this paper. For example, the branching rule
(Table A.71 of [27]) of SU(5)→ SU(3)×SU(2)×U(1) gives 35 = = (10,1)6+(6,2)1+(3,3)−4+(1,4)−9
by taking the complex conjugation of 35. One should take the complex conjugation of SU(3) representation
and take the minus sign of uˆ charge. This can be compared to the relation in (3.24). For N ≥ 7, the three
box does not contain the complex conjugated notation. Note that the corresponding relation for the SU(11)
branching in 286 = is given by Table A.77 of [27].
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uˆ27 =
1√
3
(E334 + E343 + E433), uˆ28 =
1√
3
(E335 + E533 + E353),
uˆ29 =
1√
3
(E344 + E434 + E443), uˆ30 =
1√
6
(E345 + E354 + E534 + E435 + E453 + E543),
uˆ31 =
1√
3
(E355 + E535 + E553), uˆ32 = E444,
uˆ33 =
1√
3
(E445 + E544 + E454), uˆ34 =
1√
3
(E455 + E545 + E554),
uˆ35 = E555. (C.1)
After applying the 24 generators which are 5×5 matrices in (A.1) to (C.1), the 24 generators
in terms of 35×35 unitary matrix are given as follows as in Appendices A and B. We present
only the nonzero elements.
T1 : (20, 4), (22, 5), (25, 14), (27, 6), (30, 16), (34, 19) has 1, (17, 11) has 2,
: (13, 2), (15, 3), (18, 12), (24, 13), (29, 15), (33, 18) has
√
2, (11, 1), (32, 17) has
√
3,
T2 : (11, 2), (15, 5), (18, 14), (27, 9), (30, 23), (34, 26) has 1, (24, 20) has 2,
: (13, 4), (17, 13), (22, 8), (25, 21), (29, 22), (33, 25) has
√
2, (20, 7), (32, 24) has
√
3,
T3 : (11, 3), (13, 5), (18, 16), (20, 8), (25, 23), (34, 31) has 1, (29, 27) has 2,
: (15, 6), (17, 15), (22, 9), (24, 22), (30, 28), (33, 30) has
√
2, (27, 10), (32, 29) has
√
3,
T4 : (21, 4), (23, 5), (25, 13), (28, 6), (30, 15), (33, 17) has 1, (19, 12) has 2,
: (14, 2), (16, 3), (18, 11), (26, 14), (31, 16), (34, 18) has
√
2, (12, 1), (35, 19) has
√
3,
T5 : (12, 2), (16, 5), (18, 13), (28, 9), (30, 22), (33, 24) has 1, (26, 21) has 2,
: (14, 4), (19, 14), (23, 8), (25, 20), (31, 23), (34, 25) has
√
2, (21, 7), (35, 26) has
√
3,
T6 : (12, 3), (14, 5), (18, 15), (21, 8), (25, 22), (33, 29) has 1, (31, 28) has 2,
: (16, 6), (19, 16), (23, 9), (26, 23), (30, 27), (34, 30) has
√
2, (28, 10), (35, 31) has
√
3,
T7 : (12, 11), (14, 13), (16, 15), (21, 20), (23, 22), (28, 27) has 1, (34, 33) has 2,
: (18, 17), (19, 18), (25, 24), (26, 25), (30, 29), (31, 30) has
√
2, (33, 32), (35, 34) has
√
3,
T8 : (9, 6), (22, 15), (23, 16), (24, 17), (25, 18), (26, 19) has 1, (4, 2) has 2,
: (5, 3), (8, 5), (13, 11), (14, 12), (20, 13), (21, 14) has
√
2, (2, 1), (7, 4) has
√
3,
T9 : (8, 4), (22, 13), (23, 14), (29, 17), (30, 18), (31, 19) has 1, (6, 3) has 2,
: (5, 2), (9, 5), (15, 11), (16, 12), (27, 15), (28, 16) has
√
2, (3, 1), (10, 6) has
√
3,
T10 : (3, 2), (15, 13), (16, 14), (29, 24), (30, 25), (31, 26) has 1, (9, 8) has 2,
: (5, 4), (6, 5), (22, 20), (23, 21), (27, 22), (28, 23) has
√
2, (8, 7), (10, 9) has
√
3,
T11 : (8, 8) has − i, (3, 3) has i,
: (27, 27), (28, 28) has − 2√
3
, (29, 29), (30, 30), (31, 31) has − 1√
3
,
: (13, 13), (14, 14) has
1√
3
, (10, 10) has −
√
3,
: (9, 9) has
1
2
(−
√
3− i), (6, 6) has 1
2
(−
√
3 + i),
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: (22, 22), (23, 23) has
1
6
(−
√
3− 3i), (15, 15), (16, 16) has 1
6
(−
√
3 + 3i),
: (4, 4) has
1
2
(
√
3− i), (2, 2) has 1
2
(
√
3 + i),
: (25, 25) has
1
6
(
√
3− 3i), (20, 20), (21, 21) has 1
3
(
√
3− 3i),
: (7, 7) has
1
2
(
√
3− 3i), (18, 18) has 1
6
(
√
3 + 3i),
: (11, 11), (12, 12) has
1
3
(
√
3 + 3i), (1, 1) has
1
2
(
√
3 + 3i),
T12 : (35, 35) has − 3
√
2
5
, (18, 18), (25, 25), (30, 30) has − i(5
√
3− 3i√5)
15
√
2
,
: (14, 14), (16, 16), (23, 23) has
i(5
√
3 + 3i
√
5)
15
√
2
, (34, 34) has − i(5
√
3− 7i√5)
10
√
2
,
: (19, 19), (26, 26), (31, 31) has
i(5
√
3 + 21i
√
5)
30
√
2
, (32, 32) has
3(
√
5− 5i√3)
10
√
2
,
: (33, 33) has − (
√
5 + 5i
√
3)
5
√
2
, (12, 12), (21, 21), (28, 28) has − (3
√
5− 5i√3)
15
√
2
,
: (1, 1), (2, 2), (3, 3), (4, 4), (5, 5), (6, 6), (7, 7), (8, 8), (9, 9), (10, 10) has
(3
√
5 + 5i
√
3)
10
√
2
,
: (11, 11), (13, 13), (15, 15), (20, 20), (22, 22), (27, 27) has
(9
√
5− 5i√3)
30
√
2
,
: (17, 17), (24, 24), (29, 29) has
(9
√
5− 25i√3)
30
√
2
.
The remaining generators can be obtained from these by taking the transpose and the complex
conjugation. One has Tr(TaTa∗) =
1
2(N + 2 + 2)(N + 2 + 3) = 28 which is the index l of the
representation 35 of SU(5) [27].
D The 24 SU(5) generators in the mixed 40 represen-
tation of SU(5) with three boxes
The basis for the mixed ( ) tensors can be realized by 71
uˆ1 =
1√
6
(2E112 − E121 − E211), uˆ2 = 1√
6
(2E113 − E131 − E311),
uˆ3 =
1√
6
(2E114 − E141 − E411), uˆ4 = 1√
6
(2E115 − E151 − E511),
uˆ5 =
1√
6
(E122 + E212 − 2E221), uˆ6 = 1√
6
(E133 + E313 − 2E331),
71 The branching rule (Table A.71 of [27]) of SU(5)→ SU(3)× SU(2) × U(1) gives 40 = = (8,1)6 +
(3,2)1 + (6,2)1 + (3,3)−4 + (3,1)−4 + (1,2)−9 which can be compared to the relation in (3.24). For N ≥ 7,
the three box does not contain the complex conjugated notation. Note that the corresponding relation for
the SU(11) branching in 440 = is given by Table A.77 of [27].
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uˆ7 =
1√
6
(E144 + E414 − 2E441), uˆ8 = 1√
6
(E155 + E515 − 2E551),
uˆ9 =
1√
6
(2E223 − E232 − E322), uˆ10 = 1√
6
(2E224 − E242 − E422),
uˆ11 =
1√
6
(2E225 − E252 − E522), uˆ12 = 1√
6
(E233 + E323 − 2E332),
uˆ13 =
1√
6
(E244 + E424 − 2E442), uˆ14 = 1√
6
(E255 + E525 − 2E552),
uˆ15 =
1√
6
(2E334 − E343 − E433), uˆ16 = 1√
6
(2E335 − E353 − E533),
uˆ17 =
1√
6
(E344 + E434 − 2E443), uˆ18 = 1√
6
(E355 + E535 − 2E553),
uˆ19 =
1√
6
(2E445 − E454 − E544), uˆ20 = 1√
6
(E455 + E545 − 2E554),
uˆ21 =
1√
12
(2E123 − E132 + 2E213 − E231 − E312 − E321),
uˆ22 =
1√
12
(−E123 + 2E132 − E213 − E231 + 2E312 − E321), (D.1)
uˆ23 =
1√
12
(2E124 − E142 + 2E214 − E241 − E412 − E421), uˆ24 = 1
2
(E142 − E241 + E412 − E421),
uˆ25 =
1√
12
(2E125 − E152 + 2E215 − E251 − E512 − E521), uˆ26 = 1
2
(E152 − E251 + E512 − E521),
uˆ27 =
1√
12
(2E134 − E143 + 2E314 − E341 − E413 − E431), uˆ28 = 1
2
(E143 − E341 + E413 − E431),
uˆ29 =
1√
12
(2E135 − E153 + 2E315 − E351 − E513 − E531), uˆ30 = 1
2
(E153 − E351 + E513 − E531),
uˆ31 =
1√
12
(2E145 − E154 + 2E415 − E451 − E514 − E541), uˆ32 = 1
2
(E154 − E451 + E514 − E541),
uˆ33 =
1√
12
(2E245 − E254 + 2E425 − E452 − E524 − E542), uˆ34 = 1
2
(E254 − E452 + E524 − E542),
uˆ35 =
1√
12
(−E234 −E243 − E324 + 2E342 − E423 + 2E432), uˆ36 = 1
2
(E423 − E324 − E234 + E243),
uˆ37 =
1√
12
(−E235 −E253 − E325 + 2E352 − E523 + 2E532), uˆ38 = 1
2
(E523 − E325 + E253 − E235),
uˆ39 =
1√
12
(−E345 −E354 − E435 + 2E453 − E534 + 2E543), uˆ40 = 1
2
(E534 − E435 + E354 − E345).
It is not obvious to see these basis at first sight. There is other way to obtain these basis by using
the roots and weights [49]. After applying the 24 generators which are 5 × 5 matrices in (A.1) to
(D.1), the 24 generators in terms of 40 × 40 unitary matrix are given as follows. We present only
the nonzero elements.
T1 : (10, 5), (15, 6), (34, 26) has − 1, (35, 21), (39, 29), (40, 30) has − 1
2
,
: (36, 22) has
1
2
, (7, 3), (20, 8), (33, 25) has 1,
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: (13, 24), (17, 28) has −
√
3
2
, (24, 1), (28, 2) has
√
3
2
,
: (23, 1), (27, 2) has − 1√
2
, (13, 23), (17, 27) has
1√
2
,
: (19, 31), (31, 4) has
√
2, (40, 29) has −
√
3
2
,
: (35, 22), (36, 21), (39, 30) has
√
3
2
,
T2 : (15, 12) has − 1, (27, 21), (39, 37) has − 1
2
,
: (28, 22), (40, 38) has
1
2
, (3, 1), (13, 10), (20, 14), (31, 25), (32, 26) has 1,
: (17, 36) has −
√
3
2
, (7, 24), (24, 5), (36, 9) has
√
3
2
,
: (35, 9) has − 1√
2
, (7, 23), (17, 35), (23, 5) has
1√
2
,
: (19, 33), (33, 11) has
√
2, (27, 22), (28, 21), (39, 38), (40, 37) has
√
3
2
,
T3 : (33, 37) has − 1
2
, (34, 38) has
1
2
,
: (3, 2), (10, 9), (17, 15), (20, 18), (23, 21), (24, 22), (31, 29), (32, 30) has 1,
: (19, 40), (40, 16) has −
√
3
2
, (7, 28), (28, 6) has
√
3
2
,
: (19, 39), (39, 16) has − 1√
2
, (7, 27), (27, 6) has
1√
2
,
: (13, 35), (35, 12) has −
√
2, (33, 38), (34, 37) has −
√
3
2
,
T4 : (11, 5), (16, 6), (19, 7) has − 1, (33, 23), (34, 24), (37, 21), (39, 27) has − 1
2
,
: (38, 22), (40, 28) has
1
2
, (8, 4) has 1,
: (14, 26), (18, 30), (20, 32) has −
√
3
2
, (26, 1), (30, 2), (32, 3) has
√
3
2
,
: (25, 1), (29, 2), (31, 3) has − 1√
2
, (14, 25), (18, 29), (20, 31) has
1√
2
,
: (33, 24) has −
√
3
2
, (34, 23), (37, 22), (38, 21), (39, 28), (40, 27) has
√
3
2
,
T5 : (16, 12), (19, 13) has − 1, (29, 21), (31, 23), (39, 35), (40, 36) has − 1
2
,
: (30, 22), (32, 24) has
1
2
, (4, 1), (14, 11) has 1,
: (18, 38), (20, 34) has −
√
3
2
, (8, 26), (26, 5), (34, 10), (38, 9) has
√
3
2
,
: (33, 10), (37, 9) has − 1√
2
, (8, 25), (18, 37), (20, 33), (25, 5) has
1√
2
,
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: (40, 35) has −
√
3
2
, (29, 22), (30, 21), (31, 24), (32, 23), (39, 36) has
√
3
2
,
T6 : (19, 17) has − 1, (31, 27), (33, 35), (34, 36) has − 1
2
,
: (32, 28) has
1
2
, (4, 2), (11, 9), (18, 16), (25, 21), (26, 22) has 1,
: (20, 40) has −
√
3
2
, (8, 30), (30, 6), (40, 15) has
√
3
2
,
: (39, 15) has − 1√
2
, (8, 29), (20, 39), (29, 6) has
1√
2
,
: (14, 37), (37, 12) has −
√
2, (34, 35) has −
√
3
2
,
: (31, 28), (32, 27), (33, 36) has
√
3
2
,
T7 : (4, 3), (11, 10), (16, 15), (20, 19), (25, 23), (26, 24), (29, 27), (30, 28), (37, 35), (38, 36) has 1,
: (8, 32), (14, 34), (32, 7), (34, 13) has
√
3
2
, (8, 31), (14, 33), (31, 7), (33, 13) has
1√
2
,
: (18, 39), (39, 17) has −
√
2,
T8 : (35, 27), (37, 29) has − 1
2
, (36, 28), (38, 30) has
1
2
,
: (5, 1), (12, 6), (13, 7), (14, 8), (33, 31), (34, 32) has 1,
: (9, 21), (10, 23), (11, 25), (21, 2), (23, 3), (25, 4) has
√
2,
: (35, 28), (36, 27), (37, 30), (38, 29) has −
√
3
2
,
T9 : (9, 5) has − 1, (35, 23), (36, 24), (37, 25), (38, 26), (39, 31) has − 1
2
,
: (40, 32) has
1
2
, (6, 2), (17, 7), (18, 8) has 1,
: (12, 22) has −
√
3
2
, (22, 1) has
√
3
2
,
: (21, 1) has − 1√
2
, (12, 21) has
1√
2
,
: (15, 27), (16, 29), (27, 3), (29, 4) has
√
2,
: (36, 23), (38, 25), (39, 32), (40, 31) has −
√
3
2
, (35, 24), (37, 26) has
√
3
2
,
T10 : (39, 33) has − 1
2
, (40, 34) has
1
2
,
: (2, 1), (12, 9), (17, 13), (18, 14), (27, 23), (28, 24), (29, 25), (30, 26) has 1,
: (15, 36), (16, 38), (36, 10), (38, 11) has −
√
3
2
,
: (6, 22), (22, 5) has
√
3
2
, (6, 21), (21, 5) has
1√
2
,
: (15, 35), (16, 37), (35, 10), (37, 11) has − 1√
2
,
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: (39, 34), (40, 33) has −
√
3
2
,
T11 : (9, 9) has − i, (2, 2) has i,
: (15, 15), (16, 16) has − 2√
3
, (17, 17), (18, 18), (39, 39), (40, 40) has − 1√
3
,
: (23, 23), (24, 24), (25, 25), (26, 26) has
1√
3
,
: (12, 12) has
1
2
(−
√
3− i), (6, 6) has 1
2
(−
√
3 + i),
: (35, 35), (36, 36), (37, 37), (38, 38) has
1
6
(−
√
3− 3i),
: (27, 27), (28, 28), (29, 29), (30, 30) has
1
6
(
−
√
3 + 3i
)
,
: (5, 5) has
1
2
(
√
3− i), (1, 1) has 1
2
(
√
3 + i),
: (13, 13), (14, 14), (33, 33), (34, 34) has
1
6
(
√
3− 3i), (10, 10), (11, 11) has 1
3
(
√
3− 3i),
: (7, 7), (8, 8), (31, 31), (32, 32) has
1
6
(
√
3 + 3i), (3, 3), (4, 4) has
1
3
(
√
3 + 3i),
T12 : (19, 19) has − i(5
√
3− i√5)
5
√
2
,
: (31, 31), (32, 32), (33, 33), (34, 34), (39, 39), (40, 40) has − i(5
√
3− 3i√5)
15
√
2
,
: (4, 4), (11, 11), (16, 16), (25, 25), (26, 26), (29, 29)(30, 30), (37, 37), (38, 38)
has
i(5
√
3 + 3i
√
5)
15
√
2
,
: (20, 20) has − i(5
√
3− 7i√5)
10
√
2
, (8, 8), (14, 14), (18, 18) has
i(5
√
3 + 21i
√
5)
30
√
2
,
: (1, 1), (2, 2), (5, 5), (6, 6), (9, 9), (12, 12), (21, 21), (22, 22) has
(3
√
5 + 5i
√
3)
10
√
2
,
: (3, 3), (10, 10), (15, 15), (23, 23), (24, 24), (27, 27), (28, 28), (35, 35), (36, 36)
has
(9
√
5− 5i√3)
30
√
2
,
: (7, 7), (13, 13), (17, 17) has
(9
√
5− 25i√3)
30
√
2
.
The remaining generators can be obtained similarly. One has Tr(TaTa∗) = (N +2)
2− 3 = 22 which
is the index l of the representation 40 of SU(5) [27].
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E The 24 SU(5) generators in the antisymmetric 10
representation of SU(5) with three boxes
The basis for the mixed ( ) tensors can be realized by 72
uˆ1 =
1√
6
(E123 − E132 + E312 − E213 + E231 − E321),
uˆ2 =
1√
6
(E124 − E142 + E412 − E214 + E241 − E421),
uˆ3 =
1√
6
(E125 − E152 + E512 − E215 + E251 − E521),
uˆ4 =
1√
6
(E134 − E143 + E413 − E314 + E341 − E431),
uˆ5 =
1√
6
(E135 − E153 + E513 − E315 + E351 − E531),
uˆ6 =
1√
6
(E145 − E154 + E514 − E415 + E451 − E541),
uˆ7 =
1√
6
(E234 − E243 + E423 − E324 + E342 − E432),
uˆ8 =
1√
6
(E235 − E253 + E523 − E325 + E352 − E532),
uˆ9 =
1√
6
(E245 − E254 + E524 − E425 + E452 − E542),
uˆ10 =
1√
6
(E345 − E354 + E534 − E435 + E453 − E543). (E.1)
After applying the 24 generators which are 5 × 5 matrices in (A.1) to (E.1), the 24 generators in
terms of 10× 10 unitary matrix are given as follows as done in previous Appendices:
T1 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0

, T2 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0

,
72 The branching rule (Table A.71 of [27]) of SU(5) → SU(3) × SU(2) × U(1) gives 10 = = (1,1)6 +
(3,2)1+(3,1)−4 which can be compared to the relation in (3.24). For N ≥ 7, the three box does not contain
the complex conjugated notation. Note that the corresponding relation for the SU(11) branching in 165 =
is given by Table A.77 of [27].
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T3 =

0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0

, T4 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0

,
T5 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0

, T6 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 0 0

,
T7 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

, T8 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0

,
T9 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0

, T10 =

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0

,
T11 = diag
(
0,
1√
3
,
1√
3
,
1
6
(−
√
3 + 3i),
1
6
(−
√
3 + 3i),
1
6
(
√
3 + 3i),
1
6
(−
√
3− 3i), 1
6
(−
√
3− 3i), 1
6
(
√
3− 3i),− 1√
3
)
,
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T12 = diag
(
1
20
(3
√
10 + 5i
√
6),
1
60
(9
√
10− 5i
√
6),− 1√
10
+
i√
6
,
1
60
(9
√
10− 5i
√
6),
− 1√
10
+
i√
6
,−( 1√
10
+
i√
6
),
1
60
(9
√
10− 5i
√
6),− 1√
10
+
i√
6
,− 1√
10
− i√
6
,− 1√
10
− i√
6
)
.
The remaining generators can be obtained from these generators by taking the transpose and the
complex conjugation. One has Tr(TaTa∗) =
1
2(N + 2 − 2)(N + 2 − 3) = 3 which is the index l of
the representation 10 of SU(5) [27]. For the generators of SU(N + 2) with N = 5, 7, 9, 11, the
corresponding ones in the higher representations more than three boxes are rather involved.
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