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Abstract
Generative adversarial networks (GANs) have enjoyed tremendous success in image genera-
tion and processing, and have recently attracted growing interests in financial modelings. This
paper analyzes GANs from the perspective of mean field games (MFGs) and optimal transport
(OT). It first shows a conceptual connection between GANs and MFGs: MFGs have the struc-
ture of GANs, and GANs are MFGs under the Pareto Optimality criterion. Interpreting MFGs
as GANs, on one hand, enables a GANs-based algorithm (MFGANs) to solve MFGs: one neural
network (NN) for the backward HJB equation and one NN for the forward FP equation, with
the two NNs trained in an adversarial way. Viewing GANs as MFGs, on the other hand, reveals
a new and probabilistic aspect of GANs. This new perspective, moreover, leads to an analytical
connection between GANs and Optimal Transport (OT) problems, and sufficient conditions for
the minimax games of GANs to be reformulated in the framework of OT. Numerical experiments
demonstrate superior performance of this proposed algorithm, especially in higher dimensional
case, when compared with existing NN approaches.
1 Introduction.
Generative Adversarial Networks (GANs), introduced in 2014 [17], have celebrated great empirical
success, especially in image generation and processing. The key idea behind GANs is to interpret
the process of generative modeling as a competing game between two neural networks: a generator
network G and a discriminator network D. The generator network G attempts to fool the discrim-
inator network by converting random noise into sample data, while the discriminator network D
tries to identify whether the input sample is faked or true. As minimax games, GANs provide a
versatile class of generative models.
Since the introduction to the machine learning community, the popularity of GANs has grown
exponentially with numerous applications, including high resolution image generation [12, 29],
image inpainting [45], image super-resolution [23], visual manipulation [48], text-to-image synthesis
[30], video generation [40], semantic segmentation [25], and abstract reasoning diagram generation
[16].
Recently, there is an increasing attention to applying GANs for financial modelings, with two
research directions. The first is to utilize GANs for simulating financial time series data and
compare the performance with traditional benchmark models. The basic idea is to draw the analogy
between image and time series data and capitalize on special neural network structures for such
data. The discriminator then distinguishes the generated data from the historical one, based on
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the divergence between their empirical probability distributions, their skewness and the kurtosis
characteristics, and their dependence structure. Such GANs-based approach have demonstrated
superior performance over traditional ones. In this spirit, [41] builds equity option market simulator
using GANs, with the generator generating equity and option prices based on the discrete local
volatility model; [42] proposes Quant GANs to simulate financial time series data, with additional
inverse Lambert W transform for the real asset log-return processes to address the heavy-tail issue;
in addition, [46] proposes GANs model to predict stock prices and to characterize the unknown and
possibly complex relation between stock price in the future and historical data; and [37] adopts
GANs to generate financial time series data that display various statistical properties. The second
path is to exploit the minimax structure of GANs. The representative work is [8], which ingeniously
transforms the problem of estimating nonlinear pricing kernel with no-arbitrage constraints into a
minimax game.
Along with the empirical success of GANs, there is a growing emphasis on the theoretical anal-
ysis of GANs. [3] proposes a novel visualization method for the GANs training process through the
gradient vector field of loss functions. In a deterministic GANs training framework, [26] demon-
strates that regularization improved the convergence performance of GANs; [11] and [13] analyze a
generic zero-sum minimax game including that of GANs, and connect the mixed Nash equilibrium
of the game with the invariant measure of Langevin dynamics. Recently, [4] analyzes convergence
of GANs training process by studying the long term behavior of its continuous time limit, via the
invariant measure of associated coupled stochastic differential equations.
Our work. In this paper, we aim to understand and analyze GANs from the perspective of mean
field games (MFGs) and optimal transport (OT).
• We show a conceptual connection between GANs and MFGs: MFGs have the structure of
GANs, and GANs are MFGs under the Pareto Optimality criterion. This intrinsic connection
is transparent for a class of MFGs for which there is a minimax game representation.
• Interpreting MFGs as GANs enables us to propose a GANs-based algorithm (MFGANs)
to solve MFGs: one neural network (NN) for the backward HJB equation and one NN for
the forward FP equation, with the two NNs trained in an adversarial way. Our numerical
experiments demonstrate strong performance of this proposed algorithm, especially in higher
dimensional case, when compared with existing NN approaches.
• By viewing GANs as MFGs, we reveal a new and probabilistic aspect for GANs. This new
perspective leads to an analytical connection between a broad class of GANs and Optimal
Transport (OT) problems. We provide sufficient conditions for which the minimax game of
GANs can be redefined in the framework of OT. We show that any form of divergence in
GANs can be represented as the OT cost between the generated and the true datae, provided
that the OT admits a dual formulation. In this case, the discriminator corresponds to the
price functions in the dual problem. In the case of Wasserstein GANs, this representation is
explicit by the Kantorovich-Rubinstein duality theorem.
Related ML techniques for computing MFGs. Most existing computational approaches for
solving MFGs adopt traditional numerical schemes, with the exception of [6, 5] and [20]. [20]
designs reinforcement learning algorithms with convergence and complexity analysis for learning
MFGs, where the cost function of the game as well as the parameters for the underlying dynamics
are unknown. [6, 5] propose deep neural networks (NNs) approaches for solving MFGs, with a
particular Deep-Galerkin-Method architecture, to approximate the density and the value function
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by NNs separately. In contrast, our algorithm takes full advantage of the variational structure
of MFGs and train the NNs in an adversarial fashion. Our numerical experiment demonstrates
clear advantage of this variational approach, especially in terms of computational efficiency for
high dimensional MFGs. We point out that this idea of developing NN-based algorithm with
incorporation of adversarial training is promising for more general dynamic systems with variational
structures.
Related works on connecting GANs and OT. It is worth pointing out that OT theory has
been applied to analyze and improve the stability of GANs training, see, for instance, [18], [33],
and [9]. There are earlier studies connecting GANs and OT, by different approaches and from
different perspectives. [32] defines a novel divergence based on solutions of three associated optimal
transport problems. This new divergence is then used to replace the JS divergence for the vanilla
GANs. In [24], an interpretation of Wasserstein GANs (WGANs) from the geometric perspective of
optimal transport is provided. In our work, we provide sufficient conditions for which the minimax
game of general GANs, including WGANs, can be reformulated analytically in the framework of
OT. (See Remark 2 for more detailed discussions).
Organization. This paper is organized as follows. Section 2 focuses on the basic mathematics
and preliminaries for GANs, MFGs and OT problem. Section 3 shows that MFGs are conceptually
GANs, and proposes a GANs-based algorithm to solve MFGs; the corresponding numerical exper-
iments will be deferred to Section 6. Section 4 demonstrates that GANs are essentially MFGs in a
collaborative setting. The connection between GANs and OT is established in Section 5.
Notations. Throughout this paper, the following notations will be adopted, unless otherwise
specified.
• X denotes a Polish space with metric d.
• P(X ) denotes the set of all probability distributions over the space X .
• P(Rd) denotes the set of probability distributions on Rd that admit corresponding density
functions. That is, µ ∈ P(Rd) if there exists a mapping m : Rd → R such that ∫Rd µ(dx) =∫
Rdm(x)dx = 1.
• For p > 0, Pp(Rd) =
{
µ ∈ P(Rd)
∣∣∣∣∫Rd ‖x‖ppµ(dx) <∞}, with ‖ · ‖p the p-norm on Rd.
• For p ≥ 1, Lp(X ) :=
{
µ ∈ P(X )
∣∣∣∣∫X d(x, x0)pµ(dx) <∞} for some fixed x0 ∈ X .
• For any µ ∈ P(X ), L1(µ) :=
{
ψ : X → R
∣∣∣∣∫X |ψ(x)|µ(dx) <∞}.
2 Preliminaries.
2.1 Mathematics of GANs.
GANs fall into the category of generative models. The procedure of generative modeling is to ap-
proximate an unknown probability distribution Pr by constructing a class of suitable parametrized
probability distributions Pθ. That is, given a latent space Z and a sample space X , define a latent
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variable Z ∈ Z with a fixed probability distribution PZ and a family of functions gθ : Z → X
parametrized by θ. Then Pθ is defined as the probability distribution of gθ(Z), i.e., Law(gθ(Z)).
As generative models, GANs consist of two competing neural networks: a generator network
G and a discriminator network D. In GANs, the parametrized function gθ is implemented using
a neural network (NN), i.e., function approximations via specific graph structures and network
architectures. Meanwhile, another neural network for the discriminator D will assign a score
between 0 to 1 to the generated sample, either from the true distribution Pr or the approximated
distribution Pθ. A higher score from the discriminator D would indicate that the sample is more
likely to be from the true distribution. GANs are trained by optimizing G and D iteratively until
D can no longer distinguish between samples from Pr or Pθ.
GANs as minimax games. Mathematically, GANs are minimax games as
min
G
max
D
{EX∼Pr [logD(X)] + EZ∼Pz [log(1−D(G(Z)))]} . (1)
Now, fixing G and optimizing for D in (1), the optimal discriminator would be
D∗G(x) =
pr(x)
pr(x) + pθ(x)
,
where pr and pθ are density functions of Pr and Pθ = Law(gθ(Z)) respectively. Plugging this back
to Equation (1), we see
min
G
{
EX∼Pr
[
log
pr(X)
pr(X) + pθ(X)
]
+ EY∼Pθ
[
log
pθ(Y )
pr(Y ) + pθ(Y )
]}
= − log 4 + 2JS(Pr,Pθ).
That is, training of GANs with an optimal discriminator is minimizing Jensen-Shannon (JS) diver-
gence between Pr and Pθ.
Due to the instability of the vanilla GANs with JS divergence, variants of GANs with different
divergences have been proposed to improve the performance of GAN training: for instance, [28]
uses f-divergence, [36] explores scaled Bregman divergence, [1] adopts Wasserstein-1 distance, [19]
proposes relaxed Wasserstein divergence, and [32] and [33] utilize the Sinkhorn loss.
Equilibrium of GANs training. Under a fixed network architecture, the parametrized version
of GANs training is to find
vGANU = min
θ
max
ω
Lgan(θ, ω),
where Lgan(θ, ω) = EX∼Pr [logDω(X)] + EZ∼Pz [log(1−Dω(Gθ(Z)))].
(2)
From a game theory viewpoint, the objective in (2), if attained, is in fact the upper value of the
two-player zero-sum game of GANs.
Meanwhile, the lower value of the game is given by the following maximin problem,
vGANL = maxω
min
θ
Lgan(θ, ω). (3)
Clearly the following relation holds,
vGANL ≤ vGANU . (4)
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Moreover, if there exists a pair of parameters (θ∗, ω∗) such that both (2) and (3) are attained, then
(θ∗, ω∗) is a Nash equilibrium of this two-player zero-sum game. Indeed, if Lgan is convex in θ and
concave in ω, then there is no duality gap hence the equality in (4) holds by the minimax theorem
(see [39] and [34]).
It is worth noting that conditions for such an equality in (4) is usually not satisfied in many
common GANs models, as pointed out by [47].
SGD for GANs. As in most NNs, stochastic gradient descent (SGD) is the standard approach
for solving the optimization problem in GANs training. Accordingly, the evolution of parameters
of θ and ω in (2) by SGD from current step t to the next step t+ 1 is
ωt+1 = ωt + αd∇ωLgan(θt, ωt),
θt+1 = θt − αg∇θLgan(θt, ωt+1).
(5)
Here the αd and αg denote the step sizes of updating the discriminator and the generator, respec-
tively.
This evolution (5) corresponds to the alternating updating scheme of the algorithm in [17] where
at each iteration, the discriminator is updated before the generator. One of the main challenges for
GANs training is the convergence of such an alternating SGD. This can be analyzed by studying
the long term behavior of its continuous time limit, that is, the invariant measure of associated
coupled stochastic differential equations, as analyzed in [4].
2.2 PDE system of MFGs.
MFGs are developed from the pioneering works of [21] and [22] to approximate the otherwise
notoriously difficult stochastic N -player games. The idea comes from physics for interacting particle
systems. By assuming players are indistinguishable and interchangeable, and by the aggregation
approach and the strong law of large numbers, MFGs focus on a representative player and the
mean-field information. The value function of MFGs is then shown to approximate that of the
corresponding N -player games with an error of order 1√
N
.
One of the approaches for analyzing MFGs is a fixed point method that involves solving a
coupled partial differential equation (PDE) system: the backward Hamilton-Jacobi-Bellman (HJB)
equation for the value function of the underlying control problem, and the forward Fokker-Planck
(FP) equation for the dynamics of the controlled system (see [2], [7], and the references therein).
Mathematically, it goes as follows. Take (Ω,F , {Ft}t≥0,P) as a filtered probability space where
{Ft}t≥0 supports a standard d-dimensional Brownian motion W = {Wt}t≥0. Let W i be i. i.
d. copies of W . In MFGs, take any representative player i from infinitely many rational and
indistinguishable players, her objective is to choose the optimal control over an admissible control
set A = {{αt}t≥0 : αt ∈ Rd, ∀t ≥ 0} for the following minimization problem for any s ∈ [0, T ] and
x ∈ Rd:
u(s, x) = u(s, x; {µt}t∈[0,T ]) = inf{αt}t≥0∈AE
[∫ T
s
f(t,Xit , µt, αt)dt
∣∣Xis = x] (MFG)
subject to the state dynamics
dXit = b(t,X
i
t , µt, αt)dt+ σdW
i
t , X
i
0 ∼ µ0,∫
Rd
µ0(dx) =
∫
Rd
m0(x)dx = 1.
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Here, the mean-field information is characterized by a flow of probability measures {µt}t≥0 with
µ0 = µ
0 ∈ P2(Rd), and the initial state of player i satisfies Xi0 ∼ µ0 ⊥ σ(Wt, t ≥ 0). Moreover,
µt is the limiting empirical distribution of players’ states, and by strong law of large numbers
µt = limN→∞ 1N
∑N
i=1 δXit = Law(X
i
t) for all t ∈ (0, T ].
In the state dynamics σ > 0 is a constant diffusion coefficient and the drift term b : [0,∞) ×
Rd × P(Rd)× Rd → Rd satisfies appropriate conditions. These conditions ensure that there exists
a unique solution {Xit}t≥0 for the state dynamics such that for any t ≥ 0, µt = Law(Xit) ∈ P2(Rd)
([31] and [14]).
We will denote m(t, ·) as the density function of µt for any t ≥ 0, and with slight abuse
of notation, for any µ ∈ P(Rd) with density function m, denote b(t, x, µ, α) := b(t, x,m, α) and
f(t, x, µ, α) := f(t, x,m, α).
Definition 1. A control and mean-field pair ({α∗t }t≥0, {µ∗t }t≥0), with initial distribution µ∗0 = µ0,
is called the solution to (MFG) if the following conditions hold.
• (Optimal control) Under {µ∗t }t≥0, {α∗t }t≥0 solves the following optimal control problem that
for s ∈ [0, T ] and x ∈ R,
u(s, x; {µ∗t }) = inf
α∈A
E
[∫ T
s
f(t,Xit , µ
∗
t , αt)dt
∣∣Xis = x]
subject to
dXit =b(t,X
i
t , µ
∗
t , αt)dt+ σdW
i
t , X0 ∼ µ0.
• (Consistency) {µ∗t }t≥0 is the flow of probability distribution of the optimally controlled process,
i.e., µ∗t = Law(X
i,∗
t ) for t ≥ 0, where Xi,∗ is given by the following stochastic differential
equation,
dXi,∗t = b(t,X
i,∗
t , µ
∗
t , α
∗
t )dt+ σdW
i
t , X
i,∗
0 ∼ µ0.
The solution of this MFG (MFG) can be characterized by the following PDE system,
∂su(s, x) +
σ2
2
∆xu(s, x) +H (s, x,∇xu(s, x)) = 0,
u(T, x) ≡ 0;
 (HJB)
∂sm(s, x) + div [m(s, x)b(s, x,m(s, x), α
∗)] =
σ2
2
∆xm(s, x),
m(t, ·) ≥ 0,
∫
Rd
m(t, x)dx = 1, ∀t ∈ [0, T ];
∫
Rd
m(0, x)dx =
∫
Rd
m0(dx).
 (FP)
Here the Hamiltonian H(s, x, p) in (HJB) is given by
H (s, x, p) = min
α
{b(s, x,m(s, x), α)p+ f(s, x,m(s, x), α)} s ∈ (0, T ), x, p ∈ Rd,
and α∗ in (FP) is the optimal control, with
α∗t = arg minα {b(t, x,m(t, x), α)∇xu(t, x) + f(t, x,m(t, x), α)} . (6)
Note that from (6), optimal control is determined by the value function.
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2.3 Basics of OT.
The OT problem, dating back to Monge [27], is to find the best transport plan of minimizing the
transport cost from one mass with known density to another mass with (possibly) different density.
Mathematically, the OT is defined as follows, (see [38]).
Definition 2. Take a Polish space X with metric d : X ×X → [0,∞). Let c : X ×X → R⋃{+∞}
be a lower semi-continuous function such that c(x, y) ≥ a(x) + b(y), where a and b are upper semi-
continuous functions on X . For any µ, ν ∈ P(X ), the OT problem between µ and ν with cost
function c is defined as
Wc(µ, ν) = inf
pi∈Π(µ,ν)
∫
X×X
c(x, y)pi(dx, dy), (OT)
Π(µ, ν) is the set of all possible couplings between µ and ν.
The well-definedness of this OT, i.e., the existence of an optimal cost Wc, is guaranteed by
Theorem 4.1 of [38].
The dual problem of this OT goes as follows.
Definition 3. Let µ, ν ∈ P(X ). The dual Kantorovich problem of (OT) is
Dc(µ, ν) = sup
ψ∈L1(µ),φ∈L1(ν)
{∫
X
φ(x)ν(dx)−
∫
X
ψ(x)µ(dx)
∣∣∣∣φ(x)− ψ(y) ≤ c(x, y), ∀(x, y) ∈ X ×X}.
It is easy to see that Dc(µ, ν) ≤ Wc(µ, ν). The following Kantorovich-Rubinstein duality pro-
vides sufficient conditions under which the equality holds.
Theorem 1 (Theorem 5.10(i) in [38]). Take µ, ν ∈ P(X ). Let c : X × X → R⋃{+∞} be a lower
semi-continuous function such that c(x, y) ≥ a(x) + b(y) where a ∈ L1(µ) and b ∈ L1(ν) are upper
semi-continuous functions on X . Then,
Wc(µ, ν) = Dc(µ, ν) = sup
ψ∈L1(µ)
∫
X
ψc(x)ν(dx)−
∫
X
ψ(x)µ(dx).
Here ψ : X → R⋃{+∞} is taken from the set of all c-convex functions: ψ is not constantly +∞
and there exists another function ζ : X → R⋃{+∞} such that
ψ(x) = sup
y∈X
[ζ(y)− c(x, y)] , ∀x ∈ X .
ψc : X → R⋃{−∞} is its c-transform
ψc(y) = inf
x∈X
[ψ(x) + c(x, y)] , ∀y ∈ X .
If the transport cost c takes the particular form of c = dp for some p ≥ 1, then the corresponding
optimal cost gives rise to the Wasserstein distance between µ and ν of order p, or simply the
Wasserstein-p distance,
Wp(µ, ν) =
[
inf
pi∈Π(µ,ν)
∫
X×X
d(x, y)ppi(dx, dy)
] 1
p
.
Note that for p = 1, the Wasserstein-1 distance is adopted in Wasserstein GANs (WGANs) in [1]
to improve the stability of GANs.
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3 MFGs as GANs.
In this section, we first establish the conceptual connection between MFGs and GANs, we then
present a class of MFGs for which such connection to GANs is explicit. Based on this connection,
we proposal a GANs-based algorithm (MFGANs) for solving MFGs.
Conceptual connection. First, we claim that
MFGs in the form of (MFG) have the structure of GANs.
To see, this, recall that in classical GANs, the generator G is to mimic the sample data to gener-
ate new one to minimize the difference between the true distribution Pr and Pθ. The discriminator
D measures the performance of the generator by some divergence between Pθ and Pr. Meanwhile,
observe that in MFGs:
• The latent space Z = Rd and sample x of latent variable Z are drawn from the probability
distribution Pz = µ0.
• The generator G = u maps the element x into R so that it mimics the optimal cost and its
gradient dictates the optimal strategy in the equilibrium state of the MFGs. We can then
define a loss function
Lg(u,m) = Lhjb(u,m) + βgLterm(u,m),
where βg > 0 denotes the weight on the penalty of the terminal condition,
Lhjb(u,m) =
1
T
∫ T
0
∫
Rd
[
∂su(s, x) +
σ2
2
∆xu(s, x) +H (s, x,∇xu(s, x))
]2
µ0(dx)ds,
and
Lterm =
∫
Rd
u(T, x)2µ0(dx).
• The equilibrium state of the MFGs, just as the true distribution Pr in GANs, exists but is not
explicitly available. The characterization of the equilibrium is through a consistency condition
between value function and the controlled dynamics. The discriminator D = m measures the
distance from the current state process to the equilibrium state process by checking if m is
indeed the density function of the state dynamic (2.2) under the optimal control given by the
generator. Its loss, in place of the divergence function between Pθ and Pr, is defined as
Ld(u,m) = Lfp(u,m) + βdLinit(u,m),
where βd > 0 denotes the weight on the penalty of the initial condition,
Lfp(u,m) =
1
T
∫ T
0
∫
Rd
[
∂sm(s, x) + div [m(s, x)b(s, x,m(s, x), α
∗)]− σ
2
2
∆xm(s, x)
]2
µ0(dx)ds,
and
Linit =
∫
Rd
[
m(0, x)−m0(x)]2 µ0(dx).
• In MFG the generator solves the HJB equation via an NN and the discriminator computes
an appropriate differential residue of the FB equation via another NN.
The comparisons of the roles of generator and discriminator between general MFGs and GANs are
summarized in Table 1.
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Table 1: Link between GANS and MFGs
GANs MFGs
Generator G NN for approximating
the map G : Z 7→ X
NN for solving HJB
Characterization of
Pr
Sample data FP equation for consistency
Discriminator D NN measuring diver-
gence between Pθ and
Pr
NN for measuring differential residual from
the FP equation
Example. For some classes of MFGs, this connection with GANs is explicit. For instance, as
pointed out by[10], a class of periodic MFGs on flat torus Td and a finite time horizon [0, T ] admits
an explicit minimax structure. Consider such an MFG that minimizes the following cost,
Jm(t, α) = E
[∫ T
t
L(Xαt , α(X
α
t )) + f(X
α
t ,m(X
α
t ))dt
]
, t ∈ [0, T ] (7)
where Xα = (Xαt )t is a d-dimensional process with dynamics
dXαt = α(X
α
t )dt+
√
2dWt.
Here α is a control policy, L and f constitute the running cost and m(t, ·), for t ∈ [0, T ], denotes
the probability density of Xαt at time t. We then introduce the convex conjugate of the running
cost L, namely,
H0(x, p) = sup
α∈Rd
{α · p− L(x, α)} ,
and denote F (x,m) =
∫m
f(x, z)dz. From a PDE perspective, this class of MFGs can be charac-
terized by the following coupled PDE system as illustrated in [10],
−∂tv − ∆xu+H0(x,∇xv) = f(x,m),
∂tm− ∆xm− div (m∇pH0(x,∇v)) = 0,
m > 0, m(0, ·) = m0(·), v(T, ·) = vT (·),
(8)
where the first equation is an HJB equation governing the value function and the second is an FP
equation governing the evolution of the optimally controlled state process. The system of equations
(8) is equivalent to the following minimax game
inf
v∈C2([0,T ]×Td)
sup
m∈C2([0,T ]×Td)
Φ(m, v), (9)
where
Φ(m, v) =
∫ T
0
∫
Td
[m(−∂tv − ∆xv) +mH0(x,∇xv)− F (x,m)] dxdt
+
∫
Td
[
m(T, x)v(T, x)−m0(x)v(0, x)−m(x, T )vT (x)] dx.
From (9), one can see that the connection between GANs and MFGs is transparent.
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Computing MFGs via GANs. The above discussion points to a new computational approach
for MFGs using NNs, assuming that the equilibrium of MFGs can be computed via the coupled
HJB-FB system.
That is, one can compute MFGs using two neural networks in an adversarial way:
• uθ being the NN approximation of the unknown value function u for the HJB equation,
• mω being the NN approximation for the unknown mean information function m.
This new computational algorithm for MFGs is summarized in Algorithm 1.
Note that Algorithm 1 can be adapted for broader classes of dynamical systems with variational
structures. Such GANs structures have been exploited in [43] and [44] to synthesize complex systems
governed by physical laws.
4 GANs as MFGs.
Having established MFGs as GANs, we next show that GANs are MFGs, under the Pareto Opti-
mality criterion.
Theorem 2. GANs in [17] are MFGs under the Pareto Optimality criterion, assuming that the la-
tent variables Z and true data X are both i.i.d. sampled, respectively, with E[| log(D(X))|],E[| log(1−
D(G(Z)))|] <∞.
Proof. Proof. Let Pr denote the probability distribution from which the real data is sampled on
the sample space X , and let Pz be the prior distribution of the input on Z ⊂ Rk. A generator G
maps any z ∈ Z to G(z) ∈ X ⊂ Rd. A discriminator D, on the other hand, takes any sample x ∈ X
and returns some probability of x being sampled from Pr. The objective function of this GAN is
min
G
max
D
EX∼Pr [logD(X)] + EZ∼Pz [log (1−D(G(Z)))] , (10)
where G and D are selected from appropriate functional spaces.
Consider a group of N indistinguishable players, each holding an initial belief distributed as
Pz, i.e., Zi
i.i.d∼ Pz for i = 1, . . . , N . Players can access the sample data from a masked model Pr,
independent from Pz; each one is asked to find a strategy transforming the initial belief into a
mimic version of the sample data so that on average the group can fool the best discriminator.
First, define the set of admissible strategies and the candidate pool for discriminators. Denote
the set of admissible strategies as G, which is the collection of mappings from Z to X and let the
collection of possible discriminators D be the collection of mappings from X to [0, 1]. Fix any
i ∈ {1, . . . , N}, let Zi be player i’s initial belief and suppose Zi ∈ Z. Let Xj , j = 1, . . . ,M , be the
sample data. When player k chooses strategy Gk ∈ G, k = 1, . . . , N , each player is subject to the
same cost
J(G) = max
D∈D
∑N
k=1
∑M
j=1 log [D(Xj) (1−D(Gk(Zk)))]
N ·M ,
where G = (G1, . . . , GN ) ∈
⊗N
k=1 G denotes the profile of strategies for all N players.
Definition 4. A profile of strategies G∗ is called a Pareto optimal point (PO) if J(G∗) ≤ J(G),
for all G ∈⊗Nk=1 G.
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Algorithm 1 MFGANs
At k = 0, initialize θ and ω. Let Nθ and Nω be the number of training steps of the inner-loops
and K be that of the outer-loop. Let βi > 0, i = 1, 2.
for k ∈ {0, . . . ,K − 1} do
Let m = 0, n = 0.
Sample {(si, xi)}Bdi=1 on [0, T ]×Rd according to a predetermined distribution pprior, where Bd
denotes the number of training samples for updating loss related to FP residual.
Let Lˆd(θ, ω) = Lˆfp(θ, ω) + βdLˆinit(ω), with
Lˆfp =
1
Bd
{ Bd∑
i=1
[
∂smω(si, xi) + div
[
mω(si, xi)b(si, xi,m(si, xi), α
∗
θ,ω(si, xi))
]
− σ
2
2
∆xmω(si, xi)
]2}
,
Lˆinit =
∑Bd
i=1
[
mω(0, xi)−m0(xi)
]2
Bd
,
where m0 is a known density function for the initial distribution of the states and βd > 0 is
the weight for the penalty on the initial condition of m.
for m ∈ {0, . . . , Nω − 1} do
ω ← w − αd∇ωLˆd with learning rate αd.
Increase m.
end for
Sample {(sj , xj)}Bgj=1 on [0, T ]× R according to a predetermined distribution pprior, where Bg
denotes the number of training samples for updating loss related to HJB residual.
Let Lˆg(θ, ω) = Lˆhjb(θ, ω) + βgLˆterm(θ), with
Lˆhjb =
1
Bg
{ Bg∑
j=1
[
∂suθ(sj , xj) +
σ2
2
∆xuθ(sj , xj) +Hω (sj , xj ,∇xuθ(sj , xj))
]2}
,
Lˆterm =
∑Bg
j=1 uθ(T, xj)
2
Bg
,
where βg > 0 is the weight for the penalty on the terminal condition of u.
for n ∈ {0, . . . , Nθ − 1} do
θ ← θ − αg∇θLˆg with learning rate αg.
Increase n
end for
Increase k.
end for
Return θ, ω
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Notice that the players are indistinguishable. Then there must be a symmetric PO consisting
of the same strategy for all the players, provided that a PO exists. Let S ⊂⊗Nk=1 G denote the set
of symmetric strategies, i.e.,
min
G∈⊗Nk=1 G J(G) = minG∈S J(G) = minG∈GmaxD∈D
∑N
k=1
∑M
j=1 log [D(Xj) (1−D(G(Zk)))]
N ·M .
When the number of players as well as the size of the sample data becomes large, by strong law of
large number, almost surely we have∑N
k=1
∑M
j=1 log [D(Xj) (1−D(G(Zk)))]
N ·M → EX∼Pr [logD(X)] + EZ∼Pz [log (1−D(G(Z)))] ,
Now define mN =
1
N
∑N
k=1 δG(Zk). Then by the strong law of large numbers, mN
N→∞
=⇒ Law(G(Z)),
with Z ∼ Pz. Here, PG = Law(G(Z)) is called the mean field. Therefore, by strong law of large
numbers, sending M and N to ∞ the original loss for vanilla GANs is recovered,
min
G∈G
max
D∈D
EX∼Pr [logD(X)] + EY∼Pθ [log (1−D(Y ))] .

5 GANs and OT.
As discussed in Section 2, through optimization over discriminators, GANs are essentially minimiz-
ing proper divergences between true distribution and the generated distribution over some sample
space X . The flexibility of choosing appropriate divergence allows us to connect GANs and OT
problems, and to identify sufficient conditions for which GANs can be recast in the framework of
OT.
Intuitively, this connection between GANs and OT is very natural: GANs as generative models
are minimax games with the goal to minimize the “error” of the generated sample data against
the true sample data; this error is measured under appropriate divergence functions between the
true distribution and the generated distribution. Now if this error is viewed as a cost of transport-
ing/fitting the generated distribution into the true distribution, GANs become an OT.
Indeed, this connection between GANs and OT is explicit in the case of WGANs.
Theorem 3. Suppose that Pr ∈ L1(X ) and G ∈ L1(Pz) where
L1(Pz) =
{
f : Z → R :
∫
Z
|f(z)|Pz(dz) <∞
}
.
WGAN is an OT problem between Law(G(Z)) and Pr.
Proof. Proof. Recall the objective function of WGAN introduced in [1],
min
G
max
D s.t. ‖D‖L≤1
EX∼Pr [D(X)]− EZ∼Pz [D(G(Z))].
Define a cost function c : X × X → R,
c(x, y) = d(x, y), (11)
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with d being the metric of X . Take a fixed generator G ∈ L1(PZ), then the cost function (11) is
the cost of transporting mass from a distribution Law(G(Z)) = Pθ to a different distribution Pr.
Then, consider the following OT problem
inf
pi∈ΠG
∫
X×X
c(x, y)pi(dx, dy), (OT-WGAN)
where ΠG = Π(Law(G(Z)),Pr) is the set of couplings between Law(G(Z)) and Pr, where Z ∼ Pz,
for a fixed G.
By Theorem 1, when c = d, any c-convex function is Lipschitz with Lipschitz constant 1, and
ψc = ψ. Therefore, the OT problem (OT-WGAN) becomes
inf
pi∈ΠG
∫
X×X
c(x, y)pi(dx, dy) = sup
D s.t. ‖D‖L≤1
∫
X
D(x)Pθ(dx)−
∫
X
D(y)Pr(dy), (12)
which is exactly the Wasserstein-1 distance between Pθ and Pr. The role of the discriminator is
to locate the best coupling among ΠG for (OT-WGAN) under a given G, whereas the role of the
generator is to refine the set of possible couplings ΠG so that the infimum in (OT-WGAN) becomes
0 eventually. Therefore, the following equivalence holds,
min
G
max
D s.t. ‖D‖L≤1
EX∼Pr [D(X)]− EZ∼Pz [D(G(Z))]⇐⇒ min
G
W1(Law(G(Z)),Pr).

Remark 1 (Sufficient condition). Rechecking the proof, it is clear that this connection between
GANs and OT goes beyond the framework of WGANs. Indeed, take any Polish space X with
metric d, then X ×X is also a Polish space with metric d′. Denote P(X ) as the set of all probability
distributions over the sample space X . Define a generic divergence function
W : P(X )× P(X ) 7→ R+,
and take a class of GANs with this divergence W . If W can be written as the optimal cost Wc as
in (OT), and if such an OT problem has a duality representation. Then GAN is an OT problem
with the discriminator locating the best coupling among ΠG for (OT-WGAN) under a given G, and
with the generator refining the set of possible couplings ΠG to minimize (OT-WGAN).
Remark 2. Note that there are earlier studies connecting GANs and OT, by different approaches
and from different perspectives. [32] defines a novel divergence called the minibatch energy distance,
based on solutions of three associated optimal transport problems. This new divergence is then used
to replace the JS divergence for the vanilla GANs. Note that this minibatch energy distance itself
is not an optimal transport cost. In [24], an interpretation of Wasserstein GANs (WGANs) from
the perspective of optimal transport is provided: the latent random variable from the latent space
is mapped to the sample space via an optimal mass transport so that the resulted distribution can
minimize its Wasserstein distance against the true distribution. In our work, we provide sufficient
conditions for which the minimax game of GANs, including WGANs, can be reformulated in the
framework of OT.
6 Experiments.
We now assess the quality of the proposed Algorithm 1, with a class of ergodic MFGs, for both
one-dimension and high-dimension cases. This class of MFGs is chosen because of their explicit
solution structures, which facilitate numerical comparison.
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6.1 A class of ergodic MFGs.
Specifically, take (MFG) and consider the following long-run average cost,
Jˆm(α) = lim inf
T→∞
1
T
E
[∫ T
t
L(Xαt , α(X
α
t )) + f(X
α
t ,m(X
α
t ))dt
]
, (13)
where the cost of control and running cost are given by
L(x, α) =
1
2
|α|2 + f˜(x), f(x,m) = ln(m),  = 1
2
,
with,
f˜(x) = 2pi2
[
−
d∑
i=1
sin(2pixi) +
d∑
i=1
| cos(2pixi)|2
]
− 2
d∑
i=1
sin(2pixi).
Then the PDE system (HJB)–(FP) becomes
−∆u+H0(x,∇u) = f(x,m) + H¯,
−∆m− div (m∇pH0(x,∇u)) = 0,∫
Td u(x)dx = 0; m > 0,
∫
Tdm(x)dx = 1,
(14)
where the convex conjugate H0 is given by
H0(x, p) = sup
α
{α · p− 1
2
|α|2} − f˜(x).
Here, the periodic value function u, the periodic density function m, and the unknown H¯ can be
explicitly derived. Indeed, assuming the existence of a smooth solution (m,u, H¯), m in the second
equation in (14) can be written as
m(x) =
e2u(x)∫
Td e
2u(x′)dx′
. (15)
Hence the solution to (14) is given by
u(x) =
d∑
i=1
sin(2pixi)
and
H¯ = ln
(∫
Td
e2
∑d
i=1 sin(2pixi)dx
)
.
The optimal control policy is also explicitly given by
α∗ = arg max
α
{∇xu · α− L(x, α)}
= ∇xu = 2pi
(
cos(2pix1) . . . cos(2pixd)
) ∈ Rd.
6.2 Experiment setup
We will compute the above MFGs in Section 6.1 by exploiting its GANs structure and by using
Algorithm 1.
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(a) Value function u. (b) Density function m.
(c) Optimal control α∗.
Figure 1: One-dimensional test case.
Implementation. Both the value function u and the density function m are computed via NN
with parameters θ and ω respectively. Moreover,
• The NN approximate mω is assumed to be a maximum entropy probability distribution, i.e.,
mω ∝ exp fω. This is due to the lack of information about the density function m. (See also
[15] for the use of maximum entropy probability distribution).
• The network architecture for implementing both uθ and fω adopts the Deep Galerkin Method
(DGM), proposed in [35]. The DGM architecture is known to be useful for solving PDEs
numerically. (See for instance [6]).
Adaptation. Since the MFG in Section 6.1 is of an ergodic type with a specified periodicity,
Algorithm 1 is adapted accordingly. More precisely,
• To accommodate the periodicity given by the domain flat torus Td, for any data point
xi = (xi,1, . . . , xi,d) ∈ Rd, we use
yi = (sin (2pixi,1), . . . , sin (2pixi,d),
cos (2pixi,1), . . . , cos (2pixi,d))
as input. The x′is and y
′
is here are the latent variables in the vanilla GANs.
• An additional trainable variable H¯ is introduced in the graphical model.
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(a) Relative l2 error of u. (b) Relative l2 error of m.
(c) Error of m first 20k iterations. (d) Error of m after 20k iterations.
(e) HJB residual loss. (f) FP residual loss.
Figure 2: Losses and errors in the one-dimensional test case.
• The loss functions Lhjb and Lfp are modified according to the first and second equations of
(14). The generator penalty becomes
Lˆterm =
[∑Bg
i=1 uθ(y
i)
Bg
]2
.
Due to the structure mω, the discriminator penalty on mω being a probability density function
can be ignored, i.e. βd = 0.
• We train the generator first; and in each inner loop we take more SGD steps and with a
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larger learning rate compared with those in the discriminator. Note that this is opposite to
the typical GANs training.
(a) Relative l2 error of u. (b) Relative l2 error of m.
Figure 3: Impact of generator learning rate on relative l2 error.
Performance evaluations. To assess the performance of our algorithm, the following procedure
is adopted.
• Given the explicit solution to the MFG (14), we compare the learned value function, the
learned density function and the learned optimal control against their perspective analytical
form.
• We adopt the evolution of relative l2 errors between the learnt and true value and density
functions. The relative l2 error of a function f against another function g, with f, g : Td → R
and g not constant 0, is given by
errrel−l2(f, g) =
√∫
Td [f(x)− g(x)]2dx∫
Td g(x)
2dx
.
Moreover, to facilitate comparisons for broader classes of MFGs whose analytical solutions may not
be available, additional loss functions are adopted. Here we take differential residuals of both the
HJB and the FP equations as measurement of the performance.
6.3 Result of one-dimensional case.
We first conduct numerical experiment with one-dimensional input.
• The DGM network for both uθ and fω contains 1 hidden layer with 4 nodes. The activation
function for uθ is hyperbolic tangent function and that of fω is sigmoid function.
• Within each iteration of training, i.e., one complete outer loop, SGD is performed to update
parameters of both the generator and the discriminator; the inputs of the SGD steps are
mini-batches of size Bg = Bd = 32, where Bg and Bd denote the batch sizes for the generator
and the discriminator updates, respectively.
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(a) α0g = 5× 10−4. (b) α0g = 5× 10−2.
Figure 4: HJB residual loss under different generator learning rate.
(a) α0g = 5× 10−4. (b) α0g = 5× 10−2.
Figure 5: FP residual loss under different generator learning rate.
• As mentioned in the adaptation, the number of SGD steps for the generator is Nθ = 5 with
initial learning rate 1 × 10−3 , whereas the number of SGD steps for the discriminator is
Nω = 2 with initial learning rate 1× 10−4.The number of total iterations, i.e., the number of
outer loops is K = 105. Adam optimizer is used for the updates.
• The weight for the generator penalty is βg = 1.
The result is summarized in Figures 1 and 2. Figures 1a and 1b show the learnt functions of
u and m against the true ones, respectively, and 1c shows the optimal control. Both show the
accuracy of the learnt functions versus the true ones. This strong performance is supported by the
plots of loss in Figures 2a and 2b, depicting the evolution of relative l2 error as the number of outer
iterations grows to K. Within 105 iterations, the relative l2 error of u oscillates around 3 × 10−2,
and the relative l2 errors of m decreases below 10
−3.
To facilitate comparisons for broader classes of MFGs whose analytical solutions are not neces-
sarily available, we also take differential residuals of both the HJB and the FP equations to measure
the performance. The evolution of the HJB and FP differential residual loss is shown in Figures 2e
and 2f, respectively. In theses figures, the solid line is the average loss among 3 experiments, with
standard deviation captured by the shadow around the line. Both differential residuals first rapidly
descend to the magnitude of 10−2 and then the descent slows down accompanied by oscillation.
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(a) Relative l2 error of u. (b) Relative l2 error of m.
Figure 6: Impact of minibatch size on relative l2 errors.
One may notice the difference between the training results of u and m. One reason is that u
and m are implemented using different neural networks. The other is that different loss functions
are adopted for training u and m.
(a) Bg = Bd = 32. (b) Bg = Bd = 256.
Figure 7: HJB residual loss under different minibatch size.
(a) Bg = Bd = 32. (b) Bg = Bd = 256.
Figure 8: FP residual loss under different minibatch size.
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Ablation study. To understand possible contributing factors for the oscillation in the loss, es-
pecially for u, an ablation study on the learning rate of the generator αg is conducted. In our test,
the initial learning rate for the Adam Optimizer α0g takes the values of 5× 10−4, 1× 10−3, 1× 10−2
and 5× 10−2, respectively.
From Figures 2a and 2b, the relative l2 error on u oscillates more than that of m. Similar
phenomenon is observed in Figure 3. In particular, from Figure 3a, a drastic decrease in oscillation
can be seen as the generator learning rate αg decreases.
Turning to the differential residual losses, one can observe from Figures 4 and 5 that, if decreas-
ing α0g from 5× 10−2 to 5× 10−4, the residual losses for both HJB and FP decrease to a lower level
with less oscillation.
Another parameter of interest is the number of samples in each minibatch, i.e., Bg and Bd in
Algorithm 1. Setting Bg = Bd, the cases of 32, 64, 128 and 256 are tested. Figure 6a shows that
the relative l2 error of u oscillates less as Bg and Bd increases from 32 to 256. Moreover, comparing
the case of Bg = Bd = 32 and Bg = Bd = 256, the residual losses for both HJB and FP decrease
to a lower level with less oscillation as minibatch size increases, as shown in Figures 7 and 8.
(a) Relative l2 error of u. (b) Relative l2 error of m.
(c) Error of m first 80k iterations. (d) Error of m after 80k iterations.
Figure 9: Input of dimension 4.
6.4 Results of multi-dimensional case.
We next test with input of dimension 4 and relative l2 errors are shown in Figure 9.
• Just as in the one-dimensional case, the DGM network for both uθ and fω contains 1 hidden
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layer with 4 nodes. The activation function for uθ is hyperbolic tangent function and that of
fω is sigmoid function.
• Within each iteration of training, i.e., one complete outer loop, SGD is performed to update
parameters of both the generator and the discriminator; the inputs of the SGD steps are
mini-batches of size Bg = Bd = 32.
• The number of SGD steps for the generator is Nθ = 5 with initial learning rate αg = 5×10−4,
whereas the number of SGD steps for the discriminator is Nω = 2 with initial learning rate
αd = 1 × 10−4. The number of outer loops is increased to K = 2 × 105. Adam optimizer is
used for the updates.
• The weight for the generator penalty is β2 = 1.
Within 2 × 105 iterations, the relative l2 error of u decreases below 2 × 10−2 and that of m
decreases to 4× 10−3.
Finally, it is worth noting that similar experiment for dimension 4 has been conducted in [6];
see Test Case 4. In comparison, their algorithms need significantly larger number of iterations: 106
of iterations vs our 2× 105 to achieve the same level of accuracy.
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