Introduction of Graphical Models
Denoting with C, M , E, and P the four genomics features of copy number, DNA methylation, mRNA expression, and protein expression, we apply a Bayesian graphical model 1 to learn the dependence structure of these features through a graph. The vertices of the graph represent the features, and the presence or absence of edges indicates the conditional dependence or independence between the features, respectively. For example, an edge between M and E and a lack of edge between C and E implies methylation-controlled transcription, which is robust to copy number changes. In other words, the mRNA expression is sensitive to methylational variation but not copy number variation.
Exploring conditional independence among a set of random variables is a classical statistical inference problem. Bayesian inference enables a stochastic exploration of the graphical space by introducing priors on the graph itself to regularize the otherwise unstable estimation. We consider Markov random fields (MRF) models 2 , and introduce binary latent indicators of the presence of genomics variations. We define an MRF as a pair G = (V, E), where V is a set of vertices and E is a set of undirected edges. The vertices correspond to the variables, in our case genomic features, C, M , E, or P for a single gene. The edges in E are a subset of {{i, j}, i 6 = j 2 V }. A path is defined as an ordered set of vertices (i 0 , i 1 , . . . i n ) such that {i k 1 , i k } 2 E for k = 1, . . . , n.
For TCGA applications, instead of using directed graphs, MRFs that do not consider directionality are suitable for two reasons. First, there are not time-course data in TCGA thus virtually eliminating the possibility of performing formal statistical inference based on directed graphs. Second, if needed, most edge directionalities can be easily deduced from biological knowledge. For example, an edge between C and E of the same gene implies that the copy number variations (CNVs) of that gene affect the mRNA expression of the gene, i.e., C ! E. Using z it we apply the mixture model 3 for y it , given by
where I[·] is the indicator function, µ i is the random effect of feature i, U (A) denotes a uniform distribution over the set A, and N (· | µ,
2
) denotes a normal distribution with mean µ and variance 2 . In words, we assume a mixture model with uniform, normal and uniform components corresponding to under-, regular and over-expression. The vector
We subsequently convert the trinary variable z it to a binary variable e it with p(z it |e it = 0) = 1 (z it ), and
This conversion is needed to set up the following graphical model.
Denote V = {1, . . . , S} the set of S vertices representing S genomic features. Recall that a graph is a pair G = {V, E} where E is a set of undirected edges {i, j}, i, j 2 V . A graph G is used to describe the conditional independence structure of a set of variables indexed by V , for example the binary indicators {e it , i 2 V }. The absence of an edge {i, j} indicates conditional independence of e it and e jt given the remaining variables e kt , k 6 = i, k 6 = j. Any joint probability model p(e 1t , . . . , e St ) that respects the dependence structure G can be written as 4 : An alternative scheme called centered parametrization 5 6 improves mixing of posterior simulation and simplifies prior specification. The centered version is used in the form of
where
The joint model factors as
We introduce the priors p(✓), p( | G), and p(G) next. Let Ga(a, b) denote a gamma distribution with mean a/b. We assume conditionally conjugate priors
Lastly, we define a model p(G). Let G 0 = (V, E 0 ) be a prior guess of the dependence structure. For genomic inference, G 0 can be often easily elicited. For example, one could connect the edge between C and E, since CNV is biologically known to be positively related to gene expression. Therefore, G 0 woud be a graph with three vertices C, M , and E and an edge set E 0 .
Knowing G 0 , the first option of the prior of G is based on the number of changes to G 0 by assuming a geometric kernel
. This prior setting imposes less weight on graphs that are more distant from G 0 and the weights decreases exponentially when the distance d increases. The prior (5) works well for large graphs with say, > 10 vertices. In real data applications for TCGA, we specify G 0 according to biological knowledge: we assume an edge between C and E, M and E, and E and P for the same gene. We did not assume any other edges in the prior graph G 0 . Therefore, G 0 reflects the biological belief that copy number and DNA methylation affect gene expression, and gene expression and protein expression are dependent.
We assign parameter ⇢ different values according to the size of the graph. In particular, ⇢ = 0.9
for graphs with 3 nodes, 0.8 for graphs with 4-5 nodes, 0.3 for graphs with 6 nodes, and 0.1 for graphs with 7+ nodes. We perform extensive simulations to evaluate the model when ⇢ take these values; results of the simulation are presented in Section1.3.
Markov Chain Monte Carlo Simulations
We carry out posterior inference for model (4) using Markov chain Monte Carlo (MCMC) simulations. Each iteration of the MCMC scheme includes the following transition probabilities,
We start by generating e from its complete conditional posterior. Following the update of e,
we generate values for z from complete conditional posterior p(z | Y , ↵, e). If e it = 0, the update is deterministic, z it = 1. If e it = 1, the update requires a Bernoulli draw for z it = 0 versus z it = 1. The update of parameters ✓ is straightforward. Resampling G and the regression coefficients could be challenging in large graphs, essentially because of the difficult evaluation of the normalization constant p(0 | , G) in (3) 1 .
Posterior Inference Using False Discovery Rates
Statistically, owing to our fully model-based inference using posterior probabilities, we can easily assess the noise associated with the genomic data. This is a major advantage of our proposed
Bayesian modeling approach over other algorithm-driven methods. Denoting a generic symbol for a probability of interest, and adopting the methods introduced by Newton et al. 7 and Müller et al. 8 , we compute the posterior expected false discovery rate (pFDR) for a given cutoff 0 , given by
, where I(·) is the indicator function,ˆ ij is a posterior estimate of ij . Different cutoff values 0 can be used for FDR control such that pFDR < p 0 for a desirable rate p 0 .
Simulation Study

A Small Study
Here we examined the performance of the graphical models with three simulated data sets, each with T = 350 samples and S = 3, 4, 5 features, respectively. Hence, the number of vertices in a graph was between 3 and 5. For each simulation, a true graph G was first generated. For each pair of vertices {i, j}, we generated the edge with probability 0.5. For each imputed edge {i, j}, we generated values of ij from N (µ 1 , 0.5
, with µ 1 ⇠ U ( 4, 4). We generated i , the autologistic intercept in (3) from N (µ 2 , 0.5 2 ), and µ 2 ⇠ U ( 0.4, 0.4). Then, we generated e for T = 350 samples. Since p(z it | e it = 0) = 1 (z it ), p(z it = 0|⇡ i , e it = 1) = ⇡ i , and We implemented the proposed graphical model to compute the posterior estimates of parameters for each simulated data set. The posterior estimates were obtained through MCMC sampling with 10,000 iterations, of which the first 6,000 were discarded as burn-in (thinning every 10 iterations). We calculated the posterior inclusion probability q ij for each possible edge {i, j}, defined
substituting the edge set E of the imputed graph for each iteration of the MCMC. Here B is the number of MCMC samples kept for analysis. We obtained the posterior estimated graphĜ by thresholding, based on a criterion {q ij > q 0 }, using the posterior inclusion probability q ij for each edge. The threshold q 0 was chosen so that the posterior expected false discovery rate pFDR(q 0 )  0.01. We also reported parameter estimates of regression coefficients¯ = E( | Y ), the posterior mean for the autologistic coefficients. Since graph G is modeled as a random variable, we also reported the inference r = P (G = G 0 |data), where G 0 is the simulation truth. For the three data sets r = 0.534, 0.52, and 0.236, respectively. The last r value is smaller since the true graph in that last simulation had more edges, thus increasing the complexity in the estimation. In other words, the less sparse the true graph is, the less powerful the inference. The sign of ij has an intuitively appealing interpretation related to the effect of the j-th feature on the probability of presence of i-th feature, keeping the other feature fixed. Let e ij = e\{e it , e jt }. It can be easily shown that ij is the log odds ratio of e it and e jt through simple algebra, where ij > 0 implies that p(e it = 1 | e jt = 1, e ij ) > p(e it = 1 | e jt = 0, e ij ). Due to this nice interpretation, we use the magnitude of the values as a measure for the line thickness when reporting the posterior networks in Zodiac.
A Large Study
Building on the encouraging results of the small simulation study, we conducted a large study involving many data sets and configurations of ⇢. For a fixed number of vertices ranging from 3 to 8 and a value of ⇢ 2 {0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} we generated 20 simulation data sets based on the scheme in the previous subsection. Fig. S2 summarizes the false nondiscovery rates (FNR) and false discovery rates (FDR) across the 20 data sets for each graph size and ⇢ value. Also, the number of samples was 500, 650, 800, 950, 1,100, and 1,250 for graphs with 3 -8 vertices, respectively. Examining the results, we chose selected ⇢ values reported in Subsection 1.2.1 for Zodiac runs.
Comparison to Partial Correlation
We have explained the differences and advantages of the Bayesian graphical models versus standard correlation-based inference. Here, we further show that the proposed Bayesian graphical models are different and arguably more powerful than the partial correlation, which also computes the association of two random variables in the presence of other random variables. We considered a special case in which we had four features and the true graph was a rhombus, as in data set 2 in the simulation: feature 1 connected with 2, 2 connected with 3, 3 connected with 4, 4 connected with 1. There were no edges between 1 and 3, or between 2 and 4 as shown in Fig. S1 (data set 2).
After implementing the proposed graphical model, the posterior estimated graph was the same as the true graph, and the posterior estimates of were close to the truth.
1 and 3 were conditionally independent given both 2 and 4, but dependent conditional on either 2 or 4, but not both. Our graphical model obtained the right inference, providing the identical graphical presentation (Fig. S1 , data set 2). However, using partial correlation we would conclude that features 1 and 3 were conditionally independent given feature 2 (P value < 0.01), and also conditionally independent given feature 4 (P value < 0.01). Therefore, partial correlation analysis failed to capture the true conditional independence structure of the graph, and provided wrong estimates of the conditional dependence relationship involving the four vertices. 
Analysis Details
Data Preparation
We analyzed multimodal and pan-cancer TCGA data that are publicly accessible. We utilized Only tumor samples measured by all four assay platforms were kept for analysis. Second, a mean DNA copy number value and a mean DNA methylation value were calculated for each gene in each sample using TCGA-Assembler, resulting in gene-level summaries for CN and ME. TCGA GE and PE data were already organized by genes. Third, for RNA-Seq data, zero values were first replaced with the smallest positive value in the data, and then log 2 transformation was taken for all RNA-Seq data; for methylation data, we took a transformation of log 2 (x/(1-x)), where x represented an input methylation value. Fourth, each genomic feature was standardized within each cancer type, so that it had a zero mean and a unit standard deviation. Fifth, data of different cancer types were combined together into a mega table, and any genomic feature with missing values in more than 25% of samples over all cancer types was removed. Lastly, we required that a gene must have measurements for at least CN, ME, and GE to be included in our analyses;
otherwise the gene was not included.
In TCGA data, while CN, ME, and GE measurements were available genome-wide, measurements of PE by RPPA were available for less than 200 genes, which correspond to important cancer-related proteins. As part of quality control, we compared TCGA gene symbols with the official NCBI gene symbols using the R package HGNChelper 10 and corrected obsolete and ambiguous gene symbols. Table 1 in the main text and Table S1 here summarize the 1,448 samples (across 11 cancer types) and the 19,304 genes that were used in the analysis. The number of samples for each cancer type varies depending on how many samples from each cancer type were profiled by TCGA for all of the four genomics platforms. Kidney renal clear cell carcinoma has the largest number of samples, followed by head and neck squamous cell carcinoma and lung adenocarcinoma. 
Number of CN Readouts
Number of GE Readouts
Number of ME Readouts 
Number of PE Readouts
Number of Genes
Computation
We applied the Bayesian graphical models (BGMs) [11] [12] 
Additional Results
Summary of Intragenic Interactions and Graphs
We summarized the intragenic interactions of individual genes. Only genes with non-zero mRNA-seq read counts in more than 50% of the samples were included in summary. A total of 17,157 genes were kept for result summary after filtering. Table S2 summarizes the numbers of genes with different types of significant (FDR ≤ 0.01) intragenic interactions inferred by Zodiac. Next we considered different types of graphs with only three genomics features, CN, GE, and ME, as an investigation of transcription co-regulation by copy number variation and DNA methylation. There were eight distinct intragenic interaction graphs formed by CN, GE, and ME for a single gene, as shown in the first column of Table S3 . We calculated the posterior probability of each of the eight graphs in the MCMC simulation for each gene, and report the mean of these posterior probabilities across all genes (Column 2 of Table S3 ). The most frequent graph is co-existence of CN-GE and ME-GE interactions with a mean posterior probability of 22.24%, indicating joint regulation of copy number variation and DNA methylation on gene expression. Another type of graph, ME-GE and CN-ME, corresponds to ME-dependent regulation on GE (Fig. 2a-i left and Fig. 2b -i in the main text), which may be caused by a copyubiquitous methylation mechanism. This type of graphs consists of 5.85% in Table S3 . In contrast, CN-dependent regulation indicated by a graph including CN-GE and CN-ME edges (Fig. 2a-i right and Fig. 2b -ii in the main text) is more prevalent (16.76% in Table S3 ). CN-GE and ME-GE edges 22.24% ME-GE and CN-ME edges 5.85%
CN-GE and CN-ME edges 16.76%
CN-GE, ME-GE, and CN-ME edges 19.93%
Enrichment of Intergenic Interactions in KEGG Pathways
Sixteen cancer-related pathways from the KEGG Pathway database 14 were selected for the validation of interactions inferred by Zodiac. These pathways belong to three different categories including Cancer Overview, Signal Transduction, and Cell Growth and Death (Table S4) .
Genomic interactions in Zodiac were inferred based on integrating data of multiple cancer types.
Thus they are expected to characterize conserved, common molecular mechanism between cancer types. KEGG pathways related to specific cancer types were not included for validation.
Only genes with non-zero mRNA-seq read counts in more than 50% of the samples were included in validation to ensure a high quality validation. A total of 17,157 genes were kept for result validation after filtering. Enrichment analyses were conducted for two kinds of genomics functions, including transcriptional regulation and protein phosphoregulation. 
Enrichment of Intergenic Interactions in TRED
We also assessed intergenic interactions in Zodiac using transcriptional regulations provided by the Transcriptional Regulatory Element Database (TRED) 15 . Significant intergenic PE-GE and GE-GE interactions (FDR ≤ 0.01) were considered evidence supporting potential transcription factor regulations on genes, where the first gene with PE or GE readout can be a transcription factor and the second gene with GE readout is its target gene. A total of 45 cancer-related transcription factors and their target genes indicated by TRED were involved in the enrichment analysis. Again, we only included 17,157 genes whose mRNA-seq read counts were non-zero in more than 50% of the samples. We found significant enrichment between Zodiac and TRED on 11 transcription factors (TFs) and their targeted genes, with the Fisher's exact test evaluating enrichment significance and a P-value cutoff of 0.01. See Table S5 . 
Genes Interacting With EZH2 and E2F1
We used Zodiac to identify the genes that had significant GE-GE interactions with EZH2. There were 644 genes (FDR ≤ 0.01) and Table S6 
Example of Data-enhanced Network Inference
We selected a signaling cascade from the KEGG prostate cancer pathway as an example to demonstrate using BGM software and TCGA data for examining existing knowledge about genomic interactions and producing data-enhanced network inference. The selected signaling cascade includes 6 steps as indicated by Fig. 3a in the main text.
Step 1: SOS converts Ras into its active conformation.
Step 2: Ras activates Raf.
Step 3: Phosphorylated Raf activates MEK.
Step 4: MEK phosphorylates and activates ERK.
Step 5: ERK indirectly interacts with Androgen Receptor (AR).
Step 6: AR acts as a transcription factor and activates the transcription of KLK3, whose protein product is PSA.
We used TCGA-Assembler 9 to retrieve and preprocess TCGA prostate cancer data and obtained 162 samples measured for both gene expressions and protein expressions. For the simplicity of analysis, one measurement feature was selected to represent each of the nodes involved in the signaling cascade (see Fig. 3a Table S7 . This means the posterior inference network is consistent with existing knowledge about this signaling transduction mechanism. Also, all interactions in this posterior inference network are positive, which is consistent with existing understanding about the pathway, except the interaction between MAPK1 (PE, Thr202 and Tyr204) and AR (PE), which according to KEGG is an indirect effect.
Web Server and Interface
Zodiac allows investigators to query and view the evidence for inferred interactions through web browser. Currently, four query procedures are available.
(1) The first procedure focuses on interactions of other genes to a single gene of interest, a one-versus-rest query. In the search box of Zodiac users input one gene symbol and Zodiac returns all significant intergenic interactions with this gene (Fig. 4b in the main text). Such a query procedure is particularly useful for identifying important genes that interact with the input gene. Details about specific interaction types and lists of the strongest interactions can be viewed by clicking on hyperlinks within the result table.
(2) The second query procedure is a query of significant intragenic interactions for a single gene. This procedure is initiated by entering the same gene symbol twice and returns the intragenic interactions of that gene (Fig. 4c in the main text) . 
The fourth procedure allows users to enter multiple gene symbols and returns a Circos plot 16 showing all significant intergenic interactions between input genes, which are a collection of all significant intergenic interactions obtained by pair-wise analyses. where … represents that more gene symbols or IDs with '+' for delimitation can be added to the end of the URL.
