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Introduction
Evaluating the predictive capability of numerical simulation of a complex physical model requires quantification and control of numerical and modeling errors. Over the last two decades, there has been substantial development of goaloriented a posteriori error estimation based on duality and adjoint operators for finite element methods, see [1] [2] [3] [4] [5] [6] [7] and the references therein. However, the application of this approach to popular finite difference and finite volume methods has lagged behind. Part of the problem is that these approaches do not fit into a variational framework as naturally as finite element methods.
Our particular interest is in finite volume schemes, which are especially useful for solving partial differential equations that represent conservation laws. Many examples can be identified in fields such as computational fluid dynamics, magnetohydrodynamics, heat transfer, and flow in porous media since their derivation, which is based on the integral formulation of conservation laws, yields a discretization that locally preserves conservation at the discrete level. The similarity of this approach to the weak formulation led to early observation of the ability of finite volume methods to faithfully reproduce weak solutions that are only piecewise smooth, such as shocks [8, 9] . Moreover, finite volume discretizations are relatively simple to implement.
There has been considerable work on convergence analysis of finite volume methods (see [10] for an extensive review). Classical analysis of discretization methods for partial differential equations tends to focus on estimating the error in global norms, such as the L 2 and energy norms. In practice, however, this may not be meaningful. Often, the practical goal for solving a differential equation is to compute specific information from the solution. In that situation, the concern is the error in the desired information, which may not have much to do with the error in some global norm. In contrast, the goal of the a posteriori error analysis conducted below is to estimate the error in a quantity of interest that can be represented as a linear functional, e.g. the average error over some subdomain or the error at a point or along a line segment.
We note that there are other kinds of a posteriori error analyses. In particular, there is an extensive literature on the derivation of a posteriori error bounds, usually targeted for the energy norm. The error in the energy norm may or may not have much to do with the error in particular quantity of interest, and generically error bounds are much larger than error estimates that allow for the effects of cancellation of error. On the other hand, a posteriori error bounds have the benefits of yielding provable upper bounds and optimal order dependence on discretization parameters.
The literature on a posteriori error analysis for finite volume methods is relatively slim compared to that for finite element methods. In terms of goal-oriented estimates, Barth [11] derives a posteriori error estimates for hyperbolic conservation laws with specialized variants given for the Godunov finite volume and discontinuous Galerkin finite element methods. A posteriori error estimation for Godunov finite volume methods and discontinuous Galerkin methods is given in [12, 13] by Larson and Barth. In terms of a posteriori error bounds for finite volume schemes, see for example [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] .
In this paper, we analyze the cell-centered finite volume scheme applied to a convection-diffusion-reaction problem. The a posteriori estimate derived in this paper involves variational analysis, computable residuals to measure local introduction of error, and the generalized Green's function solving the adjoint problem to quantify the global effects of accumulation and propagation of error in the quantity of interest. The resulting estimate is very accurate, even on coarse meshes. In order to use variational analysis and the adjoint operator, we employ an equivalence between the finite volume method and the lowest order Raviart-Thomas mixed finite method with special quadrature derived in [24] for elliptic problems with homogeneous Dirichlet boundary conditions. This equivalence is well known in the finite element community, but is apparently less well known in the wider engineering and science communities that employ finite volume methods. We expand the known equivalence between the two methods to include convection-diffusion-reaction problems with nonhomogeneous Dirichlet and Neumann boundary conditions. We then carry out the a posteriori analysis on the lowest order Raviart-Thomas mixed method and hence derive an error representation for the equivalent finite volume scheme.
The paper is organized as follows. In Section 2, we review the Raviart-Thomas mixed finite element method for convection-diffusion problems with nonhomogeneous boundary conditions. In Section 3, a cell-centered finite volume scheme is constructed. In Section 4, the finite volume scheme is reformulated as a mixed method and the analogy between the finite element and finite volume methods is then made. The a posteriori analysis is performed in Section 5 and the accuracy of the estimates produced is demonstrated by the numerical experiments reported in Section 6. We present our conclusions in Section 7. Some derivations and proofs are given in Appendix.
The mixed finite element method
In the general case, we consider the convection-diffusion-reaction problem with mixed Dirichlet-Neumann boundary conditions,
where Ω ∈ R N is a convex polyhedral domain (N ≥ 2) with boundary ∂Ω. In this paper, for simplicity, we take Ω to be a
We can treat other combinations of boundary conditions in an obvious way. We assume that β = (β
. Moreover, we assume that convection coefficient β satisfies that |β| is sufficiently small with respect to a. Otherwise, some form of stabilization might be required.
To formulate the mixed finite element (MFE) scheme, we follow [25] and rewrite (2.1) as a first order system by setting
where
the Neumann boundary condition in the original problem becomes a Robin condition in the new system. In the case of a nonempty Neumann boundary, we introduce an auxiliary variable, the so-called Lagrange multiplier λ
see [26] , to represent the pressure on Neumann boundary edges. The variational form for the true solution is
Here, (·, ·) D and ·, · γ denote inner products on D ⊂ R 2 and lower order domain γ ⊂ R.
is simply the trace of p on Neumann boundary. We let Ω h denote a quadrilateralization of Ω. We construct specially designed finite-dimensional subspaces on Ω h ,
The finite element method is then:
The subscripts of integrals over Ω h are omitted unless there is ambiguity.
It is known that V h and W h need to satisfy certain properties to guarantee convergence. One condition is divV h ⊂ W h .
The following space by Raviart and Thomas is devised to meet that purpose. Before proceeding, we introduce some notation.
For a partition ∆ of [0, 1], and for r = 0, 1, 2, . . . , q = −1, 0, 1, . . . , we define the piecewise polynomial space
v is a polynomial of degree ≤ r on each subinterval of ∆}. When q = −1, the functions are discontinuous. Thus, the space of continuous piecewise bilinear functions on the unit square is the tensor-product space To express Galerkin orthogonality, we use the Raviart-Thomas projection on quadrilateral elements. Denote
The kth order Raviart-Thomas space is
From the definition of Π h , we have that, [27] , for v ∈ V| K , 
(2.9) 
A cell-centered finite volume scheme
We now introduce the grid for the cell-centered finite volume scheme for which we partition Ω in the x-and y-directions
We then define the cells (finite volumes) to be the rectangles
. . , with the centers (x i , y j ) and nodes of half indices. Denote
The discrete cell-centered finite volume mesh Ω h is then defined as follows (see Fig. 3 .1),
In this paper, we construct the scheme and derive the analysis on a rectangular mesh for simplicity. Some modifications are required to extend our analysis to non-rectangular meshes.
To enforce the boundary conditions across the outer boundaries, we define the fictitious boundary cells where the ghost
. . , k} are defined. We set
where i = 1, . . . , k, j = 1, . . . , , and
We are then able to discretize (2.1) by the following finite volume scheme
Here, we use δ x p (δ y p) to denote an approximation to ∂p/∂x (∂p/∂y) andp represents an approximation to the pressure in convection term. The definitions and the derivation for this specific scheme are given in Appendix A.1. The scheme (3.1) agrees with the discretization of FV schemes in [28] which differs from the classical schemes, see e.g. [10] , in the way we compute the coefficients a. Here, a takes the value at the corresponding cell boundary while in the classical scheme it takes the harmonic average values of the adjacent cells. The a posteriori analysis can be extended to cover the traditional scheme.
We now rewrite (3.1) in a form that can be related to the MFE scheme described in the next section. To this end, we define
where δ x p, δ y p andp are defined in (A.2), (A.3) and (A.6), respectively. Using this notation, the ''mixed'' form of (3.1) becomes
with the Neumann boundary condition of (A.5) becoming
Even though we have obtained a formulation in terms of both p h and u h , we do not have an approximation to velocity u everywhere in the interior of each cell. Instead, substituting the piecewise constant pressure approximation into (3.2a) and (3.2b) provides a flux approximation, u 
Analogy between MFE and FV
We next state the analogy between the mixed method of lowest order and cell-centered finite differences to illuminate the connection between the FV and MFE schemes (see [24] ):
2) and (3.3), then it also satisfies (2.4) in the following way A detailed proof is given in Appendix A.2. This shows that the cell-centered FV scheme and the lowest order Raviart-Thomas MFE scheme with the use of specific quadrature rules are equivalent in the sense of producing the same discrete values at the centers of the cells. The Raviart-Thomas MFE method, with a proper choice of basis functions for u h , p h and λ h , yields a linear system of the form where U, P, Λ are the vectors of degrees of freedom associated with u h , p h and λ h , respectively. The quadrature rules have a strong impact on the linear system corresponding to the mixed FV scheme. Since the special quadratures allow u h and p h variables to be decoupled, an equivalent block form of the cell-centered FV scheme is
where only the sub-system DP = G is actually solved in practice. It is interesting to compare these two systems. For an elliptic problem with no convection and diffusion coefficient a ≡ 1, we compute the condition numbers of the matrix of (4.2) and the sub-matrix D of (4.3), listed in Table 4 .1. The first column, grid level, indicates the mesh size h = 1/2 n , n = 1, . . . , 6.
As expected, the FV scheme has a smaller condition number than that of the MFE scheme at the same mesh level. But the difference in the condition numbers lessens as mesh is refined.
An a posteriori error analysis
We now conduct an a posteriori error analysis for the cell-centered finite volume method in (4.1), by exploiting its equivalent representation as a mixed finite element scheme with particular quadrature rules. First, we define the errors e u = u − u h of u, e p = p − p h of p and e λ = λ − λ h of λ, where u, p and λ are not known in general. We next derive the equations for these errors by subtracting (4.1a)-(4.1c) from the first, second and third equations of (2.3) respectively, yielding
, and QE1, QE2 and QE3 are the quadrature errors defined as
We now state the main result as follows: 
where ψ 1 and ψ 2 are solutions to the adjoint (see [29] ) of (2.2) and satisfy
Proof. Using (5.1a)-(5.1c) and (5.6), and employing Galerkin orthogonality we have
where Π h and P h are defined as in (2.5) and (2.9), respectively. Hence
By the property of Π h , (2.6), and the definition of P h , the items in the third bracket vanish. To simplify the terms in the first two brackets, we use (2.4a) and (2.4b) and the definition of f (p, p h )e p , so that the error representation formula becomes
The terms in II represent the computable residual error of the mixed formulation approximate while III contains two quadrature errors expressions that can be approximated. The terms in I which all lie on the boundary may be analyzed further by expanding as
where we have used the adjoint boundary conditions. The third quadrature error QE3 can be extracted from the first two terms in the last equation, since
using (4.1c) and then applying the Neumann boundary condition of the adjoint problem. We thus obtain the error representation (5.5) with respect to the adjoint data ψ 1 and ψ 2 .
The following remarks highlight some of the features of this estimate: Remark 1. The two expressions in braces in (5.5) together represent the contribution to the error arising from the finite element approximation. The last three expressions are quadrature errors, which represent the contribution to the error arising from discrete sampling of the differential operators. Due to the fact that Π h φ 2 ·n| ∂K and P h φ 1 | K , K ∈ Ω h , are constant, the quadrature errors can be written as
where I s and I xy are the midpoint interpolant operators in one and two dimensions, respectively.
Remark 2.
There is an essential difference between the part of the estimate that represents the effects of seeking a solution in a finite-dimensional space, which can be viewed as the discretization component of the estimate, and the quadrature error terms, which represent the effect of sampling the differential operator at a finite set of points. Galerkin orthogonality holds only for the former, as evidenced by the adjoint factors consisting of the difference between the adjoint solution and its projection into the finite element spaces. It is simple to construct examples in which either component is dominant. We illustrate this in the examples of Section 6. 
Remark 4.
To use (5.5) to compute an estimate, we need to solve the adjoint problem numerically. Given the Galerkin orthogonality, the method used for the adjoint solution must not lie in the finite element space used for the forward problem. In fact, we essentially need to recover derivative information from the adjoint solution. In practice, we can either use a higher order method, e.g. piecewise quadratic, continuous elements, or use the same method but computed on a finer mesh. In this paper, we solve the adjoint problem with the second order Raviart-Thomas mixed finite element method on the same mesh used for the primary computation. Specifically, the finite element spaces for the adjoint problem are taken to be
and M h,adj = w ∈ H 1/2 (Γ N ), µ| e ∈ P 1 (e), ∀e ∈ Γ N .
To enforce normal continuity of elements in V h,adj across interior interfaces, we pick basis functions on a unit reference cell The discrete weak formulations in (2.4) are then applied on V h,adj , W h,adj , M h,adj to obtain approximations to φ 1 and φ 2 . Finally, we project the approximations to the finite volume spaces by P h and Π h to acquire approximations to P h φ 1 and Π h φ 2 .
Numerical tests
In this section, we demonstrate the equivalence of solutions to a cell-centered FV scheme and the MFE scheme with the special choice of quadrature and the accuracy of the a posteriori estimates using two examples. The quantity of interest is taken to be the average error e p over Ω h , which is obtained by choosing ψ 1 = 0 and ψ 2 = 1 in adjoint problem (5.6).
Based on the discussions in Remark 4 of Section 5, we solve the adjoin problem on the same mesh used for the primary computation but using the next higher order mixed finite element method so that we can evaluate the projection into the finite element space for the primary problem accurately. To evaluate the quadrature error expressions, we use a high order Gauss quadrature rule.
In the first test, a ≡ 1, β ≡ 0 and f are chosen and boundary conditions
2 ) .
In Table 6 .1, we list L ∞ -errors and convergence orders of two methods. The optimal order of 2 is observed. Notice also that two methods give exactly the same errors at different mesh levels. In Table 6 .2, we include the effectivity ratio ν, a ratio defined as the error estimate/exact error, and a ratio of the discretization error and quadrature error components. In this example, the residual and quadrature errors both contribute to the total estimate, but the fact that the exact solution is very smooth leads to the discretization error component being much smaller than the quadrature error component.
In the second test problem, we choose a = 2 + sin(3π x) cos(3π y), β = (1.e − 4)(1, 1) , boundary conditions
3 . The L ∞ -errors and convergence orders are listed in Table 6 .3, and error ratios and effectivity ratio ν are listed in Table 6 .4. In this example, the discretization error is the dominant error. We note that computing accurate estimates depends strongly on accounting for the effects of cancellation and propagation of error throughout the domain. We illustrate in the following simple example on a unit square. The diffusion Table 6 .4
Effectivity ratio, ν, and ratio of residual errors and quadrature errors. Table 6 .5 Estimator in (5.5) and a bound obtained by taking absolute values of terms on each cell and then summing over the domain. coefficient is taken to be 1 with Dirichlet boundary conditions and the true solution is p(x, y) = sin(7π x) sin(7π y). In Table 6 .5, we compare the estimate and a bound obtained by taking absolute values on each cell and then summing over the domain. As the mesh is refined and hence more cancellation occurs, the estimate is much smaller than the bound.
Grid level

Conclusions
We have derived an a posteriori error estimate for a cell-centered FV scheme for convection-diffusion-reaction problems. The analysis is based on an equivalence relation between the cell-centered FV scheme and the lowest order Raviart-Thomas MFE. To obtain accurate error estimates, we first rewrite the cell-centered FV scheme as a mixed variational formulation with certain numerical quadrature rules. We then carry out a standard adjoint-based analysis for the resultant mixed formulation. The estimate consists of residual errors from finite element approximation and quadrature errors. Numerical examples are presented which confirm the equivalence of the two numerical schemes and the accuracy of the a posteriori estimate.
Appendix. Details of the analysis
A.1. Derivation of the cell-centered finite volume scheme
Using the divergence theorem to integrate the first equation of (2.1) over ''volume'' K ij , we find The right-hand side can be approximated by f ij ∆x i ∆y j = f (p(x i , y j ))∆x i ∆y j , where f ij is the value of f at (x i , y j ).
Since the first four terms on the left-hand side can be treated in a similar fashion, we only show the procedure for approximating the first integral on interior cells which is 
wherep represents the approximation to the pressure on cell edges and is defined in (A.3). In the above formulation we make a piecewise constant approximation to β x in direction y and a piecewise constant approximation to β
Herep is defined aŝ
That is, if an edge is interior to the domain,p is the average of pressure approximation in its adjacent cells in the case of uniform mesh. (Otherwise, average weighted by the sizes of neighbor cells is required). If an edge is on the outer boundary, p is the value of the pressure approximation in the cell to which the edge belongs.
To enforce the boundary conditions, a standard approach is to make use of ghost cells with ghost values defined as 
We see that the edge pressure approximation λ FV is the average of the pressure in the adjacent cell and the pressure in the ghost cell defined by (A.4). This alternative auxiliary variable is used to facilitate comparison of boundary conditions between mixed finite element and finite volume methods in Section 4. With this notation, we now complete the definitions of δ x p and δ y p as
Combining all the above results, we obtain (3.1).
A.2. Proof of Lemma 4.1
We first observe that, for piecewise polynomial spaces introduced in Section 2, It is easy to verify that λ FV on Neumann boundary edges plays the same role as the Lagrange multiplier λ h in the mixed finite element method. From now on, we abuse the notation of λ FV and λ h .
Collecting all the terms, we obtain (4.1), which is an equivalent mixed finite element method for finite volume scheme (3.1).
