Long time scale molecular dynamics (MD) simulations of biological systems are becoming increasingly commonplace due to the availability of both large-scale computational resources and significant advances in the underlying simulation methodologies. Therefore, it is useful to investigate and develop data mining and analysis techniques to quickly and efficiently extract the biologically relevant information from the incredible amount of generated data. Wavelet analysis (WA) is a technique that can quickly reveal significant motions during an MD simulation. Here, the application of WA on well-converged long time scale (tens of µs) simulations of a DNA helix is described. We show how WA combined with a simple clustering method can be used to identify both the physical and temporal locations of events with significant motion in MD trajectories. We also show that WA can not only distinguish and quantify the locations and time scales of significant motions, but by changing the maximum time scale of WA a more complete characterization of these motions can be obtained. This allows motions of different time scales to be identified or ignored as desired.
INTRODUCTION
Large-scale high-performance computational resources such as the University of Illinois Blue Waters Petascale Resource and the specialized molecular dynamics (MD) engine Anton (from D.
E. Shaw Research) have made longer time scale molecular dynamics (MD) simulations routinely possible [1] [2] [3] [4] [5] [6] [7] . Such simulations generate massive amounts of data, typically in the form of a time series of 3D positional coordinates often referred to as a "trajectory". While such trajectories contain a wide variety of motions, some of these such as inter-domain motions in proteins or base pair opening in nucleic acid systems are of greater interest, or more relevance, than others 8 .
However, one does not always know a priori what kinds of motion are important in a given
system nor over what time scales that such motion will occur. Therefore, there is a need to develop more efficient data mining and analysis methods that can decipher what is happening in such large trajectories 9 .
There are many available methods for analyzing the fluctuations and motions that occur in MD trajectories. Two of the more commonly used analyses are coordinate root mean square deviation (RMSD) and root mean square fluctuations (RMSF) with respect to a reference structure. RMSD provides a global picture of movements or variations away from the reference structure with respect to time. However it does not specify which parts of the molecule are responsible for overall changes in the RMSD plot; i.e. RMSD has good temporal but not physical resolution. On the other hand, RMSF provides a picture of overall movement of an atom or residue within a reference frame. However, it does not show when the movement occurs, i.e. RMSF has good physical but not temporal resolution.
Even with both RMSD and RMSF plots calculated from a given MD trajectory it can still be challenging to determine significant events. For example, a large RMSF for a handful of atoms 3 may not necessarily show up in an RMSD plot since the local motion can be lost in the overall fit. In order to relate such information and determine at which time and/or part of the system a significant event occurs, a visual examination of the trajectory is typically required. However, it may not be easy to perform such visual analysis if the MD trajectory and or system size is large.
Another common analysis is principal component analysis (PCA) of trajectory coordinates.
PCA describes the variance in the coordinate space of the trajectory by projecting the coordinates of the trajectory onto a new space of orthogonal vectors (eigenvectors). The projection of the trajectory onto the eigenvectors yields the principal components (PC) or modes of motions of the molecule. The amplitude of motions along each eigenvector is described by their associated eigenvalues. The eigenvectors with the largest eigenvalues are attributed to low frequency, more global motions, while eigenvectors with smaller eigenvalues are associated with high frequency and more localized motions 10, 11 Although PCA can provide information on the types of motions exhibited by the system over the course of a trajectory, it is not always clear from observing the magnitude of projections for each PC when a significant event occurs during a trajectory, or what parts of the system are involved (since each PC typically describes collective motions).
The wavelet transform is a signal processing method which has been used extensively for data mining 12, 14 . There are many biological applications of the wavelet transform in the context of data compression 15, 20 , denoising 21, 22 and multi-resolution analysis 23, 24 . Martin et al. used the wavelet transform to approximate the number of molecular interaction fields (MIFs), which are characteristics of molecules that describe favorable interaction sites. They used the compressed
MIFs for three dimensional quantitative structure-activity relationship (3D-QSAR) models 15 and virtual screening studies 16 . The wavelet transform has also gained considerable interest in genomic engineering for analyzing the DNA sequence 22, 23 and gene expression microarray 4 data [17] [18] [19] [20] [21] 24 . In these studies, the DNA sequences decoded by logical algorithms and the expression level of different genes on a microarray are considered as signals.
The wavelet transform decomposes a signal onto a set of orthogonal base functions and defines a corresponding set of wavelet coefficients. Wavelet coefficients describe the signal in the timescale domain. There are two types of wavelet transforms, discrete (DWT) and continuous wavelet transforms (CWT) and both are based on decomposing a time series into groups of different coefficients characterized in the time-scale domain. The coefficients at fine scales reveal detailed features of the signal, while coefficients at coarse scales indicate global features [25] [26] [27] . The process of scaling and translating that leads to this "time-scale space" is different in CWT and DWT in terms of resolution. 
MATERIAL AND METHODS

MD Simulations
Two MD trajectories from our previous simulations of a 36-mer DNA duplex d(GCACGAACGAACGAACGC) were used in this investigation 2, 3 . Previous study on these two MD trajectories demonstrated that the internal dynamics of the DNA duplex in both of the simulations are very well converged 2, 3 . Thus, they are suitable options to investigate capability of WA on extracting information from massive amount of simulation data and capturing the dynamic features of the system. The first trajectory was generated on the Anton special-purpose MD engine for 44 µs. The second trajectory is an ensemble of 100 independent simulations, each of around 1 µs of sampling time and concatenated together for a total aggregate time of approximately 84 µs. In each segment the first 100 ns of simulation is neglected to smooth out the transition between the segments. As a result, the structural differences between each copy are very small so that it looks like as a single continuous trajectory. These simulations were performed on the GPUs of NCSA Blue Waters Petascale Resource. The Anton trajectory was written every 50 ps, and the Ensemble trajectory (ENS) was sampled every 1 ps. However, here due to the computational analysis time considerations, both simulations were down sampled and frames at intervals of 500 ps were used. Refer to the original articles for further details about the MD protocols and methodology 3 . The trajectories are freely available for download at http://amber.utah.edu/DNA-dynamics/GAAC/.
All non-wavelet trajectory analysis (RMSD, RMSF, etc) was performed with CPPTRAJ from AmberTools 15. All the wavelet trajectory analyses were performed using a development version of CPPTRAJ now available via GitHub at (https://github.com/Amber-MD/cpptraj). 8
Wavelet Analysis of MD Trajectories
The WA algorithm was initially implemented and tested in MATLAB 50 . However, in order to have WA as part of the CPPTRAJ software we re-developed the code in C++. Here, the MD trajectory time series of each atom was considered as the input signal of our code. In order to remove the global translational and rotational motions of the molecule, all frames of the trajectory were RMS-fit to the average structure of the trajectory. WA can be executed on each of the components of the Cartesian coordinates (e.g. x, y or z) separately. However, in this study the three dimensional (3D) Cartesian coordinates for each atom were reduced to a single dimension by using the displacement of each atom from a reference structure that can be the first frame or average structure. As the results for both are similar, here we only present the results using the distance from the first frame.
The analysis procedure is as follows. and then take the inverse FT to obtain the CWT as follows:
where ‫ܹܶܥ‬ is the continuous wavelet transform for atom ݅ at scale ݇, ‫ݎ‬ ‫)ݐ(‬ and ܴ (߱)
respectively denote the displacement trajectory for atom ݅ in time domain and frequency domain 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   9 domain and frequency domain respectively (i.e. ܹ (߱) = ‫ݓ‪൫‬ܨ‬ (߱)൯), ‫ܨ‬ refers to FT, inverse Fourier transform is shown by ‫ܨ‬ ିଵ , and the * sign refers to convolution.
The scales are determined via:
where ܵ is the smallest scale of the wavelet and ds is the space between discrete scales. Several different maximum scales were chosen in order to reveal all the significant motions. After computing the CWT of a particular atom for all scales, a matrix of wavelet coefficients is obtained which has dimensions of [݇ × ݊], where ݇ is the number of scales and ݊ is the number of time steps in the trajectory. Note, the scale component of each signal is inversely proportional to the frequency component of the signal, i.e. ܵ ∝ 1/݂ . After calculating the wavelet coefficients for all atoms, significance testing is performed to determine the scales where the given atom has a significant motion 41, 45 . Every significance test is based on the null hypothesis.
According to the null hypothesis, the observations (specifically the wavelet coefficients) are normally distributed around the expected value and there is no significant difference between the observed and expected value. Therefore, a mean expected spectrum is obtained to evaluate the significance of the coefficients at each scale at each time step. Since the wavelet functions are complex, the wavelet coefficients are also complex. Therefore, we only evaluated the absolute values of the coefficients. The square of a normally distributed variable follows a chi-squared distribution. Thus, the distribution for the square of the absolute values of wavelet coefficients (|ܹ , | ଶ ) is as follows:
where ܸ ଶ is the variance of the atom's displacement and χ ଶ ଶ is the value of chi-square distribution with two degree of freedom at a desired confidence level. Since the coefficients have 10 two parts (real and imaginary) the value of chi-square with two degrees of freedom is considered.
The mean Fourier power spectrum of the displacement of all atoms in Anton simulation is considered as the expected value. For convenience, an approximate expression is obtained for the expected value using curve fitting tool of MATLAB as follows 50 :
where ‫‬ is the period in nanoseconds. of scales for all atoms results in a "heat map", where one dimension is time, the second dimension is the atom's number, and the third is the scale of the significant motions. The color scale beside the map shows the values of the scales in ns. Thus, the wavelet map provides a picture of significant motions that occur throughout the trajectory, and is essentially a representation of time scales of the significant motions that are also characterized both in time and space. All wavelet maps were generated using Gnuplot version 4.3.
According to the sampling theorem, the maximum frequency component that can be captured without aliasing is one half of the sampling frequency. The minimum captured scales without aliasing is twice the sampling rate. Therefore, choosing scales smaller than twice the trajectory sampling rate do not give any meaningful information. The resolution of the trajectories as mentioned before is 500 ps, therefore the shortest wavelet scale that is used here is 1 ns.
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In summary, the algorithm is as follows: 1) Calculation of the mean spectrum formula which is obtained by averaging of the Fourier power spectrum of many samples. 2) Calculation of the FT of the signal and wavelet functions. 3) Multiplying these two signals and taking inverse FT to obtain wavelets in time domain. 4) Repeating step 2 and 3 for other scales. 5) Using the significance test to filter those scales that pass the test. 6) Chose the maximum value between the scales that pass the test. 7) Creating maps of the wavelets using Gnuplot. This algorithm is displayed in Figure 1 . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   12 In previous studies WA has been conducted using both MATLAB 45 In addition, in CPPTRAJ the WA calculation has been OpenMP parallelized, resulting in even more speedup.
Wavelet Analysis Feature Extraction
The WAFEX algorithm identifies regions of interest (termed "clusters") from wavelet maps using a modified version of the DBSCAN 51 clustering algorithm as follows. First, the average significance value is determined from all points in the map. Any point less than the average is automatically considered noise (this is the part that differs from the original DBSCAN algorithm).
Next, clusters are created in the following manner. Each non-noise point is visited, and the number of "neighbor" points within a certain distance (referred to as epsilon) are counted -this process is referred to as a "region query". The distance is calculated as follows: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 13 number of neighboring points is less than a specified number of minimum points, the point is considered noise. Otherwise, a cluster is created that contains the point and all neighboring points. The neighboring points in the cluster are used as "seed points" to try and expand the cluster. A "region query" is performed on all seed points; if the region around a seed point contains more than the specified minimum number of points, any points not currently assigned to a cluster (including noise points) are added to the list of "seed points". This process is repeated until there are no more seed points.
Once the current cluster stops growing, the next non-noise point is visited and a new cluster is determined/expanded until all points have been visited and assigned to a cluster or considered noise. We have found that an epsilon of 20.0 and minimum number of points equal to ~20% of the analyzed system size in atoms tends to give the best results, so for the GAAC DNA duplex we used a minimum number of points equal to 250.
For each cluster, the minimum and maximum atom indices and frame numbers are determined from the points it contains. This process is not strictly necessary but serves to clarify the atoms and frames over which an event takes place. Each cluster now defines a specific region bounded by atoms and frames that contains an event of significance at longer scales. This information can be used to pinpoint the physical and temporal locations of events of interest. 
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RESULTS AND DISCUSSION
Physical and Temporal Locality of Events
Wavelet maps for the Anton and ENS simulations over the range scale of 1 ns to 5 µs are shown in Figure 2 and It is important to note that for a given atom at a specific time, various motions with different frequencies can pass the significance test. In such a case, only the most significant motion is recorded. Because of this we applied WA using a range of scales in order to reveal motions that may become obscured by this procedure. The WA of the Anton MD trajectory data over different ranges of scales (from 1 ns to maximum scales ranging from ~100 ns to 12 µs) are shown in 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 19 pair opening. This observation is consistent with what we expect from our previous studies.
From these results we conclude that by tuning the ranges of scales one can isolate only the dynamic features of the system that are of interest.
It is worthwhile to mention that when WA is performed over scales larger than 6 µs, no new events are revealed, implying that there is no more significant motion to be captured at scales higher than 6 µs. This observation is consistent with our recent analysis of this simulation data as well as some experimental evidence that indicates a gap in the dynamics of based-paired DNA on time scales from approximately 5 µs to 1 ms [46] [47] [48] . 2 By performing WA over various time scales, this information is conveniently revealed. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 The above mentioned procedure was performed on the ENS trajectory as well. Figure 6 shows that all detected events in the wavelet map occur at similar times and regions corresponding to 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 23
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Wavelet Analysis Feature Extraction
Events of interest that occur in MD trajectories tend to occur at longer time scales. In order to rapidly identify the physical and temporal locations of such events we have developed a new analysis technique that we call wavelet analysis feature extraction (WAFEX), which identifies clusters of atoms/frames that correspond to significant motions at higher scales. These clusters can then be used to create trajectories containing only the atoms/frames of interest, and/or an "overlay trajectory" which in conjunction with the original trajectory can be used to easily identify significant events visually. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   26 visually highlight specific regions of interest which may assist researchers in pinpointing significant events even for simulations that span microseconds.
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