INTRODUCTION
The concept of optimizing set functions (i.e., functions of sets) arises in various mathematical areas. For example, an early result was the Neyman-Pearson lemma of statistics [6, 111 , which is simply the statement of a sufficient condition for maximizing an integral over a single set. The necessity of this condition, as well as the existence of a solution, was later established in [S] . These results were subsequently generalized to n sets and a duality theory was developed in [3, 4] . However, all these results were for special cases of set functions involving integrals. The first general theory for optimizing set functions was developed by Morris [lo] , who obtained for functions of a single set the analogs to standard mathematical programming results. Subsequent work [Z, 7,8 , 141 on duality and multiple objective optimization has remained confined to functions of a single set.
In this paper previous work is generalized by minimizing n-set functions, i.e., functions of n sets. In Section 2 some preliminary matters are considered and the problem is formally stated. In Section 3 differential necessary conditions for local minima are developed. These conditions are shown to be sufficient under convexity assumptions in Section 4. Saddlepoint optimality conditions and a Lagrangian duality are obtained in Section 5.
PRELIMINARIES
Throughout this paper let (X, -c4, ,u) be a finite atomless measure space. We will be concerned with functions on A"' = {(S,, . . . . S,): Sip &, i= 
LOCAL DIFFERENTIAL

THEORY
For h E L,(X, d, p) and SE d with characteristic function xs~ L,(X, d, p), the integral js h dp will be denoted by (h, xs). Definition 3.1 is due to Morris [lo]. Differentiation for n-set functions is next defined. Differential necessary conditions for a local (and hence global) minimum to (1) are next established. Result 3.5, which follows readily from elemen-tary properties of integration and (2), justifies such a development in view of Result 2.2 and the previous restriction to pseudocontinuous functions. The result also illustrates similarities to differentiability of real-valued function of n-variables. In that setting (see [12] ) differentiability implies continuity, and the continuity of the partial derivatives implies that the gradient exists and is continuous. 
1.: not all zero,
where g&, ..,, s: is the ith partial of G, at (SF, .,., S,*).
Proof: In the proof we write f; for f $ ,,,,, sZ, g$ for g$ ,,,,, s,r, and f ', g" for arbitrary (S, ,..., S,). Define 
Letting S, = S,*, k # i, in (11) establishes (3). Since (5)- (7) are immediate, the proof is complete. 
CONVEXITY AND GLOBAL DIFFERENTIAL THEORY
The convexity of n-set functions is now defined, some properties related to convexity are established, and the conditions of Corollary 3.9 are shown to be sufficient for a global minimum if F, G, , . . . . G, are convex. 
The proof of the next theorem again follows standard arguments. 
REMARKS
There are two types of constraints that have not been considered here. First, inequality constraints were not included in (1) because there is no suitable version for set functions of the inverse function theorem to use in proofs. Second, constraints involving the set operations u or n (such as S, n S, =~+5, i#j, and u:=, Sj= X) were not considered. Since a theory involving both of the above types of constraints was developed for the special case in [3, 4] , it is conceivable that a general theory including such constraints can be established. Subsequent work will be directed at doing so.
