Measles presents a unique and imminent challenge for epidemiologists and public health officials: the disease is highly contagious, yet vaccination rates are declining precipitously in many localities.
Introduction
Forecasting the spread of infectious diseases is a fundamental goal of epidemiologists and healthcare suppliers. Accurate weeks-and months-ahead forecasts provide essential information for planning and allocation of medical resources and contribute to an informed and healthy community. Precise uncertainty quantification of future disease counts greatly aids medical and public health officials, and can save human lives. Other epi-relevant features, such as the peak number of cases and the time at which the peak occurs, may be equally important to forecast (Tabataba et al., 2017) . Indeed, despite the wide availability of vaccines for many infectious diseases in the United States, certain disease incidences are on the rise in many states, and often accompanied by fatalities (Van Panhuis et al., 2013) .
Among infectious diseases, measles presents an important and imminent challenge. Measles infections commonly occur among school-aged children, with incidence patterns that demonstrate complex seasonality (see Figure 1 ): in endemic localities, distinct intra-year seasonality persists both during and between epidemics, yet seasonality dissipates as the disease is eradicated (Durrheim et al., 2014) . Accounting for intra-year seasonality-which may evolve or vanish over time-is therefore essential for measles modeling and forecasting. Importantly, measles is the most infectious communicable disease known: an infected individual in a susceptible population generates 12-18 new cases on average (Durrheim et al., 2014) . As a result, vaccination rates must be exceptionally high to prevent measles outbreaks.
The state of Texas is notably problematic: it is second most populous state in the United States, with a rapidly declining measles vaccination rate. Texas state law allows for "reasons of conscience" (i.e., nonmedical) exemptions from immunization. The Texas Department of State Health Services reports that 1.07% of students-or around 50,000 children-were granted exemptions in 2018, far above the 0.45% who were granted exemptions in 2010 (Texas Department of State Health Services, 2018a). Lo and Hotez (2017) carefully articulate the dangers of lapses in measles vaccination coverage in Texas, noting that consequences extend beyond school children and may adversely affect unvaccinated infants and adults, with implications for both public health and the statewide economy. The perilous combination of (i) a highly infectious disease and (ii) an expanding population of susceptible, nonvaccinated children is particularly concerning, and leads experts to warn of a serious and imminent risk for a measles outbreak in Texas in the coming years (Hotez, 2016) .
To improve preparedness for a measles outbreak, we develop new methodology that provides accurate weeks-and months-ahead forecasts with precise uncertainty quantification.
Within a Bayesian framework, we model measles counts as integer-valued functional data:
measles counts are a function of time-of-year with replicates (time-ordered) across years.
This approach, illustrated in Figure 1 , allows for flexible modeling of the intra-year seasonality, which varies dynamically from year-to-year-an important feature for modeling measles incidence. Here, the intra-year seasonality pattern is modeled as unknown and learned from the data, which provides the foundation for accurate long-term forecasting coupled with wellcalibrated prediction intervals. The measles counts are modeled using a negative-binomial distribution conditional on a real-valued latent process, which offers several advantages: (i) it is well-defined for count data, which is important for modeling small counts that occur during low seasons and especially post-vaccine; (ii) it accounts for overdispersion observed in the data; (iii) it is compatible with an efficient Gibbs sampling algorithm for posterior inference; and (iv) by conditioning on a real-valued process, it provides a general framework for building upon the multitude of successful models for real-valued functional data.
Prediction of disease incidence has become an important statistical research topic in recent years (Unkel et al., 2012; Nsoesie et al., 2014) . Successful models commonly assume dynamic and integer-valued distributions for disease counts. The susceptible-infected-recovered (SIR) model, which specifies a mechanistic model for the spread of infectious disease via differential equations, corresponds to a negative-binomial model with latent dynamics (Bjørnstad et al., 2002; Dalziel et al., 2016) . For influenza forecasting, Osthus et al. (2018) improve upon the parametric limitations of the SIR model by incorporating additional local dynamics via a reverse-random walk model. Martínez-Bello et al. (2017) model dengue disease counts using a dynamic Poisson model, which includes covariates. These methods, including more classical seasonal time series models (Shumway and Stoffer, 2000) , focus primarily on local weekto-week time-dependence, with limited flexibility for intra-year seasonalities. Alternatively, Brooks et al. (2015) propose an empirical Bayesian approach for modeling influenza counts as smooth functions of week-of-year. The aggregate success of these methods serves as motivation for the proposed Bayesian integer-valued functional data model. The paper is organized as follows. The integer-valued functional data model is defined in Section 2, with an accompanying MCMC algorithm for posterior inference in Section 3.
The measles forecasting study is in Section 4, which also includes in-sample inference for the vaccine effect. A simulation study is in Section 5. We conclude in Section 6.
Modeling Integer-Valued Functional Data

The Model
Suppose we observe (non-negative) integer-valued functions Z i : T → N = {0, 1, . . . , ∞} for i = 1, . . . , n on some domain T ∈ R D for D ∈ Z + . For measles incidence data, Z i (τ ) corresponds to the measles counts in week τ of year i. The intra-year index τ ∈ T is continuous (with D = 1), so the model is well-defined for finer time scales, such as daily counts. The integer-valued functional data are modeled using a negative-binomial distribution conditional on a real-valued latent process, θ i : T → R, and a scalar dispersion, r > 0:
The dispersion r provides distributional flexibility, and in particular may incorporate overdispersion of the integer-valued data Z i (·), while the real-valued process θ i (·) accounts for functional and other dependence. Explicitly, the negative-binomial density of z ∼ NB(r, π) for
The conditional expectation and variance of Z i (τ ) in (1) are related to r and θ i (·) as follows:
The process θ i (·) completely determines the conditional expectation of the integer-valued functional data Z i (·), while the conditional variance exceeds the conditional expectation with greater overdispersion as r > 0 decreases. Alternatively, model (1) may be derived via the
Gamma {r, r exp [θ i (τ )]} and marginalizing over λ i (τ ). In the limit r → ∞, (1) converges to a Poisson distribution with mean parameter exp [θ i (τ )].
Z i (τ ) is modeled as conditionally independent in (1), with all functional and other dependence, such as time dependence, relegated to the real-valued process θ i (τ ). Importantly, the vast majority of Bayesian models for functional data are designed for real-valued processes, which suggests a wide range of options for θ i (·). We model the real-valued process using a functional basis expansion with Gaussian innovations:
where µ i (τ ) is the conditional expectation of θ i (τ ), i (·) is a white noise process, f k : T → R for k = 1, . . . , K are (known or unknown) basis functions, and {β k,i } are the corresponding basis coefficients. Model (4)- (5) is designed to reproduce the classical setting for functional data analysis, where a real-valued function θ i (τ ) is modeled as noisy observations of a smooth function µ i (τ ), commonly via a basis expansion. For maximal flexibility, we model the basis functions {f k } as smooth yet unknown functions (subject to identifiability constraints), which produces a data-adaptive functional basis (Kowal, 2018; Kowal and Bourgeois, 2018) . For modeling measles counts, learning {f k } corresponds to learning the intra-year seasonalities, with year-specific weights given by the coefficients {β k,i } (see Section 2.2).
The conditional expectation of Z i in (2) is non-smooth, since θ i contains a white noise component i . A smoother representation is obtainable by marginalizing over i :
where µ i is smooth. Equation (4) may also include an additive offset or exposure, say
e /2). In Section 4, we include an offset for the population of Texas. The combination of a negative-binomial model (1) and a Gaussian model (4) has appeared previously in other contexts. In place of the basis expansion (5), Davis and Wu (2009) propose a linear time series model, Zhou et al. (2012) use a regression model, and Klami (2015) introduce a factor model, while each emphasizes distributional flexibility, in particular for overdispersion. The model framework of (1), (4), and (5) is compatible with a computationally efficient and convenient blocking structure for a Gibbs sampler, as in Zhou et al. (2012) and Klami (2015) : θ i (·) is sampled from a full conditional Gaussian distribution using a Pólya-Gamma data augmentation scheme (Polson et al., 2013) , and conditional on θ i (·), model (4)- (5) is simply a Gaussian functional data model with "data" θ i (·) and therefore may utilize existing samplers for σ and the parameters comprising µ i (·).
Model (5) may be accompanied by various functional data models, such as function-onscalars regression (Goldsmith et al., 2015; Goldsmith and Kitago, 2016) , functional multilevel and mixed models (Morris and Carroll, 2006; Di et al., 2009; Zhu et al., 2011) , functional autoregressive models for time-ordered functional data (Kowal et al., 2017c) , among others (e.g., Ramsay and Silverman, 2005; Morris, 2015) . To incorporate time-dependence from year-to-year, we consider the following autoregressive model:
Generalizations for multiple lags and vector autoregressions are available, yet less parsimonious. The model properties of (4), (5), and (7) are discussed in Section 2.3.
The priors for µ k and η k,i control the shrinkage behavior of the model for β k,i . Without adequate shrinkage on µ k and η k,i , the model may be overly sensitive to the number of basis functions K. To mitigate the impact of the choice of K, we introduce ordered shrinkage across coefficients k = 1, . . . , K via a multiplicative gamma process (MGP) prior (Bhattacharya and Dunson, 2011) for µ k and η k,i . The resulting variance for each of µ k and η k,i is stochastically decreasing in k, so coefficients become a priori less important for larger k. Compared to alternative approaches that treat K as unknown (Suarez and Ghosal, 2017) , the MGP approach is computationally scalable and does not require complex and intensive computing procedures such as reversible jump MCMC. Specifically, the priors are
iid ∼ Gamma(ν η /2, ν η /2) with ν η ∼ Uniform(2, 128) to induce heavier tails in the marginal distribution of η k,i . The hyperpriors a µ 1 , a µ 2 , a η 1 , a η 2 iid ∼ Gamma(2, 1) allow the data to determine the rate of ordered shrinkage. For the autoregressive coefficient in (7), we assume the prior (φ k + 1) /2 iid ∼ Beta(a φ , b φ ) to constrain |φ k | < 1 for stationarity, and select a φ = 5 and b φ = 2 for measles and simulated data. These choices were successfully applied for Gaussian functional data in Kowal (2018) and Kowal and Bourgeois (2018) .
Modeling the Basis Functions
While many options exist for the basis functions f k (·) in (5), we follow the highly flexible approach of Kowal et al. (2017a) for unknown f k with the computational improvements in Kowal (2018) and Kowal and Bourgeois (2018) . Modeling each basis function f k as unknown (i) produces a data-adaptive functional basis and (ii) incorporates the uncertainty about f k into the posterior distribution. Specifically, we let
. . , b Lm (τ )) a vector of low-rank think plate splines and ψ k a vector of unknown coefficients. Low-rank thin plate splines are flexible, smooth, and typically efficient within MCMC samplers (Crainiceanu et al., 2005) , and are well-defined for T ⊂ R D with D ∈ Z + .
For smoothness, we assume the prior
roughness penalty matrix, such as Ω = b (τ )b (τ )dτ forb the second derivative of b, and λ f k > 0 is an unknown smoothing parameter. Details on the construction of b(·) and Ω, including useful reparametrizations, are given in Kowal (2018) . For identifiability, we enforce the matrix orthonormality constraint F F = I K , where
is the basis function f k evaluated at the observation points τ 1 , . . . , τ m . The matrix orthonormality constraint, coupled with the ordering implied by the MGP prior, is sufficient for identifiability, and may be leveraged to improve computationally efficiency in sampling the coefficients {β k,i } as in Kowal (2018) and Kowal and Bourgeois (2018) .
Properties of the Model
To understand the implications of a functional time series model for seasonal time series data, we consider the covariance properties of the real-valued process θ i (τ ) implied by (4)-(5). Naturally, the properties of θ i (τ ) are important for the integer-valued functional data Z i (τ ), and for real-valued functional data we may simply replace θ i (τ ) with the functional observations. Let {ϑ t } T t=1 denote a seasonal time series with seasonality m and n seasons, so T = nm. To model the seasonal time series as a functional time series, we map θ i (τ ) = ϑ τ +(i−1)m for each τ = 1, . . . , m. In our application, the seasonality is m = 52 weeks and the seasons are years i = 1, . . . , n. Consequently, the covariance of the process θ i (τ ) directly determines the seasonal covariance of ϑ t .
The covariance function in (8) is the covariance between weeks τ and u of the same year i. If the coefficients {β i } are stationary, then the covariance of β i is constant and the within-year covariance of ϑ t does not vary from year-to-year. The week-to-week dependence is primarily governed by the basis functions {f k }, which are smooth, implying that the seasonal covariance in (8) is also smooth. For weeks in different years, we have the following:
For a seasonal time series, (9) determines the covariance of ϑ t between different seasons of different years. By modeling the dynamics of β i (with respect to i), we may incorporate a flexible model for time-varying seasonality. In the special case of (7), the covariance in (9) simplifies to
Seasonality is determined by the basis functions f k , which are learned from the data, while year-to-year dependence is controlled by the autoregressive coefficients {φ k }. For the same week τ in different years i and i − , (10) simplifies to Cov
Naturally, the year-over-year covariance depends on the timeof-year via f 2 k (τ ): for example, the seasonal behavior during the peak months in the late spring may differ from the seasonal behavior during low seasons in the fall (see Figure 1 ).
We develop a computationally efficient MCMC sampling algorithm for model (1), (4), and (5). A fundamental observation is that, conditional on θ i (τ ), the remaining parameters in µ i (τ ) and σ may be sampled using MCMC methods for Gaussian functional data, such as Morris and Carroll (2006) , Di et al. (2009 ), Zhu et al. (2011 ), Kowal (2018 , and Kowal and Bourgeois (2018) . Therefore, the primary consideration is obtaining a sampler for the negative-binomial parameters r and θ i (τ ) in (1). For the dispersion parameter r > 0, we assume the half-Cauchy prior distribution r ∼ C + (0, 10) and sample from the full conditional distribution using the univariate slice sampler (Neal, 2003) .
To draw from the full conditional distribution of {θ i (·)}, we employ a Pólya-Gamma data augmentation scheme (Polson et al., 2013) , which produces a computationally efficient sampling algorithm that does not require any tuning. The likelihood for θ i (τ ) is proportional to (Kowal et al., 2017b) . Sampling proceeds by drawing θ i (·) from its Gaussian full conditional distribution and the auxiliary Pólya-Gamma random variables from the full conditional dis-
Additional background on Pólya-Gamma augmentation is available in Zhou et al. (2012) , Polson et al. (2013) , and Klami (2015) .
Let τ 1 , . . . , τ m denote the observation points of Z i (·). While these points are assumed to be common for all i = 1, . . . , n, sparsely-or irregularly-sampled functional data may be accommodated via an imputation step. An outline of the Gibbs sampling algorithm is below:
2. Dispersion: Sample from [r|{Z i (·), θ i (·)}] using a slice sampler (Neal, 2003) .
Polson et al. (2013);
5. Rest: given {θ i (τ j )}, sample the parameters of the Gaussian functional data model implied by (5), including σ , {β k,i }, and {f k }.
For model (7), the final Gibbs block above uses the efficient sampler in Kowal (2018) . While we omit details for brevity, the Kowal (2018) sampler iteratively draws (i) the basis functions {f k } using a Bayesian backfitting sampler for Bayesian splines (Hastie and Tibshirani, 2000) ,
(ii) the (dynamic) basis coefficients {β k,i } using a state space sampler (Durbin and Koopman, 2002) , and (iii) the variance components σ and the MGP shrinkage parameters with known full conditional distributions. An appealing feature of the proposed Gibbs sampler is its modularity: substituting other models in (5) only impacts the final Gibbs block above, which may directly incorporate existing samplers for Gaussian functional data models.
Draws from the posterior predictive distribution, sayZ i (τ * ), are generated using step 1. Inference on epi-relevant features proceeds by evaluating h(Z i ) for each draw from the posterior predictive distribution, where h computes the epi-relevant feature, such as the maximum count over τ * in year i.
Measles Counts in Texas
We model and forecast weekly measles counts in Texas using publicly-available data from 
Measles Counts: Forecasting
For optimal preparedness and resource allocation, multi-weeks-ahead forecasts with uncertainty quantification are essential. However, adequate forecasting performance on postvaccine data alone may be insufficient: in the event of a measles outbreak, counts may reflect pre-vaccine seasonality patterns and volume. Therefore, it is imperative that forecasting technologies be capable of performing adequately both pre-and post-vaccine.
Let Z i (τ ) denote the measles incident count for week τ = 1, . . . , m = 52 within year i = 1, . . . , n. Equivalently, we may write the observed measles counts more traditionally as a time series of counts z t , t = 1, . . . , T = nm with Z i (τ ) = z τ +(i−1)m . To accompany the measles counts, we include annual population data for Texas (U.S. Bureau of the Census, Federal Reserve Bank of St. Louis, 2018) as an offset E i (τ ) = E i in (4)- (5), so (4) becomes
, which implies the conditional expectation (6) may be expressed as a rate,
e /2).
Forecasting Design
For each year from 1950-1980, we compute multi-weeks-ahead forecasts given (i) historical measles counts and population data from 1928 up to the forecasting year and (ii) measles counts and population data from the first m 0 weeks of the forecasting year. By observing a small number m 0 of weeks at the beginning of the year, the forecasting models may adapt to each year's distinct seasonality pattern in order to forecast the remaining m − m 0 weeks of the year. We consider m 0 = 9 weeks and m 0 = 25 weeks: the former case m 0 = 9 is more challenging, since it constrains the partial observations almost entirely to JanuaryFebruary and therefore requires forecasts during the peak months of March-June as well as the subsequent decline. The forecasting period 1950-1980 includes pre-and post-vaccine years, and terminates in 1980 due to substantial missingness thereafter (see Web Figure 12 ).
An illustration of the forecasting design is given in Figure 2 for 1961, which immediately precedes the introduction of the measles vaccine. Given observations from the first m 0 = 9 weeks (yellow region), we use the posterior predictive distribution under model (1), (4), (5), and (7) to compute (i) the posterior predictive expected value (6) for the future counts in weeks 10-52 (blue line), (ii) 95% posterior predictive intervals for the future counts in weeks 10-52 (gray region), and (iii) the posterior predictive distribution for the future peak measles count and the time at which it occurs. This figure appears in color in the electronic version of this article, and color refers to that version. The measles forecasts are accurate, with prediction intervals that widen during peak times from March-July, narrow for July-November, and widen again in December, which matches the observed pattern of variability in Figure   1 . For both peak value and peak time, the corresponding posterior predictive distribution is centered around the future observed value. An analogous plot given observations from the first m 0 = 25 weeks in 1961 is in Web Figure 9 : the forecasting intervals are far more narrow, yet the posterior distribution of peak time has an interesting bimodality, which assigns large probability to the peak time occurring in either July or December.
Forecasting Methods
We consider a variety of functional, seasonal, and time series forecasting methods with different distributional assumptions. For each forecasting year t, we are interested in computing point and interval forecasts for an unobserved (future) count Z t (τ * ) for weeks τ * > m 0 with known offset E t (τ * ) based on (i) historical data from previous years {Z i (·), E i (·) : i < t} and (ii) partial observations from the current year {Z t (τ ) : τ ≤ m 0 }. While accurate point forecasts are undoubtedly important, well-calibrated and precise interval forecasts provide useful information for planning and allocation of resources. In addition to forecasting intervals for future measles counts, we consider 95% prediction intervals for the peak count, max{Z t (τ * ) : τ * > m 0 }, and peak time, arg max τ * {Z t (τ * ) : τ * > m 0 }, for each year t from . Note that these quantities are not readily available for all methods.
We consider two variations of the proposed integer-valued functional time series model: a negative binomial distribution with unknown r (NB-FTS) and an approximate Poisson distribution (Pois-FTS) with r = 1000. Forecasts are computed by treating Z t (τ * ) as missing data for τ * > m 0 and imputing from the posterior predictive distribution (see Section 3). We select K = 6 and run the MCMC for 30,000 iterations, discarding the first 5,000
iterations as a burn-in and retaining every 5th simulation to reduce autocorrelation.
As a direct competitor, we include the Gaussian functional time series model (Gauss-FTS) of Kowal (2018) , which uses the same model for (5) and (7), but replaces θ i (τ ) in (4) with the observed functional data. Although not well-defined for integer-valued data, Gauss-FTS uses the variance-stabilizing transformation for the Poisson distribution: the input data
2 is computed for forecasting and inference. We use the same choice of K and MCMC specifications as for NB-FTS and Pois-FTS. Among other functional data methods, we compute forecasts based on (i) the pointwise sample means of the functional observations rescaled by the
, and (ii) the previous functional observation rescaled by the offsets (RW-FDA),Ẑ t (τ
i.e., a random walk forecast. While these are nominally functional data estimators, they are also seasonal time series estimators, and therefore provide an important baseline.
We also include more classical seasonal and integer-valued time series models, which are broadly popular for disease forecasting (Shumway and Stoffer, 2000; Martinez et al., 2011) .
Using the time series data z 1 , . . . , z m 0 +(t−1)m up to week m 0 of the current year t, we fit a seasonal autoregressive moving average (SARIMA) model using the auto.arima() function in the forecast package in R (Hyndman et al., 2018; Hyndman and Khandakar, 2008) with the order of the autoregressive, moving average, seasonal autoregression, and seasonal moving average components (based on m = 52 week seasonality) selected by AIC. Similarly, we fit a SARIMA model to the square-root transformed count data (sqrt-SARIMA) to stabilize the variance. In both cases, the counts are scaled by the offset before fitting and rescaled for forecasting and inference. Among time series models for count data, we include negativebinomial (NB-TS) and Poisson (Pois-TS) models implemented using the tsglm() function in the tscount package in R (Liboschik et al., 2017b,a) . We select a log-link function and include past observations and past means from lags 1,2, 52, and 53, which incorporates local time-dependence and annual seasonality.
Forecasting Evaluation Metrics
Forecasting performance is evaluated based on (i) point forecasts, (ii) interval forecasts, and (iii) interval forecasts of epi-relevant features, namely the peak count and the peak time.
In each case, results are divided into pre-and post-vaccine eras, with 14 years pre-vaccine and 16 years post-vaccine (we omit 1964 due to substantial missingness). For each year, we forecast m − m 0 weeks of measles counts, totaling 602 weeks pre-vaccine and 688 weeks post-vaccine for m 0 = 9, and 378 weeks pre-vaccine and 432 weeks post-vaccine for m 0 = 25.
For a point forecast, sayẐ i (τ * ), we consider two definitions of mean absolute error (MAE). We compute the MAE averaged across all weeks τ * > m 0 in each year i,
, which illustrates how forecasting performance varies from year-to-year. To compare forecasting performance for different forecasting horizons, we also compute the MAE averaged across all years in each week τ * , MAE(τ
where n 0 is the number of years used for estimation and n is the total number of years.
Interval forecasts are evaluated using empirical coverage probability (ECP) and median interval width (MIW): for a prediction interval (Ẑ
. . , n, τ * = m 0 + 1, . . . , m}. Both metrics are important: ECP assesses calibration of the interval, while MIW describes the precision of the uncertainty quantification. The goal is to obtain the most narrow forecasting intervals that achieve the 95% nominal coverage.
Forecasting Results
A comparison of the point forecasts is given in Figure 3 , which includes both MAE metrics for forecasting weeks 10-52. The proposed methods NB-FTS and Pois-FTS perform the best across all years, with notable improvements over competing methods in the pre-vaccine era.
The specific time-of-year improvements are illustrated in the MAE(τ * ) plots in the bottom panels: the NB-FTS and Pois-FTS forecasts are substantially more accurate during weeks 10-20, which corresponds to peak measles counts, especially pre-vaccine. Unsurprisingly, Table 2 . Notably, only the proposed NB-FTS model provides forecasting intervals that consistently achieve the 95% nominal coverage. Naturally, correct coverage is essential for utility and interpretability of the intervals.
In addition to correct coverage, NB-FTS produces substantially more narrow forecasting intervals, especially among methods that achieve nearly the nominal 95% coverage, which implies greater precision in the forecasting intervals. For example, in the pre-vaccine era, NB-FTS forecast intervals achieve 96% coverage with a median width of 543 counts, while the most competitive alternative, sqrt-SARIMA, has 92% coverage with a median width of 1751 counts-which is more than three times larger. Pois-FTS is competitive with NB-FTS, but typically suffers from undercoverage. Interestingly, the integer-valued distribution appears to be important: Gauss-FTS, despite including a variance-stabilizing transformation, either fails to provide adequate coverage or produces much wider forecast intervals than NB-FTS.
Clearly, NB-FTS provides superior forecast intervals, which are both correctly calibrated at 95% and more precise than competing methods.
Similarly, Table 1 compares the 95% forecasting intervals for the epi-relevant features corresponding to the peak time and peak values of the measles counts over the weeks 10-52, as well as for the simulated data in Section 5. For resource allocation and planning, it is important to know when the measles season will peak, and how many people will be affected at the peak. For the Bayesian (integer-valued and Gaussian) functional data models, inference for these quantities are readily available via the posterior predictive distribution (as in Figure 2 ). Impressively, the proposed integer-valued functional data models provide the correct nominal coverage with much narrower intervals than the Gaussian model.
These results cumulatively demonstrate the clear advantages of using the proposed integervalued functional data model for point, interval, and epi-relevant forecasts of measles counts.
The integer-valued distribution offers substantial improvements for NB-FTS and Pois-FTS relative to Gauss-FTS, including both point estimation and interval coverage, while the functional data approach outperforms seasonal and integer-valued time series models, especially among forecast intervals and pre-vaccine point forecasts.
Measles Counts: Inference
The proposed modeling framework may be used for in-sample estimation, inference, and imputation of missing values. Consider the introduction of the measles vaccine in 1963 in Figure 1 : while there is a notable change in the measles incidence pattern, the decline in measles counts is non-monotone due to the presence of seasonality. A functional time series approach offers an intuitive decomposition: the curves f k (τ ) model intra-year seasonality, while the basis coefficients β k,i capture how the level and seasonality vary from year-to-year.
We propose the following extension of (7) to include predictors {x i,j } p j=1 in year i, such as yearly time trends and a vaccination effect:
with η k,i distributed as in (7), which is a multiple linear regression with autoregressive errors for each basis coefficient k = 1, . . . , K. Model (11) is utilized in Kowal (2018) for Gaussian function-on-scalars regression, but is easily adaptable to the integer-valued setting via the MCMC algorithm in Section 3. For interpretability, we may rewrite the conditional mean of the count observations (6) as follows:
is the year-specific autoregressive random effect. The representation in (12) is analogous to standard log-linear models, in particular for
Poisson and negative-binomial distributions with log-link functions. The seasonal effect of predictor j is capture byα j (τ ); whenα j (τ ) = 0 for all weeks τ , the effect is null. Following
Kowal (2018), we assume nested horseshoe priors on the regression coefficients:
, which provides a hierarchy of local (j, k) shrinkage, predictor-specific j shrinkage, and global shrinkage.
We implement model (1), (4), (5), and (11) In addition, the year-to-year dynamics-even after adjusting for predictors-are substantial:
posterior credible intervals for autoregressive coefficients φ k in (11) f 2 are simple: f 1 is sinusoidal and f 2 is linear. However, f k for k > 2 are more complex, with f 3 partly capturing the peak months. Note that the coefficients {β k,i } for k ≤ 4 are visibly distinct from zero, suggesting that the more complex f k curves are important.
Simulations
We conducted a simulation study to validate the results from the forecasting comparison and evaluate the model performance under different distributions. We simulate data according to equations (1), (4), (5), and (7) for n = 50 integer-valued functions observed at m = 50 points, and introduce missingness for 10% of the observations. For the dispersion parameter in (1), we consider r = 1000, which approximates the Poisson distribution, and r = 10, which provides substantial overdispersion similar to the measles data.
For equally-spaced observation points τ ∈ [0, 1], we introduce functional (or seasonal) dependence using the basis f * 1 (τ ) = 1/ √ m and f * k an orthogonal polynomial of degree k for k = 2, 3, 4. For time-dependence, let β *
. . , n = 50. The real-valued process is simulated as 
, and 10% of the observations Z i (τ ) are deleted at random to induce missingness. We define the true curves to be the conditional expectations Z *
prior to time n and the first 30 observation points at time n {Z n (τ j )} 30 j=1 , the goal is to forecast the true curves {Z * n (τ j )} 50 j=31 for the remaining 20 observation points. The same competing methods are considered as in Section 4.1 and the simulations are repeated 100 times. Note that empirical coverage probability (ECP) is evaluated based on future counts {Z n (τ j )} 50 j=31 rather than the true curves {Z *
j=31 . An illustration of the forecasting design, analogous to Figure 2 , is provided in Web Figure   13 for r = 1000 and Web Figure 14 for r = 10. The point and interval forecasts perform well in both cases, although the r = 10 case is far more challenging due to the increased variability.
Aggregating across all simulations, the MAEs defined in Section 4.1 are displayed in Figure   7 . The functional models NB-FTS, Pois-FTS, and Gauss-FTS perform similarly for MAE i , while the proposed integer-valued methods NB-FTS and Pois-FTS offer clear improvements in MAE(τ * ) across all forecast horizons. Figure 8 provides ECPs and MIWs for comparing forecast intervals. As for the measles data, NB-FTS achieves the correct nominal coverage with narrower intervals than competing methods. Notably, Gauss-FTS produces similar interval widths, yet suffers from substantial undercoverage. Lastly, coverage for the peak count and peak time are in Table 1 , with NB-FTS and Pois-FTS again outperforming Gauss-FTS. Clearly, the integer-valued distribution is important for well-calibrated and precise uncertainty quantification.
The proposed framework for integer-valued functional data offers clear improvements in modeling and forecasting measles counts relative to existing methods. The methodology is fully
Bayesian with an integer-valued distribution for the observed data, which produces correctly calibrated and accurate uncertainty quantification for measles counts and epi-relevant features, including the peak number of counts and the time at which the peak occurs. The intra-year seasonality is learned from the data, and includes year-to-year dynamic dependence. Importantly, the model is sufficiently flexible and accurate in both pre-and postvaccine eras, and therefore offers utility in the modern era in which vaccines are available yet vaccination rates are declining rapidly. More broadly, the model and accompanying
Gibbs sampler are designed to build upon methods and algorithms for Gaussian functional data, such as functional autoregressions and function-on-scalar regressions, which suggests a widely generalizable modeling framework.
Given the success of the proposed methodology, there are a number of promising extensions. First, we may consider disease counts for multiple related diseases or multiple states concurrently, which requires a multivariate functional data model (Kowal et al., 2017a) .
Similarly, external data sources such as Google search trends, Twitter, or Wikipedia have proven useful for influenza forecasting (Paul et al., 2014; Hickmann et al., 2015) , and may be incorporated for measles forecasting via the regression model (11) or suitable modifications.
Lastly, methodological extensions for binomial functional data are readily available via a similar Pólya-Gamma data augmentation scheme. MAE i across years i and aggregated by week. Bottom: MAE(τ * ) for each week τ * and aggregated by year. Forecasting is most difficult pre-vaccine, particularly in the first half of the year. The proposed methods *NB-FTS and *Pois-FTS (cyan) perform best in all settings-across years, across weeks-ahead forecasts, and pre-and post-vaccine-with the largest gains pre-vaccine during the peak weeks 10-20. Extreme outliers from competing methods were omitted for display purposes, including Gauss-FTS in the bottom plots. This figure appears in color in the electronic version of this article, and color refers to that version. Table 1 : Median interval width and percent coverage for 95% forecasting intervals of peak time and peak value. The results are given for measles forecasting of weeks 10-52 and the simulated data with r = 1000 and r = 10. The narrowest intervals achieving 95% coverage are in bold. The proposed integer-valued functional data models *NB-FTS and *Pois-FTS clearly outperform the Gaussian functional data model. *NB-FTS typically achieves the correct coverage, although in some cases produces wider intervals. Other methods are omitted, since they do not readily admit posterior predictive intervals for epi-relevant features. 
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Figure 8: Median forecast interval width for r = 1000 (left) and r = 10 (right) for forecasting the remaining time points 31-50, with labels indicating the empirical coverage probability. Methods achieving the 95% nominal coverage are banded in grey; among these methods, the one with the narrowest intervals is highlighted in yellow. This figure appears in color in the electronic version of this article, and color refers to that version.
Web Appendix A Top: MAE i across years i and aggregated by week. Bottom: MAE(τ * ) for each week τ * and aggregated by year. Forecasting is most difficult pre-vaccine, particularly in the first half of the year. The proposed methods *NB-FTS and *Pois-FTS (cyan) perform best in all settings-across years, across weeks-ahead forecasts, and pre-and post-vaccine. Extreme outliers from competing methods were omitted for display purposes. Web Figure 13 : An identical format as Figure 2 , but for simulated data with r = 1000. Top: Using data from only the first 30 time points (x-marks, yellow region), we forecast the counts for the remaining 20 time points (circles). The posterior predictive mean (blue line) and 95% intervals (gray region) provide a forecast with uncertainty quantification, which closely follows the true curve (dashed black line). The posterior predictive distribution provides inference for the peak time and peak counts: here, the posterior median time and peak count (blue star) and 80% posterior credible intervals for the peak time and peak count (purple region), as well as the posterior distribution for the peak time (bottom left) and the posterior distribution for the peak count (bottom right) together with the true values (vertical black lines, bottom). 
