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Abstract 
 
Fuzzy clustering has been shown to be 
advantageous over crisp clustering in that a total 
commitment of a vector to a given class is not 
required in each iteration.  
 
The FCM and its derivatives have been used very 
successfully in many applications. The FCM uses 
the probabilistic constraint that the memberships 
of a data point across classes must sum to 1. The 
constraint on memberships used in the FCM 
algorithm is meant to avoid the trivial solution of 
all memberships being equal to 0, and it does give 
meaningful results in applications where it is 
appropriate to interpret memberships as 
probabilities or degrees of sharing.  
 
The motivation for examining integration of 
spatial and spectral information techniques is 
twofold. First, to gain an understanding of the 
approaches to the interpretation of remotely 
sensed data for land cover classification. Second, 
examine how data from diverse sources may be 
integrated during interpretation with a particular 
emphasis on a method that is able to combine 
spectral classification technique and spatial 
information by using fuzzy logic. 
 
This research proposes the use of spectral 
classification so that, in addition to consider 
spatial information we form an unsupervised 
classification algorithm based on the use of fuzzy 
logic theory in combination with a possibilistic 
approach to clustering to have more accurate 
results than previously unsupervised clustering 
algorithms. 
1. Introduction 
 
The interpretation of remotely sensed data uses 
techniques from a number of disciplines including 
pattern recognition, artificial intelligence, 
computer vision, image processing and statistical 
analysis.    
 
The automated analysis of remotely sensed data is 
encouraged by the ever-increased volumes of data 
as well as by the high cost of ground surveying. 
On the other hand, the new generation of satellite 
platforms is providing higher spatial resolution 
data leading to the wider application of remotely 
sensed products and further emphasizing the need 
for more automated form of analysis. The recent 
development of more sophisticated remote sensing 
systems enable us the measurement of radiation in 
many more spectral intervals and at higher 
spectral resolution than previously possible. 
 
Spatial resolution has been used in conjunction 
with spectral information in supervised 
classification but it has not been exploited in 
unsupervised classification [Jiménez, L]. 
Unsupervised classification algorithms are 
techniques to extract information from Remote 
Sensing imagery based on machine calculation 
without prior knowledge of labeled samples 
[Jiménez, L.]. Most of current unsupervised 
algorithms only use the spectral response as 
information. The main advantage of unsupervised 
over supervised classification is that it does not 
require a high level of expertise from the analyst. 
Some mechanisms that could be used for 
integration of spectral and spatial information are very time consuming such as the methods based 
on Markov Random Fields. 
Clustering has long been a popular approach to 
unsupervised pattern recognition 
[Krishnapuram96]. Fuzzy clustering has been 
shown to be advantageous over crisp (or 
traditional) clustering in that a total commitment 
of a vector to a given class is not required in each 
iteration. 
 
The FCM and its derivatives have been used very 
successfully in many applications, particularly 
those (such as pattern classification and image 
segmentation) in which the final goal of the task is 
to make a crisp decision. The FCM uses the 
probabilistic constraint that the memberships of a 
data point across classes must sum to 1. This 
constraint came from generalizing a crisp C-
partition of a data set, and was used to generate 
the membership update equations for an iterative 
algorithm based on the minimization of a lest-
squares type of criterion function. The constraint 
on memberships used in the FCM algorithm is 
meant to avoid the trivial solution of all 
memberships being equal to 0, and it does give 
meaningful results in applications where it is 
appropriate to interpret memberships as 
probabilities or degrees of sharing. 
 
The main motivation behind the possibilistic 
approach to clustering was to address the 
problems associated with the constraint on the 
memberships used in the fuzzy clustering 
algorithms such as the fuzzy c-means (FCM) 
[Krishnapuram96]. As pointed in 
[Krishnapuram93], the constraint causes the FCM 
to generate memberships that can be interpreted as 
degrees of sharing but not as degree of typicality. 
Thus, the memberships in a given cluster of two 
points that are equidistant from the mean 
(prototype) of the cluster can be significantly 
different and memberships of two points in a 
given cluster can be equal even though the two 
points are far away from each other. This gives 
rise to poor performance in the presence of noise 
and outliers. 
 
In [Krishnapuram93] a modification of the FCM 
objective function has been proposed, and a new 
clustering algorithm, namely the possibilistic C-
means (PCM) algorithm, was derived. 
 
2. Theorical Formulation 
 
The popularity of fuzzy set methods in fields such 
control and rule-based reasoning is due to the fact 
that they are able to represent ill-defined classes 
and concepts in a natural way. In Zadeh’s 
formulation of fuzzy theory, the representation of 
such ill-defined classes or concepts is achieved by 
means of membership functions defined over the 
appropriate domain of discourse. These 
memberships are absolute (i.e. not relative), and 
denote degrees of belonging or typicality. In other 
words, in such applications, the membership value 
of a point in the domain of discourse in a fuzzy set 
does not depend on its membership values in other 
fuzzy sets defined over the same domain of 
discourse.   [Zimmermann and Zysno95] have 
shown through empirical studies that a good 
model for membership functions that model vague 
concepts or classes is  
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0 of the class. In other words, in this 
formulation, memberships values are solely a 
function of the “distance” of a point from a 
prototypical member. 
 
The FCM algorithm and its derivatives are not 
really suitable for generating such membership 
functions from the data, since they do not generate 
memberships that can be interpreted as degrees of 
compatibility. 
 
There may be another important motivation for 
using possibilistic memberships in clustering in 
some situations. Clustering methods have been 
used in situations where the number of sub groups 
present in the data is both known and unknown. 
Like all unsupervised techniques, clustering (crisp 
or fuzzy) suffers from the presence of noise in the 
data. Since most distance functions are geometric 
in nature, noise points, which are often quite 
distant from the primary clusters, can drastically 
influence the estimates of the class prototypes 
and, hence the final partition and the resulting 
classification. 
 3. A fundamental difference between the 
FCM and the PCM: Partitioning versus mode 
seeking. 
 
The FCM is primarily a partitioning algorithm. It 
will find a fuzzy C-partition of a given data set, 
regardless of how many “clusters” are actually 
present in the data set. In other words, each 
component of the partition may or may or not 
correspond to a “cluster”. In contrast, the PCM is 
a mode-seeking algorithm, i.e., each component 
generated by the PCM corresponds to a dense 
region in the data set. In the PCM, the prototypes 
are automatically attracted to dense regions in 
feature space as iterations proceed. This can be 
shown as follows. 
  In the PCM algorithm, each cluster is 
independent of the other clusters. Hence, the 
objective functions corresponding to cluster i can 
be formulated as: 
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In (1),   represents the prototype associated with 
cluster i, U (which contains all the memberships 
associated with cluster i) represents the i-th row of 
the membership matrix U , and 
i v
i
i  is the “band-
width” or “resolution” or “scale” parameter. The 
membership matrix U generated by the PCM is, 
strictly speaking, not a “partition matrix”, since its 
columns no longer satisfy the constraint 
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the parameter  i  needs to be pre specified and can 
be estimated from the distance statistics of the 
data set X. The membership update equation in 
the PCM is: 
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Thus, the updated value of  depends only on 
the distance of  from  , which is a desirable 
result. The means (or prototypes) are updated in 
the same manner as in the corresponding fuzzy 
algorithms. 
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4. Experimental Results 
 
Very encouraging results have been obtained: 
Identification of cover class components of mixed 
pixels and higher overall classification accuracy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.1.  Classified Image using Maximum Likelihood 
Classifier 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2.  Classified Image using Possibilistic Fuzzy 
Maximum Likelihood Classifier 
 
 
As it can be seen the image classified with the 
Possibilistic Fuzzy Maximum Likelihood shows a 
better representation of the original image than the 
Maximum Likelihood Classifier does. 
Experiments are currently being performed to 
compare this fuzzy classifier respect to the 
traditional Maximum Likelihood. References 
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