Pulse-number distributions (PNDs} were recorded from primary afferent fibers in the auditory nerve of the cat, using standard extracellular microelectrode recording techniques. Pure-tone and broadband-noise stimuli were used. The number of neural spikes (pulses} n was measured in a set of contiguous intervals, each of duration T seconds. The quantity n varies from one interval to another. These data were then used to determine the PND, which is the probability p{n,T} of occurrence of n spikes in the time T, versus the number n. The estimated mcan and variance of t•n,T} were obtained. Two different values of T were used. An unexpected observation was that the count mean-to-variance ratio R is relatively constant and independent of the stimulus intensity. Use of the PND as a statistical measure of the underlying neural point process has a number of virtues. For example, the PND readily exhibits the existence of spike clusters {e.g., pairs} for some units. The PND is essentially unaffected by time jitter and time quantization and provides a statistically significant measure for units firing at low rates. A study of the scaled and unsealed pulse-interval distributions {PIEIs}, under conditions of spontaneous firing, demonstrates that the occurrences of neural events are generally not describable by a renewal process. Our investigation shows that none of the point processes cnstomarily used to model the auditory neural spike train is consistent with all of the data. It appears that the encoding of acoustic information into nerve spikes in the peripheral auditory system takes the form of a cluster point process similar to the Ncyman-Scott type. For pure-tone excitation, the PND will be well represented as a multinomial distribution in this case.
INTRODUCTION
It is well known that in mammals, the pathway for the transfer of information from the inner ear to higher auditory centers in the brain is provided by the VIIIth nerve. The neural signal transmitted on individual fibers of this nerve has been studied by many researchers, with the goal of gaining insight into the mechanisms of information encoding {Galambos and Davis, 1943 Davis, , 1948 Tasaki, 1954; Katsuki et al., 1958; Kiang et aL, , 1965 Rose et aL, 1967 Rose et aL, , 1971 Hind et aL, 1967; Evans, 1972 Evans, , 1975 Kiang, 1984) . This signal is comPriSex } of a series of brief electrical nerve spikes, whose amplitude and energy are widely assumed not to be significant variables. Rather, it is generally accepted that the times of occurrences of the spikes carry the auditory informarion [indeed, early "telephone" theories of hearing, such as that of Rutherford (1886) , were structured along these lines]. There is an element of randomness involved in the encoding scheme, since ensembles of identical single-fiber experiments lead to differing sequences of nerve spikes {Ta-said, 1954; Peake eta Rupert eta[., 1963; Kiang, 1984) .
From a mathematical poin{ of view, the neural activity in a peripheral auditory fiber is perhaps best characterized as an {unmarked) stochastic point process (Parzen, 1962 (Parzen, 1962; Haight, 1967) . It plays the role that the C;anssian plays in the theory of continuous stochastic processes. The homogeneous Poisson point process {HPP} is characterized by a single quantity, its rate, which is constant. Its distinguishing feature is that it evolves in time without aftereffects. This means that the occurrence times and number of more complex point processes, differing substantially from the RPP, have been proposed as stochastic models for spiketrain data (Pecher, 1939; Verveen, 1961 Teich and McGill, 1976) . Some of these are based on presumed physiological mechanisms, such as the level crossings of a continuous "summation" signal, whereas others axe set forth on a more ad hoc basis. There are many point processes that can explain one or another feature of the data; the problem is one of uniqueness.
Identifying a point process is not an easy task. Given a set of experimental data, one of the more productive approaches to carrying this out is to simultaneously sort the data in a number of different ways that emphasize one or another of its features. There are many such ways. In practic. e, it is often useful to synthesize a process that is consistent with as many features of the data as possible, so as to narrow the field of candidates.
The feature that is the most widely used in neurophysio1ogy is the interspike-interval or pulse-interval distribution (PID}. It appears to have been first employed by Brink et al. The data can also be sorted into the pulse:number distribution (PND}. This is one of the more common measures used in many branches of probability, but not very often in neurophysiology. Poisson, for example, employed the PND in the 19th century for many applications. In modern times, it has been used to describe the registration of nuclear particles (Rutherford and Geiger, 1910; Miiller, 1973 Miiller, , 1974 as well as the detection of optical photons (Einstein, 1909; Mandel, 1959; Saleh, 1978; Teich et al., 1984) Perhaps the easiest way to illustrate the different views of the underlying point process offered by the PND and PID is provided in Fig. 1 . In Fig. l(a) • we schematically illustrate five samples records of idealized neural spikes from a peripheral auditory fiber. The parameter T is a fixed time interval (counting time) during which a count of the number of nerve impulses (n) is taken in each record; in the above illustration, n is equal to 3,7,4,6, and 4 impulses (or counts} in the five records. The time interval between two adjacent im- Fig. l(a) .] For the HPP, the PND is the Poisson counting distribution, and the PID is the exponential interspike-interval distribution (Cox, 1962 What are some of the differences in the information provided by each? Inasmuch as the PID is a histogram formed from successive events, it has a principal time scale of the order of the interspike interval which is internal to the point process. The PND, on the other hand, records all events within the externally determined counting time T, which therefore plays a role in its behavior. As one example of the distinction provided by the two measures, consider a cluster of a few neural spikes whose relative spacing is variable from trial to trial, but all of which repeatedly occur within a time short in comparison with the counting time T. Because of the interspike variability, the relationship between spikes in the cluster may not be evident in the PID. But the cluster as a whole would _be repeatedly captured in certain trials of the PND, and it presence would therefore be evident. As an example of this, we will see that heural spike pairs appear quite prominently in our experimental PND data. In principal, if an experimental set of PNDs with different values of Tis available, it can be related to PID data, but the usefulness and accuracy of these relations is seriously limited in practice (Gunder'•orf, 1971).
There are measures of a point process, other than the PIDs, that are based on a time marker provided by the occurrence of an event. The spike-discharge probability, conditioned on the occurrence of a spike, has been used by Gray {1967) and more recently by Gaumond et al. (1982) . This measure can elucidate the relatively long-lasting effects of (relative) refractoriness in terms of a recovery function. Ruggero (1973) There are yet other ways of characterizing the statistical behavior of the underlying neural-event point process. The most celebrated of these is the post-stimulus time histo- One of the advantages of-using the PND for compiling neural data is that such time jitter and time quantization become unimportant (when the counting time T is large in comparison with the uncertainties). This affords us an opportunity to examine the neural signal in a fresh way Khanna, 1982, 1983) . As an example, we can search for synchrony at high stimulus frequencies, where it could conceivably be washed out by instrumental effects in the PST (Johnson, 1978 (Johnson, , 1980 . Strong synchrony will increase the mean-to-variance ratio ofthe PND, as explained in Sec. Ill.
A further advantage of the PND is that it provides a statistically significant measure even for units firing at low rates (when the PID is very difficult to construct in a reasonable amount of time).
I. METHODS
A block diagram of the apparatus used in the experiments is shown in Fig. 2 After acquisition of a single auditory nerve fiber, and determination of its rate frequency tuning curve (FTC), a variety of nerve-spike measurements were carried out. Since our objective was to measure the steady-state neural re-, sponse, data acquisition was delayed by 512 ms after the auditory signal was applied. This allowed the unit to settle down to a more-or-less stationary response pattern. FTCs were often collected both before and after data collection to verify the stability of the unit and to be sure that we were not observing injury discharge. Furthermore., it was possible to record from some units for more than 1« h so that the same set of measurements could be repeated. In these cases, the results compared well, indicating that our measurements were stable and reproducible. PND experiments were performed with ten cats. In order to eliminate interanimal variability, we initially intended to present data from a single eat. However, the relatively long holding time requirement limited the number of units that we could study in a single experiment. The data that we present is therefore drawn from two cats. The PST data and the long-time PND data will be presented in future work, as indicated earlier. 
II. RESULTS

Results
High-s•ntaneous unit, ht•h CF
We next consider [in Fig. 1 l(a) Fig. 1 l(c) . Again, the instrumental dead-time period is just under 1 ms. There is an initial peak in the PID representing spike pairs separated by 1.0 -t-0.1 ms, yet the PND shown in Fig. 11 (a) Fig. 13(c) .
l(b) we present P(•)(t) for unit no. 8. The beginning portion of Pro(t) is expanded in
AR (T) is approximately independent of •(T). An expanded view of the beginning portion ofPm(t ) is shown in
All that can be said is that the smallest interspike interval occurred at about 1.6 ms, which is longer than the expected absolute refractory period. Data for Pm(t ) could not be collected because of an insufficient spontaneous rate.
III. DISGUSSION
The PND provides the experimenter with a useful window on the coding of information in the neural spike train. There are also different, practical reasons for using the PND to compile neural data: (i} time jitter and 't•ne quantization in the measurement system become unimportant so that PND data are not contaminated by th ese instrumental effects [we.have already pointed out that the PID and PST can suffer from such limitations, as shown by Johnson (1978) ], and (ii) it provides a statistically valid measure for studying units that fire at low rates; under these conditions it is difficult to collect a statistically significant PID or PST. The behavior of the PND is most readily captured by its mean count •( T ) and mean-to-variance ratio R ( T ), which are equivalent to the first two moments of the counting distribution. Of course, the mean count is directly proportional to the usual rate function for the unit. The form and magnitude ofR I T) provide measures for the nature and regularity of the underlying spike traitS. If events are generally well organized along the time axis, the count variance will be small (since the number of events in T will be relatively constant) and R (T) will be large. On the other hand, if random spike clusters or pairs appear, the variance will be large (due to the fact that sometimes the clusters will be captured in T and sometimes they will not) and R I T) will then be small. For the zeromemory Poisson counting distribution, R (T) = I for all T, whereas for the highly regular pulse train, R (T }-* oo for sufficiently large T (Tcich et al., 1984) .
A. Role of various neurophyslologlcal effects on the PND and on R(T)
Refractoriness (absolute and/or relative) introduces memory into the spike occurrences, thereby increasing the regularity of the spike • (the occurrence of a spike makes it less likely that a subsequent spike will occur close to it in time). As a particular example, it converts a HPP into a renewal point process (RPP). Because of the enhanced regularity, refractoriness drives R (T) above unity (Cox, 1962) for T large enough such that the regular spacings are captured. Phase locking or synchrony {Johnson, 1980) also introduces memory into the process, since spike occurrences are separated from each other by the cycles of the stimulus. Thus synchrony increases the regularity of the events and thereby also drives up R (T). The count mean-to-variance ratio thus provides a measure for the existence of synchrony that differs from the usual synchronization index {SI). The latter is more specific to the occurrence of synchrony per se since R (T} is also affected by other factors such as refractoriness and spike clusters. Nevertheless, R (T) may be a useful parameter for special purposes, such as investigating the existence of synchrony in high-CF cochlear nerve fibers where instrumental effects may compromise the SI as an unbiased measure. In the simplest models for synchrony, at most a single spike may occur on any cycle of the stimulus and each spike is generated in accordance with an independent Bernoulli trial. In this case, p(n,T} will be the simple binomial distribution for T sufficiently large We can summarize our observations as follows. Neurophysiological effects that lead to regularized spike occurfences (e.g., refractoriness and synchrony) provide an elevation of R (T), whereas nenrophysiological effects associated with spike pairs or ciusters provide a decrease in R (T). We reiterate that such effects will be reflected in p(n,T) and in R 
Expressions for •(T), R (T), and p(n, T) for the nonparalyza-
where * represents the convolution operation (Cox, 1962) . Finally, we can attempt to fit our data with the binomial distribution which provides the simplest model for synchrony (or synchrony/refractoriness). This leads to a mean-tovariance ratio given by Eq. (11). This distribution provides a good fit to the bell-shaped PNDs not exhibiting obvious pairs but, again, to keep R (T) as constants as it turns out to be experimentally, requires the special behavior M-•I/'•. This implies that the count rate must be inversely proportional to the stimulus frequency, which is not in accord with observation. Although this simple model fails to adequately represent the data, it does provide a useful point of departure for arriving at a more suitable model, as will be seen in Sec. model consistent with all the various measures can be constructed in terms of a cluster point process related to the Neyman--Scott type (Neyman and Scott, 1958; Saleh and Teich, 1982) . One way of achieving this is to let each event of a primary process (e.g., selected zero crossings of the stimu-lus) generate a randomly delayed cluster of secondary events. Further, let the number of events in each cluster be specified by a particular probability law (i.e., assign probabilities for zeros, singlets, pairs, triplets, etc.) and the positions by (stochastic) delay times measured from the primary event.
These delay times are in part to be determined by the phasesensitive impulse response function of the system so that a proper PID and PST result. [In the pure Neyman-Scott model, the primary process is a HPP (it is excluded from the final point process), the cluster statistics are arbitrary, and the delay times are statistically independent and identically distributed.]
The pulse-number distribution associated with such a point process will depend on the statistics of both the primary and secondary processes. For a deterministic number. of selected zero crossings, and clusters consisting of only zero or one spike, the outcome is again the simple binomial. If zeros, singlets, and spike pairs are permitted, p(n) turns out to be expressible as a sum of trinomials. If triplets are also permitted, the PND is a transformed sum of quadrinomials.
In general, the distribution will be'a transformed sum of multinomials. In the trinomial case, R (T) can be either > or < 1, depending on the relative probabilities of the number of spikes per cluster. We have seen earlier that some units do indeed exhibit R (T) < 1. It is useful to note that the independence ofR (T) on stimulus level for the trinomial requires a special relation between the observed count rate and the number of degrees of freedom rather than the stimulus frequency as for the binomial [Eq. ( 1 I)]. The trinomial and qua= drinomial results make good sense.
We repeat again that if T is not sufficiently long, the particlelike regularities and clusters in the underlying process will be cut apart by the measuring window. In this conneetion, the cluster probability law estimated from short-T PNDs will be artificially skewed toward low cluster numbers and the rate of the primary process will accordingly appear to be larger than it really is. This problem is analogous to that of quadrat sampling for spatial processes in ecology. We should mention that the primary events need not be determirustic for the calculated value ofR (T) to be independent of stimulus level; the same result follows when the number of primary events is a Poisson random variable. This finding may be useful in interpreting PND data for noise stimuli. (For reproducible noise, of course, the number of primary events in the time Tis deterministic.)
In short, it appears that although some of the details of the peripheral auditory neural point process remain elusive, many of the basic building blocks are in place. The NeymanScott cluster process provides us with a mathematical point of departure. In a future work, we will reconcile some of the theoretical distributions discussed here with our PND data.
IV. CONCLUSION
We have studied the pulse-number distribution (PND) for the extracellularly recorded nerve-spike train observed in primary afferent fibers in the auditory system of the cat. A broad range of pure-tone frequencies and intensity levels were used as stimuli, as was reproducible broadband Gaussian noise. High-, medium-, and low-spontaneous rate fibers, with low and high characteristic frequencies, were examined. The counting time used in the.work reported here was T= 51.2 ms. The spontaneous firing pattern of each unit was investigated by means of the PND, as well as the pulseinterval distribution (PID), and the twofold scaled PID. It will, no doubt, also be useful to study the PND in conjunction with the PID, PST, and spectrum, for stimuli of various forms. Only by using all of the experimental tools at hand, and by eliminating theoretical models inconsistent with one or another aspect of the data, can we expect to increase our understanding of the underlying neural coding PND and PST) , or by the arrival of a subsequent neural spike (for the PIDs}.
Data
In conducting an experiment, the microelectrode is advanced into the nerve by means of a Burleigh "inchworm" piezoelectric micropositioner with a remote controller. A position sensor on the inchworm device indicates the depth of the electrode. When the microelectrode just touches the nerve sheath, the depth counter is set to zero, and gated wideband noise is applied to the cat's ear by the acoustic driver. The electrode is advanced in 2-pm steps. Bursts of neural activity from the loudspeaker, synchronized with the l-s gated noise, signal the acquisition of an auditory unit. The electrode is then left in position, the noise is turned off, and the nenral-threshold rate frequency tuning curve {FTC) of the unit is determined. [The FTC is computed in accordance with an algortihm reported by Kiang et al. { 1970) , and by Libcrman (1978). The use of this algorithm in our system has been discussed by Allen (1983) ]. In a typical preparation, units are encountered roughly 50 /am apart. After about 2000 /am of electrode travel, it is withdrawn and repositioned. The electrode is then advanced again in the manner described above.
