Main Astronomical Observatory of the NAS of Ukraine, 27 Akademika Zabolotnoho Str., Kyiv 03680, Ukraine Determination of the initial ux, or continuum, in the quasar spectra prior to its absorption by the intergalactic HE is nontrivial problem and it aects the precision of the mean transmission in the Lyα forest,F (z). The results of comparison of theF (z) values obtained using dierent methods of the continuum determination are presented in this paper. This analysis was conducted using the most complete compilation of theF (z) data from the literature. It was found that the values of theF (z) obtained with the manually determined continuum are systematically higher than those obtained from extrapolated continuum. The dierence varies from 5% at z = 2 up to 33% at z = 4.5, respectively.
introduction
The Lyα forest in the spectra of distant quasars traces the thermal and radiative history of the Universe, as well as the evolution of underlying matter distribution over a wide range of scales and redshifts.
It is possible due to relation of the Lyα opacity of the intergalactic neutral hydrogen H E to its density and other physical parameters. As a measure of opacity the value F = e −τ named the transmission is used; here τ is the optical depth. Fluctuations of this value δ F provide an invaluable information about the density uctuations on the smallest scales, available for observations [7, 12, 23, 28, 32, 34] .
These studies mainly involve the following steps:
(i) determination of the continuum level and normalization the spectrum onto it, (ii) determination of the mean transmissionF , which is a function of the redshift, (iii) calculation of the transmission uctuations and their two-point statistics (transmission autocorrelation function ξ F (∆v) and the ux power spectrum P F (k)). The last step is not simple from the math point of view, but it is well understood and unambiguous. The rst two steps, involving the data processing, are much more ambiguous and encounter some problems.
One of them is related to the choice of absorptionfree regions within the Lyα-forest.
Directly it is possible only in the case of high-resolution spectra, when continuum is usually tted manually and interpolated with spline-polynomials (see e. g. [4, 12, 14, 31] ). In the case of median-resolution spectra it is dicult to select unabsorbed regions, therefore indirect techniques based on some assumptions about the quasar spectrum shape are applied. In the present paper we tried to compile the most complete sample of theF values from the literature and analyse the dierence between those obtained with dierent methods of continuum determination.
compilation of theF (z) measurements
Our compilation of theF (z) measurements from the literature is presented in Figure 1 . Short description of these data, including the continuum determination method, is shown in Table 1 . Here we use the term continuum for the whole intrinsic spectrum, including emission lines. There are two main classes of methods that are used for this purpose (see, e. g. review in [20, 47] Table 1 .
For example, in [31] for a sample of eight high resolution quasar spectra with low signal-to-noise ratioF (z) was determined in three redshift bins. For this work continuum was obtained manually by common interpolation of the regions free from absorption lines using spline or Chebyshev polynomials.
Authors noted some possible sources of continuum errors related to this procedure, e. g. underestimation of continuum at low redshifts (z ∼ 2) due to large shallow ux depressions and its overestimation at high redshifts (z > 4) because of the high density of absorption lines that prevents accurate reproduc- * el.torbaniuk@gmail.com tion of continuum.
Similar problem with high-redshift quasars was also noticed in [22] , where authors used own measurements of three quasar spectra with combination of spectra from [16, 24, 27, 30, 33, 40] . The values of τ eff were calculated at redshift range ∼ 1.5 − 4.4. In addition a compilation of low redshift (z < 1.5) data from the HST [1, 17, 18, 35] was used. In [21] the authors obtained the redshift dependence of the τ eff at 1.5 < z < 4, which is well described by a single power law τ eff (z) = 0.0032(1 + z) 3.37±0.20 . This gives the value of τ eff (z ≈ 0) at least four times lower than that from HST observations.
The tendency of systematic underestimation of the zeroth or rst-order contribution to the continuum by usual manual tting methods with multiple splines or other high-order polynomials was also discussed by [38] . They noted, that such continuum underestimates results because of small number of pixels at low ux decrement, therefore they adopted the highest ux value in each individual simulated spectrum as the value of the continuum. Such simple approximation allows to limit from the top the eect of continuum tting while measuring the ux decrement. This technique was applied by authors for tting continuum in seven HIRES spectra from [39] , for other 14 UVES spectra from this work continuum was tted manually according to procedure described in [22] . Using combined sample of 21 spectra and after removal of pixels contaminated by metal with the magnitude of the bias increasing from < 1% at z = 2 up to 12% at z = 4. Authors noted that this bias can be accounted for using mock spectra.
More complicated automatic algorithms in addition to simple interpolation by some polynomials over the unabsorbed regions are applied to highresolution spectra , e. g. the CANDALF software developed by R. Baade and used in [19] for a sample of high-resolution low-redshift quasars. Such software determines continuum simultaneously with the line tting procedure. Similar idea of adjustment of the continuum level with absorption lines tting was used in [20] .
For low and medium-resolution spectra the continuum tting procedure is more complicated due to a smaller number of unabsorbed parts that can be seen by eye. In this case some special algorithms are used instead of manual search for unabsorbed parts.
One of such techniques was proposed in [9] and applied in [8] using LRIS spectra from [50] . The iterative algorithm consists of multiple tting of spectrum point by third-order polynomial and rejecting points lying below 2σ from the t.
All the methods of continuum determination within the Lyα-forest region that take into account the longer wavelength part of spectrum are based on the idea, that the whole shape of the UV-bump is a result of some general physical processes. The rst steps in this direction were made in pioneer work by Press, Rybicki & Schneider [37] . They obtained τ (z)
using 29 spectra of SSG sample extrapolating continuum shortward of the Lyα emission line in a form
Such extrapolation is useful when the number of unabsorbed pixels in the Lyα forest is too low for high-precision interpolation, that can be caused by either low spectral resolution or low transmission level at high redshifts even in high-resolution spectra.
To avoid this problem for high-redshift quasars the authors of [44] extrapolated continuum in the Lyα region in a sample of 15 spectra at 4 < z < 6 with the power law ∼ λ −1.25 . Changing the spectral index from −0.75 and −2 they found, that for this range there is a ±18 % range in the spectrum normalization at 1075 Å. The same continuum extrapolation, but with spectral index −1.5, was also applied for four high-redshift quasars in [5] . The data from [44] plotted in Fig. 1 are those averaged over six redshift bins from a combined sample of their own spectra and those from [5] . The same extrapolation was used by [43] [5, 43, 44] is lower than that found, e. g. in [49] for a part of quasar composite spectrum redward of 1215 Å, but it is more close to values found for a part of the spectrum blueward of the Lyα emission line from the HST and FUSE UV-spectra of the nearest quasars in [41, 46, 51] . On the other hand, for a sample of the 19 most distant quasars with z up to 6.42 the authors of [13] used the spectral slope of α = 1.5, which is similar to that of [49] , which describes the mean quasar continuum in the range of ∼13005000 Å. Extrapolation of the continuum was also used for high-resolution spectra at high redshifts, e. g. for sample of 15 spectra at 4 < z < 6 with the power law continuum ∼ λ −1.25 in [44] .
More general method based on quasar spectra similarity, and hence involving composite spectra, was proposed for medium-resolution spectra in [6] and used for a sample of 1061 SDSS quasars. In this case the part of a composite spectrum in the Lyα forest region is considered as a multiple of intrinsic quasar spectrum (unabsorbed continuum and emission lines) and the mean transmissionF (z ′ ) at given redshift z ′ . It is clear, that such consideration suers from degeneracy betweenF (z ′ ) and amplitude of continuum, thus the authors had to x one of them and adopted the unasborbed continuum to be described by a power law extrapolated according to [37] . Later, the same technique was used by [36] for a sample of 2dF spectra. Similar consideration of spectra as a sum of power-law continuum, extrapolated from longer wavelength region, and several emission lines was used in [11] for a sample of SDSS quasars, but in this case the spectral index was estimated spectrum-by-spectrum. It was noticed, however, that such extrapolation yields the values ofF , which are ∼ 8 % smaller than those obtained from high-resolution spectra (e. g. [11] ; see also discussion in [42, 48] ). This discrepancy evidences for overestimation of the continuum level in the case of extrapolation.
More complicated method was proposed in [32] .
Instead of using composite spectra the authors of [32] worked with a whole sample of individual spec- . In [10] and [47] the continuum was additionally xed using the simulated spectra.
The second subsample includes data obtained with extrapolated continuum (as a power law from redward part of spectra with dierent values of the spectral index [5, 11, 36, 44, 43] ).
It should be noted that the data from [14, 39, 47] are presented taking into account absorption of metals that also exist in the intergalactic medium. tting. In fact, we started with a calculation without the data from [14, 39, 47] , but since the dierence betweenF (z) obtained with and without those data appeared to be about 1-2 %, we decided to those data to our nal sample.
The data from both subsamples were tted by the dependenceF theor (z) = e −τeff (z) , where τ eff (z) = α(1 + z) β , α and β are free parameters. The values of parameters were determined using the method of maximum likelihood [29] , i. e. maximizing of the
, where
results and discussion
The best-t values of α and β parameters along with the marginalized 1σ-errors are given in Ta It is interesting to compare the current result with those from [3] . Its authors use a method which is actually a mix of both continuum tting procedures. Their results are shown in Fig. 2 with diamonds. One can see that values ofF (z) from [3] are consistent with our t for the rst subsample because the authors of [3] normalized their values onto some mean valueF (z) at z = 2 from high-resolution spectra. But on higher redshifts these values are more close to our t for the second subsample. Since [3] tried to reproduce the full shape of the initial quasar spectra in the Lyα-region, this result, probably, in- references Table 1 : Description of the data plotted in Fig. 1 [22] or [21] , respectively. [22] estimated τ eff from the spectra generated articially using the line list provided in original papers, except [40] . The continuum approximation technique described in [38] , [48] Table 1 and in the text. Fig. 2 : The optimal approximation with 1σ-error for the rst (green) and second (yellow) subsamples, and the 1,2,3σ-level of maximum likelihood function. Diamonds are the results of [3] .
