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Abstract—Multi-dimensional non-Cartesian MRI encoding us-
ing the precomputed interpolator can encounter the curse of di-
mensionality, in which the interpolator size exceeds the available
memory on the parallel accelerators. Here we reformulate the
multi-dimensional non-uniform fast Fourier transform (NUFFT)
to a tensor form. The exponentially growing size of the fully
precomputed interpolator can be reduced by tensor analysis. We
propose a tree-like, mixed-radix tensor method which flexibly
reduces the storage of the NUFFT. A parallel tensor product
algorithm is proposed and tested with in vivo cardiac MRI
data. Cross-architecture comparisons show that up to 88.1%
and 62.4% memory savings are seen in 3D and 2D CINE
MRI, respectively, subject only to a negligible loss of accuracy
compared to the double-precision CPU version.
Index Terms—Mixed-radix, Tensor product, non-Cartesian
MRI
I. INTRODUCTION
Magnetic resonance imaging (MRI) is a non-invasive imag-
ing device involving signal formation and spatial encoding.
Accelerated non-Cartesian MRI reconstructions have been
actively studied in the past decade, while the increasing com-
puting power of high-end graphics processing units (GPUs)
allows real-time MRI reconstructions to be integrated into
clinical scanning protocols [1]. Non-uniform fast Fourier
transform (NUFFT) is the infrastructure of non-Cartesian
imaging processing, and the need for 4D or higher dimensional
NUFFT appears in the recent pursuit to acquire and reconstruct
multi-dimensional MRI, exemplified by the tensor compressed
sensing [2], [3], [4], MR multi-tasking [5], MR fingerprinting
[6], and T2 shuffling [7]. These methods may be extended
to incorporate multiparametric mapping into non-Cartesian
compressed sensing.
However, the curse of dimensionality poses a challenge
to multi-dimensional interpolation, which manifests as the
exponential growth of memory with increased dimensions.
Although this curse of dimensionality became less serious
with the cheaper and larger system memory, the issue has
recently resurfaced due to the limited size of high-speed
memory on GPUs. This issue has been well known in multi-
variate statistics and the previous NUFFTs, which reduced
the computational complexity [8], [9] or the interpolator size
[10] using tensor products on CPUs. Thus, the exponential
growth of complexity or storage could be reduced to linear
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growth. The rationale is that the rank-1 tensor product is highly
compressible [11], [12] and the run-time or the memory usage
can be reduced.
The reason for moving to the tensor representation is that
natural signals can be highly compressible when considering
the dimensionality. For instance, a distributed memory con-
siders a parallel Tucker decomposition of tensor [12]. The
tensor form has recently been used in dictionary learning [13],
tomography imaging [14], low-rank tensor completion [15].
The low-rank tensor is also used to enforce regional sparsity
[16], thereby mitigating the incoherent noise in compressed
sensing. Low-rank and sparsity tensors can reconstruct the
spatiotemporally accelerated cardiovascular MRI [17]. The
spatiotemporal tensor analysis for whole-brain fMRI classi-
fication is used to classify brain activities.
Analytic interpolation kernels have been the main approach
used in accelerated NUFFTs. These analytic NUFFTs, based
on Kaiser-Bessel or Gaussian kernels, have been implemented
on GPU using the high-level shading language [18], and the
recent parallel programming environments such as the ven-
dor provided Compute Unified Device Architecture (CUDA)
[19], [20], [21], [20], the open standard OpenCL [22], and
OpenMP [20]. However, non-analytic adaptive NUFFT kernels
[23], [24] have a longer tradition in MRI reconstructions.
These adaptive NUFFT kernels can be numerically optimized
to reduce the interpolation size, thereby saving computing
resources. However, these adaptive kernels require two-stage
computing. In the first stage, the kernel is generated on the
CPU, and transferred to the GPU or CPU. In the second stage,
the NUFFT can be executed on the GPU or CPU at high speed.
However, this two-stage design can be obstructed by the slow
PCIe bus, or the limited memory size on the GPU, in which
case the curse of dimensionality of multi-dimensional NUFFT
arises. High-end GPUs with large memory are available at high
costs, which are fairly rare in most clinical environments.
Here, we proposed a novel mixed-radix tensor product
for multi-dimensional non-Cartesian MRI on the accelerators.
Our implementation is running on the CPU and GPU using
OpenCL and CUDA backends. The mixed-radix tensor product
method allows flexible configurations, and the tensor products
are recursively executed on the accelerator. This novel method
is akin to the previous tenor product methods on the CPU
and GPU [25], [19], [26], but here we aim to implement the
multi-dimensional adaptive kernel on the GPU. We use to the
adaptive min-max interpolator of [23], whereas other kernel
functions may be precomputed and integrated into the mix-
radix tensor product method.
Our contribution lies in the novel cross-architecture, mixed-
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2radix tensor product implementation of NUFFT. The rest of
this paper is organized as follows. In Section II, we apply
the Tucker product representations [17], [27] to NUFFT.
We propose a novel mixed-radix tensor product form for
multi-dimensional NUFFT. In Section III, we describe the
implementation, which is tested on the CPU and GPU. We
apply the method to clinical cardiac imaging data and we
test the consistency of the mix-radix tensor product method.
Results are shown in Section IV. In Section V, we discuss the
implications of this method in future studies.
II. METHODS
The problem setting of non-Cartesian MRI reconstruction
has been well recognized as the following inverse problem:
y = Ax+  (1)
where y is the non-Cartesian samples, A is the Fourier
encoding usually computed by NUFFT, x is the (flattened)
image vector, and  is the noise vector.
In the following subsections, we formulate the inverse
problem in the tensor product of Fourier integrals [28].
A. Tensor form of non-Cartesian Fourier encoding
Here, we generalize the Tucker product for Cartesian k-
space [17], [4] to non-Cartesian k-space, using tensor notation
in Kolda and Bader [27]. Throughout this paper, tensors are
represented as mathematical fonts; matrices are written in bold
fonts and upper case; vectors are expressed in bold fonts and
lower case; scalars are written as regular fonts.
Multi-dimensional Fourier transform can be described as a
D-mode matrix product of the tensor of interest, where each
row vector of the factor matrix is the encoding at a k-space
location. Each sampled point is the interaction between the
encoding gradients and the image tensor.
First, the encoding matrix is expressed as the the tensor
form of a Fourier integral [28]:
Y1,1,1 = XNx,Ny,Nz ×1 Ex1,Nx ×2 Ey1,Ny ×3 Ez1,Nz +H
(2)
X is a 3rd-order tensor of the distribution of magnetizations,
Ex,Ey,Ez are the chosen row vectors of the discrete Fourier
transform, H is the noise tensor. The subscript indicates
the dimension of the factor matrices (see Figure 1a for the
illustration). The generic tensor form of Equation (2) is valid
for Cartesian, non-Cartesian Fourier transform (e.g. the 3D
MRI), and direct sampling (e.g. multi-slice 2D MRI or spatio-
temporally accelerated 2D MRI).
Multiple M samples extend Equation (2) to the superdiag-
onal data tensor YM,M,M :
YM,M,M = XNx,Ny,Nz ×1 ExM,Nx
×2EyM,Ny ×3 EzM,Nz (3)
where the off-diagonal elements of Y are null (because they
are not sampled in the imaging system). For simplicity, we
Fig. 1. Tensor form for non-Carteian MRI. a) Spatial encoding gradients
represented as factor matrices. b) The non-Cartesian encoding process shown
as the Tucker product of the factor matrices acting on the image tensor. c)
Tensor form of 3D NUFFT. Each interpolator is a rank-1 tensor. d) Radix-1
tensor compression of the tensor form. The multi-dimensional interpolator
is decomposed as vectors of 1D interpolators. e) Mixed-radix (radix-2-1)
tensor compression of the tensor form. A subset of the factor matrices is
precomputed.
omit the noise tensor H hereafter. In Cartesian k-space, the
row vectors of the phase encoding and frequency encoding
matrices are periodical sinusoids, which match the order of
the pulse sequence. In non-Cartesian k-space, the row-vectors
of the encoding matrices are the instant spatial encodings of
the spins. Non-Cartesian data can be gridded to Cartesian, as
in Roohi et al [17], or they can be described as the tensor
form of NUFFT in the next section.
3B. The tensor form of non-uniform fast Fourier transform
(NUFFT)
The 1D NUFFT can be represented as the following matrix
form:
EM,N = VM,KFK,NWN,N (4)
N,K are the size of the image and k-space. M is the
number of non-uniform samples. VM,K is the interpolator (in
the form of the sparse matrix); FK,N is the oversampled FFT,
WN,N is the diagonal scale factor (also known as the roll-off)
applied to the image.
In the full precomputation mode, the total memory for
scaling factor is proportional to
∏D
d Nd[d] (Nd[d] is the
matrix size of the d-th axis), and the size of the interpolator
is proportional to
∏D
d Jd[d] (Jd[d] is the interpolator size of
the d-th axis).
Combining Equations (3) and (4), we obtain the tensor form
of 3D NUFFT:
YM,M,M = XNx,Ny,Nz ×1 WxNx,Nx ×2 WyNy,Ny
×3 WzNz,Nz ×1 FxKx,Nx ×2 FyKy,Ny
×3 FzKz,Nz ×1 VxM×Kx ×2 VyM×Ky
×3 VzM×Kz (5)
The scaling factors WxNx,Nx , WyNy,Ny , and WzNz,Nz
are the diagonal matrix. The interpolators Vx, Vy,Vz are the
matrix of the composite 1D vectors.
4D or higher dimensions can be derived from Equation (5).
We omit the details.
C. Our contribution
We construct the mixed-radix NUFFT based on the tensor
form in Equation (5).
1) Partial precomputation and tensor product method:
Given the rank-1 nature of the scaling factor and the interpola-
tor in Equation 5, the curse of dimensionality can be alleviated
by partial precomputation. The rationale of partial precompu-
tation is to save the scaling factor and the interpolation matrix
as composite 1D vectors (for scaling factors), or stacks of
vectors (for interpolators). This strategy has previously been
applied to CPU [8], [10], and we go on to apply the method
to heterogeneous parallel accelerators (CPU and GPU). For
completeness, the scaling factor and interpolator are described
in detail below.
2) Scaling factor: The scaling factor (also known as the
roll-off or deapodization) is a real-value multivariate function,
which multiplies the image and compensates for the imperfec-
tion of the interpolators. Partial precomputation can be applied
to the scaling factor because it is strictly rank-1. Thus, the
marginal values of the scaling factors can be used to construct
the scaling factor.
In the current implementation, the composite 1D scaling
factors are saved in the continuous 1D array. Given the image
tensor size Nd, where the vector length of d-th dimension is
Fig. 2. Radix-1 3D tensor reconstruction of the multi-dimensional interpo-
lator. a) Parallel tensor reconstruction of the interpolator b) Parallel tensor
reconstruction of the regridding matrix. Each non-Cartesian interpolator is a
rank-1 tensor, which allows for parallel tensor compressed interpolation on
the GPU. Mixed-radix tensor compression is based on the identical kernel.
Nd[d], the total length of the 1D array is
∑D
d Nd[d] floating-
point real numbers. The run-time computation multiplies the
marginal values from the 1D vectors, and the final value is
obtained from the joint density.
A feature of partial precomputation for the scaling factor
is that the compression ratio increases with a large problem
size and high image dimensions. For example, the compression
ratio is 128 for a 2D 256× 256 matrix, which is higher than
64 for a 128 × 128 matrix. The compression ratio is 21,845
for a 256× 256× 256 3D NUFFT problem.
3) Interpolator: The tensor form of NUFFT in Equation
(5) can be used to reduce the storage of multi-dimensional
NUFFT (see Figure 2 for a diagrammatic example). Here,
each composite interpolator includes two matrices: one data
matrix (we call it udata) and one index matrix (we call it
kindx) not shown in the figure. The matrix sizes of udata
and kindx are Nd[d] × Jd[d], where the address to the 1D
array is easily obtainable. The multi-dimensional indices to
the
∏
Jd are stored in a meshindex matrix.
During the run-time, each thread reads the meshindex
and then computes the k-space index and interpolator value.
The interpolator values of the multi-dimensional interpolation
matrix are multiplied by the k-space data. The resulting value
of each interpolation point is saved in local memory, followed
by a final reduction to compute the final value. The adjoint
operation of the interpolation matrix reverses the process
of computing the k-space index and the conjugate of the
interpolator value, but the final values of the adjoint operation
are written to the global memory using the atomic operations.
The pseudocodes are listed in Algorithms 1 and 2. The
overall run-time complexity of partial precomputation is
O((D+1)M∏Dd Jd[d]). The total storage for the interpolators
is M
∑D
d Jd[d]. Therefore, the memory sizes for the in-
dexing (kindxm,indptr) and interpolators (udatam,indptr) are
approximately proportional to M
∑D
d Jd[d], which is smaller
than M
∏
d Jd[d] in the fully precomputation mode. Table
I compares the memory and complexity of a full computed
interpolator and a partial precomputed interpolator.
4Algorithm 1: Algorithm for radix-1 interpolation
Input: Jd, D, prodJd, sumJd, meshindex[prodJd* D],
kindx[M*sum(Jd)], udata[M*sum(Jd)]
Output: y[M]
Initialisation :
1: for m = 0 to M do
2: for j = 0 to prodJd do
3: J = Jd[0]
4: index shift = m ∗ sumJd
5: index = index shift+meshindex[dim ∗ j]
6: col = kindx[index]
7: spdata = udata[index]
8: index shift+ = J
9: for d = 1 to D do
10: J = Jd[d]
11: index = index shift+meshindex[dim ∗ j + d]
12: col+ =kindx[index] + 1
13: spdata∗ =udata[index]
14: index shift = J
15: end for
16: y[m] = vec[col] ∗ spdata
17: end for
18: end for
Algorithm 2: Algorithm for radix-1 adjoint interpolation
Input: Jd, D, prodJd, sumJd, meshindex[prodJd * D],
kindx[M * sum(Jd)], udata[M * sum(Jd)]
Output: y[M]
Initialisation :
1: for m = 0 to M do
2: u = 0.0
3: for j = 0 to prodJd do
4: J = Jd[0]
5: index shift = m ∗ sumJd
6: index = index shift+meshindex[dim ∗ j]
7: col = kindx[index]
8: spdata = udata[index]
9: index shift+ = J
10: for d = 1 to D do
11: J = Jd[d]
12: index = index shift+meshindex[dim ∗ j + d]
13: col+ =kindx[index] + 1
14: spdata∗ =udata[index]
15: index shift+ =J
16: end for
17: ydata = y[m]
18: u = conj(spdata) ∗ ydata
19: atomicAdd(k[col], u)
20: end for
21: end for
Fig. 3. Recursive precomputation and tensor product. a) Radix-1 tensor com-
pression of NUFFT and parallel reconstruction. b) Radix-2 tensor compression
of NUFFT and parallel reconstruction. c) Mixed-radix tensor compression
of NUFFT and parallel reconstruction. The parallel tensor product may be
understood by collapsing the multi-dimensional interpolator into a single 1D
array. Surprisingly, this process can be recursively applied to a subset of the
D composite 1D arrays during the precomputation stage, and subsets can be
combined afterwards on the parallel accelerators. This concept of collapsing
dimensionality allows us to design different pathways.
4) Mixed-radix partial precomputation: The mixed-radix
precomputation is based on the associative property of the
tensor forms in Equation (5). During the precomputation stage,
the mix-radix configuration can group several dimensions
together; then the groups are computed on the parallel ac-
celerators at the run-time stage.
The precomputation process can be recursively applied to a
selected subset of the dimensions, and the intermediate states
encompass a tree-like diagram. For example, a 3D hypercube
undergoing the radix-2-1 tensor precomputation can be rep-
resented as (0, 1, 2)− > (01, 2). In another example, a 4D
tesseract can be precomputed as (0, 1, 2, 3)− > (012, 3). The
complete tree-like diagram can be seen in Figure 3, in which
radix controls the order in which the partial precomputation
takes place. We can represent the full precomputated NUFFT
as radix = D precomputation because the D dimensions
are collapsed during the precomputation, and there is only
one subset in the radix = D configuration. The partial
precomputation method in the above sections can, however,
be attributed as radix = 1. The other configurations follow
the same rule.
D. Parallel imaging with tensor compression of the coil axis
Parallel imaging is the standard scanning protocol of mod-
ern MRI. The multi-channel data are acquired simultaneously,
and the structure of multi-channel data provides the extra
information. In the sensitivity encoding, the coil sensitivity is
5TABLE I
COMPARISONS OF STORAGE AND RUN-TIME PERFORMANCE FOR PRECOMPUTED AND TENSOR COMPRESSED NUFFTS
Precomputed (radix-D) interpolator Radix-1 tensor compressed interpolator Mixed-radix tensor compressed interpolator
Scaling factor
∏D
d Nd[d](float32)
∑D
d Nd[d](float32) total storage of subsets
Interpolator size M
∏D
d Jd[d](complex64) M
∑D
d Jd[d](complex64) total storage of subsets
Indices M
∏D
d Jd[d] M
∑D
d Jd[d] total storage of subsets
D: Number of dimensions
M : Number of non-uniform locations
Jd[d]: Interpolation size for d-th dimension
Nd[d]: Matrix size for d-th dimension
Kd[d]: Oversampled k-space grid for d-th dimension
provided as the weighting function for the conjugate gradient
method.
The parallel imaging encoding can be interpreted as a
multi-channel image tensor weighted by the coil sensitivi-
ties (element-wise multiplication), followed by non-Cartesian
Fourier encoding. We define the process using the following
equation:
S D{X} = S  (XNx,Ny,Nz,1 ×4 eNc,1) (6)
S is the element-wise multiplication of the coil sensitiv-
ities, D ≡ ×4eNc,1 is the populate operator, X is the single-
coil 3D image; e ≡ [1, 1, ..., 1]T is the Nc×1 matrix (a column
vector).
We also define the aggregate operator M, which combines
the multi-channel image tensor X  conj(S):
M{X  conj(S)} = (XNx,Ny,Nz,Nc  conj(S))
×4eT /Nc (7)
eT /Nc = [1/Nc; 1/Nc; ...; 1/Nc] is a length-Nc row vector.
.
The parallel computing for the populate and aggregate
operators on CPU and GPU is as follows. In the populate
operation, each thread reads the value of the image voxel and
populates the value to multi-channel image volumes. Once the
copying is finished, the volumes are copied to an oversampled
grid, followed by batched NUFFT. In the aggregate operation,
the same voxels of multi-channel image volumes are saved in
the local memory, and a final hierarchical reduction averages
the values (see Figure 4 for a graphic illustration of the
populate and aggregate operators on the GPU).
III. IMPLEMENTATIONS
A. Mixed-radix multi-dimensional interpolator and scaling
factor
The implementation uses the two-stage method, as the
non-Cartesian interpolation matrix and the scaling factors are
planned on the CPU then transferred to the GPU. At the plan-
ning stage, the interpolators and scaling factors are designed
with the complex double-precision floating point numbers.
The arrays are cast to single-precision and transferred to
the global memory. The run-time computation uses the same
kernel for different configured mixed-radix interpolators and
scaling factors.
Fig. 4. Multi-coil GPU computing using a) the populate and b) the aggregate
operators
TABLE II
COMPARISON OF MIXED-RADIX CONFIGURATIONS OF SINGLE-COIL 3D
MRI WITH 4,000,000 SAMPLES
radix-3 radix-2-1 radix-1-1-1
Scaling factor (MB) 67.1 0.263 0.00307
Interpolator (MB) 17280 3360 1440
Oversampled grid (MB) 1073.7 1073.7 1073.7
Indices (MB) 8640 1680 720
Total storage (MB) 27060.9 6114.0 3233.7
Memory saving (%) 0% 77.4% 88.1%
matrix size: 256× 256× 256
number of samples (M ): 262144
oversampling ratio: 2×
oversampled grid: 512× 512× 512
interpolator size: 6× 6× 6
B. PyOpenCL and PyCUDA backends
The acceleration environment using PyOpenCL or Py-
CUDA [29] is freely available under the permissive MIT
license. We update the NUFFT hsa object of the PyNUFFT
[30], and tensor related Hadamard products and mixed-
radix multi-dimensional interpolation are also available in the
re subroutine.py at the PyNUFFT github repository.
To address the missing atomicAdd() in OpenCL-1.2, we
implemented an atomicAdd using the atomic-compare-and-
6swap (atomicCAS) function in OpenCL-1.2. CUDA provides
its atomicAdd() for a single-precision floating points number.
C. Benchmarks of NUFFT
We tested the 2D and 3D acceleration of NUFFT based on
acceleration packages of PyCUDA 2018.1.2, PyOpencl 2018
and Reikna 0.8. The testing system is equipped with an i7-
6700HQ CPU with 32 GB memory, one NVIDIA GeForce
GTX 1060 6GB and one external NVIDIA Quadro P6000
connected to the system with a PCIE-2 4× connector. The
versions of the software on the testing computer are gcc-7.3.0,
nvidia-driver 415.18, cuda version 9.2.88 and Intel OpenCL
sdk 2014.
D. Spatio-temporal reconstruction of golden-angle radial
CINE MRI
Radial k-space combined with fast gradient echo sequences
is a rapid MRI acquisition mode widely used in cardiovascular
MRI. The golden-angle radial spokes are continuously filling
the k-space without repeating the previous angles. The radial
sampling artifacts may be reduced by iterative reconstructions.
Here, we test the mixed-radix tensor product with the soft-
plus-hard reconstruction [31], which decomposes the recon-
struction into the low-frequency part and the sparsity part. This
concept is akin to the low-rank plus sparse method [32], but
we develop the method based on the temporally constrained
method [33] because of its simplicity and nearly deterministic
results. Our method can be summarized as follows. While the
low-frequency part is regularized by the hard-thresholding, the
sparsity part is regularized by soft-thresholding.
The purpose of the test is to validate the results of single-
precision version of mixed-radix tensor product are close to the
double-precision CPU counterpart. We construct the encoding
operator as a 4D tesseract, which is composed of 2 spatial
dimensions, one time dimension, and one coil dimension. This
4D encoding process is formulated as follows:
YM,M,M,Nc = X ×1 Ex ×2 Ey ×3 Et ×4 Ec (8)
This 4D problem can be solved by the tensor form repre-
sented in Figure 6: a) the 4D tesseract represents the problem
(x-y-t-coil) composed of repeated k-t sampling patterns for
multiple coils; and b) the batched 3D problem (x-y-t) based on
the single-coil k-t sampling patterns. This batched mode can
be considered as a tensor compression of the coil dimension.
In the 4D tesseract configuration, the axis of the coil is
considered the fourth-dimension, but this increases the size
of the memory. In batched 3D mode, the axis of coil is
compressed inside the kernel, which reduces the memory.
E. Consistency test
In the consistency test, the identical reconstruction algo-
rithm is performed on different accelerators. Computations
using single-precision floating numbers may affect the accu-
racy of the image reconstructions. However, these differences
may not be perceivable to human eyes, so we compare the
image quality using the structural similarity index (SSIM)
(MATLAB, The MathWorks, Inc., Natick, MA, USA). Both
the PyOpenCL and PyCUDA backends are used for tests on
GPU, whereas the PyOpenCL is used for multi-core CPU.
Image regularizations and iterations are performed on the
system CPU. Thus, the acceleration is attributed to different
accelerators and these reconstruction results are compared
to the images reconstructed by CPU using image quality
measures of the normalized Frobenius norm and SSIM. The
testing computer is equipped with an i7-6700HQ CPU and
32 GB memory, and one discrete NVIDIA GeForce GTX
1060 6GB video card. Another testing platform connects to
an external NVIDIA Quadro P6000 with error-correcting code
(ECC) memory available.
IV. RESULTS
A. Mixed-radix tensor operations on the accelerators
Figure 5 compares the accelerations of mixed-radix 3D
NUFFT on GPU (Figure 5a) and CPU (Figure 5b) versus the
single-core, fully precomputed compressed sparse row format
on the CPU. GPU provides a fast acceleration than CPU, and
the accelerations of forward NUFFTs are consistently higher
than adjoint NUFFTs on the GPU and CPU. The acceleration
of single-coil forward NUFFT is about 7× and 10× faster than
adjoint NUFFT on GPU and CPU, respectively. However, the
performances of the adjoint NUFFT and the full selfadjoint
NUFFT improve with multi-coil computing. The accelerations
of 32 coils are 8× and 4× higher than single coil. This is
because the CPU atomic operations used in adjoint NUFFT
are slow, whereas the multi-coil atomic operations reduce
the collisions because the values of two coils are written to
different locations.
A higher degree of precomputation is faster than the lower
degree of precomputation. The radix-3 with full precomputa-
tion is the fastest, followed by radix-2-1 and radix-1. The only
exception is the adjoint NUFFT with 1-4 coils on CPU, where
the acceleration of radix-1 outperforms radix-2-1 and radix-3.
Table II compares the global memory of 3D mixed-radix
configurations. A highest degree of precomputation (radix-3)
requires large memory, while the lowest degree of precom-
putation (radix-1-1-1) largely save the memory. 77.4% and
88.1% memory spaces are saved in radix-2-1 and radix-1-1-1,
respectively.
B. Benchmarks of golden-angle radial MRI
The acceleration of the image reconstruction of the golden-
angle radial MRI is shown in Figure 7. The comparison is
performed using the OpenCL backend. Thus, any performance
difference can be attributed to the hardware.
The batched 3D reconstruction is significantly accelerated
by GPU. The Quadro P6000 and the GTX 1060 6GB GPU
deliver over 18× and 13× faster reconstructions respectively
than the single-threaded CPU, while the Intel CPU 6700HQ
is nearly 2.5× faster than the single-threaded CPU. The 4D
reconstruction on GPU is about 11× and 10× faster for
Quadro P6000 and GTX 1060, respectively. However, the 4D
CPU is only marginally slower than batched 3D, since the
acceleration is nearly 2×.
7Fig. 5. Comparison of acceleration v.s. number of parallel coils on a) GTX-1060 6GB; b) Intel CPU core-i7 6700HQ
TABLE III
COMPARISON OF MEMORY FOR 2D DYNAMIC GOLDEN-ANGLE RADIAL MRI (FIGS. 6 - 7)
radix-4 radix-3-1 radix-2-2 radix-1-1-1-1 radix-3(batch) radix-2-1(batch) radix-1-1-1(batch)
Scaling factor (MB) 25.7 4.3 0.148 0.0017 4.3 0.147 0.00165
Interpolator (MB) 250.2 257.1 257.1 97.3 41.7 42.9 15.1
Oversampled grid (MB) 205.3 205.3 205.3 205.3 205.3 205.3 205.3
Indices (MB) 125.1 128.6 128.7 48.6 20.8 21.4 7.5
Total storage (MB) 606.2 595.2 591.1 351.2 272.1 269.7 227.8
Memory saving (%) 0% 1.8% 2.5% 42.1% 55.1% 55.5% 62.4%
matrix size: 192× 192
number of samples (M ): 144768
time frames: 29
oversampling ratio: 2×
oversampled grid: 384× 384
interpolator size: 6× 6
number of parallel coils: 6
The degree of precomputation marginally impacts on the
performance. For instance, the radix-3 is slightly faster than
the radix-2-1 or radix-1-1-1, but the radix-4, radix-3-1, radix-
2-2, and radix-1-1-1-1 achieve very similar degrees of acceler-
ation. The memory saving of mixed-radix configurations can
be seen in Table III, in which radix-1-1-1 saving 62.4% of the
global memory.
C. Consistency tests for golden-angle radial cardiac MRI
Figure 6 compares the image reconstructed using OpenCL
and CUDA backends and a differently configured radix. These
images are compared to the referenced image reconstructed
using the double precision floating number on the CPU.
The results of the soft-plus-hard reconstruction consistently
differ between OpenCL and CUDA. A higher error in CUDA
can be measured in the normalized Frobenius error norm,
which is approximately 10× higher than the error norm of
OpenCL. The reconstructed images of OpenCL on GPU and
CPU lead to the error of 7.56 × 105 − 2.56 × 104, while the
error of CUDA on GPU is 1.9× 103 − 2.0× 103.
The OpenCL backend leads to the reconstruction results
which are nearly identical to those of the double-precision
CPU computing. The SSIM values of OpenCL on CPU and
GPU are constantly 1. However, the 10× higher error norm
using CUDA backends consistently degrades the reconstructed
image quality of CUDA. Thus, the SSIM between CPU and
CUDA is consistently lower than 1, in the range of 0.9989−
8Fig. 6. Consistency tests for multi-coil cardiac image reconstruction methods using OpenCL and CUDA backends. An identical regularization method with
200 iterations was performed on the CPU. a) 4D reconstruction (x-y-t-coil) using different configurations. Multiple coils are encoded in the last dimension;
b) batched 3D reconstruction (x-y-t) using different configurations. The coil dimension is compressed on the accelerator. The error of CUDA backend is
approximately 10× higher than the error of OpenCL on the CPU and GPU.
0.9992. We also enabled the ECC functionality of CUDA but
we still observed the consistently degraded image quality in
the CUDA backend.
V. DISCUSSION AND CONCLUSION
We have developed a novel cross-architecture mix-radix
tensor product algorithm with a reduced memory usage. The
PyNUFFT was previously implemented such that multiple
objects can be planned and dispatched to different types of
accelerators, including CUDA/OpenCL and CPU/GPU. The
dual OpenCL and CUDA implementations may allow an
identical imaging reconstruction algorithm to be tested with
different backends and hardware. However, the complexity of
portable software is nontrivial [34], and the inconsistencies
are often difficult to track. We observed that the results of
cross-architecture using OpenCL are more consistent than with
the CUDA backend. Although the inconsistencies between
CPU and accelerators may be negligible to human eyes, the
degraded SSIM values of CUDA are consistently detected
throughout our tests. The result suggests that algorithms ported
to different acceleration protocols may require consistency
tests before clinical use.
The future study may integrate Python-based reconstruc-
tions with deep-learning frameworks. Iterative tensor-based
NUFFT could be integrated with a multi-dimensional learn-
ing method to generate the multi-coil non-Cartesian k-space
samples or the Toeplitz kernel. Python is one of the leading
programming languages, and Python-based MRI reconstruc-
tion packages, such as PySAP (https : //github.com/CEA−
COSMIC/pysap) and MRIPY [35], have recently drawn
much interest from the industry. This research approach can
benefit from the general purpose Python programming lan-
guage integrated with heterogeneous acceleration devices, as
well as the plentiful software packages available in Python
language.
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