The establishment of the right correspondence is one of the most basic and the most critical technology in point set registration. For the damaged data of point set in the existence of outliers, noise or missing points, it is difficult to distinguish the abnormal points from the normal and the correspondence between the point sets are affected by these abnormal points. Based on the prior that there is some relation or distinction between the normal points and the abnormal points, we formulate the estimation of correspondence problem by the machine learning procedure. In this paper, considering the feature of error between two point sets, a Deep Belief Networks (DBN) based learning method is proposed to train the networks with the normal point sets. Using the trained DBN, the outlier and unmatched points can be identified. Experiments confirm that our method can well detect noise in the point sets. Even in the case of missing data, our method can identify almost all matched points.
INTRODUCTION
Point set registration is one of the fundamental and key problems in computer vision, medical image analysis, pattern recognition and signal processing [1] [2] [3] . The goal of point set registration is to find the right correspondence between two point sets and determine the underlying spatial transformation to align them. With the point set usually extracted from an image or generated by 3D scanners to represent an outer surface of an object, it is inevitable that noise, outliers and missing points arise from the processes of image acquisition and feature extraction due to the variability in the measurement, experimental error, illumination changes and so on.
Therefore, the point set registration problem is faced with several challenges and one of the most critical challenges is the ability to establish the right correspondence in the existence of outliers, missing points and noise.
To solve the registration problem, the iterative algorithms are proposed, which alternate the estimation of correspondence and the calculation of transformation to obtain an approximately optimal solution. Usually, the correspondence used are based on the local feature descriptors, but the outliers, noise and occlusions are unavoidable. Among them, the Iterative Closest Point (ICP) is one of the most common algorithms and tries to minimize the distance between two sets of points [4] . On the account of the explicit point-to-point correspondence, an important drawback of ICP is that it lacks robustness with respect to noise, outliers and missing points. Many attempts have been made to address this issue, the robust point matching (RPM) and its variants are proposed and widely used for non-rigid registration [5] [6] [7] . The RPM method uses soft assignment and relaxes the point correspondence variables for fuzzy correspondence and employs the deterministic annealing method to gradually estimate point correspondence. Although the fuzzy correspondence relaxes the effect of noise and so on, the wrong correspondence still exists. On the other hand, the new metrics for point set correspondence are mainly based on probability and statistics theory. Among them, continuous density function, such as Gaussian mixture model (GMM), is used to represent the point sets [8] [9] . A probabilistic method, such as coherent point drift (CPD), treats the registration as a maximum likelihood estimation problem [8] . Another method, such as GMM-based, treats the registration as an alignment between two distributions corresponding to two point sets [9] .
To improve the algorithm's robustness to outliers, noise and missing points, the prior that there is some relation or distinction between the normal points and the abnormal points can be considered. We hence formulate the estimation of correspondence problem by the machine learning procedure. So a DBN based learning method is proposed to train the networks with the normal point sets. Using the trained DBN, the outlier and unmatched points can be identified.
Our contribution in this paper includes the following two aspects. Firstly, we introduce machine learning to establish the correspondence between the point sets. Secondly, we propose a new learning framework based on DBN for robust point set registration.
METHODS

Deep Belief Networks Based Learning
As an unsupervised learning method, DBN can be trained to obtain the feature representation of the data by using the training data set. DBN consisted of multi-concatenation of Restricted Boltzmann Machines (RBM), where a visible layer and a hidden layer are bilaterally and fully connected [10] . DBN structure is shown in Figure 1 .
Boltzmann Machines (BMs) are a particular form of log-linear Markov Random Field (MRF), and RBM restrict BMs to those without visible-visible and hidden-hidden connections. The energy function of RBM is defined as 
Learning Correspondence between Point Sets via DBN
Actually, for sampled point sets, certain abnormal case may occur, such as noise, the outliers and missing data, which is likely to affect the determination of the correspondence between the point sets. Therefore, it is necessary to learn to detect the abnormal points existed in the data for the right correspondence of two sampled point sets.
Supposing two point sets X and Y are fixed and transformed samples respectively. According to the relation between the corresponding points of X and Y in the normal case, the error between the two point sets satisfies Gaussian distribution with zero mean and uniform standard deviation [11] [12] , which is the desired feature to be learned by training a DBN. Let XY  be the input of a DBN, the output parameters of the networks is required to model the distribution of error between the two point sets in the normal case.
For two sampled point sets in the abnormal cases, some outliers, noise and unmatched points from missing data may affect the correspondence of inliers. Considering the Gaussian distribution of corresponding points in the normal case, the error between the abnormal points are not consistent with the Gaussian distribution. Thus the noise and the missing data can be detected from the point sets by means of the trained DBN.
Implement of Identifying Abnormal Points via the Trained DBN
The adopted DBN consisted of two sequential RBMs. Considering the case of incomplete data, before the error of two point sets are fed into the networks, the data is grouped into batches and then the errors between the batches are successively input to the networks.
The learning rate and the learning momentum are set to 0.1 and 0.5 respectively. Except for the parameters of weights and bias, the average reconstructed error of batches is also learned and defined as  . For two sampled point sets with noise, if the reconstructed error from a couple of batches is close to  , the points in this couple of batches are regarded as inliers of the point sets. Otherwise, the points in this couple of batches with larger error than  are regarded as noise in the point set. 
SIMULATION EXPERIMENTS
We implemented the algorithm in Matlab 2014b, used DeepLearnToolbox-master to train the networks and tested it on an Intel Core CPU 3.5GHz with 32GB RAM. We carried out the establishment of the correspondence by applying our algorithm in the case of missing data and the presence of noise and analyzed the experimental results.
The experiments are based on the 2-D point set of fish, the 3-D point set of face and the 3-D point set of bunny, as shown in Figure 2 . For the two point sets to be registered, one is fixed and the other is transformed by the fixed one.
The experiment can be summarized as follows. Firstly, the two point sets were both batched before input to a DBN and the batch size 5 is used. Then the DBN was trained to learn the parameters related to the point sets. Next, the point sets in abnormal cases were tested for detecting outliers or unmatched points.
In order to evaluate the performance of the proposed method, two kind of quantitative evaluation criteria were used in the experiments. Let TP be true positive, TN be true negative, FP be false positive, and FN be false negative. The evaluation criteria called precision is defined as 
Point Sets with Missing Data
In order to simulate the missing data in practice, 5% and 10% points in one of the point sets are removed respectively.
In Figure 3 (a), 5% points are removed from the regular point set of fish. Correspondence between the two point sets are denoted with blue arrows in Figure 3(b) , and the unmatched points are marked in green. Similarly, 10% points located in two regions of the regular point set of fish are removed in Figure 3 (c) and the detection results are shown in Figure 3(d) . In Figure 3 (e) 5% points are removed from one point set of face, and the correspondence between two point sets are shown in Figure 3(f) , where the unmatched points are marked in green.
Point Sets with Noise
For the two point sets, 30% and 50% random noise is added in each of the point set respectively.
In Figure 4 (a) 30% noise is added in the two point sets of fish, and the correspondence between them is denoted with blue arrows in Figure 4(b) . The point sets with 50% noise are shown in Figure 4 (c). And in Figure 4(d) , not only the correspondence is denoted with blue arrows, but also the pairs of false detected points are marked in green. In Figure 4 (e) 30% random noise is added in each of the point set of face, and the correspondence between two point sets are shown in Figure 4(f) , where the pairs of false detected points were marked in green. 
Measure Results
For the 2-D point set of fish and the 3-D point sets of face and bunny, the precision and recall of all experiments were measured and the results were shown in TABLE I. In the first row of the table, ratio of noise in the point sets and the ratio of missing data in the point sets were illustrated respectively.
As seen from the experimental results, for the sampled point sets with noise, the correspondence between two point sets are less affected by the random noise, even for the point sets with 50% noise. In addition, for the sampled point sets with missing data, the missing points have some impact on the correspondence of remained points, and the precision and the recall is decreased to a certain degree, especially in the case of some unmatched correlation points.
CONCLUSIONS
Since outliers, noise and missing data can affect the determination of the correspondence between point sets, a DBN based learning method is proposed to identify outliers and unmatched points. Generally, for two sampled point sets, the error between them satisfies Gaussian distribution, which can be learned by training a DBN. While outliers and missing data can be identified by the trained DBN because the error between them are not consistent with this distribution. Experimental results on 2-D and 3-D point sets indicate that our method can identify right correspondence between point sets in the case of noise and missing data, except for some points falsely detected.
Our future work will focus on the application of machine learning methods in point set registration and compare the methods with the state-of-the-art methods. We will also explore the registration methods for medical imaging and image guided neurosurgery system. 
