Transit functions provide a unifying approach to many results on intervals, convexities, and betweenness. Here we show that hierarchical structures arising in cluster analysis and phylogenetics have a natural characterization in terms of transit functions and that hierarchies are identified by multiple combinations of independent axioms.
Introduction
Rooted trees are commonly used in phylogeny to represent the evolutionary history of a collection of organisms. Internal vertices in these trees are interpreted as the last common ancestors for their extant descendants, which are represented by the leaves of the tree. Phylogenetic trees not only depict an evolutionary history, they also express a hierarchical classification of the organisms by identifying subtrees with taxonomic groups such as animals, plants, or insects. The tree structure of evolution thus implies a hierarchical classification of life forms. A wide variety of methods has become available in computational biology to infer phylogenetic trees from diverse sources of data [12] , most prominently among them DNA sequences. Hierarchical clustering produces an analogous tree structure without the need to pre-suppose an evolutionary process in time that gives rise to the clusters. Instead, these intrinsic (dis)similarities of the objects under considerations are used to obtain a hierarchical classification [1] . Clustering is a topic of key importance in data mining and knowledge discovery.
Throughout this contribution, V is a finite, non-empty set. We use the notation ⊂ to mean proper subset, and write ⊆ otherwise. Definition 1.1. A hierarchy on V is a set system C ∈ 2 V so that (H1) V ∈ C, (H2) {x} ∈ C for all x ∈ V .
(H3) A, B ∈ C implies that either A ∩ B = ∅, A = B, A ⊂ B, or B ⊂ A.
Hierarchies have a representation as a rooted tree T with leaf set V . Denote by V ∪W the complete vertex set of T , i.e., W is the set of internal vertices of T including the root denoted by r. For simplicity we disregard the trivial case of T consisting of a single vertex. Furthermore, we require that every internal vertex has at least two children. This type of tree is sometimes called homeomorphically irreducible. Hence we assume from |V | ≥ 2.
There is a natural partial order on V ∪ W so that x y if and only if y lies on the path from x to the root r. The leaves are minimal elements with respect to , the root is the unique maximal element. For any subset A ⊆ V ∪ W of vertices in T , the intersection of the paths from v ∈ A to the root is again a path. The minimal vertex in this path is the last common ancestor of A, denoted by lca(A). For each vertex x ∈ V ∪ W , the subtree T [x] below x consists of all vertices y x, i.e , all those for which the path to the root passes through x. For its leaf set we write
There is a well-known bijection between hierarchies and homeomorphically irreducible rooted trees. Given C, the tree T C represents the elements of C as vertices so that V becomes the root, the singleton sets {x}, x ∈ V become the leaves, and each internal vertex u of T C corresponds to a non-trivial cluster which then can be represented as
There is an edge between u and u if and only if
The tree T C is therefore (isomorphic to) the Hasse diagram of C w.r.t. set inclusion. Conversely, consider an internal vertex u ∈ W . The leaf u 1 , . . . , u k of u, define a partition of V [T [u] ], since the leaf sets of the subtrees are disjoint, non-empty, and satisfy
With a hierarchy C we can naturally associate the function
as the intersection of all clusters that simultaneously contain both x and y. It follows immediately from property (H3) that R C (x, y) is itself a cluster of C, i.e., R C (x, y) ∈ C for all x, y ∈ V . With a homeomorphically irreducible rooted tree T we can, in an equally natural way, associate a function
on the leaves of T by setting
By construction R T (x, y) consists of all the leaves of the subtree "spanned" by x and y. The bijection of trees and cluster systems, and the fact that V [lca({x, y})] ∈ C T furthermore, implies that R T = R C T and, conversely,
have been studied extensively under the name transit functions [9] . In graph theory, they arise in a broad range of contexts involving betweenness, intervals, and convexity [2, 3, 4, 5, 6, 7, 8, 9, 10, 11] . A topic of particular interest in this field is the characterization of graph classes in terms of first order properties of their transit functions and the axiomatic characterization of a well-known transit function in terms of (transit) axioms. Therefore we ask in this contribution whether there is a set of axioms that uniquely determines the transit functions R T of rooted trees.
Formally, a transit function on a non-empty set V is a function R :
satisfying the three axioms
Basically, a transit function describe how one can move from an element u to an element v through elements in R (u, v) .
is closed under intersections and both V ∈ K and ∅ ∈ K. In the context of transit function, we are primarily interested in convexities that in addition satisfy {x} ∈ K for all x ∈ V . A hierarchy is, therefore, a particular kind of convexity (to be precise, we have to add the empty set to the hierarchy C as defined by (H1), (H2), and (H3) to guarantee closure under intersections). The converse is not true, however, as exemplified by K = {{a, b}, {b, c}, {b}, ∅}.
The canonical transit function of a convexity K is given by the convex hulls spanned by x and y, i.e., it is defined by equ.(1.1) [9] . For every transit function R on V , there is an associated convexity, where a subset W of V is R-convex if R(u, v) ⊆ W , for every u, v ∈ W . The family of R T -convex sets coincide with the hierarchic convexity on V .
The following non-trivial betweenness axioms were considered already by Mulder [9] :
A transit function R is called monotone if it satisfies axiom (m). It is satisfied by construction for the canonical transit function of a convexity, see e.g. [4, 9] , and thus in particular by transit function of a hierarchy.
Transit Functions of Hierarchies
In the context of transit functions of hierarchies (or rooted trees) we encounter several additional betweenness properties:
We say that a transit function is hierarchical if it satisfies axiom (h). Now consider a hierarchy C and its transit function R = R C defined in equ.(1.1). We easily check that (m) is satisfied also without recourse to the theory of convexities: Since R(u, v) ∈ C it follows immediately that for all x, y ∈ R(u, v) the smallest element of C that contains both x and y must be a subset of R(u, v). Thus R(x, y) ⊆ R(u, v). Hence R satisfies the axioms (m) and thus also (b2).
On the other hand, R C does not satisfy (b1), i.e., it is not a betweenness in the sense of Mulder [9] :
It corresponds to the hierarchy {{{a}, {b}, {c}}, {d}}. Since b ∈ R(a, c) and c ∈ R(a, b), (b1) does not hold.
Axiom (h) simply states that the transit sets form a hierarchy, which is obviously true by virtue of the defining equ.(1.1) for the transit function of any hierarchy. Axiom (m ) states that the system of transit sets is closed under intersections. Property (m ) is, in fact, an immediate consequence of (h) since either
The canonical transit function of a convexity, and thus R C , therefore satisfies (m ).
Theorem 2.2. The collection of transit sets of a transit function R is a hierarchy, i.e., a convexity satisfying (H3), if and only if R satisfies (m), (m ) , and there is a pair p, q ∈ V so that R(p, q) = V .
Proof. By construction, the canonical transit function of a convexity fulfills the three conditions. Conversely, it is well known that the transit sets are convex (w.r.t. to R) if and only if R satisfies (m). Condition (m ) is necessary and sufficient to ensure that the intersection of transit sets is closed under intersection, and the existence of a pair p, q ∈ V so that R(p, q) = V is equivalent to V ∈ K.
Axiom (h ) is motivated by the following simple observation for rooted trees: Let u and v be two leaves of a rooted tree T . Consider an arbitrary leaf
Then one of the three statements is true: (i) x is contained in the same subtree rooted by a child of lca(u, v) as v, (ii) x is contained in the same subtree rooted by a child of lca(u, v) as u, (iii) x is located in a subtree that is rooted at a child of lca(u, v) that contains neither u nor v. In the first case lca(x, v) = lca (u, v) , in the second case lca(x, u) = lca (u, v) , and in the third case lca(u,
In the following, we derive the analogous result for hierarchies without making use of the corresponding rooted tree. Proof. Let u, v, x ∈ V and x ∈ R(u, v). The statement of (h ) holds trivially if x = u or x = v. If u = v then R(u, v) = {u} by (t3) and thus x = u.
Thus, we assume that u, v and x are pairwise distinct. u, v) . On the other hand, u, v ∈ R(p, q) and R(u, v) is by construction the smallest cluster that contains both u and v so that R(u, v) ⊆ R(p, q). Thus R(p, q) = R(u, v).
In particular, if
By maximality of W [u|v], W [u|v] ∪ {x} is not contained in any cluster of C that is a (proper) subset of R(u, v) and does not contain v. Hence the smallest cluster containing W [u|v]∪{x}, i.e., R(u, x) also contains v and hence R(u, v).
The hierarchy axiom (H1) implies immediately that there is a pair of points p, q so that R(p, q) = V . For any x ∈ V we have R(x, p) = V or R(x, q) = V , thus the transit function of a hierarchy satisfies axiom (a).
We shall see below that the transit functions of hierarchies also satisfy (h ) and (h ). Instead of giving direct proofs, we will draw these conclusions directly from general implications between the above properties of transit functions. Proof. It follows immediately from (h), (a), and (t3) that C R = {R(p, q)|p, q ∈ V } is a hierarchy. The corresponding transit function Q := R C R can be represented as
Thus R is the transit function of the hierarchy C if and only if R = Q. By (t1) and (m) we have Q(u, v) ⊆ R(p, q) for all p, q so that u, v ∈ R(p, q). In particular, therefore Q(u, v) ⊆ R(u, v). The smallest transit set R(p, q) that contains both u and v (which is well-defined by virtue of the hierarchy axioms) there is contained in R(u, v). We now construct a partition A of R(u, v) as follows:
If R is nonempty, choose an arbitrary q ∈ R and define A q := {x ∈ R(u, q)|R(q, x) ⊂ R(u, x)} and note that, by (h ), R(q, u) = R(u, x) = R(u, v). Since R(u, x) = R(v, x) = R(v, q) we A q = {x ∈ R(v, q)|R(q, x) ⊂ R(v, x)} as alternative representation. (iii) Now replace R ← R \ A q , pick a point q in R and construct A q = {x ∈ R(u, q )|R(q , x) ⊂ R(u, x)}. Again, we have R(u, q ) = R(u, q) = R(u, v), and we can replace u by v or q in the definition of A q . We repeat this construction until R is empty and arrive at the A := {A u , A v , A q , . . . } of R (u, v) .
By construction, A has the property that R(p, q) ⊆ R(u, v) if and only if p, q ∈ A z for some A z ∈ A and R(x, y) = R(u, v) if and only if x and y are contained in two different classes of A.
Suppose p, q ∈ A z and there is w ∈ R(p, q) so that w / ∈ A z . By (m) R(p, w) ⊆ R(p, q) and by construction of A z we have R(p, q) ⊂ R(u, v). On the other hand, w / ∈ A z implies, for all p ∈ A z , that R(p, w) = R(u, v), leading to the contradiction R(p, q) ⊂ R(p, w).
Repeating the argument we eventually arrive at ap ∈ A z so that R(p,p) = A z , i.e., A z ∈ C.
Since u and v are contained in two different classes of A, and R(p, q) ⊆ A z whenever p, q ∈ A z we can reason as follows: If p, q ∈ R(u, v) and u, v ∈ R(p, q) then p and q are contained in different classes of A and therefore R(p, q) = R(u, v). The smallest transit set that contains u, v therefore is R(u, v). It follows that R(u, v) = Q(u, v).
As a by-product of the proof, we have obtained, for each transit set R(u, v), its partition into maximal proper subsets R(p, q). This amounts to an explicit construction of the Hasse diagram of C directly from the transit function.
Implications among Axioms
The characterization in Theorem 3.1 can be simplified further by observing that the conditions (a), (h ), (h), and (m) are not independent. First, find that we can simply drop (a) by virtue of (h) ⇒ (a).
Lemma 4.1. Let R be a transit function on V satisfying axiom (h). Then R satisfies axiom (a).
of sets that, in each iteration increase by at least one element. Thus R(u, v k ) = V for some k not larger than |V |, and v k is desired element u so that R(u, u) = V .
Several, but not all pairs of the axioms (m), (m ) , (h), (h ), (h ) are equivalent and characterize the transit functions of hierarchies: Lemma 4.2. Let R be a transit function satisfying axioms (h) and (m) on V . Then R satisfies axiom (h ).
Proof. Suppose (h) and (m) holds. For all u, v ∈ V and all x ∈ R(u, v) we have R(u, x) ⊆ R(u, v) and R(x, v) ⊆ R(u, v) because of (m) .
Lemma 4.3. Let R be a transit function satisfying axioms (h) and (h ) on V . Then R satisfies axiom (m).
Proof. Let u, v ∈ V and x, y ∈ R(u, v). From (h) we obtain that R(u, v) ⊆ R(x, y) or R(x, y) ⊆ R(u, v). In second case we are, done. Thus suppose R(x, y) R(u, v), i.e., R(u, v) ⊂ R(x, y), and in particular u, v ∈ R(x, y). From (h ) we known that at least one of R(u, x) and R(v, x), and at least one of R(u, y) and R(v, y) equals R(u, v). Since u, v ∈ R(x, y), (h ) implies R(u, x) = R(x, y) or R(u, y) = R(x, y) as well as R(x, v) = R(x, y) or R(v, y) = R(x, y). In total, this leaves 16 cases, of which all but two directly lead to the contradiction R(u, v) = R(x, y). In case (i), R(u, x) = R(v, y) = R(u, v) and R(u, y) = R(v, x) = R(x, y). Here, y ∈ R(u, x) and (h ) implies R(u, y) = R(u, x) or R(y, x) = R(u, x), which further yields the contradiction R(x, y) = R(u, y) = R(u, x) = R(u, v). In case (ii) R(u, x) = R(v, y) = R(x, y) and R(u, y) = R(v, x) = R(u, v). Here, x ∈ R(u, y) and (h ) implies R(u, x) = R(u, v) or R(x, y) = R(u, v), which leads to an analogous contradiction. Proof. Suppose x, y ∈ R(u, v). By (b2) R(u, x) ⊆ R(u, v) and R(u, y) ⊆ R(u, v). Since u ∈ R(u, x) ∩ R(u, y), (h) implies that R(u, x) ⊆ R(u, y) or R(u, y) ⊆ R(u, x). In the first case, x ∈ R(u, y) and thus R(x, y) ⊆ R(u, y) ⊆ R (u, v) . In the second case y ∈ R(u, x) and hence R(x, y) ⊆ R(u, x) ⊆ R(u, y), i.e., (m) holds.
Lemma 4.5. Let R be a transit function satisfying axioms (h) and (m) on V . Then R satisfies axiom (h ).
Lemma 4.6. Let R be a transit function satisfying axioms (h ) and (m) on V . Then R satisfies axiom (h).
Proof. Suppose (h ) and (m) but (h) does not, i.e., there is u, v, x, y ∈ V such that R(x, y) ∩ R(u, v) = ∅ but neither R(x, y) R(u, v) nor R(u, v) R(x, y). Thus there is w ∈ R(x, y) ∩ R(u, v), a ∈ R(u, v) such that a / ∈ R(x, y) and b ∈ R(x, y) such that b / ∈ R(u, v). Furthermore, a, b, and w are pairwise disjoint. As a consequence of (m)
, and R(b, w) ⊆ R(x, y). Since a / ∈ R(x, y) and hence a / ∈ R(b, y) and a / ∈ R(b, w), (h ) implies R(a, y) = R(a, x) = R(a, b) = R(a, w). Analogously,
In particular, therefore, R(a, w) = R(b, w). Thus b ∈ R(a, w) ⊆ R(u, v) and a ∈ R(b, w) ⊆ R(x, y), contradicting the definition of a and b. Thus (h) holds.
Lemma 4.7. Let R be a transit function satisfying axioms (h ) and (h ) on V . Then R satisfies axiom (m).
Proof. Let x, y ∈ R(u, v) and suppose (m) does not hold, i.e., there is z ∈ R(x, y) such that z / ∈ R (u, v) . (u, v) , and y ∈ R(u, v) implies R(u, y) = R(u, v) or R(v, y) = R(u, v). z ∈ R(x, y) implies R(x, z) = R(x, y) or R(z, y) = R(x, y). Thus z is not contained R(u, x) or R(x, v), and it is not contained in R(u, y) or R(v, y).
Analogously, z is not contained in R(u, y) or R(v, y), and thus (h ) implies R(u, z) = R(z, y) or R(v, z) = R(z, y), and further R(u, z) = R(v, z) = R(y, z). Collecting all equalities we arrive at R(u, z) = R(v, z) = R(x, z) = R(y, z) = R(x, y). Therefore u ∈ R(x, y) and (h ) implies R(u, x) = R(x, y) or R(u, y) = R(x, y).
In the first case R(u, x) = R(x, y) = R(u, v) and (h ) implies R(x, v) = R(u, v), whence R(x, v) = R(x, y) and finally R(v, y) = R(x, y). Thus y ∈ R(x, v), and (h )
In the second case R(u, y) = R(x, y) = R(u, v) and (h ) implies R(v, y) = R(u, v), whence R(v, y) = R(x, y) and finally R(v, x) = R(x, y). Thus x ∈ R(v, y), and (h ) implies R(x, y) = R(v, y) or R(x, v) = R(v, y), i.e., R(x, y) = R(v, y) = R(u, v), again a contradiction. Thus R(x, y) ⊆ R(u, v).
Lemma 4.8. Let R be a transit function satisfying axioms (h ) and (b2) on V . Then R satisfies axioms (h ) and (m).
Proof. Let x ∈ R(u, v) . Because of (h ) we have R(u, v) = R(u, x) or R(u, v) = R(x, v). Condition (b2) establishes that R(u, x) ⊆ R(u, v) and R(x, v) ⊆ R(u, v), and thus R(u, x) ∪ R(v, x) = R(u, v), i.e., (h ) holds. Thus, for all y ∈ R(u, v) we have y ∈ R(u, x) or y ∈ R(x, v). W.l.o.g., y ∈ R(x, v). By (h ), R(x, v) = R(x, y) ∪ R(y, v), hence R(x, y) ⊆ R(u, v).
Lemma 4.9. Let R be a transit function satisfying axioms (h ) and (b2) on V . Then R satisfies axiom (m).
Proof. Let x, y ∈ R(u, v) . Suppose R(x, y) R(u, v) which implies that y / ∈ R(u, x), otherwise by (b2) R(x, y) ⊆ R(u, x) ⊆ R(u, v), a contradiction. Also as y / ∈ R(u, x) thus by (h ) we have R(u, y) = R(x, y) which is again a contradiction as R(u, y) ⊆ R(u, v) by (b2).
Independence of Axioms
The following examples show that (m), (m ) , (h), (h ), (h ) and (h ) are pairwise independent axioms. 
(h ) and (h ).
Since each of these four pairs of axioms implies (m), and (m) implies (b2), we can also replace (b2) by (m) in Thm. 5.18. The implications between axioms and combinations of axioms discussed in this contribution are summarized in Figure 1 .
(h ′ ) (h) (a) Figure 1 : Summary of implications between axioms. None of the implication arrows is reversible, and only the implications implied by the transitive closure of this diagram hold.
