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Abstract—This article investigates the cache-enabling un-
manned aerial vehicle (UAV) cellular networks with massive
access capability supported by non-orthogonal multiple access
(NOMA). The delivery of a large volume of multimedia contents
for ground users is assisted by a mobile UAV base station,
which caches some popular contents for wireless backhaul link
traffic offloading. In cache-enabling UAV NOMA networks, the
caching placement of content caching phase and radio resource
allocation of content delivery phase are crucial for network
performance. To cope with the dynamic UAV locations and
content requests in practical scenarios, we formulate the long-
term caching placement and resource allocation optimization
problem for content delivery delay minimization as a Markov
decision process (MDP). The UAV acts as an agent to take actions
for caching placement and resource allocation, which includes
the user scheduling of content requests and the power allocation
of NOMA users. In order to tackle the MDP, we propose a
Q-learning based caching placement and resource allocation
algorithm, where the UAV learns and selects action with soft ε-
greedy strategy to search for the optimal match between actions
and states. Since the action-state table size of Q-learning grows
with the number of states in the dynamic networks, we propose
a function approximation based algorithm with combination of
stochastic gradient descent and deep neural networks, which is
suitable for large-scale networks. Finally, the numerical results
show that the proposed algorithms provide considerable perfor-
mance compared to benchmark algorithms, and obtain a trade-
off between network performance and calculation complexity.
Index terms— dynamic resource allocation, non-orthogonal
multiple access, reinforcement learning, unmanned aerial ve-
hicle
I. INTRODUCTION
With the explosion of massive multimedia applications
and the continuous growth of mobile data traffic, wireless
communication faces the problem of limited resources. In
order to effectively meet the increasing user demand for high
data rate and low access delay, many works [1–5] have paid
attention to wireless connectivity from the sky with unmanned
aerial vehicles (UAVs). UAVs, also known as remotely piloted
aircraft systems (RPAS) or drones, are small pilotless aircrafts
that are rapidly deployable for complementing terrestrial com-
munications [1]. Promising scenarios for UAV communica-
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tions can be as follows: establishing temporal communication
infrastructure during natural disasters, offloading traffic for
dense cellular networks, data collection for supporting Internet
of Things (IoT) [2], and mobile edge computing server for
supporting IoT [4].
With the rapid growth of UAV-assisted cellular networks,
UAVs perform diverse roles, including radio access nodes,
base stations (BSs) [5–10] and relays [11]. In UAV-assisted
cellular networks, the data rate is limited by both the radio
access links and the wireless backhaul links. For radio access
links, multi-users can be served with the same time region
and frequency band based on non-orthogonal multiple access
(NOMA), which has received remarkable attention [12–14].
In [12], the performance of NOMA in large-scale networks
has been investigated with stochastic geometry theory. The re-
source allocation of NOMA heterogeneous networks (HetNets)
has been studied in [13]. In [14], the pair-wise error probability
(PEP) performance of different detectors in multiple-input-
multiple-output (MIMO) NOMA system has been analyzed,
which has also been minimized by the proposed two kinds of
user selection methods. Recently, NOMA has been exploited
as an effective method to enhance the access capability of
UAV-assisted cellular networks [6–10]. To mitigate the traffic
load of the backhaul links, edge caching has been studied [15,
16]. In [15], the bandwidth allocation and caching placement
have been jointly optimized in HetNets. In [16], multi-tier
collaborative caching framework in HetNets has been studied
to maximize the network capacity. Caching popular contents
at UAVs has been regarded as an effective emerging method to
alleviate the backhaul congestion and reduce latency in UAV-
assisted cellular networks [17–21]. The cache-enabling UAV
NOMA network is a promising framework for high data rate
and low transmission latency in numerous multimedia contents
distribution scenario.
A. Related Works
Recently, there has been some researches on UAV NOMA
cellular networks [6–10]. Based on stochastic geometry the-
ory, the 3-Dimension UAV framework for providing wireless
service to randomly roaming NOMA users has been studies
in [6]. In the UAV NOMA cellular networks, a cooperation
mechanism between a UAV and a macro base station has been
proposed in [7], which maximizes the sum rate of users by
the UAV trajectory and NOMA precoding joint optimization.
In [8], a hybrid transmission strategy based on VP and NOMA
(VP-NOMA) has been proposed, which minimizes total trans-
mit power for certain quality of service (QoS) requirements
2by designing a beamforming matrix with the power allocation
strategy. The UAV trajectory and resource allocation have been
jointly optimized for maximizing the minimum data rate of
ground users in [9]. In [10], the trajectory, task data, and
computing resource allocation have been joinly optimized to
minimize the largest energy consumption among UAVs.
Moreover, caching at UAV [17–21] has attracted increasing
attention recently to relieve the pressure on the wireless back-
haul links. The resource allocation in cache-enabling UAV-
assisted cellular networks has been considered in [17], where a
joint optimization problem of UAV deployment, caching place-
ment and user association has been solved to maximize the
quality of experience (QoE) of users. In [18], user association,
spectrum allocation, and content caching have been jointly
optimized by a liquid state machine (LSM) based algorithm.
In [19], user association, UAV location, and caching placement
have been jointly optimized to maximize the users’ QoE
while minimizing the transmit power used by the UAVs. The
cache-enabling UAV assisted secure transmission for scalable
videos in hyper-dense networks has been studied in [20],
and a distributed algorithm has been proposed to manage
the interference by cooperatively generating the precoding
matrices of cache-enabling UAVs. In [21], an optimization
problem has been formulated to maximize the security of UAV-
relayed wireless networks with caching by jointly adjusting the
UAV trajectory and time scheduling.
The problem of resource allocation with dynamic networks
has been studied in [22, 23]. In [22], a dynamic program-
ming approach for heterogeneous networks (HetNets) has
been designed, where communicating nodes have been effi-
ciently matched and radio resources have been assigned in an
interference-aware manner. The energy harvesting downlink
MIMO systems have been studied in [23], where an online
resource allocation algorithm has been proposed to maximized
the sum rate. Some works on the resource allocation of UAV-
assisted cellular networks have been studied [24, 25]. However,
only a few existing works have concentrated on the dynamic
resource allocation of UAV-assisted cellular networks [26,
27]. A real-time access points provision algorithm has been
developed in [26], where UAV-mounted cloudlets are assumed
to carry out adaptive recommendation in a distributed manner
so as to reduce computing and traffic load. In [27], sens-
ing and transmission protocol, UAV trajectory design, and
radio resource management in U2X communication have been
jointly optimized to maximize the average number of valid
data transmissions.
B. Motivation and Contribution
As mentioned above, the caching placement and resource al-
location optimization problems have been considered in cache-
enabling UAV NOMA networks. However, the optimization
scenarios of the current studies are most likely to be static, and
rarely consider the dynamic environment including the UAV
movement and content request varying. Due to the moving
characteristic of UAVs [28], the efficiency of caching place-
ment and resource allocation may be improved by considering
a long-term optimization problem. To fulfill this gap, this
article studies the caching placement and resource allocation
in cache-enabling UAV NOMA networks with dynamic UAV
locations and content requests. The dynamic optimization
problem for caching placement of a UAV, user scheduling
of content requests, as well as power allocation of NOMA
users is formulated. The caching placement and resource
allocation process is modeled as a Markov decision process
(MDP), which is solved by reinforcement learning. Moreover,
a function approximation based algorithm is proposed to
deal with the dynamic optimization problem in large-scale
networks. Our contributions are summarized as follows:
• We propose a framework of cache-enabling UAV NOMA
cellular networks for content delivery of ground users in a
hotspot area. We define the long-term sum delay of users
as the content delivery cost of downlink UAV NOMA
cellular networks. We formulate an optimization problem
to minimize content delivery delay by jointly optimizing
the caching placement of a UAV, user scheduling of
content requests, and the power allocation of NOMA
users.
• We transform the original proposed optimization problem
to a MDP based problem and define the dynamic states
of UAV movement and content request varying, in which
the UAV performs as the agent. Since the instantaneous
content delivery delay depends on the current state and
action according to the property of Markov chain, we
develop a Q-learning based content placement and re-
source allocation algorithm for solving the MDP based
problem. Furthermore, to deal with the high complexity
of an action-state table (Q-table) in large-scale networks,
we propose a function approximation based caching
placement and resource allocation algorithm, which can
obtain the near-optimal solution according to the output
of the function rather than searching a huge action space.
• We provide simulation results to validate the performance
of the proposed caching placement and resource alloca-
tion algorithms compared with the benchmark algorithms.
The simulation results demonstrate that the proposed Q-
learning based algorithm gets a trade-off between network
performance and computation complexity. Meanwhile,
the proposed function approximation based algorithm
obtains a considerable network performance without the
complexity ergodic search in the action space.
C. Organization
The rest of this article is organized as follows. In Section II,
we present the system model and formulate the optimization
problem for long-term content delivery delay minimization.
In Section III, we propose reinforcement learning based algo-
rithms for caching placement and resource allocation. Simu-
lation results are presented in Section IV, which is followed
by conclusion in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the downlink transmission for N users in a
hotspot area covered by a ground macro base station (MBS)
assisting by a mobile UAV base station. The UAV is connected
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Fig. 1: Cache-enabling UAV NOMA networks.
to the MBS via wireless backhaul links, as shown in Fig. 1. We
consider a dynamic scenario, which consists of a periodically-
moving UAV and time-varying request for contents. We as-
sume that the flight trajectory of the UAV is predetermined as
in [29] and the flight time is Tv.
We use the NOMA technique, including superposition cod-
ing (SC) technique at the UAV and serial interference cancel
(SIC) technique at users. Two users form a group and we
denote group set as G = {1, 2, · · ·, G}. The UAV could serve
more than one group at the same time slot. In each group, the
user closer to the UAV is called as the near user (NU), and the
other user is called as the far user (FU). Following the nearest
near user and nearest far user (NNNF) NOMA users selection
scheme proposed in [30], we assume that the nearest NU and
nearest FU are assigned to a group. We define the mapping
from users to group g at time slot t as (ϕNUg (t) , ϕFUg (t)).
Table I provides a summary of the notations used hereinafter.
A. UAV Mobility Model
As indicated above, the UAV flies on the trajectory with
finite time period Tv. For the convenience of description,
the flying duration Tv is discretized into T equal time slots,
i.e., Tv = Tδ, where δ is the length of each time slot. We
assume moving speed of the UAV is v, and the maximum
moving distance of the UAV in each time slot is δv. There-
fore, we can assume that the distance between the MBS
and the UAV does not change during each time slot, so is
the distance between the UAV and users. To simplify the
problem, we focus on the stable flight process of the UAV at
height h, ignoring the UAV’s take-off and landing phases. We
use Luav (t) : (xuav (t) , yuav (t) , h) to express the observed
location of the UAV at time slot t, and the location of user
n is defined as Ln : (xn, yn), which is subject to random
distribution. We use Lma : (xma, yma) to represent the location
of the MBS. We define the distance between the MBS and the
UAV at time slot t as dma (t), which is calculated as
dma (t) =
√
(xma − xuav (t))2 + (yma − yuav (t))2 + h2 .
(1)
TABLE I: Notation
Notation Description
N Set of users
Tv Fly period of UAV
M Set of contents
C1 Size of content
Z Cache capacity of UAV
Ln, Lma Location of user n and MBS
DBm (t) Backhaul link delay of content m
qm Probability of users request for content m
im (t) Proactive cache policy of content m
dma (t) Distance between MBS and UAV
Pr (gmaLoS (t)) LoS probability of backhaul link
hg (t) Coefficient of power allocation of group g
G Set of user groups
δ Length of time slot
pma, puav Power of MBS and UAV
η Zipf distribution Parameter
bn (t) Response to user n at time slot t
Luav (t) Location of UAV at time slot t
DAn(t) Radio access link delay of user n
cm (t)
Cache situation of content m in the
beginning of time slot t
dNUg(t),
dFUg(t)
Distance between UAV and users of group
g at time slot t
g¯ma (t) Average path loss of backhaul link
rnm Request of user n to content m
µm (t) Content virtual queues in time slot t
RB (t),RNUg (t),
RFUg (t)
Data rate of backhaul link, NU’s and FU’s
radio access links at time slot t
ΓNUg (t),
ΓFUg (t)
SINR of radio access link of NU and
FU at time slot t
g¯NUg (t),
g¯FUg (t)
Average path loss of radio access link of
users in group g at time slot t
gmaLoS (t),
gmaNLoS (t)
LoS and NLoS path loss of backhaul link
at time slot t
Similarly, we obtain the distance from the NU and the FU of
group g to the UAV at time slot t, dNUg(t) and dFUg(t). Since
the location of the UAV is dynamic in the flying duration,
the distances between the UAV and the MBS/users are time
varying with time slot t.
B. Content Request and Cache Model
We denote the multimedia contents as a set
M = {1, · · ·,M}. At time slot t, we assume the probability
that user n requests content m follows Zipf distribution,
which is a conditional probability with user n generating
request at time slot t as the condition, i.e. rn (t) = 1, and can
be calculated as
P (rnm (t) = 1|rn (t) = 1) =
1
mη∑M
j1=1
1
j1η
, (2)
where η is the exponent of the Zipf distribution. Let
rnm (t) = 1 if user n requests content m at time slot t, other-
wise rnm (t) = 0. The user n requests for at most one content
at time slot t. We assume that the preference of user to content
is constant over time, which can be extended to time varying
user preference occasion. In this model, the probability of user
n’s request for content m follows random average distribution
over the time slots. The user n requests for contents at time slot
4t with the probability P (rn (t) = 1) =
Rg
N , where the request
generating coefficient Rg is constant over time. Then the prob-
ability that user n requests contentm at time slot t is given by
P (rnm (t) = 1) = P (rnm (t) = 1|rn (t) = 1)P (rn (t) = 1).
Remark 1. From (2), we notice that the value of the contents
number affects the diversity of users’ interest. It is hard to
design a robust caching placement algorithm, which only
depends on the statistical characteristics of content requests,
to perform well in the varying contents number M. We tend
to decide caching placement based on the real-time content
request characteristics of networks.
The users’ requests may not be responded immediately
and would be scheduled among time slots. In time slot t,
bn (t) = 1 if the requested contents by user n is scheduled,
otherwise bn (t) = 0. The scheduled users at time slot t
will be transmitted for the requested content. Moreover, we
assume that users will not request for new contents before
their previous requests are responded. It means that we have
rnm (t+ 1) = 1 if rnm (t)− bn > 0.
We assume the cache-enabling UAV could cache at most Z
contents and Z ≤M . We assume the UAV proactively caches
contents at each time slot. If the requested content is cached
by the UAV, it will be transmitted to users via radio access
links directly, otherwise the content will be transmitted from
the MBS to the UAV via wireless backhaul links. The UAV
only need to fetch the content from the MBS once if it is not
cached, even though there are several users requesting for the
same content at the same time slot. Besides, contents may be
transmitted from the MBS to the UAV because of proactive
caching. We define proactive caching index im (t) = 1 to
indicate content m be cached at time slot t for later time
slots. At the end of each time slot t, cache status is updated
according to the proactive caching index of current time slot
im (t). If content m has been cached in the UAV at the
beginning of time slot t, cm (t) = 1, otherwise cm (t) = 0.
Obviously, the proactive caching index at time slot t decides
the cached contents at time slot t+1, i.e. im (t) = cm (t+ 1).
C. Channel Model
We assume the downlink transmission consists of two parts,
the wireless backhaul links from the ground MBS to the UAV,
and radio access links from the UAV to the ground users. As
indicated in [31], the UAV-to-ground links can be modeled by
a probabilistic path loss model.
Referring to the 3GPP specifications in [32], the path-loss
of the wireless backhaul link is denoted as g¯ma (t), which is
randomly determined by line-of-sight (LoS) and non-line-of-
sight (NLoS) link states
gmaLoS = 22.25log10dma (t)
−0.5log10hlog10dma (t) + 20log10f + 30.9,
(3)
and
gmaNLoS = 43.2log10dma (t)
−7.6log10hlog10dma (t) + 20log10f + 32.4,
(4)
where dma (t) represents the distance between MBS and
UAV at time slot t, and f represents the frequency of carrier.
The probability of LoS is given in (5) at the bottom of
this page, where do = max [294.05log10h− 432.94, 18],
and p1 = 233.98log10h− 0.95. Then, the
probability of NLoS could be calculated by
Pr (gmaNLoS (t)) = 1− Pr (gmaLoS (t)). Hence, the average
path-loss can be expressed as
gma (t) = Pr (gmaLoS (t))× gmaLoS (t)
+Pr (gmaNLoS (t))×max {gmaLoS (t) , gmaNLoS (t)} .
(6)
We assume the wireless backhaul links and the radio access
links are allocated non-overlap frequency channels, and there-
fore have no co-frequency interference between them. The
signal-to-interference-plus-noise ratio (SINR) of the wireless
backhaul link at time slot t is
ΓB (t) =
pma10
−g¯ma(t)/10
σ2 +
∑
pma′10
−g¯ma′ (t)/10
, (7)
where σ2 represents the variance of additive Gaussian noise
(AWGN), pma is the transmission power of the MBS, pma′
is the transmission power of the neighboring MBSs in the
networks, and g¯ma′ (t) is the path-loss from the neighboring
MBS to the UAV.
We can obtain the average path-loss between the UAV and
the NU/FU of group g at time slot t, gNUg (t) and gFUg (t),
which are modeled following (6). The transmission power of
the UAV is puav, which is a constant during the flying duration,
and is evenly allocated to user groups. The power of the UAV
allocated to user group g is expressed as pg . At time slot t, the
power allocation coefficient of the UAV to the NU in group
g is denoted as hg (t), which follows the proportion of power
allocation. The power allocation coefficient of the UAV to the
FU in group g could be expressed as 1− hg (t). The radio
access links are based on NOMA, as shown in Fig. 2. The
received signal at the NU is given by
yNUg (t) =
√
pghg (t)xNUg (t) 10
−g¯NUg(t)/10+√
pg (1− hg (t))xFUg (t) 10−g¯NUg(t)/10 + ζNUg (t) ,
(8)
where
√
pghg (t)xNUg (t) +
√
pg (1− hg (t))xFUg (t) repre-
sents the composite signal transmitted to the users in group
g. g¯NUg (t) represents path loss of the radio access link to the
NU of group g.
As shown in Fig. 2, there exists interference between the
NU and the FU in each group. The NU desires to decode and
remove the interference from the FU’s superposition signal
Pr (gmaLoS (t)) =


1, if
√
dma(t)
2 − h2 ≤ do,
do√
dma(t)
2
−h2
+ exp
{(
−
√
dma(t)
2
−h2
p1
)(
1− do√
dma(t)
2
−h2
)}
, if
√
dma(t)
2 − h2 > do.
(5)
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users.
based on SIC. The interference cancellation is successful if
the NU’s received SINR for the FU’s signal is larger or equal
to the received SINR of the FU for its own signal [33, 34]. We
define the interference from superposition signal of the NU to
the FU in receiver of the FU as INF = pghg (t) 10
−g¯FUg(t)/10.
The received SINR of the NU of group g is
ΓNUg(t) =
pghg (t) 10
−g¯NUg(t)/10
σ2
. (9)
The SINR received at the FU of group g is
ΓFUg(t) =
pg (1− hg (t)) 10−g¯FUg(t)/10
INF + σ2
. (10)
D. Transmission Model
In order to capture the dynamic of contents transmission
and corresponding backhaul link delay from the MBS to
the UAV, M content virtual queues are defined to repre-
sent the contents waiting to be transmitted from the MBS
to the UAV. We define a backhaul transmission index of
requested content m as ρm (t), which is calculated as
ρm (t) = (1− cm (t))
∑N
n=1 rnm (t). It means cm (t) = 1 if
the requested content m has been cached, then content
m would not be transmitted via the backhaul link, i.e.,
ρm (t) = 0. Otherwise, the UAV would fetch the content m
from the MBS if the content has not been cached, ρm (t) = 1.
Besides, when content m is proactively cached at time slot t,
the UAV will fetch the content from the MBS if the content has
not been cached, which is represented as im (t) (1− cm (t)).
Hence, the virtual queue backlog for content m, denoted as
µm (t), evolves over time slot as
µm (t) = min [ρm (t) + im (t) (1− cm (t)) , 1], (11)
where min [∗, 1] means that for the same content m, the UAV
only needs to request from the MBS once in a time slot.
The total bandwidth of the backhaul link is BB. The
backhaul transmission rate from the MBS to the UAV at time
slot t is
RB (t) = BBlog2 (1 + ΓB (t)). (12)
As the bandwidth is equally allocated among content virtual
queues, backhaul transmission delay of the requested content
m at time slot t is expressed as
DBm (t) =


0, if
∑M
m=1 µm (t) = 0,
C1µm(t)
1
∑M
m=1
µm(t)
RB(t)
, if
∑M
m=1 µm (t) 6= 0,
(13)
where C1 is the size of each content.
Consider the transmission of the radio access links from the
UAV to the users at time slot t, as we define above, bn (t) = 1
represents that the requested content of user n is scheduled at
time slot t. Thus, the frequency band of the radio access link
will be fairly allocated to the NOMA user groups. We define
the total radio access bandwidth of the UAV as BA. According
to (9) and (10), the data rates of the NU in group g is
RNUg (t) =
2BA∑N
n=1 bn (t)
log2 (1 + ΓNUg (t)), (14)
and that of the FU, RFUg (t), can be calculated by the similar
way. The radio access transmission delay of user n is
DAn (t) = ϕNUg (t)
C1
RNUg (t)
+ ϕFUg (t)
C1
RFUg (t)
, (15)
where ϕNUg (t) = 1 if user n corresponds to the NU of group
g, otherwise ϕNUg (t) = 0. Similarly, ϕFUg (t) = 1 if the user
n corresponds to the FU in group g, otherwise ϕFUg (t) = 0.
In this model, the users’ requests may not be responded
immediately and would be scheduled among time slots. There-
fore, the scheduling delay of content requesting users could
be expressed as
(∑M
m=1 rnm (t)− bn (t)
)
δ, where δ is the
length of time slot. Considering the quality of experience
(QoE) of users, we assume an upper limit of scheduling delay,
denoted as β.
E. Problem Formulation
Given the above models, our goal is to minimize the long-
term content delivery delay in dynamic networks. To achieve
this goal, we formulate a problem by jointly optimizing the
caching placement of the UAV, the user scheduling of content
requests, and the power allocation of NOMA users.
The considered sum content delivery delay of users at
each time slot consists of transmission delay of backhaul
link, transmission delay of downlink radio access link, and
scheduling delay of content requesting users, and therefore
can be expressed as
u (t) =
M∑
m=1
DBm (t)︸ ︷︷ ︸
backhaul delay
+
N∑
n=1
DAn (t)︸ ︷︷ ︸
radio access delay
+
N∑
n=1
(
M∑
m=1
rnm (t)− bn (t)
)
δ
︸ ︷︷ ︸
scheduling delay
, (16)
6where we ignore the uplink transmission delay and the pro-
cessing delay. Obviously, those three parts can be zero. For
example, backhaul delay will be zero if the requested content
is cached by the UAV, and scheduling delay will be zero if
request of users is responded immediately.
Remark 2. From (16), we notice that the user number N
affects the content delivery delay of networks. The larger N
causes an increase in radio access delay and scheduling delay.
According to (16), the long-term content delivery delay
minimization problem can be expressed as
min
b,i,h
T∑
t=1
u (t) (17a)
s.t. bn (t) ∈ {0, 1}, ∀n, t, (17b)
im (t) ∈ {0, 1}, ∀m, t, (17c)
0 ≤ hg (t) ≤ 1, ∀t, g, (17d)
bn (t) ≤
M∑
m=1
rnm (t), ∀t, (17e)
t∑
t−β+1
(
M∑
m=1
rnm (t)− bn (t)
)
< β, ∀n, t, (17f)
M∑
m=1
im (t) ≤ Z, ∀t, (17g)
where constraints (17b) and (17c) show that the values of
bn (t) and im (t) should be either 0 or 1. Constraint (17d)
shows the range of power allocation coefficient hg (t) for
the NOMA. Constraint (17e) guarantees that only the users
waiting for response could be responded. Considering QoE,
constraint (17f) is assigned to limit the scheduling delay.
Constraint (17g) guarantees the sum of the proactive cache
scheme at time slot t should be no more than cache capacity
of UAV. It is obvious that formulated problem (17) is NP-hard,
which is demonstrated in appendix A.
III. REINFORCEMENT LEARNING BASED ALGORITHM
We convert problem (17) into a MDP to cope with the
dynamic UAV locations and the content requests. Machine
learning (ML) has emerged as a powerful artificial intelligence
(AI) technique to make the UAV wireless communication
highly efficient [35]. Then the Q-learning based caching
placement and resource allocation algorithm is used to tackle
the MDP. However, the efficiency of the Q-learning based
algorithm is limited in the scenario with huge state/action
space. Therefore, we use the function approximation based
caching placement and resource allocation algorithm to solve
the proposed problem for large-scale networks.
A. Problem Conversion
As the optimize objective of formulated problem is to
minimize the content delivery delay in dynamic networks, we
convert the formulated problem (17) into a MDP, where the
UAV acts as an agent. The proposed MDP consists of four
components: a) set of finite states, b) set of finite actions, c)
dynamic change of states, which describes how current state
and action influence the future state, and d) the cost function
defined in (16).
Since we consider the networks are dynamic with the
requests of users for M contents in cache-enabling UAV
networks, the states of the MDP is characterized by users
waiting for response W (t) and cache situation of UAV C (t)
as follows. W (t) = [w1 (t) , · · · , wn (t) , · · · , wN (t)] denotes
the users waiting for response at time slot t, which consists of
postponed users of previous time slots and users request for
contents at time slot t. As mentioned above, rnm (t) is defined
to represent request of user n to content m at time slot t.
Thus, wn (t) could be calculated as wn (t) =
∑M
m=1 rnm (t).
C (t) = [c1 (t) , · · · , cm (t) , · · · , cM (t)] denotes the cache sit-
uation ofM contents at time slot t. The state vector of the pro-
posed MDP at time slot t is defined as s (t) = [C (t) ,W (t)].
The state space S is equivalent to all possible combination
of cache situation and users waiting for response. The content
request model can be extended to time varying user preference
occasion, where the preference of users can be included in
state variables to cope with the complex dynamic environment.
For the action of the MDP, we denote
I (t) = [i1 (t) , · · · , im (t) , · · · , iM (t)] as the proactive
caching index of M content at time slot t.
B (t) = [b1 (t) , · · · , bn (t) , · · · , bN (t)] represents the
scheduling to N users at time slot t. hg (t) is the power
allocation of NU of group g at time slot t. In order
to form a limited action space, we describe the power
allocation coefficient of NU with O discrete power levels,
i.e., hg (t) ∈
{
h1, · · · , hO}. The power allocation coefficient
of FU could be calculated as 1− hg (t). Then power
allocation of NOMA users could be represented by power
allocation coefficient of NU. The discrete power levels
are reasonable since the transmission power is discrete in
practical communication equipments. The action vector
executed by UAV at time slot t could be expressed as
a (t) = (I (t) , B (t) , H (t)), which consists of caching
placement of UAVs, user scheduling of content requests,
as well as power allocation of NOMA users at time
slot t. We define action space as a set of all possible
combinations of these three factors, which could be express
as A = I ⊗B ⊗H , with ⊗ denoting the Cartesian product.
Then, the characteristic of dynamic state is introduced.
At time slot t+ 1, the environment would switch to a new
state s (t+ 1), which is determined by previous state s (t)
and action selection a (t). First, cache condition of con-
tent m at time slot t + 1 could be updated according to
caching placement of time slot t, and acts as the element
of C (t+ 1). Then, users waiting for response could be
calculated wn (t+ 1) =
∑M
m=1 rnm (t+ 1). For convenience,
rule of state switch is summarized as ξ (s (t) , a (t) , s (t+ 1)).
When the UAV takes an action a (t) at time slot t, we could
get the instantaneous cost considering current state s (t). The
instantaneous cost is defined as the instantaneous sum delay
u (t), which is calculated according to (16).
The MDP could be described as tuple Γ = (S,A, ξ, u). The
optimization objective of formulated problem is to minimize
the long-term sum delay, which is solved by Q-learning.
7B. Q-Learning
Q-learning is a RL method for solving the problem modeled
after MDPs, where a learning agent operates in an unknown
environment [36]. At each time slot t, the UAV acts as an agent
to confirm current state s (t) ∈ S, select action a (t) ∈ A, and
get a cost u (t), according to the current state and the action
selection. Then, the environment switches to the next state
s (t+ 1), according to the current state and the selected action.
Two fundamental concepts of the algorithm for
solving the above MDP are state-value function and
action-value function (Q-function) [37]. The state-value
function V is defined to measure the importance of
states, which is V (s, pi) = E
{
+∞∑
τ=t
γτ−tu (τ) |s (t) = s
}
,
where 0 ≤ γ < 1 denotes the discount factor. The
action-value function (Q-function) is defined to measure
the importance of action, which can be expressed as
Q (s, a, pi) = E
{
+∞∑
τ=t
γτ−tu (τ) |s (t) = s, a (t) = a
}
. We
can get the relationship between the state-value function and
the action-value function [38]
V (s, pi) =
∑
a∈A
pi (s, a)Q (s, a, pi), (18)
where pi (a|s) represents the probability that the
agent with state s select action a at time slot t, i.e.
pi (a|s) = P (at = a|st = s) [39].
As we introduced before, the target of the proposed MDP is
to minimize the long-term cost by selecting the most suitable
strategy. The optimal problem can be written as
pi∗ = argmin
pi
V (s), (19)
where we define pi∗ to express the optimal action selection
scheme. Combining (18) and (19), the optimal problem can
be reformulated as
V ∗(s) = min
a
Q∗(s, a). (20)
In other words, we can get the optimal state-value by selecting
the action with the least Q-value.
The update rule of the action value function [40] can be
denoted as
Qt+1 (s, a) = (1− α (t))Qt (s, a)+
α (t)
{
u (t) + γmin
a∈A
Qt (s
′, a′)
}
,
(21)
where s and a represent the state and the action of time slot t
respectively, and s′ and a′ represent the state and the action of
time slot t+ 1 respectively. According to [40], we represent
the learning rate as
α (t) =
1
(t+ cα)
ϕα , (22)
where cα > 0 and ϕα ∈ (1/2, 1]. The learning rate represents
the impact of learning result to the Q-table.
Action selection mechanism is an important part of Q-
learning. In this paper, we use the soft ε-greedy method to
guide the action selection of the UAV. In the proposed method,
instead of keeping a fixed probability of exploration in the
action space, we define a gradually decreasing probability to
randomly select actions,{
1, if t ≤ ε,
ε
t , if t > ε,
(23)
where ε is a positive number. According to (23), for the time
slot smaller than ε, the UAV selects actions randomly. Besides,
for the time slot bigger than ε, the UAV explores action
space with a decreasing probability. Larger ε means that there
would be more time slots to select an action randomly at the
beginning of the iterations, which leads to a fast exploration
of action space. When the action space has been explored in
some extent, the Q-table would be more stable with a small
probability of randomly select actions, as the random selection
would influence the Q-value of actions of former time slots.
Remark 3. From (23), we notice that the value of ε in
the Q-learning affects the trade-off between exploration of
action space and exploitation of the explored result. Larger
ε achieves a sufficient exploration, but the high proportion
of randomly selecting action affects the stability of long-term
Q value calculation. Smaller ε achieves a rapidly decreasing
content delivery delay, beacause of the generous exploitation
for the explored result. However, the insufficient exploration
for the action space limits the converged content delivery
delay. We should point that the objective of this paper is not
to investigate the optimal trade-off between exploration and
exploitation by ε, which jointly decide convergence speed and
converged value of content delivery delay.
Moreover, legal action is defined in this paper. We could
confirm that only a subset of the action set could be accessed
for the specific states, due to the restrictions of the proposed
problem. The actions that the agent could choose when the
environment is in state s (t) is defined as the legal action of
that state. Instead of listing all possible states and actions,
state list and action list are initially empty, and then gradually
increase. When a new state s is experienced by the UAV, it
will be saved in the state list. Besides, when a new action
a is selected by the UAV, it will be saved in the action list.
As mentioned above, the legitimacy of the action varies with
different states, so the legitimacy is judged before the action
is taken. In particular, the actions in the list are judged in the
descend order of Q-value until a legal action is found. The
UAV will randomly take a legal action if there is no legal
action in the list.
Based on Q-learning, iterative caching placement and re-
source allocation algorithm is summarized in Algorithm 1.
C. Function Approximation Based Algorithm for Large-Scale
Networks
In the proposed Q-learning based caching placement and
resource allocation algorithm, the Q-table is too large to search
and save in the large-scale networks since the size of the
action space and the state space are all mainly related to the
number of contents and users. In this subsection, we use a
function approximation based caching placement and resource
8Algorithm 1 Q-learning based caching placement and re-
source allocation algorithm
Initialization:
1: Set parameters
2: Initialize state, Q-table, action list and state list.
Main Loop:
3: while t < T do
4: Update state list.
5: if t ≤ ε or random[0, 1] ≤ ε/t then
6: Select a legal action randomly.
7: else
8: Sort the listed actions according to Q-table.
9: if the action with current optimal Q-value is legal
then
10: Select the action.
11: else
12: Judge the action with sub-optimal Q-value and
back to step (9).
13: if the action with sub-optimal Q-value is None
then
14: Select a legal action randomly.
15: end if
16: end if
17: end if
18: Update action list, cost, Q-table, state.
19: end while
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Fig. 3: Framework of the function approximation based algo-
rithm.
allocation algorithm to solve the proposed problem for large-
scale networks in practical scenarios. The framework of the
function approximation based algorithm is given in Fig. 3,
where the stochastic gradient descent method (SGD) is used
to search the action space efficiently and the deep neural
networks (DNN) is adopted to overcome the limitations of
Q-table storage.
In the traditional reinforcement learning algorithm, ε-greedy
is deployed as an action selection scheme [1, 38], which is not
efficient enough to search the large-scale action space in the
formulated MDP of this paper. The insufficient search result
will lead to a limitation for DNN training. Thus the large
action space in our problem is searched with SGD, which is
an efficient algorithm with low complexity.
In the proposed algorithm, we use the SGD to search the
action space, whose result is stored in the memory matrix. The
mappings between states and actions stored in the matrix act
as the supervisors for training of the DNN. Loss function is
defined as
u (I, B,H) =
M∑
m=1
wm(bn,im)
RB(bn,im)
+
N∑
n=1
(
M∑
m=1
rnm − bn
)
δ+
N∑
n=1
(
ϕNUg
C1
RNUg(bn,hg)
+ ϕFUg
C1
RFUg(bn,hg)
)
,
(24)
where I = {i1, · · · , iM}, B = {b1, · · · , bN}, and
H = {h1, · · · , hG}. Besides, discrete variables in vector
{I, B,H} are relaxed to continuous variables. Variables im,
bm, and hg are updated according to the SGD method in [41]
to minimize the loss function.
There are constraints to solution {I, B,H} of the optimiza-
tion problem. Before storing the mappings in the memorize
matrix, we transform the output continuous values to the form
that meets the constraints. According to (17c) and (17g), we
sort all the elements of I = {i1, · · · , iM} in the descending
order and the j2th element is isj2 , which corresponds to the
sj2 th content before sorting for j2 = 1, 2, · · · ,M . Then, the
largest Z elements are set as 1, i.e. isj2 = 1 for j2 = 1, · · · , Z,
where Z is the cache capacity of the UAV. Besides, we
convert bn to Boolean variable with 0.5 as the borderline,
according to (17b). According to (17d), continuous variables
H are discretized. Then, mapping between the current state
and action selection is stored in the memory matrix, where
the capacity of the matrix is limited. In particular, if the
memory matrix is filled, the longest remembered mapping will
be replaced by the mapping of time slot t.
In the traditional reinforcement learning algorithm, Q-table
is a common method to store the mappings between states
and actions. The large state space and action space in the
formulated MDP of this paper make the Q-table difficult to
store and search. Thus we use a DNN to approximate the
relationship between states and actions.
The action selection is treated as a black box and the
DNN is deployed to learn relation between states and actions
because of DNN’s universal approximation ability [42]. The
proposed algorithm contains two stages, training process and
testing process. The formulated DNN is trained by memory
replay. During the training process of the DNN based function
approximation model, samples in the memory matrix act as
the supervisor. During the testing process, we could select the
optimal action for state s according to the output of the model.
In the DNN based function approximation model, the map-
pings in memory matrix are replied to train the neural network,
where the state and action samples act as the supervisor.
Moreover, optimal action selection could be decided by DNN,
with state vector s as input. The agent in our DNN is the
UAV. The DNN uses an input vector X (t) = [C (t) ,W (t)]
to represent the state at time slot t. Moreover, the output vector
of the DNN is Y (t) = [y1 (t) , · · · , yK (t)], which represents
9TABLE II: Time complexity and execution time of algorithms
Algorithm Time complexity Execution time
Q-learning based algorithm O
(∑T1
τ1=1
Ae (M,N,Z, τ1)
)
593.774 s
Function approximation based algorithm O
(
T1 max
(
T2 (1.5N +M) , T3(1.5N +M)
2
))
312.727 s
Greedy based exhaustive search algorithm O (T1A (M,N,Z)max (M,N)) 104482.649 s
Fixed algorithm O (T1 max (M,N)) 99.313 s
Random algorithm O (T1 max (M,N)) 104.915 s
the user scheduling of content requests, caching placement
of UAV, as well as power allocation of NOMA users for the
current state, and K = M +N +N/2. We respectively set
the input layer and the output layer as NetX ∈ R(M+N)×1,
and NetY ∈ RK×1. The hidden layers consist of feature
maps Neta ∈ R4×4, Netb ∈ R2×2 and fully connected layer
Netc ∈ R4×1.
The DNN model consists of the input weight matrix
Wa ∈ R(M+N)×16, convolution kernel matrix Wb ∈ R3×3,
weight matrix Wc, and Wd. Besides, activation function can
be rectified linear unit, frelu (x) = max (0, x), and batch
normalization is deployed to maintain the network stability.
We employ gradient truncation to prevent gradient explosion.
The bias matrices have the same size of the corresponding
weight matrices.
In order to build the relationship between the input NetX
and the output NetY , weight matrices and bias matrices need
to be trained. During the traning stage, the model is trained
to minimize the distance between the DNN’s output and the
action in memory, which can be measured by
L1 (t) =
1
K
K∑
k=1
(
yk (t)− yk (t)′
)2
, (25)
where Y ′ = [y1
′, · · · , yk′] represents the action in the memory
matrix. Then weight matrices and bias matrices could be
respectively updated according to SGD. When the agent is
faced with a state, the proposed DNN model can output a
vector, which contains user scheduling of content requests,
caching placement of UAV, as well as power allocation of
NOMA users.
Based on the function approximation method, the proposed
dynamic caching placement and resource allocation algorithm
is summarized in Algorithm 2.
D. Analysis of the Proposed Algorithms
1. Complexity : The time complexity of the Q-learning
based algorithm, function approximation based algorithm,
greedy based exhaustive search algorithm, fixed algorithm,
and random algorithm are listed in Table II. The number
of considered time slot is T1, we defined Ae (M,N,Z, τ1)
to express the size of the explored action space, which is
jointly determined by the size of the complete action space and
current time slot τ1. We define A (M,N,Z) to express the size
of the complete action space, which is jointly determined by
the number of users, the number of contents and the cache ca-
pacity of UAV. Considering the function approximation based
algorithm, T2 in T2 (1.5N +M) represents the converged
iteration of the SGD algorithm, 1.5N +M represents the
Algorithm 2 Function approximation based caching place-
ment and resource allocation algorithm
Initialization:
1: Randomly initialize starting state including cache situation
W (t), and users waiting for response C (t). Set time slot
t = 1, The period for the reset of DNN is T ;
Main Loop:
2: for time slot t do
3: Select an action randomly.
4: for iteration τ1 do
5: SGD: Update the action according to SGD.
6: end for
7: Store current state and optimal action selection accord-
ing to SGD in the memory matrix.
8: if t is a multiple of T then
9: DNN Reset: Randomly initialize networks nodes
NetX , Neta, Netb, Netc, NetY , weight matrices
Wa, Wb, Wc, Wd, and bias matrices.
10: for iteration τ2 do
11: DNN Training: UpdateNetX , Neta,Netb, Netc,
NetY , Wa, Wb, Wc, Wd, and bias matrices ac-
cording to the mechanism introduced above.
12: end for
13: end if
14: Make decision: Recursively calculate NetY .
Convert the value of NetY (1 : M +N, 1) to
a Boolean variable, and convert the value of
NetY (M +N + 1 : M +N +N/2, 1) to discrete
values.
15: end for
dimension of the variables to optimize. T3 in T3(1.5N +M)
2
represents the size of the mini batch for DNN training, where
(1.5N +M)
2
represents the largest dimension of DNN weight
matrices. We definemax () to express that the bigger complex-
ity is selected for the calculation of the total time complexity,
because of the cascade relationship between SGD algorithm
and the training of the DNN. Considering the greedy based
exhaustive search algorithm, we define A (M,N,Z) to express
the size of the complete action space, which is determined
by the number of users N , the number of contents M , and
the cache capacity of UAV Z . As the cost of every action is
calculated in the greedy based exhaustive search algorithm, the
complexity of every calculation is defined as max(M,N). We
also compare the execution time of algorithms with iteration
T1 = 10
5 in the matlab simulation software, where M = 8,
N = 4, Z = 2, T2 = 200 and T3 = 32. The type of central
processing unit of the laptop is Intel(R) Core(TM) i5-7300HQ,
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with the calculation frequency of 2.50 GHz. The length of time
slot is 0.05s, which is assumed according to the movement of
the UAV. However, the execution time of the greedy based
exhaustive search algorithm is much bigger than the sum
length of time slots. This is because that the exhaustive search
algorithm puts forward high requirement on the performance
of the computer, which proves the importance of proposing
algorithms to get the trade-off between performance and
complexity.
2. Compatibility of the proposed solution to the networks
with multi-MBSs : The solution proposed in this paper is
also suitable for the networks with multi-MBSs. For the multi-
cell networks with orthogonal frequency resource, the solution
proposed in this paper can be applied directly. For the multi-
cell networks with frequency reuse, the SINR of transmis-
sion links is influenced by the interference from neighbor
cells’ MBSs and UAVs. The optimization problem for the
cellular networks with multiple MBSs and UAVs is relatively
complicated, which can be splitted into multiple optimization
problems focused on resource allocation optimization of a
single UAV [44]. The proposed algorithm and the formulated
problem can be applied to the cellular networks with multi-
MBSs.
IV. PERFORMANCE EVALUATION
The simulation results are provided in this section to verify
the proposed algorithms. We consider a cellular network with
multiple MBSs and multiple users. One MBS with heavy
traffic load is selected as the target MBS, which is aided by a
mobile UAV for traffic offloading and content caching.
In the simulation, we consider one target cell with six
neighbor cells, where the side length is 100 m. We assume
that the MBSs are loacted in the central of each cell. Users are
ramdomly distributed in the cell of the target MBS. During the
considered period, the users’ location remains the same. We
assume that the flight trajectory of the UAV is predetermined
in a circle [29] with 200 m diameter and random central point
in the cell of the target MBS. We assume that the speed of the
UAV is 20m/s. The length of time slot considered in this paper
is δ = 0.05s. The upper limit of scheduling slot is assumed to
be β = 2. We assume the request generate coefficient Rg = 2,
which can be extended to various request generate coefficients
with the limitation of Rg ≤ Nβ . The scheduling method for
the users with requests in the same time slot is based on
frequency division multiplexing. There is a content library with
M unified contents with the same data size. The size of each
unified content is C1 = 2 MB. The cache space of the UAV
is Z = 2. The system can be extended to various content size
case easily. The different content files with various data size
can be reshaped into unified contents by UAV caching. The
number of power allocation levels to NOMA users is 5, which
is expressed as hg (t) ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. The main sim-
ulation parameters follow the 3GPP specifications [32], which
are summarized in Table III.
We compare the proposed Q-learning (QL) based algorithm
and function approximation (FA) based algorithm with the
benchmark algorithms to evaluate their effectiveness. The
benchmark algorithms are defined as follows.
TABLE III: System Parameters
Power of MBS pma 46 dBm
Power of UAV puav 30 dBm
Bandwidth of backhaul link BB 20 MHz
Bandwidth of radio access link BA 20 MHz
Noise power σ −174 dBm/Hz
UAV flight altitude h 100 m
Long-term period T 100
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Fig. 4: Convergence of content delivery delay.
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• Greedy algorithm: the UAV selects the optimal action
in current state by exhaustive search to get the optimal
instantaneous content delivery delay of current state;
• Fixed algorithm: the UAV caches the most popular con-
tents in previous states, schedules the requesting users
with round robin method, and allocates fixed power level
for NOMA users;
• Random algorithm: the UAV selects actions randomly for
content caching and radio resource allocation.
First, we verify the convergence of the proposed QL based
algorithm by Fig. 4 and Fig. 5. In this simulation, we set
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M = 4 and N = 8. Fig. 4 depicts the content delivery delay
convergence of the proposed QL based algorithm with differ-
ent action selection parameters ε with the discount factor γ as
0.9. In the proposed algorithm, the agent selects the action with
the smallest Q-value in addition to exploration. In Fig. 4, the
content delivery delay converges gradually with the number
of iterations increasing, ignoring the shaking caused by the
state transition. Moreover, Fig. 4 indicates that the content
delivery delay with different ε has different convergence speed
and converged value. It is observed that content delivery
delay of the algorithm with ε= 13000 decreases slowly at
the beginning of iterations. This is because that althought
the action space is generously explored, but content delivery
delay decreases slowly with insufficient exploitation of the
explored actions. Because of the high proportion of selecting
action randomly, the Q value calculating of the algorithm with
ε= 13000 is unstable. As a result, the converged content deliv-
ery delay of the algorithm is relatively bigger. As we observe
from Fig. 4, the algorithm with smaller ε= 1000 achieves
a rapid decrease of content delivery delay at the beginning
of iterations, as the exploration result is efficiently exploited.
However, converged content delivery delay of the algorithm
is relatively bigger because of the insufficient exploration of
the action space. In the simulation, the content delivery delay
with ε= 5000 achieves a good trade-off between exploration
of action space and exploitation of the result. As a result,
the algorithm with ε= 5000 achieves lower converged content
delivery delay, which also achieves a better convergence speed
than the algorithm with ε= 9000 and ε= 13000. This is a
good proof of Remark 3. Fig. 5 shows the content delivery
delay comparison with iteration numbers. The performance of
the QL based algorithm is evaluated with different discount
factors γ= {0.9, 0.92, 0.94}. It is observed from Fig. 5 that
the content delivery delay of the QL based algorithm de-
creases and converges gradually with the number of iterations.
This is because the probability that the UAV choosing the
optimal actions increases with iterations. Compared with the
benchmark algorithms, the converged delay of the proposed
algorithm is much smaller than that of the random algorithm,
and approaches the greedy based exhaustive algorithm.
Then, we evaluate the proposed QL based algorithm and
the proposed FA based algorithm in a small scale network
with varying number of users, number of contents and cache
capacity in Fig. 6, Fig. 7, and Fig. 8, where ε= 5000 and
γ = 0.9. The performance of the proposed algorithms and the
benchmark algorithms are evaluated with different parameters
of Zipf distribution η= {0.8, 1.4}. Fig. 6 shows the content
delivery delay versus different numbers of users in the network
with M = 4, where the content delivery delay increases
monotonically with the number of users in the network. Fig. 7
demonstrates the content delivery delay versus different num-
bers of contents in the network with N = 8, where the content
delivery delay of the proposed algorithms increases with the
number of contents. This is because that increase of number of
the contents leads to bigger state space and legal action space,
which reduces the probability that the optimal legal action
is selected. Fig. 8 demonstrates the content delivery delay
versus different cache capacity in the network with N = 8
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and M = 8, where the content delivery delay decreases with
the cache capacity of the UAV. As we can observe from both
Fig. 6, Fig. 7, and Fig. 8, the proposed algorithms achieve
much smaller content delivery delay than the fixed algorithm
and the random algorithm. The performance gap between the
proposed algorithms and the greedy algorithm is relative small
in the simulation. However, the complexity of the proposed
algorithms is much lower than that of the greedy algorithm
especially when the size of the action space increases sharply
with the number of users and contents increasing. Though
there is a certain loss in the performance of the FA based
algorithm compared to the QL based algorithm, the FA based
algorithm is not limited by the action space and the state
space. Thus the FA based algorithm could be deployed in
large-scale networks. Fig. 6, Fig. 7, and Fig. 8 also show
that the parameter of the Zipf distribution slightly affects the
algorithms when the numbers of contents and users are small.
Besides that, Fig. 9 demonstrates the cache hit ratio versus
different numbers of contents in the network with N = 8,
where the content delivery delay of the proposed algorithms
decreases with the number of contents. As we can observe
from Fig. 9, the proposed algorithms achieve much higher
cache hit radio than the fixed algorithm and the random
algorithm. In some cases, the cache hit radio of QL based
algorithm is better than greedy algorithm, this is because that
the optimization objective is content delivery delay, which
is not only determined by caching placement. Besides, the
complexity of the proposed algorithms is much lower than
that of the greedy algorithm.
Since the size of action space increases greatly in large-
scale networks, it is inefficient for the traditional Q-learning
to search the action space. To deal with this, we use the
FA based algorithm, which is compared with the benchmark
algorithms in a large-scale network in Fig. 10, Fig. 11, and
Fig. 12. The popularity of contents is generated according
to Zipf distribution with different parameters η= {0.8, 1.4}.
As the complexity of the greedy algorithm increases greatly
in large-scale networks as well, we use the fixed algorithm
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Fig. 10: Content delivery delay comparison with varying user
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and the random algorithm as the benchmark algorithms in
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the following simulation. Fig. 10 reveals the performance of
the FA based algorithm versus different numbers of users
in the network with M = 10, where the content delivery
delay increases monotonically with the number of users in the
network. The increase of user number has a certain impact on
the performance of the algorithm, which verifies our obtained
insights in Remark 2. Fig. 11 reveals the performance of the
FA based algorithm versus different numbers of contents with
N = 30, where the content delivery delay of the FA based
algorithm increases with the number of contents. The increase
in user number will enhance the performance advantages of
the FA based algorithm relative to the fixed algorithm and the
random algorithm, which verifies the insights from Remark 1.
Fig. 12 reveals the performance of the FA based algorithm
versus different cache capacity in the network with N = 30
and M = 20, where the content delivery delay decreases
monotonically with the cache capacity in the network. It is
observed from Fig. 10, Fig. 11, and Fig. 12 that the FA based
algorithm achieves much smaller content delivery delay than
the fixed algorithm and the random algorithm. The reason is
that the FA based algorithm can make more reliable decisions
with efficient search mechanism. Then, Fig. 13 demonstrates
the cache hit ratio versus different numbers of contents in
the network with N = 30, where the cache hit ratio of the
proposed algorithm decreases with the number of contents. As
we can observe from Fig. 13, the proposed algorithm achieves
much higher cache hit ratio than the fixed algorithm and the
random algorithm.
Besides, compared with the content delivery delay and
cache hit ratio of small-scale networks, parameters of Zipf
distribution play a considerable role in the performance of the
FA based algorithm in large-scale networks. This is because
the concentrated users’ interest distribution reduces the stress
on DNN, which no longer needs to approximate users’ unusual
requests.
V. CONCLUSION
This article has investigated the cache-enabling UAV
NOMA networks. The cache-enabling mobile UAV serves the
user groups by NOMA and caches limited popular contents for
wireless backhaul link traffic offloading. To model the uncer-
tainty of dynamic environment, we have formulated the long-
term caching placement and resource allocation optimization
problem as a MDP. We have defined the long-term sum delay
of users as the content delivery cost, where the UAV acts as
an agent. The actions taken by UAV correspond to caching
placement, user scheduling and the power allocation of NOMA
users. We have used the QL-based algorithm and the FA-based
algorithm to solve the dynamic optimization problem. Finally,
numerical results show that the proposed algorithms yield
significant performance gains compared to the fixed algorithm
and the random algorithm, and have acceptable calculation
complexity. Moreover, the results also show that the FA-based
algorithm is not limited by the scale of networks.
APPENDIX A
PROOF FOR NP-HARD OF (17)
Let bn (t) = rnm (t) and hNUg (t) = h
1
NU to focus on the
optimization on caching placement, then the proposed problem
(17) could be conversed as
min
b,i,h
T∑
t=1
u (t) (26a)
s.t. im (t) ∈ {0, 1}, ∀m, t, (26b)
M∑
m=1
im (t) ≤ Z, ∀t, (26c)
It is obvious that calculation complexity of problem (26) is
not bigger than that of the formulated problem (17). Since
the problem (26) could be reduced to a 0-1 package problem
with in polynomial-time [43], problem (26) is NP-hard. Hence,
problem (17) is NP-hard.
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