We correct the statement and the proof of Proposition 9 in [D. Bonheure, M. Ramos, Multiple critical points of perturbed symmetric strongly indefinite functionals, http://dx.
The proof of [1, Proposition 9 ] is incorrect. We weaken the statement of this proposition and present a proof of it. The weaker statement however is enough for the purposes of [1] . We use the notation and assumptions introduced in [1] .
Let I * : E → R be the functional associated to the problem Recall that if α is a critical point of J * then −2 α = f u * α + g v * α , (1.3) where u * α := α + ψ * α , v * α := α − ψ * α and ψ * α is the unique solution of the following equation in
Denote by m * (α) the augmented Morse index of the critical point α with respect to J * , i.e. the number of non-positive eigenvalues of the quadratic form (J * ) (α). We will be interested in special critical points constructed via a min-max argument. To that purpose, we introduce the following notations. Let us write
where, for each k ∈ N 0 , E k is spanned by the first k eigenfunctions of the Laplacian operator in H 1 0 (Ω). Arguing as in [1, Lemma 3] , we can provide a large constant R k > 0 such that J * (α) < 0 for every α ∈ E k satisfying α > R k . Let
and define the minimax levels
(1.5)
We next derive a bound on b k . Proposition 9. Assume 2 < p q 2 * . There exist C > 0 and k 0 ∈ N 0 such that for every k k 0 , k Cb
Proof. For the sake of clarity we divide the proof in several steps.
Step 1. According to (1.3) and (1.4), if α is a critical point of J * , m * (α) is the number of eigenvalues μ 1 of the problem
where the latter quantity denotes the number of eigenvalues μ 1 of the problem − ϕ = μV (x)ϕ, ϕ ∈ H 1 0 (Ω). According to a well-known estimate obtained in [2, 3, 5] (see e.g. [6] for a proof), we have that
By using this and by applying Hölder inequality in (1.8) we get that
We will next refine this estimate by introducing a free parameter.
Step 2. For any λ > 0, define
Arguing as in step 1, we can check that if α is a critical point of J * λ then the corresponding Morse index m * λ (α) is given by the number of eigenvalues μ 1 of the problem
Then, similarly to (1.8)-(1.9), we get that
(1.10)
Step 3. As a further preliminary step in our proof, we introduce the map
We claim that θ λ : H → H is an odd homeomorphism such that
We can already assume that λ = 1, otherwise our statement is obvious. Observe that given β ∈ H it is possible to find an unique α ∈ H such that
Indeed, using the definition of ψ * α,λ , this means that we must solve the equation in H :
and, clearly, this problem has a unique solution α ∈ H for any given β ∈ H . As for (1.11), given α ∈ H , let β = θ −1 λ (α). Then α = θ λ (β) and
where ϕ := λβ + ψ β,λ − α and we have used the definition of J * 1 in the last inequality.
Step 4. We now describe the following min-max construction. By using Fatou's lemma, we easily see that for any finite dimensional subspace Y of H , J * λ (α) → −∞ as α → ∞, α ∈ Y . From now on, we denote by Q λ k a large ball
The constant ρ = ρ k is defined in the following way: from now on we restrict ourselves to a fixed interval λ ∈ [λ * , +∞[ with 0 < λ * < 1; then it is possible to fix ρ ∈ ]0, R k [ in such a way that
We stress that ρ does not depend on λ. The positive constant R λ k is taken large enough so that J * λ (α) < 0 for every α ∈ E k such that α R λ k and we choose R 1 k = R k . By possibly taking a larger R λ k , we also require that The class A λ contains the set Q λ k , since ρ < R λ k . We also observe that c * λ > 0. Indeed, by definition, we have c * λ inf S J * λ while, using the very definition of J * λ , for every α ∈ H ,
where ϕ := λ(1−λ) 1+λ α, and our claim follows from (1.12). Now, it is standard that there exists a critical point α λ of J * λ at level c * λ satisfying m * λ (α λ ) k. It then follows from (1.9) that
This estimate holds uniformly in λ and in k, provided λ is bounded away from zero. In our final step below we prove that, for every λ, completes then the proof of Proposition 9. We stress that indeed b k 1 for every large k ∈ N.
Step 5. In order to prove (1.15), given ε > 0, let σ ∈ G k be such that sup σ (Q 1 k ) J *
Let A := θ −1 λ (σ (Q λ k )). We claim that A ∈ A λ . Indeed, by letting B := θ −1 λ (σ (∂Q λ k )) = θ −1 λ (∂Q λ k ), thanks to (1.11) we see that
is such thatĨ −Î is bounded from below in H 1 0 (Ω) × H 1 0 (Ω). We also consider the associated reduced functionalĴ defined bŷ J (α) :=Î (α +ψ α , α −ψ α ) := max ψ∈H 1 0 (Ω)Î (α + ψ, α − ψ) and the corresponding minimax numberŝ
where takingR k =R k larger if necessary, we can assume thatĴ (α) < 0 for every α ∈ E k satisfying α >R k . Clearly, the sequenceb k −b k is bounded from below. According to Proposition 9, we have that k 2pq/N(pq−p−q) Cb k , so that the claim follows. The conclusion easily follows. 2
