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The author’s personal history is traced as a sample in Japan of the concept of computational 
complexity being moulded, developed and applied. 
Prologue 
This is an almost faithful reproduction of the talk which the author delivered at 
a domestic symposium nearly as many as ten years ago.’ 
For these ten years the research activities on discrete mathematics and its appli- 
cations in Japan have grown stronger and stronger and have become more and 
better internationally known, which are reflected in part in this special issue of 
DAM. However, until then, the importance of researches in discrete mathematics 
and its applications had not been properly recognized in Japan, and more people 
with backgrounds in engineering than those with backgrounds in mathematics were 
engaged in researches on discrete-mathematical problems with their own aims at 
practical applications. Such environments in research were not very bad; theoretical 
researches were directed and well supported by practical motivations and the results 
of the researches were more likely to be applied to practical problems in a more 
significant way than pure methematicians’ research results would have been. 
The author would be truly happy if this article could give to the reader an idea, 
however rough it might be, about a rapidly changing atmosphere of a branch of 
science in Japan. This is why he dared use unconventional expressions in the first 
person in the main text. The prologue and the footnotes were added when he com- 
piled the old material into this paper form. 
Introduction 
I would like to recall my personal experience in which the concept, that is now 
’ The Second IBM Symposium on Mathematical Foundations of Computer Sciences: Complexity of 
Algorithm, held on September 26-28, 1977, Kobe, Japan, sponsored by the IBM Japan. 
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called ‘computational complexity’, has been moulded, developed and combined 
with applications under the circumstances rather remote from the main stream of 
the world. 
The first motivation for me to recognize the importance of the concept of 
‘computational complexity’ came to my mind when I tried to establish a standpoint 
from which to compare various methods of constructing graphs from their cutset 
(or loop) matrices and to develop a better method. Then, the complexities of linear 
computations were taken up as the most fundamental problems, and a method was 
devised to show the lower bound for the complexity of computing the inner product 
of two vectors. The significance of combining appropriate data structures with good 
algorithms was also noted when I was applying network-flow techniques to trans- 
portation system planning, estimation of load distributions on traffic networks, 
electric circuit analysis, design of large chemical process simulators, etc. Thus, in 
the 1960’s, the topics substantially equivalent to those of computational complexity 
and of data structure were talked about, formally and informally, at meetings of 
Japanese electrical societies and operations research society. I think that it is on 
these substrata that the concept of computational complexity and that of data 
structure are now properly understood and effectively used by practical as well as 
theoretical people in Japan. 
1. Synthesis of cutset matrices 
In the late 1950’s, a number of papers were being published on the problem of 
‘synthesis (or realization) of cutset matrices and/or loop matrices’. The problem 
may be stated in the present-day terminology as that of determining the incidence 
matrix (or anything equivalent) of a graph which has a given matrix as its funda- 
mental cocircuit (resp. circuit) matrix over the ring of integers (or the field of in- 
tegers modulo 2). Being deeply involved in this problem in 1955-1960, I studied the 
papers written by many authors, some by mathematicians and others by electric 
network theorists. However, I found that most of their ‘algorithms’ either yielded 
a solution only if it existed (i.e., they did not contain explicitly a means by which 
to show the nonexistence of the solution) or resorted, in some subcases, to the 
examination of ‘all the possible cases’ of which the number might be ‘combina- 
torially large’ (in the present-day terminology) [2], [4], [8], [29], [30], [32]. The rest 
of them, which could be refined to a more perfect one, did not claim themselves to 
be such [7], [44], [4.5]. In these circumstances, I proposed to myself to impose the 
following requirements on the algorithm which I should devise: (i) It should be 
written out to the finest detail, i.e., it should be programmable on a computer (IBM 
650 and 704 were running in Japan and IBM 7090 was about to run); (ii) It should 
be ‘theoretically complete’ (in my then terminology), i.e., it should respond to any 
input, whether legitimate or illegitimate, and should either output a graph if one 
exists or answer the nonexistence of solution; and (iii) It should be ‘practically 
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efficient’, i.e., the running time, or more precisely ‘the number of elementary 
operations’, necessary in the worst case, should be ‘at most proportional to a certain 
power of the size of an input problem’. Although neither the concept of an 
‘elementary operation’ nor that of the ‘size of a problem’ was strictly defined, the 
former was thought to be one ‘instruction’ in machine language and the latter to 
be the ‘rank’ m of the input matrix (which is equal to the rank of the corresponding 
graph if it exists). Thus, in the present-day terminology, I was trying to find a 
‘polynomial-order algorithm’ for the problem. An algorithm which could meet all 
the requirements was fortunately found [14], [ 151, and it was programmed in 
FORTRAN on an IBM 7090 machine and tested with many problems including 
applications to resistive n-port synthesis [ 161, [ 171. (I suppose this programme is one 
of the very few programmes for this problem actually run on a computer in the 
world.) The complexity of the algorithm was estimated in the worst case as 0(m6), 
whereas it was nearly 0(m3) experimentally [17]. (This may indicate that the 
theoretical estimation of the complexity of the algorithm was not very sharp.) The 
algorithm itself and the possible fields of its application, as well as the critical review 
of the algorithms of other authors, were published in [18]. Several papers on the 
related problems were published in Japan in which the authors discussed the 
‘number of operations’ of their own methods (see, e.g., [48]), and the concept of 
computational complexity (though it was not called so then) became familiar to 
quite a lot of people working in electric network theory in Japan. 
Incidentally, the programme was used also in a large programme package for 
automatically designing the mask patterns of integrated circuits - as a subroutine 
which tests whether a given graph is planar or not and, if it is, gives its planar 
representation - in the late 1960’s until a series of far more efficient planarity testing 
algorithms by Professors J. Hopcroft and R. Tarjan [lo], [I 11, [40] soon came to 
our knowledge, and A. Lempel, S. Even and I. Cederbaum’s algorithm [28] was 
revaluated. (The planarity of a graph is equivalent to the existence of its dual, and 
the dual graph affords sufficient information about how to draw the original graph 
on the plane, so that, in order to test the planarity, we may construct a circuit matrix 
of a given graph and then try to determine a graph which has that matrix as its 
cocircuit matrix. However, in fact, our programme was too general for that 
purpose.) 
Concluding this section, it is my pleasure to add that, quite recently, one of my 
colleagues, Dr. N. Tomizawa of the Tokyo Institute of Technology,2 proposed a 
nearly optimal algorithm [42] (‘nearly optimal’ in the sense that its complexity is of 
the order m3 (where m is the rank) which is equal to the number of elements of a 
fundamental cocircuit matrix) by polishing up the algorithm of W.T. Tutte [44] and 
2 Now, professor of economics of Niigata University, Niigata, Japan 
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myself [18], i.e., by removing from them all the ‘algebraic’ operations and reducing 
everything to combinatorial ones.3 
2. Essays in linear-computational complexity 
Once I looked at algorithms from the viewpoint of ‘number of operations’, I was 
tempted to be concerned about more fundamental problems, i.e., I considered that, 
if a ‘theory’ concerning the efficiency of algorithms would be formulated at all, it 
should be able to answer the question whether the conventional algorithms in linear 
computation were optimal or not, or it should at least answer the question whether, 
or not, there were an algorithm which performs the inner product of two input 
n-dimensional vectors with less than n multiplications (and divisions). I propounded 
the question to my teachers, friends and graduate students, and discussed with them 
possible alternative approaches to the problem. Some of my colleagues seemed 
doubtful of the significance, theoretical as well as practical, of the problem itself. 
It would be in 19651967 that I was strongly concerned about the problem, as I 
remember I talked enthusiastically about it with Mr. Kohei Noshita4 who was a 
postgraduate student of our Department at that time. Concerning the previous 
achievements in this sort of fields, we did know the results [25], [261 by Soviet 
researchers, V.V. Klyuev et al., that the conventional algorithms are optimal if we 
confine ourselves to row-wise or column-wise operations, but we knew nothing 
more. In these circumstances, Mr. K. Ikura pointed out in his master’s thesis [13] 
that it is possible to invert an n in matrix with less than n3 multiplications/ 
divisions. In fact, he showed that the total number of multiplications/divisions is 
equal to n3 - n if we partition a given n x n matrix with n = 2p in p stages and 
recursively apply the well-known formula for the inverse of a partitioned matrix, 
where we perform the inversion of 2 x 2 matrices according to the Cramer rule at 
the lowest stage. Of course, his result was at once superseded by S. Winograd’s 
3 In the sequel, substantial progress has been done at home and abroad. Prof. S. Fujishige of Tsukuba 
University published a best algorithm of complexity O(v a(v, k)) (where k is the number of rows of the 
given matrix which is expected to be the circuit matrix of a graph (of nullity k), v is the number of non- 
zero elements in the matrix and Q(. , .) is the famous ‘very slowly increasing function’ defined in terms 
of Ackermann’s recursive function which is not primitive recursive [I]): “An efficient PQ-graph 
algorithm for solving the graph-realization problem”, J. Comput. System Sci. 21 (1) (1980) 63-86. For 
the overseas reference, see R.E. Bixby and D.K. Wagner: “An almost linear-time algorithm for graph 
realization”, to appear in Math. Operations Research, where an algorithm with the same complexity as 
Fujishige’s is proposed. 
4 Now, professor, Dr. Eng., of business administration of Chuo University, Tokyo, Japan. Prof. 
Akihiro Nozaki, now professor of International Christian University, Tokyo, was also interested in the 
problem and had obtained some results as I heard later. 
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paper [46] (about n3/2 multiplications/divisions) and soon by Strassen’s epoch- 
making paper [38] (about n2.*“... multiplications/divisions)s. 
Inspired by Professor S. Moriguti’s suggestion, I devised for myself a method 
which gives a lower bound of the total number of multiplications/divisions 
necessary for calculating a set of rational functions yj(Xl, . . . , x,) (j = 1, . . . , t) of 
input variables x, (i = 1, . . . , s) over a field K. If the method is applied to the inner 
product of two n-dimensional vectors, it is shown that at least n multiplications/ 
divisions are necessary. The outline of the method is as follows. 
Let K be a field, x1, . . . . x, be input ‘variables’, and K(x) be the field of all 
rational functions in x’s over K. Formal derivatives of elements of K(x) with respect 
to x’s are defined as usual. We define an ‘algorithm containing q multiplications/ 
divisions which computes Yj’S from x;‘s as a sequence of subsets So, Sr, . . . , S, of 
K(x) satisfying the following conditions (i)-(iii), where K(S) with SCK(x) denotes 
the vector space over K generated by the elements of S and is regarded as a K- 
submodule of K(x). 
(i) So=K({xl,...,xs}). 
(ii) For every p ( = 1, . . . , q) there are up and up (ESSEX) such that Sp= 
KG,-+J{z&, where z, = upup or z, = up/vp. 
(iii) y,, . . ..u.ESq. 
Furthermore, we consider the set W of all s x s symmetric matrices over K(x) (W is 
regarded as an (s(s+ 1)/2)-dimensional vector space) as well as the mapping 
@: K(x)+ W which maps an element w of K(X) to the matrix Q(W) = [d2W/dXiaXj]. 
We denote by W2 the subset of W consisting of all matrices of rank not greater 
than 2. Obviously, W, contains a basis of W. Hence, for any subset S of K(x), 
there is a set of elements Qi, . . . , QP of W2 such that, for every element w of S, o(w) 
is expressed as a linear combination of Q’s with coefficients in K(x). Such a set 
{Q 1, . . . . QP} is called a ‘spanning set’ of S. Then the ‘width’ 6(S) of S is defined as 
the minimum of the cardinalities of its spanning sets. Evidently, we have &K(S)) = 
6(S). From these definitions it is not difficult to see: 
Main Theorem. If (So, S,, . . . , S,) is an algorithm, we have 
6(S,_,)r6(S,)16(S,~,)+ 1 (p=l,...,q). 
In fact, it is evident that S(S,_ i) I 6(S,). If z = uu in (ii) of the definition of an 
algorithm, we have 
a22 
( 
a224 a2v 
-zz v-+u- 
> ( 
+ 
au a0 +a~ au 
aX,aXj aXiaXj aXjaXj > aXi aXj aXj aXi . 
Since both [a2u/axiaxj] and [a2v/ax,axj] belong to @(Sp_,), the sum of the two 
5 It is wonderful to see the exponent has been decreased gradually but steadily, now being less than 2.5, 
whereas the coefficient of proportionality has been increased astonishingly rapidly. 
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terms (regarded as an element of W) in the first parentheses on the right-hand side 
of the above equation is linearly dependent on the minimum-cardinality spanning 
subset T of S,_ 1. On the other hand, the sum P of the two terms in the second 
parentheses belongs to W,. Therefore, TV {P} is a spanning subset of S,, so that 
we have 6(S,) 5 S(S,- t) + 1. Similar arguments obtain in the case where z = u/u in 
(ii) starting from the relation 
a2z I a2u u a20 -= 
( 
_- __- 
axi dxj V axidXj v2 aXiaXj > 
( 
2~ au au i au au i at4 au 
+ ----~~ax_-~--. 
v3 ax, aXj 1 J V dXj axi > 
From the main theorem it readily follows that the number q of multiplications/ 
divisions of an algorithm computing y’s from x’s cannot be less than S({y,, . . . , y,}). 
In fact, from (iii): {yr, . . ..yr} cS, we have S({yt, . . ..yr})s6(S.), and then, from 
the main theorem, we have 
6(S,)16(S,_,)+lr *.. 16(S,)+q=q 
(obviously 6(S,) = 0). 
The above result of mine did not apparently interest my colleagues, which dis- 
appointed me not a little. I only reported it at a meeting of a Study Group on 
Computer Programming a few years later [20], and included part of it in my exposi- 
tory article [21]. Reflecting on myself, I now think I should have pushed my ideas 
much further at that time. It was a few years later that systematic approaches to 
complexity problems such as V.Ya. Pan and E.G. Belaga’s theory on the evaluation 
of polynomials [3], [36], [37] and Shmuel Winograd’s theory on the evaluation of 
polynomials and linear computations [46], [47] came into my notice. Indeed, I was 
struck to see that Winograd went many steps ahead before me. However, so long 
as the vector inner product problem is concerned, I think my approach will be one 
of the simplest because it is easy to understand without sophisticated tools. Note 
that, for the inner product z=x,yl + ..+ +x,y,, the rank of the matrix 
1 
a22 
axi axj 
a22 
ayi dXj 
a22 
axi dy, 
1 
= 
a22 
aYi aYj 
1 0 
0 1 
0 
is equal to 2n, that this matrix can be expressed as the sum of n rank-2 matrices, 
and that a matrix of rank 2n cannot be expressed as the sum of less than n matrices 
of rank 2 or less, so that the width 6((z)) is equal to n. 
For me it is also interesting to see that my concept of ‘width’ is nearly the same 
as N. Gastinel’s concept of ‘tensorial rank’ [27]. 
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Meanwhile, the equivalence in the order of complexity between matrix multipli- 
cation and inversion was also noted by our group. We reduced the multiplication 
of A by B (the latter being assumed to be nonsingular without loss in generality) to 
two inversions: 
(Inversion is easy to reduce to multiplication by means of partitioning.) Another 
form of reduction of this kind is found in [l], and in personal correspondence, 
Professor V. Strassen wrote me that a similar idea is included in [39]. Once we have 
a bilateral reduction of the above type, it is straightforward to show that if multipli- 
cation of two matrices of order n has the complexity O(n”) (a?2), then inversion 
has the same complexity, and vice versa. 
3. Efficient programmes for network problems 
As a man specializing in network theories in various engineering fields I have been 
forced to work on a number of theoretical as well as practical problems which have 
something to do with graphs and networks. Around 1970, I was working on the 
development of the algorithms and practically efficient programmes for traffic 
assignment and on the design of a chemical process simulator. In the former project, 
we were required to deal with multicommodity nonlinear minimum-cost network 
flow problems with as many as one thousand nodes (vertices) and three thousand 
links (arcs), and the most crucial point was how effectively to solve a large number 
of shortest-path problems of that size. In the latter, we aimed at the automatization 
of the whole process of simulation, from the construction of the mathematical 
model of a system (given the mathematical models of units or elements and the 
topological information about their interconnection) through the analysis of 
graphical structures of the model to the numerical computation of the system per- 
formance, where we encountered a number of typical graph-theoretical problems 
such as finding minimum-feedback vertex sets, finding the strongly connected 
components as well as the partial order among them, solving the Menger-type 
problems, decomposing a bipartite graph in A.L. Dulmage and N.S. Mendelsohn’s 
fashion [5], etc. 
In so doing, we realized clearly how important it was to use a good data structure 
in combination with a good algorithm in order to make a programme practically 
efficient. In the programmes we developed in the projects, we adopted those data 
structures which are now popular and standard. Some of my friends in Japanese 
electric industry, including Messrs. H. Watanabe, Y. Ishizaki, T. Ohtsuki6, S. 
Goto et al. of NEC, were also interested in this point, and they made use of con- 
’ Now, professor of electrical engineering of Waseda University, Tokyo, Japan. 
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siderably elaborate data structures in their circuit analysis and design programmes. 
Although few of the works in that period have been published in paper form because 
most programmes were proprietary or classified in companies, we may find some 
information about the then level of Japanese engineers in the references [22], [24], 
[33], [34], [35] and [43]. (My book [19] published in 1969 was already obsolete in 
its ‘algorithm’ part.) 
From 1971 or 1972 on, excellent massive works of Professors J. Hopcroft and R. 
Tarjan have flowed into Japan, and we have been very much encouraged and pro- 
fited by their works. In this connection, I remember the talk with Dr. R.L. Lau of 
the Department of the Navy (Office of Naval Research, Pasadena Branch Office), 
which I had in September 1972 when he called at my office of the University, about 
the recent progress in theory and technology of algorithms and data structures. 
Then, he mentioned Professors Hopcroft and Tarjan’s remarkable achievements 
and added, “But it will take some time for engineers to perfectly understand their 
achievements and to take advantage of the theoretical progress in industry”. I 
replied him, “Japanese engineers have already had much experience in that 
direction and they will need no time to make the theoretical progress workable in 
their own jobs”. Now I believe I was right. 
It was in these circumstances that Dr. Tomizawa proposed an improvement of the 
minimum-cost flow algorithm which consisted in modifying the shortest-path 
problems with negative-cost arcs as well as the positive-cost in such a way that the 
Dijkstra method might be applied [41]. (The same idea is found also in [6] .) Among 
the theoretical results obtained by my colleagues was Dr. M. Nakamori’s’ proof of 
the minimum number of ‘triple operations’ needed by any shortest-path algorithm 
which is expressed as repeated application of triple operations [3 11. His proof is not 
very useful from the practical standpoints but may be interesting in that some 
algorithms were shown to be optimal in that class of algorithms. (A triple operation, 
( i’j), on a distance matrix D= (d,) is the operation which changes the (i, j)- 
element d, of D into min(dij,djk+dkj). The minimum number is equal to ‘n3’ for 
a general network, but it does not contradict A.J. Hoffman and S. Winograd’s 
algorithm consisting of ‘O(n5”) additions and n3 comparisons [9], because we 
confine ourselves to ‘triple-operations algorithms’.) He, in collaboration with 
myself, devised a few algorithms of the triple-operation type for specially structured 
networks and proved their optimality [23]. (Previous decomposition algorithms by 
T.C. Hu and W.T. Torres [12] and those by J.Y. Yen [49] for structured networks 
were not optimal.) 
’ Now, associate professor of computer science of Tokyo University of Agriculture and Technology, 
Tokyo, Japan. 
On the problem of computational complexity 25 
4. Afterthought 
Reflecting the past ten years around 1970, I think the concept of computational 
complexity has given considerable influence to Japanese engineers working on 
various kinds of networks and computations, but it seems, to my regret, Japanese 
theorists have not been motivated so much by the real industrial and social problems 
surrounding themselves as by imported ready-made theoretical frameworks. 
As for the concept of ‘polynomial order’, I recently wonder if it reflects properly 
the engineers’ sense of ‘efficiency’. I thought it did a decade ago. The polynomial 
order was a natural generalization of the orders such as n, n2, n3 or so. However, 
recently, especially in connection with probabilistic and approximative theory of 
complexity, there take place the orders nk’s with any k (such as k= 10, 20, 100, 
etc.)‘. Practical people would not consider the polynomial order n’OO as a good 
theoretical model of their intuitive concept of ‘effectiveness’, so that it seems there 
is a significant gap somewhere between n5 (or n6) and n”. Can we make a mathe- 
matical model which suitably reflects this kind of engineers’ intuition? 
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