The transition from a lamellar or periodic state to spatiotemporal chaos was examined numerically in the damped Kuramoto-Sivashinsky equation. The behavior of several quantities was examined near the transition as the system size was doubled five times and no systematic changes were observed. Thus there was no evidence to support a divergence at the transition in the infinite system size limit. This provides strong evidence of a discontinuous transition. ͓S1063-651X͑97͒11908-0͔ PACS number͑s͒: 05.45.ϩb, 47.20.Lz, 64.60Ϫi Spatiotemporal chaos is a complex phenomena that arises in many driven nonequilibrium systems such as directional solidification ͓1-3͔, Rayleigh-Bénard convection ͓4,5͔, parametrically driven surface waves ͓6͔, electroconvection ͓7͔ and directional viscous fingering ͓8͔. These examples illustrate the ubiquitous and diverse nature of spatiotemporal chaos. The purpose of this paper is to provide an accurate description of the transition from an ordered regular ͑or lamellar͒ state to spatiotemporal chaos for the specific case of the damped Kuramoto-Sivashinsky equation ͓9-13͔. Several attempts ͓10-12͔ have been made to understand the order of this transition, but have led to somewhat ambiguous results. To provide a more definitive description, the behavior of the system was analyzed as a function of system size. The results of these calculations show no systematic changes near the transition as the system size was doubled five times, providing strong evidence of a discontinuous or first-order transition. Furthermore the simulations indicate that the transition is initiated by an instability to breathing modes.
Spatiotemporal chaos is a complex phenomena that arises in many driven nonequilibrium systems such as directional solidification ͓1-3͔, Rayleigh-Bénard convection ͓4,5͔, parametrically driven surface waves ͓6͔, electroconvection ͓7͔ and directional viscous fingering ͓8͔. These examples illustrate the ubiquitous and diverse nature of spatiotemporal chaos. The purpose of this paper is to provide an accurate description of the transition from an ordered regular ͑or lamellar͒ state to spatiotemporal chaos for the specific case of the damped Kuramoto-Sivashinsky equation ͓9-13͔. Several attempts ͓10-12͔ have been made to understand the order of this transition, but have led to somewhat ambiguous results. To provide a more definitive description, the behavior of the system was analyzed as a function of system size. The results of these calculations show no systematic changes near the transition as the system size was doubled five times, providing strong evidence of a discontinuous or first-order transition. Furthermore the simulations indicate that the transition is initiated by an instability to breathing modes.
In many driven nonequilibrium systems, primary instabilities generate periodic patterns that become unstable to secondary instabilities which generate chaotic or disordered structures. A classic example of this is in directional solidification ͓1-3,9,14-17͔ in which a liquid-solid system is driven through a temperature gradient at constant velocity such that the liquid is continuously converted to a solid. If solidification is accompanied by impurity rejection, the buildup of impurities at the interface can lead to a primary instability known as the Mullins-Sekerka ͓14,15͔ instability. At small pulling velocities this tends to select a periodic cellular interface with characteristic wavelength . At some critical driving force, experiments ͓1,16͔ and theoretical work ͓2,3,17͔ have shown that secondary instabilities generate dynamical behavior, such as breathing and solitary modes and birth and death sequences, which can give rise to patterns that are disordered in both space and time as observed in experiment ͓1͔. For systems with a large aspect ratio ͑i.e., L/ӷ1, where L is the system width͒ this behavior is referred to as spatiotemporal chaos ͓11͔ or weak turbulence. While this novel behavior occurs in a wide variety of systems ͓18͔, the nature of the chaotic states and the transition to these states can take many forms.
In the case of the one-dimensional complex GinzburgLandau model, for example, it is known that one can have phase defect chaos, in which the amplitude of the complex order parameter vanishes at a finite density of points, and where the phase can slip by a multiple of 2. Numerical studies also suggested ͓19͔ that there was phase chaos ͑phase turbulence͒, which is a chaotic state defined by the absence of defects. This study also reported that there were continuous and discontinuous transition lines separating phase defect chaos and phase chaos states. However, more recent simulations on larger systems show that the continuous transition is more accurately described as a smooth crossover rather than a sharp transition, and suggest that phase chaos might not exist in the thermodynamic limit ͓20,21͔. The transition studied in this paper is from an ordered periodic structure to spatiotemporal chaos, and thus is distinctly different from such chaos-chaos transitions. Reviews of other examples of spatiotemporal chaotic states and corresponding transitions are given in Refs. ͓22͔ and ͓23͔ for the twodimensional complex Ginzburg-Landau model and coupled map lattice models, respectively. The one-dimensional coupled map lattice models studied by Chaté and Manneville ͓24͔ and others are perhaps more relevant to this work, as the maps described a transition from lamellar states to spatiotemporal chaos. The numerical work on these models suggest a continuous transition.
The damped Kuramoto-Sivashinsky equation provides a crude model of directional solidification that encompasses the generic behavior described earlier ͑i.e., at small driving forces a primary instability leads to stationary periodic or lamellar patterns, while at large driving forces secondary instabilities generate spatiotemporal chaos͒. Additionally, many of the secondary instabilities that appear in the damped Kuramoto-Sivashinsky equation, such as breathing and solitary modes, birth and death sequences, and tip splitting, have been observed in directional solidification experiments ͓1,16͔. The purpose of this paper is to use the damped Kuramoto-Sivashinsky equation to examine the transition from periodic stationary states to spatiotemporal chaos. It is hoped that the results of these calculations will be relevant to real directional solidification and other similar onedimensional driven interfaces.
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The damped Kuramoto-Sivashinsky equation can be written
where r is a control parameter related to the driving force.
To the limited extent that this equation models directional solidification, can be interpreted as the interfacial position, x is the distance along the interface, and t is time. The primary instability to forming periodic structures can be easily be obtained by a linear analysis which gives (q,t)ϭe (q)t (q,0), where (q,t)ϭ͐dxe ikx (x,t) and (q)ϭrϪ(1Ϫq 2 ) 2 . Thus Fourier modes in the region ͱ 1Ϫͱr ϽqϽ ͱ 1ϩͱr are linearly unstable, and the most unstable mode is at qϭ1. This primary instability leads to a family of stationary periodic solutions, which exist in the region bounded by (1Ϫq o 2 ) 2 ϽrϽ(1Ϫ4q o 2 ) 2 , where the stationary solutions are written in the form ϭ͚a n sin(nq o x).
The stationary solutions are dynamically unstable near the upper and lower boundaries. These instabilities are known as secondary instabilities, and were described by Misbah and Valence ͓13͔. The particular solutions that are selected are dependent on both the aspect ratio and initial conditions. The present work focuses mainly on the behavior of Eq. ͑1͒ in the large aspect ratio limit with a random initial condition. For these conditions a lamellar state is selected for small r, while, for large r, secondary instabilities appear and lead to the disordered state that is characteristic of spatiotemporal chaos. The critical value of r at which the transition to spatiotemporal chaos occurs is at r c Ϸ0.688 ͓10͔. The disordered and lamellar states are respectively characterized by correlations that decay exponentially in space and time and by large ͑i.e., of the order of the system size͒ ordered periodic or lamellar regions. Some discussion of other initial conditions is given in Ref.
͓11͔.
The first numerical investigation of the transition in the damped Kuramoto-Sivashinsky equation was conducted by Chaté and Manneville ͓10͔ in 1987 . An interesting transient behavior was observed, in which well-defined disordered and lamellar regions coexist. It was found that the disorderedlamellar front moves at a constant velocity such that the disordered regime invades the lamellar phase above the transition and recedes below. The front velocity was found to go continuously to zero at the transition. This continuous change in the front velocity was interpreted as an indication of a continuous transition. In support of this interpretation, the distribution of lamellar domains was shown to be nonexponential at the transition. The behavior of the front velocity is, however, consistent with a standard first-order or discontinuous transition. For example, in a liquid-solid transition the velocity of a liquid-solid front is proportional to the undercooling and continuously goes to zero at the melting transition. In addition it is not obvious that an exponential distribution should occur exactly at a discontinuous transition in a one-dimensional system. At the transition it is very difficult for one state to dominate, since in one dimension the velocity of the domain walls is exactly zero and there are no curvature effects to eliminate small domains. Thus it is easy for the system to get stuck in metastable states that would not necessarily have exponential distributions. More recent discussions of the damped Kuramoto-Sivashinsky equation by Manneville ͓11͔ admit the possibility of a discontinuous or at least weakly first-order transition. In this regard, it is worth noting that Chaté and Manneville originally reported ͓10͔ the Hopf bifurcation to be subcritical. This makes a discontinuous transition to spatiotemporal chaos more likely than if the Hopf bifurcation had been supercritical.
Numerical simulations conducted in 1995 ͓12͔ found discontinuities in all quantities that were considered at the transition. Nevertheless, as the transition was approached from above, many quantities, such as the average lamellar domain size, increased. This behavior is consistent with a continuous transition in a finite-size system. In a continuous transition these quantities should diverge with system size as r c is approached. To examine this possibility, simulations of Eq. ͑1͒ were conducted on a system of size Lϭ536. The results of this simulation were then compared with successively larger systems of sizes Lϭ1072, 2145, 4289, and 8579. The five systems considered have aspect ratios of approximately 80, 160, 320, 640, and 1280.
The damped Kuramoto-Sivashinsky equation was simulated using a standard forward-Euler scheme for the time derivative and central difference formulas for the spatial derivatives. A relatively large time step (dtϭ0.01) and mesh size (dxϭ/6) were chosen in an attempt to study the late time large wavelength behavior of the equation. Although the convergence of the solutions to the continuum limits was not examined, the numerical solutions did contain the same instabilities as detected in other work ͓13͔, although the parameter ranges over which the various solutions occur are slightly altered. For example the transition from periodic to disordered solutions occurs at roughly rϷ0.635 for the numerical algorithm, while it occurs at rϷ0.68 for the continuum model.
To provide a detailed description of the transition, the power spectrum or structure factor was determined as a function of r. The structure factor is defined to be
the brackets (͗ ͘) refer to an average over 100 runs, qϭ2k/Ndx, and N is the number of spatial grid points used. A sample structure factor is shown in Fig. 1 . This spectrum can be characterized by a correlation length , peak height S P , and peak position q P , as shown in Fig. 1 . The correlation length in this instance is a measure of the average size of lamellar domains, and should diverge for a continuous transition.
At very large r, the system rapidly relaxes to a state characterized by a broad S(k). As r decreases, the correlation length and peak height increase. To determine whether these quantities diverge as r approaches r c , five different system sizes were examined ͑i.e., Nϭ2 ). In Fig. 1, S(k) is shown for three different system sizes just above r c . This figure shows that the power spectrum for the different system sizes are statistically indistinguishable at rϭ0.64. Similar results are obtained for all values of r above r c . To illustrate this point, the peak height and correlation length were determined as a function of r for five different system sizes. The results of these calculations are displayed in Fig. 2 . A finite-size scaling analysis of the data was attempted by fitting the numerical results to a scaling relationship of the form ϭL ␤ F͓(rϪr c ) ␣ /L͔. The analysis is somewhat trivial in that no variation of with L was found, consistent with an exponent of ␤ϭ0. The quality of the data could not lead to a more precise conclusion. Thus there was no evidence that the correlation length would diverge as r→r c in the infinite system size limit. This is very strong evidence that the transition is discontinuous.
For r very close to but below r c , the system first relaxes to a disordered state, that is characterized by a power spectrum very similar to that shown in Fig. 1 . However, this is a ''metastable'' state that will eventually ''nucleate'' periodic regimes. An example of such a nucleation event is shown in Fig. 3 . In this figure S P is displayed for a single run for two values of r, one just above r c ͑i.e., rϭ0.638) and one just below ͑i.e., rϭ0.634). At early times these systems are more or less indistinguishable, but at later times the system just below r c nucleates an ordered periodic regime. For values of r very close to the transition, it is possible to obtain a coexistence of periodic and chaotic regimes for long time periods. It is also possible to nucleate a disordered state above r c if the system is initially prepared in the lamellar state. In fact if r is ramped through the transition, hysteresis loops can be obtained ͓11͔. All these observations are consistent with a discontinuous phase transition.
As the transition is crossed, there is a sharp jump in the value of all measured quantities. This was observed in previous studies of a single system size ͓12͔. To understand this transition it is useful to consider the jump in the peak wave vector (q P ). This is shown in Fig. 4 . The dashed line in this figure corresponds to the boundary above which periodic solutions are dynamically unstable to breathing modes for the numerical algorithm used in this work. As the transition is approached there is a discontinuous jump in q P at r c Ϸ0.6375 such that q P is to the left of the breathing mode boundary for rϾr c and to the right for rϽr c . Thus it is apparent that the transition coincides with the appearance of breathing modes.
In summary, the results of the numerical analysis of the damped Kuramoto-Sivashinsky equation indicate that the transition from an ordered lamellar state to spatiotemporal chaos is discontinuous. Furthermore, it is shown that the onset of spatiotemporal chaos is coincident with the appearance of the breathing modes. While this work cannot identify cause and effect, it is tempting to speculate that the selection of breathing modes leads to spatiotemporal chaos. The results of this research should be applicable to other one-dimensional front propagation phenomena such as directional solidification and viscous fingering. It is, however, important to note that the nature of the transition can be quite different in other systems. It is also likely that dimension will play an important role in determining the nature of the transition as occurs in equilibrium systems. An interesting twodimensional example is parametrically driven surface waves ͓6͔. In this system at small driving forces a primary instability ͑the Faraday instability͒ produces spatially periodic structures, while at larger driving forces a secondary instability appears ͑i.e., a transverse amplitude modulation͒ that does not break the lamellar order. At very large driving forces spatiotemporal chaos does appear. This transition to spatiotemporal chaos most likely arises when the amplitude of the transverse amplitude modulations becomes of the order of the wavelength of the original periodic structures. A very similar behavior was observed in recent simulations of the two-dimensional damped Kuramoto-Sivashinsky equation ͓25͔, in which a well-ordered breathing state appeared at intermediate driving forces. Although the results of these simulations were not conclusive, the transition from the breathing state to spatiotemporal chaos was consistent with a continuous transition. Thus the nature of the transition appears to be different in two dimensions. 
