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Abstrat
Maximum rank distane odes denoted MRD-odes are the equiv-
alent in rank metri of MDS-odes. Given any integer q power of a
prime and any integer n there is a family of MRD-odes of length
n over GF (qn) having polynomial-time deoding algorithms. These
odes an be seen as the analogs of Reed-Solomon odes (hereafter de-
noted RS-odes) for rank metri. In this paper their subspae subodes
are haraterized. It is shown that hey are equivalent to MRD-odes
onstruted in the same way but with smaller parameters. A spe-
i polynomial-time deoding algorithm is designed. Moreover, it is
shown that the diret sum of subspae subodes is equivalent to the
diret produt of MRD-odes with smaller parameters. This implies
that the deoding proedure an orret errors of higher rank than the
error-orreting apability. Finally it is shown that, for given parame-
ters, subeld subodes are ompletely haraterized by elements of the
general linear group GLn(GF (q)) of non-singular q-ary matries of size
n.
1 Introdution
This work was initiated due to the great similarity between RS-odes and
the family of MRD-odes initially published in [6℄. It was also due to the
onstant interest of researh in the study of odes derived from RS-odes,
partiularly subeld subodes of RS-odes and more reently subspae sub-
ode of RS-odes. Subspae subodes or subgroup subodes onsist of the set
of odewords whose omponents belong to a spei subspae or subgroup
∗
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of the additive group alphabet of the ode [11℄. These partiular subodes
are in general not linear but simply additive.
In the ase of RS-odes abundant literature is available espeially on
subeld subodes, that is when the onsidered subspae is a subeld of the
alphabet eld. Indeed RS-odes and derived families (GRS-odes for in-
stane) form a very popular family of odes. Some of the most studied odes
an be seen as partiular subeld subodes of RS-odes or GRS-odes ( Al-
ternant odes, binary Goppa odes and BCH-odes for example ) [9, 15℄.
In ryptography also they play an important role, for instane in MEliee
publi-key ryptosystem whih uses in its design the family of binary Goppa
odes [16℄.
Conerning more general subodes like subspae subodes of RS-odes,
researh on the subjet was initiated in 1992 [22℄. One of the objets of the
researh is to provide longer harater-oriented odes than RS-odes, that is
to build odes with good parameters, but whose symbol length is ontrolled,
smaller than the extension degree of the eld.
In general however, even the simple question of the dimension of the
subeld subodes and their exat minimum distane remains open, although
some bounds are derived from bounds or equalities on parameters of the par-
ent RS-odes [5, 23, 1℄. Conerning subspae subodes, the same questions
arise and again some bounds are obtained from RS-odes. More speially,
it was shown that their ardinality depended on the struture of the subspae
of the alphabet eld, relatively to the ation of the Frobenius automorphism
[17, 10℄.
An additional problem the user of subspae subode must ope with is the
enoding of the ode. Sine these odes are not linear but simply additive,
there is no generator matrix and therefore no systemati proedure an be
built. In the ase of bit shortened RS-odes a systemati enoding proedure
was designed [22℄. In a more general ase of MDS odes an fast but not
ompletely optimal proedure was designed in [24℄. The priniple onsist of
onsidering a odeword of length n over GF (qn) as an m × n q-ary matrix
and by putting information on some subblok of the matrix, parities on some
other blok and some relations must be satised on the remaining positions.
However sine only lower bound on the ardinality of the odes are known,
these enoding proedures do not take into aount the additional bits that
ould be enoded and therefore are not optimal.
In the same way as RS-odes in Hamming metri the family of MRD-
odes onstruted in [6℄ an be eiently used for deoding in rank met-
ri, for example, whenever the errors our along some rows or olumns of
arrays, whih happens along tapes [21, 20℄. Moreover, properties of rank
2
metri have interesting ryptographi appliations, in partiular in the de-
sign of MEliee-like ryptosystems, see [8, 4℄. Namely, for the same set
of parameters general purpose deoding algorithms in rank metri have a
muh higher omplexity ompared to general purpose deoding algorithms
for Hamming metri [3, 18, 2℄. Therefore the MRD-odes or odes derived
from MRD-odes an be of interest in designing ryptosystems. Several fast
polynomial-time deoding algorithm up to the error-orretion apability ex-
ist whose design that all have their equivalent in deoding RS-odes. There
are Eulidian and Berlekamp Massey like algorithms [6, 7, 21, 20℄ as well as
Welh-Berlekamp like algorithms, [14, 13℄.
Let GF (q) be the base eld and GF (qn) be an extension eld of degree
n of GF (q). In the following we will indierently onsider GF (qn) as the
eld or the n-dimensional vetor spae over GF (q). We reall properties of
rank metri, [6℄.
Denition 1 (Rank of a vetor)
Let e = (e1, . . . , en) ∈ GF (q
n)n. The rank over GF (q) of e is the rank
of the n × n q-ary matrix obtained by extending every omponent ei over a
basis of GF (qN )/GF (q). It is denoted Rk(e|GF (q)).
The rank over GF (q) of vetor e is denoted in the following by Rk(e).
We dene [i]
def
= qi, when i ≥ 0 and [i]
def
= qn+i when i < 0.
A [n, k, d]-ode over the eld GF (qn) has generator matrix
G =


g1 · · · gn
.
.
.
.
.
.
.
.
.
g
[k−1]
1 · · · g
[k−1]
n

 , (1.1)
where g1, . . . , gn ∈ GF (q
n) are linearly independent elements ofGF (qn)/GF (q).
A parity-hek matrix H of the ode has the same struture as G that is
H =


h1 · · · hn
.
.
.
.
.
.
.
.
.
h
[d−2]
1 · · · h
[d−2]
n

 , (1.2)
for h1, . . . , hn ∈ GF (q
n) linearly independent over GF (q). The hi's of suh
odes an be easily found from the gi's [6℄.
The ode G with parity-hek matrix H or generator matrix G has min-
imum rank distane exatly d = n− k+ 1. This ode satises the Singleton
like equality for rank metri, and sine Hamming metri is thinner than
3
rank metri, this implies equally that it is a MDS ode. There are sev-
eral polynomial-time deoding algorithms deoding these odes up to their
error-orretion apability [6, 7, 21, 20, 13℄. It is remarkable to note that
these algorithms are an be retransripted from the algorithms deoding
Reed-Solomon odes by replaing the notion of polynomial by the notion of
linearized polynomials, that is inherent to the very denition of rank metri.
Suh similarity and suh strong struture raises the natural question of the
struture of subodes of MRD-odes.
The goal of this paper is to show that, despite the fat that the family of
MRD-odes with parity-hek matrix (1.2) are very similar to RS-odes, they
are muh more strutured, and all the question onerning the dimension of
subspae subodes, their exat minimum rank distane and the design of
spei enoding-deoding proedures an be solved quite simply.
The paper is organized as follows: In a rst part we show that subspae
subodes of a (n, k = n−d+1, d) MRD-ode over a m-dimensional subspae
of GF (qn) an be put in one-to-one orrespondene with a (m,k′ = m −
d+1, d) MRD-ode over GF (qn). More speially we onstrut a bijetive
rank preserving GF (q)-linear mapping between the two odes. The mapping
enables to build spei enoding and deoding proedures.
In a seond part we are interested in subodes obtained from the diret
sum of subspae subodes and we show that it is possible to onstrut a
rank-preserving mapping putting these subodes in bijetion with the diret
produt of MRD-odes. In that ase we show that it is sometimes possible
to orret beyond the error-orreting apability of the odes.
In a third part we deal with subeld subodes of MRD-odes. We show
that they are similar to the diret produt of MRD-odes over the subeld,
and that up to the ation of the general linear group GLn(GF (q)) on the
omponents of the odewords, they an be uniquely dened. This implies
in partiular that results from seond part apply and that sometimes it is
possible to deode them beyond the error-orreting apability of the odes.
2 Subspae subodes of rank odes
Let G be the ode with generator matrix (1.1) and parity-hek matrix (1.2).
Consider Vm a m-dimensional subspae of GF (q
n). Let
(G|Vm)
def
= {c = (c1, . . . , cn) ∈ G | cj ∈ Vm, j = 1, . . . , n}
Denition 2
(G|Vm) is alled subspae subode of G over Vm.
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(G|Vm) is formed of the odewords whose omponents lie in the alphabet
formed by the subspae Vm. In a rst setion we onstrut a mapping be-
tween (G|Vm) and a so-alled parent ode LG(Vm). This ode is MRD and
we show that the mapping is bijetive, preserves GF (q)-linearity and the
rank. In a seond part we desribe enoding and deoding proedures for
subspae subodes.
2.1 Charaterization of subspae subodes
Let c = (c1, . . . , cn), cj ∈ Vm for all j. Let b = (β1, . . . , βm) be a basis of
Vm. Vetor c has a unique deomposition under the form
c = bU = (β1, . . . , βm)U, (2.3)
where U = (Uij)
m,n
i=1,j=1 ∈ GF (q)
m×n
. Vetor c is a odeword if and only if
it satises the parity-hek equations
cHT = (β1, . . . , βm)UH
T = 0. (2.4)
Hene (G|Vm) is haraterized by the xed basis b = (β1, . . . , βm) and by
the set of m× n matries U with oeients in GF (q) satisfying ondition
(2.4). Solving (2.4) is equivalent to solving
(β1, . . . , βm)


v1 · · · v
[d−2]
1
.
.
.
.
.
.
.
.
.
vm · · · v
[d−2]
m

 = 0, (2.5)
where
(v1, . . . , vm) = (h1, . . . , hn)U
t. (2.6)
Given any vetor (v1, . . . , vm) ∈ GF (q
n)m, there exists a unique m×n q-ary
matrix U suh that (v1, . . . , vm) = (h1, . . . , hn)U
t
. The ith olumn of U is
given by the vetor obtained from the representation of vi over the basis
(h1, . . . , hn).
Condition (2.5) is equivalent to
(v1, . . . , vm)


β
[n]
1 . . . β
[n−d+2]
1
.
.
.
.
.
.
.
.
.
β
[n]
m . . . β
[n−d+2]
m

 = 0. (2.7)
Sine β1, . . . , βm are linearly independent, equation (2.7) implies that v =
(v1, . . . , vm) is a odeword of a GF (q
n)-linear MRD-ode with parameters
[m,m− d+ 1, d]. The ode with parity-hek matrix
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HVm =


β
[n]
1 · · · β
[n]
m
.
.
.
.
.
.
.
.
.
β
[n−d+2]
1 · · · β
[n−d+2]
m

 (2.8)
is denoted LG(Vm)
Denition 3 (Parent Code)
The ode LG(Vm) is alled the parent ode of (G|Vm).
We now prove the following proposition establishing that any subspae
subode of a MRD-ode of full length is uniquely haraterized by a MRD-
ode with the same minimum distane but with smaller parameters.
Proposition 1
Let b = (β1, . . . , βm) be a basis of Vm over GF (q), and let h = (h1, . . . , hn)
be the vetor dened in equation (1.2). The mapping
fb : V
n
m → GF (q
n)m
c = bU 7→ fb(c) = hU
t
satises the following properties
1. fb is a GF (q)-linear bijetive mapping.
2. fb preserves the rank of vetors over GF (q), that is Rk (fb(c)|GF (q)) =
Rk(c|GF (q)).
3. fb (G|Vm) = LG(Vm).
4. fb and f
−1
b
an be omputed in nm multipliations in GF (q) and n
additions in GF (qn).
Proof.
1. Sine h1, . . . , hn are linearly independent over GF (q), it follows that
fb is a bijetion. Let c = bU and d = bV be vetors of V
n
m. By
denition of fb, we have fb(c+ d) = b(U + V ) = fb(c) + fb(d).
2. Let c = bU . Sine β1, . . . , βm are linearly independent, we have that
Rk(c|GF (q)) = Rk(U), where Rk(U) is the rank of matrix U . More-
over, sine fb(c) = hU
t
, and h1, . . . , hn are linearly independent,we
have that
Rk(fb(c)|GF (q)) = Rk(U
t) = Rk(U) = Rk(c|GF (q))
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3. The fat that fb (G|Vm) = LG(Vm), follows diretly from the denition
of mapping fb.
4. Any vetor of V nm is given by a q-ary m×n matrix U . Therefore, om-
puting fb is merely omputing the produt of vetor h = (h1, . . . , hn)
by matrix U . This an be done in nm multipliations in GF (q) and
n additions in GF (qm). Conversely, omputing f−1
b
(v1, . . . , vm) orre-
sponds to nding the unique q-ary matrix U suh that (v1, . . . , vm) =
(h1, . . . , hn)U
t
, and then ompute bU .
We dedue the following orollary.
Corollary 1
(G|Vm) is a (n,M,D)-additive ode, where
• D = d,
• M = qn(m−D+1).
Both statements of the orollary imply that (G|Vm) is optimal for the
rank metri [19℄.
2.2 Coding and deoding of subspae subodes
Thanks to the mapping fb desribed in proposition 1, we design an eient
enoding proedure for subspae subodes of MRD-odes. From Corollary 1
the number of q-ary digits that an be enoded is equal to n(m−d+1). Hene
any information vetor an be onsidered as a vetor of length (m− d+ 1)
over GF (qn).
Let x = (x1, . . . , xm−d+1) ∈ GF (q
n)m−d+1 be an information vetor. Let
GVm be a generator matrix of the parent ode LG(Vm).
The enoding proedure is the following:
1. Enoding in the parent ode: Compute y = xG.Vm ∈ LG(Vm);
2. Transferring in the subode: Compute c = f−1
b
(y).
The omplexity of the enoding proedure onsists of (m− d+1)m mul-
tipliations in GF (qn) if we neglet the operations over the base eld GF (q).
Let y = c+e be a reeived vetor where c ∈ (G|Vm) and e has oeients
in Vm and rank t ≤ ⌊(d− 1)/2⌋. There are two manners of deoding:
• In the ode G by using the standard deoding algorithms for G. The
omplexity is ≈ (d− 1 + t)n+ t3 multipliations in GF (qn) if we take
the deoding algorithm desribed in [7℄.
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• By deoding in the parent ode LG(Vm): We have fb(y) = fb(c) +
fb(e), where fb(c) ∈ LG(Vm), and Rk(fb(e)|GF (q)) = t. Therefore,
by orreting fb(y) in LG(Vm), one reovers fb(c) and fb(e) and by
omputing the inverse funtion one gets c and e. The omplexity of
the algorithm is ≈ (d− 1)m+ tn+ t3 multipliations in GF (qn).
2.3 Diret sum of subspae subodes
In the previous setion, we showed that subspae subodes of MRD-odes
are in some sense isomorphi to MRD-odes of smaller length. From sub-
spae subodes, we build odes orresponding to the diret sum of subspae
subodes. The mapping fb an be extended to this diret sum.
Consider a sequene Vm1 , . . . , Vmu of subspaes of GF (q
m) of dimensions
mi that two-by-two do not interset exept on the zero-vetor (this implies
in partiular that
∑u
i=1mi ≤ n). For every subspae Vmi we x a basis bi.
As before (G|Vmi) denotes the subspae subode of the ode G restrited
to vetors with oordinates in Vmi . Let
M
def
= (G|Vm1)⊕ · · · ⊕ (G|Vmu) ⊂ G
be the subode of G onsisting of the diret sum of the subspae subodes
(G|Vmi), that is
M = {c = c1 + · · · + cu | c1 ∈ (G|Vm1), . . . , cu ∈ (G|Vmu)} . (2.9)
We dene the mapping f(b1,...,bu) from restrited mappings fbi as dened in
proposition 1:
V nm1 ⊕ · · · ⊕ V
n
mu → GF (q
n)m1 × · · ·GF (qn)mu
c = c1 + · · ·+ cu 7→ f(b1,...,bu)(c) = (fb1(c1), . . . , fbu(cu))
Proposition 2
f(b1,...,bu) is GF (q)-linear, bijetive and preserves the rank.
Proof.
GF (q)-linearity and bijetivity ome from the fat that f(b1,...,bu) is a
diret produt of GF (q)-linear, bijetive mappings.
Conerning the rank property, any vetor c ∈ V nm1 ⊕ · · · ⊕ V
n
mu an be
uniquely written under the form
c = b1U1 + · · · + buUu,
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where Ui's are nmi q-ary matries. This an be rewritten under the form
c = (b1, . . . ,bu)


U1
.
.
.
Uu

 .
Sine, for i = 1, . . . , u vetor spaes Vi form a diret sum, this implies that
the omponents of vetor (b1, . . . ,bu) are linearly independent over GF (q).
Therefore the rank of c over GF (q) is equal to the rank of matrix
U =


U1
.
.
.
Uu

 .
Therefore, sine f(b1,...,bu)(c) = hU
t
, we have
Rk
(
f(b1,...,bu)(c)|GF (q)
)
= Rk(c|GF (q)).
Let LG(M) be the ode with parity-hek matrix,
H(M) =


HVm1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · HVmu

 . (2.10)
We prove the following proposition
Proposition 3 f(b1,...,bu)(M) = LG(M).
Proof.
Let H be the parity-hek matrix of G under the form (1.2). Let c =
c1 + · · · + cu ∈ M. Sine for all i = 1, . . . , u, ci ∈ (G|Vmi) we have for
all i = 1, . . . , u, ciH = 0. This is equivalent to fbi(ci)HVmi = 0, for all
i = 1, . . . , u.
For this reason LG(M) is alled parent ode of M. As it is also a diret
produt of MRD-odes with smaller parameters, we dedue the following
orollary.
Corollary 2 M is a (n,M,D)-ode, where
• M = qn
∑
u
i=1
(mi−(d−1))
.
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• D = d.
From f(b1,...,bu) we dedue eient spei enoding and deoding pro-
edures for ode M.
Let x be qn-ary vetor of length
∑u
i=1mi − u(d− 1).
1. Vetor x is rst divided into u bloks xi eah of length mi − d+ 1.
2. Any subvetor xi is enoded into ci ∈ (G | Vmi), using the proedure
desribed in setion 2.2 with mapping fbi .
3. The enoded odeword is c = c1 + · · ·+ cu ∈ M.
Sine LG(Vm) an be deomposed into a diret produt of subspae
subodes, we show that we an go further in the deoding and that it is
sometimes possible to deode beyond the error-orreting apability C
def
=
⌊(d − 1)/2⌋ of the ode. Let the reeived vetor
y = c+ e ∈ V nm1 ⊕ · · · ⊕ V
n
mu ,
where c ∈ M and e is some error-vetor of rank less than t. Let yi be the
projetion of y on subspae Vmi . We have the following set of equations


y1 = c1 + e1, c1 ∈ (G|Vm1),
.
.
.
yu = cu + eu, cu ∈ (G|Vmu).
where, for all i = 1, . . . , u the rank of ei over GF (q) is less or equal to
t. Therefore, if t ≤ C the yi's are deodable in their respetive subodes
(G|Vmi). Hene y is deodable in M. Moreover, even when Rk(e) > C, it
is sometimes possible to deode suessfully. This orresponds to the ase
where Rk(ei) ≤ C for all i = 1, . . . , u.
We study ourrenes of suh ase. We want to nd an estimation of:
Pdecoding = Pr(Rk(e1) ≤ C, . . . ,Rk(eu) ≤ C) | Rk(e) ≤ t),
whih quanties the probability of suessful deoding in M.
Let N =
∑u
i=1mi, and let us onsider the error-vetor e as the q-ary
N × n matrix orresponding to the expansion rowwise of the omponents of
e on the basis of the N dimensional vetor-spae Vm1 ⊕ · · · ⊕ Vmu with basis
(b1, . . . ,bu). This gives the following representation for e
e =


e1
.
.
.
eu


b1
.
.
.
bu
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where ei's are q-ary matries of size mi × n. We suppose that e
T
is of rank
≤ t, where t is some integer.
Matrix eT an be transformed into a vetor E = (E1 · · ·Eu) with ompo-
nents in GF (qn) by onsidering any of its olumns as the oordinates of an
element ofGF (qn) on a basis ofGF (qn)/GF (q). This implies that Rk(E) ≤ t
if and only if Rk(e) ≤ t. In partiular there exist α1, . . . , αt ∈ GF (q
n)t lin-
early independent over GF (q) satisfying
E = (α1, . . . , αt)S,
where S is a t × N -matrix over GF (q) of rank less than t. Consider the
deomposition of S = (S1 · · ·Su), where Si are t × mi q-ary matries. We
have 

E1 = (α1, . . . , αt)S1,
.
.
.
Eu = (α1, . . . , αt)Su.
Sine the transformations from ei to Ei are one-to-one and preserve the rank,
and sine the rank of Ei over GF (q) is equal to the rank of Si we have
Pdecoding = Pr(Rk(S1) ≤ C, . . . ,Rk(Su) ≤ C) | Rk(S) ≤ t).
Matrix S being of size t × n, the onditioning on the rank of S is always
satised. Therefore we an remove it and we obtain
Pdecoding = Pr(Rk(S1) ≤ C, . . . ,Rk(Su) ≤ C)).
The events being independent, this is equivalent to
Pdecoding = Pr(Rk(S1) ≤ C) · · ·Pr(Rk(Su) ≤ C). (2.11)
The number NC(m, t) of t×m q-ary matries of rank C is given by the
formula, see [12℄ page 455 for instane:
NC(m, t) =
C−1∏
i=0
(qm − qi)(qt − qi)
qC − qi
.
This quantity an be approximated by q(m+t)C−C
2+q−1+O(q−2)
, Therefore
Pr(Rk(Si) ≤ C) = q
(mi−C)(C−t)+q−1+O(q−2), (2.12)
Hene from (2.11) and (2.12) we obtain
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Proposition 4 (Probability of suessful deoding)
Let M = (G|Vm1)⊕ · · · ⊕ (G|Vmu), be the ode formed by the diret sum
of subspae subodes of maximum rank distane odes with error-orreting
apability C. Then the probability of suess for deoding t > C errors satis-
es
Pdecoding = q
−(N−C)(t−C)+uq−1+O(q−2),
where N =
∑u
i=1mi.
3 A partiular ase: subeld subodes
Subeld subodes are speial ases of subspae subodes. In Hamming metri
onstruting a parity-hek or generator matrix for these odes by using
properties of the Trae operator is easy, [5, 9, 15℄. What is less trivial is
omputing the exat dimension and exat minimum distane of the odes.
Generally speaking, only bounds are available.
Setion 2 showed that the exat parameters ould be obtained very simply
for the family of MRD-odes with parity-hek matrix 1.2. Namely, subspae
subodes are isomorphi through a rank preserving bijetion to MRD-odes
of the same family but smaller parameters. This implies in partiular that
subspae subodes are optimal for rank metri.
In this setion we go one step further and show that, given a subeld
GF (qs) of GF (qn) speied by a hosen basis, there is a unique subeld
subode modulo transformation by the group indued on the omponents of
the ode by the general linear group GLn(GF (q)) of of q-ary non-singular
matries of size n× n. We prove the following theorem.
Theorem 1
Let G be a ode over GF (qn) with parity-hek matrix (1.2), Let s be a
positive integer dividing n and let
A =


a1 · · · as
.
.
.
.
.
.
.
.
.
a
[d−2]
1 · · · a
[d−2]
s

 .
where the ai ∈ GF (q
s) ⊂ GF (qn) for all i = 1, . . . , s are linearly independent
over GF (q).
Then, there exists a unique matrix S ∈ GLn(GF (q)) of size n × n suh
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that the subeld subode (G|GF (qs)) has parity-hek matrix
Hqs =


A 0 · · · 0
0 A · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · A


S,
Proof.
G has parity-hek matrix (1.2) whih an be rewritten
H =


h
.
.
.
h[d−2]


where h[i]
def
=
(
h
[i]
1 , . . . , h
[i]
n
)
. One obtains a parity-hek matrix of (G|GF (qs))
by the following proedure:
• Choose a basis of GF (qn)/GF (qs).
• Expand eah line of matrix H onto GF (qs) with respet to this ba-
sis. Every line of length n with oeients in GF (qn) is transformed
olumnwise into a matrix of size n/s× n, that is
h = (h1, . . . , hn) 7→ H =


h1,1 · · · h1,n
.
.
.
.
.
.
.
.
.
hn/s,1 · · · hn/s,n

 ;
However, sine H is omposed of lines obtained by the ation of powers of
the Frobenius automorphism on the omponents of h, for all i = 1, . . . , d−2,
there exists a n/s× n/s non-singular matrix Qi with oeients in GF (q
s)
satisfying
h[i] = (h
[i]
1 , . . . , h
[i]
n ) 7→ QiH
[i],
where H[i] denotes matrix H whose omponents have been elevated to the
power qi. Therefore, a parity-hek matrix of (G|GF (qs)) has the form
Hqs =


H
H[1]
.
.
.
H[d−2]


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Next, sine the olumns of H have rank n over GF (q) (the his are linearly
independent over GF (q)), there is a n×nmatrix S with oeients in GF (q)
suh that
HS =


a1 0 · · · 0
0 a2 · · · 0
.
.
. · · ·
.
.
.
.
.
.
0 0 · · · an/s


,
where, for all i = 0, . . . , d− 2
ai = (ai,1, . . . , ai,s), ai,j ∈ GF (q
s)
is a vetor formed with linearly independent elements of GF (qs). Provided
d− 2 < s the following matries
Ai =


ai
.
.
.
a
[d−2]
i

 , for i = 1, . . . , n/s
are generator matries of a [s, s − d + 1, d] MRD-ode over GF (qs). This
implies the existene of a permutation matrix P suh that
Hqs =


H
H[1]
.
.
.
H[d−2]


= P


A1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · An/s

S−1
To omplete the proof we have to remark that, multiplying a parity-hek
matrix on the left by any non-singular matrix doesn't hange the generated
ode. Hene a parity-hek of (G|GF (qs)) is


A1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · An/s

S
If A
def
= A1, for all i = 1, . . . , n/s there exists a non-singular matrix Pi over
GF (qs) suh that Ai = PiA. Hene


A1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · An/s

 =


P1 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · Pn/s




A · · · 0
.
.
.
.
.
.
.
.
.
0 · · · A

 ,
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and a parity-hek matrix of (C|GF (qs)) is
Hqs =


A · · · 0
.
.
.
.
.
.
.
.
.
0 · · · A

S.
This ompletes the proof.
The theorem means that, somehow, the subeld subode of a maximum
rank distane ode of full length (i.e. the length of the ode is equal to the
extension degree) is a diret sum of maximum rank distane odes taken over
the subeld.
It also implies that, whatever the MRD-ode over GF (qn) be, if we x a
basis of GF (qn)/GF (qs), then the subeld subode is uniquely determined
by a q-ary invertible matrix S.
From proposition 4 we dedue the following orollary
Corollary 3 (Suessful deoding of subeld subodes)
Let C be the error-orreting apability of G, then the probability of de-
oding t > C errors in (G|GF (qs)) is equal to
Pdecoding = q
−(n−C)(t−C)+n
s
q−1+O(q−2),
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