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ABSTRACT
This is a thesis on credit risk and in particular bankruptcy prediction. It investigates
the application of machine learning techniques such as support vector machines and
neural networks for this purpose. This is not a thesis on support vector machines
and neural networks, it simply looks at using these functions as tools to preform the
analysis.
Neural networks are a type of machine learning algorithm. They are nonlinear mod-
els inspired from biological network of neurons found in the human central nervous
system. They involve a cascade of simple nonlinear computations that when aggre-
gated can implement robust and complex nonlinear functions. Neural networks can
approximate most nonlinear functions, making them a quite powerful class of models.
Support vector machines (SVM) are the most recent development from the machine
learning community. In machine learning, support vector machines (SVMs) are su-
pervised learning algorithms that analyze data and recognize patterns, used for clas-
sification and regression analysis. SVM takes a set of input data and predicts, for
each given input, which of two possible classes comprises the input, making the SVM
a non-probabilistic binary linear classifier. A support vector machine constructs a
hyperplane or set of hyperplanes in a high or infinite dimensional space, which can
be used for classification into the two different data classes.
Traditional bankruptcy prediction medelling has been criticised as it makes certain
underlying assumptions on the underlying data. For instance, a frequent requirement
for multivarate analysis is a joint normal distribution and independence of variables.
Support vector machines (and neural networks) are a useful tool for default analysis
because they make far fewer assumptions on the underlying data.
In this framework support vector machines are used as a classifier to discriminate
defaulting and non defaulting companies in a South African context. The input data
required is a set of financial ratios constructed from the company’s historic financial
statements. The data is then Divided into the two groups: a company that has
defaulted and a company that is healthy (non default). The final data sample used
for this thesis consists of 23 financial ratios from 67 companies listed on the jse.
Furthermore for each company the company’s probability of default is predicted.
The results are benchmarked against more classical methods that are commonly used
for bankruptcy prediction such as linear discriminate analysis and logistic regression.
Then the results of the support vector machines, neural networks, linear discriminate
analysis and logistic regression are assessed via their receiver operator curves and
profitability ratios to figure out which model is more successful at predicting default.
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Chapter 1
Aim and Introduction
1.1 Aim
The sudden global financial crisis in 2008, where financial market liquidity dried
up, caused numerous companies with historically strong financial standing to go out
of business because they were caught off guard and could not meet their financial
obligations. Globally the recent bankruptcies of large joint stock companies in U.S.
and Europe, such as Enron, WorldCom, Lehman Brothers, Swissair and Parmalat
shook investors across the world and underlined the importance of failure prediction
modelling both in academia and industry.
The demise of these companies, which not only had extremely large balance sheets
but also came from a developed economy, highlighted the importance of bankruptcy
prediction modelling. In developed markets, the number of financially distressed com-
panies and among them the number of bankrupt companies is fewer than emerging
markets (Aktan, 2011a). This further shows the importance of a bankruptcy predic-
tion model in an emerging market such as South Africa which is a key motivation for
this paper. A successful failure prediction model will help understand the reasons be-
hind the collapse of a firm, as this will enable timely bankruptcy preventative action
to be taken as precaution. This thesis looks at developing a failure prediction model
for South African countries. It is a thesis on credit risk that utilises certain machine
learning techniques to preform the analysis.
An example of a JSE listed company to enter into financial distress is African Bank
(ABL). ABL is South Africas biggest provider of unsecured loans and was part of the
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FTSE/JSE Top 40 Index1. In May 2013 ABL wrote off R445m of non-preforming
loans. Other JSE listed companies to have financial distress include 1Time Airlines,
VOX Telecoms and Uranium One Inc.
To predict whether a company will become bankrupt or reach financial distress is not
only significant to everyone involved in the running of the company including company
management, auditors, creditors, customers, suppliers and employees. It is relevant
to the investors in the company for both private and publicly listed companies.
Over the last decade, a number of the worlds largest banks have developed sophisti-
cated models in an attempt to model counterparty credit risk. The outputs of these
models also play increasingly important roles in banks risk management and perfor-
mance measurement processes, including performance-based compensation, customer
profitability analysis, risk based pricing, active portfolio management and capital
structure decisions (Basel, 1999).
The environment of credit and the circumstances of lending have changed substan-
tially in the last two decades. Traditional banking, which used to be reliant more on
intuition and experience to judge good and bad customers is being sidelined for more
analytical methods. Similarly the traditional accounting analysts are being replaced
by analysts with solid knowledge not only of accounting and finance, but also of other
related areas, such as statistics, forecasting, data mining and econometrics (Minussi
et al., 2006).
The New Basel Capital Accord (Basel II/III) was introduced to allow banks to re-
duce unexpected losses, improve profitability and increase risk-carrying capacity. The
Basel II/III framework is a set of guidelines issued by the Basel Committee on Bank-
ing Supervision; it contains recommendations on banking laws and regulations. Basel
II/III sets international standards on how much capital a bank must hold in order
to protect itself against expected losses. Banks must have a credit scoring model to
validate the accuracy of estimated probabilities of default but that Basel II does not
specify what type of model. This puts further importance and emphasis on credit
scoring models because an accurate model is needed to set aside the correct amount
of capital (Minussi et al., 2006). Therefore there is more of a need for people with
quantitative backgrounds and a tougher grounding in Probability of Default(PD),
Loss Given Default(LGD), Exposure at Default(EAD), VAR and Expected Tail Loss
Models. (on Banking Supervision, 2016a) (on Banking Supervision, 2016b) (on Bank-
ing Supervision, 2014).
Corporate default prediction has long been important and studied widely by financial
1The FTSE/JSE Top 40 Index consists of the largest 40 companies ranked by full market value
in the FTSE/JSE All-Share Index
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literature under the name of bankruptcy prediction, loan default risk, default predic-
tion, credit analysis, failure prediction, credit risk and financial distress prediction.
This subject involves developing models that attempt to forecast financial failure
before it actually happens. Bankruptcy prediction models use appropriate indepen-
dent variables to predict whether a company (or individual) is financially healthy or
bankrupt. Financial ratios are constructed from the companys financial statements.
These financial ratios are used as the independent variables for the bankruptcy pre-
diction models.
The literature on bankruptcy prediction can be classified into four broad approaches:
discriminate analysis, structural form models (contingent claims analysis), reduced-
form or intensity-based approach and modern quantitative credit risk modelling (Geor-
gakopoulos, 2004) (Altman et al., 2014).
The first bankruptcy prediction studies date back to the 1930’s beginning with the
initial studies concerning the use of single ratio analysis to predict future bankruptcy.
These studies used individual ratios and would compare ratios of bankrupt companies
to those of non-bankrupt companies. These single ratio studies were known as uni-
variate studies. The univarite studies laid the foundation for multivariate bankruptcy
prediction models. Beaver (1966) is one of the earliest researchers to study the predic-
tion of credit risk. Beavers analysis is the most widely recognised form of univariate
analysis, which includes studying one financial ratio at each time and deciding a
cut-off threshold for every financial ratio.
After the mid-1960’s bankruptcy prediction studies were focused on multivariate dis-
criminate analysis. In 1968, Altman published the first multivariate discriminate
study in which financial ratios can be used for classification (Altman, 1968b). There
have been many further studies on multivariate discriminate analysis of different per-
mutations of Altmans study. Studies on multivariate discriminate analysis remain
popular even in modern times. After multi discriminate analysis the logit and probit
models for predicting bankruptcy were developed. The logit model is in a way a
generalised Discriminate Model, because it does not assume multivariate normality
and equal covariance matrices. Structural form models employ modern option pric-
ing theory in corporate debt valuation. The original framework developed by Merton
(1974) using the principles of option pricing formulae, is the cornerstone for all other
structural models.
Unlike in the structural default framework, the reduced form approach does not con-
sider in an explicit way to model the relation between default and the companys un-
derlying value. The reduced form approach depends on market prices of deflectable
derivatives and other market indicators and not simply on balance sheet information.
Around the late 1980s more modern methods for default prediction were developed in
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order to improve prediction accuracy. These methods are still active today. These in-
clude machine learning techniques, one of the artificial intelligence techniques (Hardle,
2010). Machine learning has become a common alternative for credit scoring mod-
els and has achieved higher accuracy than traditional statistical methods. Machine
learning is a form of artificial intelligence that provides the algorithm the ability to
learn without being explicitly programmed. It analyses patterns in the underlying
data in order to extract information from a data set in order to make predictions
about future events. These models are non-parametric techniques for the prediction,
so they can overcome some constraints of the traditional statistical models.
Traditional bankruptcy prediction modelling has been criticized as it makes certain
underlying assumptions on the underlying data. For instance, a frequent requirement
for multivarate analysis is a joint normal distribution and independence of variables.
Support vector machines and neural networks are a useful tool for default analysis
because they make far fewer assumptions on the underlying data.
Before developing the model, the study posed the question whether newer modelling
techniques such as support vector machines and neural networks were a better tool
for predicting bankruptcy than traditional modelling techniques such as LDA analysis
and logit analysis in a South African context with limited data availability. For this,
the hypotheses was raised and tested:
H1 : Support V ector Machines and Neural Networks predict default with
a higher accuracy than LDA and LogitAnalysis
Due to lack of data when analysing the research question H1 a different research ques-
tion was posed: Will it be possible to answer this question with the data availabe
for analysis?
This raised another hypothesis: H2 : The data available is sufficient to predict
default 2 years prior to default
Further analysis regarding small data sets led to another research question: Does feature
selection increase the algorithm′s accuracy?
Translating into another hypothesis test:
H3 : Feature selection increases the algorithm′s accuracy
It is with these three hypotheses H1, H2, H3 that the study is constructed.
Neural networks are a type of machine learning algorithm. They are nonlinear models
inspired from biological network of neurons found in the human central nervous sys-
tem. They involve a cascade of simple nonlinear computations that when aggregated
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can implement robust and complex nonlinear functions. Neural networks can approx-
imate most nonlinear functions, making them a quite powerful class of models. They
have a wide range of uses including forecasting, classification and statistical pattern
recognition. Research studies on using neural networks for default prediction started
in 1990, and are still active now. Neural networks have generally outperformed the
other existing methods (Atiya, 2001).
Support vector machines (SVM) are the most recent development from the machine
learning community. In machine learning, support vector machines (SVMs) are su-
pervised learning algorithms that analyze data and recognize patterns, used for clas-
sification and regression analysis. SVM takes a set of input data and predicts, for
each given input, which of two possible classes comprises the input, making the SVM
a non-probabilistic binary linear classifier.
All the mathematical modelling for this thesis is preformed in R-Studio using R
Studio’s built in functions. In order to correctly implement these functions the theory
is needed for all functions used. This is provided in Chapter 6, Chapter 7 and Chapter
8.
There has been a lot of research on support vector machines and neural networks
for bankruptcy prediction in developed countries. Most studies have shown that
both support vector machines and neural networks predict bankruptcy with a higher
accuracy than traditional methods. There has been less research done on this topic
in a South African Context, in particular the research on Support vector machines in
a South African Context is minimal.
Previous studies have focused on developed economies; therefore there are few studies
that have been conducted for developing countries, which is a key motivation for this
paper. The research findings from developed economies may not be suitable for
application in South Africa due to differences in market structures, socio-economic
factors, politics, legal frameworks and accounting standards (Hlahla, 2010a).
1.2 Thesis Overview
This thesis is organised as follows: The remainder of this chapter will describe the
data used for the analysis as well as a literature review for neural networks and
support vector machines applied to bankruptcy prediction. Chapter 2 is an overview
of bankruptcy prediction modeling in Developing and Frontier Countries including
South Africa. It also describes The Basel II/III framework and the IRB Approach.
Chapter 3 describes the definition of ”Default” applied to this thesis as the definition
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of ”Default” will effect the classification output of the algorithm. Chapter 4 provides
an overview of the different types of default prediction models. It describes the
different approaches for default prediction models as well as highlighting the main
advantages and disadvantages of each method. Chapter 5 is a history of bankruptcy
prediction modelling. It discusses a few of the most pioneering works for Multivariate
Scoring Models and Structural Form Models that have been cited the most in previous
Bankruptcy literature. Chapter 6 is a description of machine learning. It describes the
implementation of general machine learning algorithms as well as different methods of
interpreting the results. Chapter 7 and Chapter 8 describe the theory behind neural
networks and support vector machines. This theory is needed in order to correctly
implement the algorithms. Chapter 9 explores the advantages and disadvantages of
support vector machines and neural networks as well as providing a comparison of
neural networks and support vector machines. Chapter 10 describes feature selection
and it’s importance as well providing a summary of the different feature selection
methods. It goes on to describe the feature selection method used for this thesis.
Chapter 11 is a chapter on validation and Chapter 12 is the results and Chapter 14
is the conclusion.
1.3 Data
The input data for the default prediction models described above is a set of financial
ratios constructed from the companys historic financial statements. The data is then
divided into the two groups: a company that has defaulted and a company that is
healthy (non default).
It needs to be mentioned, that great difficulty in obtaining any information on de-
faulted companies for both public (JSE listed) companies and private companies in
South Africa. Attempts to get information from banks, liquidators, private equity
firms, micro lenders, small cap analysts, hedge funds and banks all proved futile with
cross referrals to each other.
In developed countries such as the USA information on financial distress for companies
is more readily available and can be easily obtained from places such as the Wall Street
Journal Index (Altman et al., 2014).
The difficulty in obtaining financial data for defaulted South African Companies was
common in default prediction literature in South Africa. Naidoo (2006b) and Hlahla
(2010a) experienced similar frustrations obtaining the correct financial data. Most
of the prior research on default prediction has been on JSE listed companies, see
Chapter 2 Section 2.3.2 for a summary of the data used in each study.
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This thesis develops a prediction model for company default for JSE listed companies
using historic data from companies which defaulted from 2008 to 2014. Obtaining the
historic information for companies defaulting prior to 2008 was very difficult and was
not available on the most prevalent trading platforms used for stock analysis in South
Africa, Bloomberg and Inet Bridge. The JSE was contacted directly. A database of
the full set of financial information for companies defaulting prior to 2008 did not
exist. The financials were only available in soft copy, kept in storage. The only way
to obtain the financials was to create the database by hand, which would take longer
than the length it took to write this thesis.
The final list of companies in financial distress was composed by researching the
companies on the internet and speaking to people in industry (JSE, trading companies
and banks). The raw data was extracted from Bloomberg using Bloomberg Microsoft
Excel Addin. The raw data included information from the income statement, balance
sheet and cash flow statement for companies from 2008 to 2014. The data was filtered,
cleaned and put in the correct format for analysis in Microsoft Excel.
Figure 1.1 is a list of the companies used in this thesis that are classified as being in
financial distress. For a company to be classified as falling into financial distress, one
of the following conditions as stated in Chapter 3 Section 3.3 need to have occurred.
Included in this Table is the year the company became in financial distress as well as
the reason for the financial distress.
Figure 1.1: Final List of Companies that are in Financial Distress
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Figure 1.1 is the final list of healthy companies used in this thesis. They are all the
members of the Top40 Index in January 2014.
Figure 1.2: Final List of Healthy Companies
1.4. SUPPORT VECTORMACHINES ANDNEURAL NETWORKS LITERATURE REVIEW9
1.4 Support vector machines and Neural Networks
Literature Review
In recent years literature neural networks and support vector machines have been ap-
plied to bankruptcy prediction problems. There have been many studies comparing
support vector machines and neural networks with the older statistical methods as
described above. The reason for this is in part methodological and partly because
neural networks and support vector machines are the latest machine learning meth-
ods, which are increasingly applied in other disciplines in addition to bankruptcy
prediction.
Multivariate statistical approaches in practice often pose unachievable criteria in re-
spect of data subject to analysis. One instance of this is that many statistical tech-
niques require a joint normal distribution and independence of variables.
Recently, SVMs have gained popularity due to many attractive features and gen-
eralization performance on a wide range of problems. SVMs have become a focus
of interest for failure prediction and the applications of SVMs into financial failure
prediction began in 2005. SVM are relatively new and are used less frequently in
financial literature.
1.4.1 Support vector machines
The most popular traditional techniques for bankruptcy prediction include statistical
methods like linear discriminant analysis (DA) and logit or probit models. There
have been many studies comparing SVM’s to these techniques. Below is a summary
of these studies. In most of the studies below the discriminative power of the models
is measured on the basis of their accuracy ratio (AR) and percentage of correctly
classified observations.
• Min and Lee (2005) proposed support vector machines for bankruptcy pre-
diction. They compared the support vector machines and neural networks in
terms of prediction accuracy. They concluded that the support vector machines
outperformed neural networks for the training and validation data based on
prediction accuracy of both models.
• Aliakbari (2009) did a comparison of support vector machines and logit regres-
sion for bankruptcy prediction. He concluded that logit regression out preforms
support vector machines. Analysis was based on comparing the accuracy ra-
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tios for each model. Furthermore results showed that profitability and leverage
indicators have discriminating power in bankruptcy prediction.
• Wu et al. (2006) examined bankruptcy predictive accuracy in five statistics mod-
els discriminant analysis: logistic regression, probit regression, neural networks,
support vector machines, and genetic-based support vector machines (the ge-
netic algorithm for variable selection). Refer to chapter 10 for a discussion
on the different methods for variable selection. Empirical results indicate that
the support vector machine based models are superior models for predicting
financial failure. The accuracy ratio was used as a predictor of model accuracy.
• Razvan-Alexandru (2009) did a comparison of support vector machines and
logit analysis. The results indicate that the support vector machines performed
better than the logit analysis. In the comparison the accuracy ratio was used
as main indicator of performance.
• Virag and Nyitrai (2013) applied support vector machines and neural networks
to the database of Hungarian banks in order to predict bankruptcy. Results
were then compared with the results of earlier bankruptcy models. A crossval-
idation was preformed with the average classification accuracy and the average
area under the roc curve as the main indicators of performance. The results
of the models assembled suggest that there was a significant improvement of
classification accuracy achieved using support vector machines. Furthermore
support vector machines showed a higher accuracy ratio than neural networks.
• Chen (2011) compared some traditional statistical methods for predicting fi-
nancial distress to some more ’unconventional’ methods, such as decision tree
classification, neural networks, and support vector machines. Analysis was done
on 200 taiwan firms. He revealed that support vector machines provided a
good balance of high-accuracy short and long-term performance predictions for
healthy and failed firms. Results were based on a performance measures includ-
ing accuracy ratio, precision, true positive rate and true negative rate.
• Dikkers (2005) applied linear regression, ordinal logistic regression, and support
vector machine techniques for default prediction. Findings were that support
vector machines can significantly outperform other techniques like linear and
logistic discriminate analysis. Results were based on mcnemars test, a statistic
based on the classification table.
• Einarsson (2008) compared support vector machines to more traditional statisti-
cal techniques for bankruptcy prediction. Findings were that logistic regression
was a better predictor of bankruptcy than support vector machines. Analysis
was based on the statistic auc.
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• Hardle et al. (2007) compared support vector machines with more traditional ap-
proaches such as discriminant analysis and logit regression. The results demon-
strate that the support vector machines has clear advantages over the other
methods. Results were based on the accuracy ratio (ar), which was used as a
criterion for model selection.
• Wang et al. (2013) apply support vector machines to discriminate between
healthy and defaulting companies. The particle swarm optimization algorithm
is used to optimize parameters of the support vector machines. In particle
swarm optimization a number of simple entitiesthe particlesare placed in the
search space of some problem or function, and each evaluates the objective
function at its current location (R Poli and Blackwell, 2007). The analysis
was preformed on manufacturing companies listed on shanghai and shenzhen
stock markets. Result were that article partial swarm optimization with sup-
port vector machines has a distinct improvement to support vector machines
and neural networks with out partial swarm optimization. Results were based
on the accuracy ratio.
• Huang et al. (2004) apply support vector machines and neutral networks to the
problem of bankruptcy prediction. Analysis was preformed on two data sets
for taiwan financial institutes and united states commercial banks. The results
showed that support vector machines achieved accuracy comparable to that of
neural networks based on the accuracy ratio.
• Huang et al. (2007) compared support vector machines (with the genetic algo-
rithm for variable selection) with neural networks, genetic programming, and
decision tree classifiers for credit scoring. A ten fold cross validation was done.
Results were that support vector machines achieved an identical classification
accuracy with relatively few input features when compared to the other models,
based on the accuracy ratio.
• Hardle et al. (2011) analyzed credit default risk for firms in the Asian and pacific
region by applying support vector machines and a logistic regression. Among
the different financial ratios used as predictors of default leverage ratios and
the company size display a higher discriminating power compared to others.
Variable selection was performed using the forward selection procedure. The
accuracy ratio was used as a predictor for model accuracy. Results were that
support vector machines have a lower model risk (higher accuracy) than the
logit analysis.
• Auria and Moro (2008) compared of the support vector machines with more tra-
ditional approaches such as logistic regression and discriminant analysis. Anal-
ysis was done on the Deutsche Bundesbank data of annual income statements
and balance sheets of German companies. The discriminative power of the
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models is measured on the basis of their accuracy ratio (AR) and percentage
of correctly classified observations. Results were that Support vector machines
outperformed both discriminate analysis and logit analysis.
• Mahdi (2013) compared support vector machines and the genetic algorithm for
bankcrupcy prediction. Results were that support vector machines predicted
default with higher accuracy.
1.4.2 Neural Networks
There is a significant amount of research on neural networks applied for business
forecasting and prediction. A summary of comparisons of neural networks with other
classification methods approaches with the application of business forecasting and
prediction can be seen in Adya and Collopy (1998). Another review of neural network
approaches for bankruptcy prediction post the 1990’s is provided by Atiya (2001)
A few of the more significant studies will be described below:
• several of the major commercial loan default prediction products are based on
neural networks. For instance moodys public firm risk model 2is based on neural
networks as the main technology Atiya (2001).
• Kim et al. (1993): compared the neural network approach with linear regres-
sion, discriminant analysis, logistic analysis, and a rule-based system for bond
rating. Results were that neural networks achieved better performance than
other methods in terms of classification.
• Altman et al. (1994): preformed a study comparing neural networks to discrim-
inate analysis. The best results were from a three layer neural network. Neural
networks were a better predictor than discriminate analysis for company distress
prediction.
• Al-Osaimy (1998) uses neural networks for predicting islamic banks perfor-
mance. His findings were that neural network methods show significant promise
for providing useful early warning signals for various types of performance in-
cluding bankruptcy, insolvency and failure.
Many researchers in bankruptcy forecasting report that neural networks produce sig-
nificantly better prediction accuracy than classical statistical techniques (Zhang et al.,
1999).
2moodys public firm model has been designed to act as an early warning system to monitor
changes in the credit quality of corporate obligors
Chapter 2
General Default Prediction
2.1 Introduction
Both in academia and industry, people have shown a great interest in the prediction
of bankruptcy and financial distress. It is a very deep and well researched field of
study. The bulk of this research has been done on companies that have been traded in
developed markets, in particular the US. There is much less evidence of bankruptcy
and financial distress prediction in developing countries, in particular how the existing
models perform on samples of companies from developing markets as well as whether
different predictors are needed (Charalambakis and Garrett, 2015)
In this thesis the term developing countries will be used to describe any country that
is not highly developed. Highly developed countries can be measured by the Human
Development Index (HDI, 2009). According to the index the highly developed coun-
tries are Australia, Switzerland, Netherlands, United States, Germany, New Zealand,
Canada, Singapore, Denmark, Ireland, Sweden, Iceland, United Kingdom, Korea,
Hong Kong and Japan. A full list of countries rated by the Human Development
Index can be seen in (HDI, 2009).
The characteristics of developing countries are (Damodaran, 2009):
• Currency volatility - In many emerging markets, the local currency is volatile,
both in terms of exchange rate and inflation.
• Country risk - There is substantial growth in emerging market economies, but
this growth is accompanied by significant macroeconomic risk.
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• Information gaps and accounting differences- While information disclosure re-
quirements have become more stringent globally, the rules still require that much
less information be disclosed in emerging markets than in developed markets.
• Corporate governance - Many emerging market companies used to be family-
owned businesses and while they might have made the transition to being pub-
licly traded companies, the families retain control through a variety of devices –
shares with different voting rights, pyramid holdings and cross holdings across
companies.
• Discontinuous risk - In some emerging markets, there is an added layer of risk
that can cause sudden and significant changes in a firm’s fortunes. Included
here would be the threat of nationalisation or terrorism or political risk.
A frontier market is a type of developing country which is more developed than
the least developing countries, but too small to be generally considered an emerging
market (Warburton, 2017)
2.2 Developed Countries
There is a wealth of evidence of the ability of models to predict bankruptcy in devel-
oped markets and in particular the US. The research ranges from the seminal works
of Beaver (1966) and Altman (1968a) using multivariate scoring models to the later
more modern prediction models using neural networks and support vector machines.
A summary of this is found in Section 6.
2.3 Developing and Frontier Countries
Most of the default prediction research has been in highly developed countries. This
section will cover the default prediction models in developing countries (emerging
markets and frontier markets).
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2.3.1 History of default prediction models in developing coun-
tries
There have been numerous studies on default prediction for developing countries.
As far back as 2005 Altman developed a scoring model for emerging corporate bonds
known as the Emerging Market Score Model (EMS Model) (Altman, 2005). The EMS
Model is an enhancement of the Altman Z-Score Model. The EMS Model can be used
to score and rate corporate bonds based on Altman initial Multivariate Model. The
model first rates the bond on Altman’s initial model and then modifies it based on the
companys vulnerability to currency devaluation, industry affiliation and competitive
position in the industry when rating the bond.
Lin (2010) develops a two stage hybrid model using logistic regression and neural
networks to develop a default prediction model for companies in the banking sector
in Emerging Market Countries. The analysis was performed on financial ratios from
data from the banks from Turkey, China, Pakistan, Taiwan, Indonesia, India, Russian,
South Africa, Hong Kong, Thailand and Mexico. Results were that the model could
accurately predict default in the banks from emerging markets. The hybrid model
has a higher accuracy than a regular neural network model.
Triandafil and Brezeanu (2010) did a study on default prediction in Emerging Markets
vs. Developed Markets. A multivariate linear regression was applied to companies
from both emerging markets and developed markets. Results showed that companies
in developed countries took on a higher leverage than countries in emerging markets.
Further bankruptcy prediction models for developing countries including Thailand,
Malaysia, India, Kenya, Tunisia, Russia and Taiwan will be described below.
• Thailand - Sirirattanaphonkun and Pattarathammas (2012) apply multivariate
discriminant analysis and logistic regression analysis to small medium enter-
prises (SMEs) in Thailand.
• Malaysia - Yap et al. (2010) and Yap et al. (2013) used multivariate discrimi-
nant analysis for default prediction on Malaysian Countries. Findings in both
studies were that the multivariate discriminant analysis predicted default with
a high accuracy. Yap et al. (2012) investigates the ability of logistic regression
in anticipating corporate failures in Malaysia. Results again showed default
prediction with a high accuracy.
• India - Abhishek and Jayesh (2012) use multiple discriminant analysis do de-
velop a bankruptcy prediction model for companies listed on the National Stock
Exchange India (NSE). Results showed default prediction with a high accuracy.
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Purohit et al. (2012) develop a default prediction model for assessing loan ap-
plications using logistic regression, decision trees, neural networks and support
vector machines. findings indicate that support vector machines, decision tree
and logistic regression are the best methodology for classifying the loan appli-
cations.
• Nigeria - Pam (2013) applies multivariate discriminate analysis to listed Nige-
rian companies.
• Kenya - Mamo (2011) applies multivariate discriminate analysis to commercial
banks in Kenya. Findings were that the discriminate model predicted default
accurately.
• Tunisia - Yap et al. (2012) develop a default prediction model for assessing
corporate credit loans in a Tunisian bank. A neural network model and a
logistic regression were used for default prediction. Results were that the neural
network model produced superior results.
• Russia - Sharma and Shebalkov (2013) use neural networks to analyze and to
predict the performance of Russian Banks. Results were that neural networks
could accurately predict failure in Russian Banks.
• Taiwan - Chen and Chen (2011) develop a prediction model using support
vector machines on Taiwanese listed companies. Results showed that default
was predicted with a high accuracy.
2.3.2 History of Default Prediction Models in South Africa
South Africa is a developing country but since the focus of this thesis is on default
prediction in South Africa a section has been dedicated to the existing research on
default prediction in South Africa. A summary of South African Research on default
prediction is provided below.
De La Rey’s 1981 multivariate K-score model is South Africa’s most well-known failure
prediction model (Reeves, 2001) (Naidoo, 2006a). De La Rey was inspired by the
work of Altman applying the Z-score to financial statement analysis. He developed a
model for bankruptcy prediction in South Africa by applying multivarite discriminate
analysis to JSE listed companies. This was known as the K-Score. The K-score model
has been used on private companies as well as publically listed companies in South
Africa.
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The K-Score is constructed from the discriminate function is:
−0.01662A+ 0.0111B + 0.0529C − 0.086D0.0174E + 0.01071F − 0.06881 (2.1)
Where:
A - Total outside financing Total assets.
B - Earnings before interest and tax Average total assets.
C - Total current assets and listed investments Total current liabilities.
D - Earnings after tax Average total assets.
E - Net cash flow Average total assets.
F - Stock Inflation adjusted total assets.
A k-score smaller than -0.19 implies potential failure, with a k-score larger than 0.20
implying a Healthy company and a zone of ignorance exists between a score of -
0.19 and +0.20 implying that a company cannot be classified as either healthy or a
candidate for potential failure.
Muller (2008) assessed the accuracy of multiple discriminant analysis, logit analysis,
recursive partitioning and neural networks to predict financial distress. Analysis was
done on companies listed on the Johannesburg Stock Exchange(JSE). Muller reached
the conclusion that each technique produces a different predictive accuracy. Multiple
discriminate analysis and recursive partitioning techniques correctly predict the most
number of failed companies. But that logit analysis and neural networks provide the
best overall predictive accuracy.
Rama (2012) did an analysis on whether the Altman (1968a) failure prediction model
is effective in predicting the failure of South African companies. Analysis was done
by using the Altman Z-Score model on JSE listed companies. Findings were that The
Altman failure prediction model can be used as a tool to predict company failure in
South Africa, however the model has certain limitations being that the model is not
accurate when Z scores are negative or if Z-Scores are in an area of uncertainty.
Tshitanga (2010) analyzed the cost of financial distress in South Africa on JSE listed
companies. He evaluated the cost of financial distress by using the Altman Z-Score
Model.
Naidoo (2006a) developed a two stage approach to identifying (first stage) and an-
alyzing (second stage) the Financial Health of a company. In the first stage macro-
economic variables were used to determine a Business Failure Rate. In the second
stage three different types of models were used for prediction purposes: a Naive model
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using the simple Share Holder Value Added (SVA) ratio 1, a Multiple Discriminant
Analysis (MDA) model and a Chi-squared Automatic Interaction Detection(CHAID)
model. Analysis was performed on JSE listed companies. He concluded that both the
Nave and CHAID models produced overall superior results to the more complicated
MDA statistical method.
Jacobs (2007) investigated the accuracy of prediction models when applied to South
African non-listed companies. Analysis was done on non-listed companies in South
Africa. Data was obtained from the Coface Database. The Coface database was
provided by The Coface Group, an international Credit Provider. Findings were that
the Altman-Z Score Model can be effectively applied to South African Non-Listed
Companies.
Cort and Radloff (1993) developed a failure prediction model for South African listed
companies using both macro and micro economic variables. A two stage failure pre-
diction model was developed. In the first stage regression analysis was performed
on fourteen macroeconomic variables, four macro-economic variables were found to
explain 95 percent of the variability of failure rate. In the second stage, discriminant
analysis was used on twenty financial and non-financial variables.
Reeves (2001) applied two international models and two South African Models to
predict the probability of default on JSE listed companies. The international models
applied were Beaver’s univariate model and Altman’s Z-score model. The South
African models were De La Rey’s K-score model and Amiras, Aston and Cohen’s A-
ratio model. The A-Ratio model preforms multiple regression analysis on 17 financial
ratios. Reeves concluded that Beaver, De La Rey and the A-ratio models were good
predictors on bankruptcy in South Africa. The Altman model should not be applied
to local samples as the results of this model had a higher failure rate.
Boltman (2009) and Moonasar (2007) investigated the suitability and accuracy of
artificial neural networks (ANNs) and logistic regression respectively as a tool for
consumer credit defaults in South Africa.
Senoto (2012) investigated predicting the probability of default in South Africa using
macro and micro economic variables. He uses the KMV Merton model applied to JSE
Listed companies to predict the probability of default and then uses a Factor Model to
analyse the relationship between macro-economic variables and probability of default.
Findings were that the KMV Merton Model can be used to predict probability of
default in South Africa and furthermore probability of default is correlated to Macro
economic trends.
1The SVA ratio represents a company’s worth to shareholders in the absence of liabilities and
capital costs.
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Hlahla (2010a) used multivariate discriminate analysis as well as univariate analysis as
a bankruptcy prediction tool for South African Companies. Analysis was performed
on JSE Listed Companies. Findings were that univarite analysis can be used as a
default predictor on JSE Listed companies and that failure can be directly linked
to size of the companies listed on the JSE. The multivariate discriminate analysis
proved to be able to predict corporate bankruptcy on JSE Listed companies with an
accuracy ratio greater than 70 percent.
Kidane (2004) investigated the ability of the Altman Z-Score models in predicting
financial distress in Information Technology and Service sector in South Africa. Anal-
ysis was preformed on JSE Listed Companies in the information technology sector
and in the service sector. Results were that the Altman model is reasonably accu-
rate to classify the failed companies correctly but was unsuccessful in classifying the
non-failed companies correctly.
Maeteletsa and Kruger (1993) investigated if the time period a bankruptcy prediction
model was developed has any effect on the accuracy of the model. Analysis was done
by applying the Altman Z-Score Model on JSE listed companies. Results were that
classification accuracy of the bankruptcy prediction model is not affected by the
period the model was created in.
Arron and Sandler (1995) investigated the use of neural networks for bankruptcy
prediction in South Africa by comparing the accuracy of neural networks to multiple
discriminate analysis and logistic regression. Analysis was done on JSE Listed com-
panies. Findings were that the predictions of neural networks and logistic regression
were more accurate than MDA Analysis.
Strebel and Andrews (1977) applied Beavers univariate analysis model to South
African Businesses. Findings were that the Cashflow to Total Debt ratio was a power-
ful predictor of corporate failure in South Africa. Furthermore findings showed that
this ratio reflected problems four years before corporate failure. The power of the
cashflow to debt ratio to predict bankruptcy was consistent with Beaver’s findings.
Daya (1977) applied Beavers univariate analysis model to South African Businesses.
He found that Cash flow to Average Total Current Liabilities ratio to be the best
predictor of failure in the short term but the best overall predictor over a longer
period was Net Income to Total Assets.
The pioneering failure prediction work of Beaver (1966) univariate model, and Altman
(1968a) multivariate model, provided the platform for the development of local South
African models, most notably De La Rey’s (multivariate) K-Score model (1981) and
Daya (1977). Predominantly most of the South African models have been applying
multivariate discriminate analysis to South African Companies, in particular to com-
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panies listed on the JSE. There have been some studies applying neural networks for
probability of default prediction but there have been very limited research on support
vector machines for default prediction in a South African context.
2.4 Basel II/III
The Basel II/III framework is a set of guidelines issued by the Basel Committee on
Banking Supervision, it contains recommendations on banking laws and regulations.
Basel II/III sets international standards on how much capital a bank must hold in
order to protect itself against expected losses. While it is never possible to know in
advance the losses a bank will suffer in a particular year, a bank can forecast the
average level of credit losses it can reasonably expect to experience. These losses are
referred to as Expected Losses (EL).
The amount of capital is calculated from the Expected Loss (EL). The EL is the
value of a possible loss times the probability of that loss occurring. Basel II does not
specify what type of model should be adopted by banks to calculate the EL and the
probability of that loss (Minussi et al., 2007). Instead banks (and investment firms
are permitted to calculate capital requirements on the basis of internally produced
bankruptcy prediction models subject to certain minimum requirements and agree-
ment by the relevant member state regulator. This is known as the Internal Ratings
Based Approach (IRB).
Under the IRB approach, banks must assign banking-book exposures into one of
six broad classes of exposures with different underlying credit risk characteristics:
corporates, sovereigns, banks, retail, project finance, and equity (Basel, 2001).
2.4.1 Risk Parameters for the IRB Approach
There are three risk components or factors within the IRB Approach to corporate,
bank, and sovereign exposures, which build off the structure of banks rating systems.
These are (Basel, 2005):
• Probability Of Default (PD) - This gives the average percentage of obligators
that default in this rating grade in the course of one year
• Exposure At Default (EAD) - An estimate of the amount outstanding (drawn
amounts plus likely future drawdowns of yet undrawn lines) in case the borrower
defaults
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• Loss Given Default (LGD - The percentage of exposure the bank might lose in
case the borrower defaults. These losses are usually shown as a percentage of
EAD
The Expected Loss (in currency amounts) can then be written as
EL = PD · EAD · LGD (2.2)
Or if expressed as a percentage figure of the EAD, as
EL = PD · LGD (2.3)
With the Internal Ratings Approach the need for reliable quantitative models that
predict defaults accurately is imperative for their minimum regulatory capital calcu-
lation. This is because banks have an incentive to minimise the capital they hold,
because reducing capital frees up economic resources that can be directed to prof-
itable investments. On the other hand, the less capital a bank holds, the greater is
the likelihood that it will not be able to meet its own debt obligations, i.e. that losses
in a given year will not be covered by profit plus available capital, and that the bank
will become insolvent (Basel, 2005).
Noting that Basel II/III also brings its own definition of defaulting companies, which
differs from the definition used in most of the previous studies on bankruptcy predic-
tion as well as in this thesis.
2.5 Summary
The main focus on work in developing countries has been using multivariate discrim-
inate analysis for bankruptcy prediction. There have been some studies using neural
networks and logit analysis for bankruptcy prediction and fewer using support vector
machines. There have been more studies in developing countries on support vector
machines to predict company default than in South Africa. Assessing both the past
studies on developing markets and in South Africa highlights the relevance of this
thesis, developing a model using support vector machines and neural networks to
predict bankruptcy in the developing country South Africa.
All the above studies have developed the model on input data from the relevant
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country and not just applied a model previously developed from input data from a
developing country for bankruptcy prediction.
Results from the above studies illustrate that all of these models can be utilized
for bankruptcy prediction in developing countries assuming the correct input data is
utilized in the model and the model is set up and executed correctly.
Chapter 3
Definition of Default
3.1 Introduction
It has been shown that an issue of growing importance in both industry and academia
is predicting financial failure or financial distress. Financial distress can lead to
financial failure or be used to describe financial failure itself. The definitions of
both financial failure and financial distress are diverse, and are not uniform in the
past literature. Financial failure can refer to bankruptcy, insolvency, the ceasing of
current business operations or liquidation each having a different technical definition.
3.2 Bankruptcy Definitions in Previous Studies
The different definitions of bankruptcy date back to the 1930s where Fitzpatrick
(1934) made the distinction between failing and failed companies and described the
different transitions of financial distress that occur before as a company fails (K Pos-
ton, 1994)
(Naidoo, 2006b) . The five stages that lead to business failure according to Fitzpatrick
were:
1. Incubation - The first stage incubation is likely to go unnoticed it is when the
company’s financial difficulties are just developing.
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2. Financial Embarrassment - This is when management and other people are likely
to notice the company’s financial position, it is when the company is unable to
meet immediate cash needs. There are remedies for financial embarrassment
including borrowing to meet the immediate cash needs.
3. Financial Insolvency - This happens if the company is unable to acquire the
funds to meet its obligations. Like Financial Embarrassment this is curable but
the remedies are usually long term in nature, for example new management or
long term debt.
4. Total Insolvency - This is when liabilities are greater than total assets. The
company can no longer avoid the confession of failure.
5. Confirmed Insolvency - This is when legal steps are taken to protect the com-
pany’s creditors
Ward and Foster (1987) noted that previous researchers such as Altman (1968a),
Deakin (1972), Ohlson (1980) used legal bankruptcy as the response variable for eco-
nomic financial distress, or included legal bankruptcy with other events in dichoto-
mous prediction models. Altman (1968a) definition of bankruptcy is if a company
filed a bankruptcy petition under the National Bankruptcy Act during the period
1946 − 1965 (Altman, 1968a). Ward and Foster (1987) argues that the results of
bankruptcy prediction studies should be interpreted as a description of distress rather
than of bankruptcy. He suggests that financial distress or economic bankruptcy is
often described by one of the following circumstances:
1. A condition of negative net worth
2. An inability to pay debts as they are due
3. The legal definition of bankruptcy
Ward and Foster (1987) found that the amount of time a firm can remain distressed
before filing for bankruptcy can stretch up to 7 years. Financial distress can be a
critical event and not a fatal event.
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In past studies on bankruptcy prediction in South Africa definitions of bankruptcy
have differed slightly to the bankruptcy definitions for global studies. One of the
reasons for this is due to the difficulty in obtaining adequate data on companies
that have declared bankruptcy, refer to Chapter 1. Therefore different definitions
of bankruptcy have been adopted. Hlahla (2010b) used the Sharenet 1 definition of
default:
1. Firms that have agreed to undertake a restructuring scheme to revive their fi-
nancial conditions by the South African authorities.
2. Firms that were put under receivership.
3. Companies that have been incurring losses for three years continuously or more.
4. Companies that have exhibited negative position in cash flow for three years
continuously or more.
3.3 Bankruptcy Definitions in This Study
For the purpose of this thesis the terminology ”Default” and ”Non-Default” will be
used to classify a company in financial distress rather than the formal definition of
bankruptcy. This thesis uses companies listed on the JSE. For a company to fall into
the category default, one of the following conditions need to have occurred:
1. The company may undergo financial restructuring that it would not have taken
if it had sufficient cash flow (Rao, 2017). An example would be issuing rights
which it would not have ordinarily done to raise capital to repay loans.
2. Asset Restructuring - The company has sold off its assets to repay debt (Gaughan,
2015)
1Sharenet is a common trading platform used in South Africa http://www.sharenet.co.za/
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3. The company has been suspended from trading on the JSE. In this study all
suspended companies selected would have been selected because they were sus-
pended because they did not submit financial statements as required under their
listing conditions 2
4. The company has been liquidated
5. The company has delisted - firms delist voluntarily when they fail to benefit from
listing. Overall, these firms destroyed shareholder value and they shouldnt have
come to the market (Pour, 2013). In this study delisted firms have been inves-
tigated on the reason for delisting. If by delisting they have destroyed share
holder value they have been selected
6. The share price of the company has dropped significantly (more than 50 percent)
whilst the share price of the other companies in that sector remain constant.
3.4 Summary
In previous bankruptcy prediction studies in which the algorithm involved predicts
a binary outcome of ”Default” or ”Non Default” there have been many different
definitions of ”Default”. The definition of ”Default” will effect the classification
output of the algorithm. For the purpose of this thesis the terminology ”Default”
and ”Non-default” will be used to classify a company in financial distress. Financial
distress can refer to bankruptcy, insolvency, the ceasing of current business operations
or liquidation each having a different technical definition.
2https://www.jse.co.za/content/JSEEducationItems/Service
Chapter 4
Overview of Bankruptcy
Prediction Models
4.1 Introduction
This chapter provides an overview of the different types of default prediction mod-
els. It describes the different approaches for default prediction models as well as
highlighting the main advantages and disadvantages of each method. It excludes the
most recent quantitative default prediction modelling as this analysis forms the basis
for this thesis and is discussed in more detail in Chapter 6, Chaper 7 and Chapter
8. This chapter is not meant as a complete summary of such a vast body of default
prediction and credit risk modelling literature, but is intended instead to motivate
the analysis provided later in this thesis.
Modern credit risk literature identifies two primary types of models that describe
default processes; structural models and reduced-form models. Structural models are
based on modern option pricing theory. They use the companys balance sheet items
to develop a value process through which one can determine the time of default. Un-
like in the structural default framework, the reduced form approach does not consider
in an explicit way to model the relation between default and the companys underlying
value. The reduced form approach depends on market prices of deflectable derivatives
and other market indicators and not simply on balance sheet information (JeanBlanc
and Lecam, 2008). Prior to the structural and reduced form models default predic-
tion modeling was done using multivariate discriminate analysis. One of the most
prominent models to predict firm-level bankruptcy was offered by Altman (1968a),
who applied multiple discriminant analysis (MDA) to a sample of US industrial firms.
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Altmans Model was known as the Z-Score model and is still being used today. This
section will describe multivariate scoring models, structural form models and reduced
form models.
4.2 Multivariate Scoring Models
The multivariate scoring model is a statistical process for estimating the relationships
among variables, in particular the relationship between a dependent variable and
one or more independent variables. For the purpose of bankruptcy prediction, the
dependent variable is Default or No default. See Chapter 3 for the different definitions
of default.
There are only two outcomes for the dependent variable, ”Default” and ”Non De-
fault”. Therefore, the dependent variable is a binary variable, that can take on two
variables, which can be denoted by a 0 or a 1. The independent variables are ac-
counting variables or financial ratios from the balance sheet, cashflow statement and
income statement. A multivariate scoring model takes key accounting variables or
financial ratios and combines and weights them to provide either a credit score or a
probability of default.
Multivariate Scoring Models can be classified by at least four different approaches:
1. the univariate analysis model
2. the multivariate discriminant analysis model
3. the logit model
4. the probit model
The most dominant of these models has been Discriminate Analysis followed by Logit
Analysis (Altman and Saunders, 1998). Linear regression analysis will be introduced
but the linearity assumption can easily be relaxed.
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4.2.1 Description of Univariate Analysis and Multivariate
Analysis Models
The linear regression model will model the dependent response variable ”Default” or
”Non Default” as a function of the independent financial ratios with an error term:
Default Status = Model(financial ratios) + error (4.1)
In the univariate case the default status is modelled in terms of a single variable:
Y (x1) = β0 + β1x1 + ε (4.2)
where:
Y is the dependant response variable
x1 is the independent financial ratio
β0 is a constant
β1 is regression co-efficient
ε is the error term
For a multiple regression the default status is modelled in terms of a multiple number
of variables.
Y (x) = β0 + β1x1 + β2x2 + .....+ βnxn + ε (4.3)
where:
n is the number of financial ratios
Y is the dependant response variable
β0 is a constant
ε is the error term
x = x1, x2, ....., xn are the independent financial ratios
β1, β2, ....., βn are the regression co-efficients
discriminate analysis was first introduced by Fisher (1936). A detailed discussion
of discriminate analysis can be seen in Koiov (2014). In this context discriminate
analysis is a form of supervised learning, see Chapter 6 Section 6.3 for details on
supervised learning. Linear discriminant analysis is based on the estimation of a
linear discriminant function with the task of separating individual groups (in this
case the defaulting companies and non-defaulting companies) according to specific
characteristics. The aim of Discriminate Analysis is to combine the variable scores
in some way so that a single new composite variable, the discriminant score or the
discriminate function Y (x) is determined.
30 CHAPTER 4. OVERVIEW OF BANKRUPTCY PREDICTION MODELS
The discriminant function is:
Y (x) = β0 + β1x1 + β2x2 + .....+ βnxn + ε (4.4)
where:
n is the number of financial ratios
Y is the dependant response variable
β0 is a constant
ε is the error term
x = x1, x2, ....., xn are the independent financial ratios
β1, β2, ....., βn are the regression coefficients
The discriminant function will adhere to the following principles:
• Maximisation of the spread between the groups (”Default” and ”Non Default”)
• Minimisation of the spread within individual groups
multivariate discriminant analysis is similar to the multiple linear regression model
given in Equation 4.3 and Equation 4.4. In fact, the proportions among the coeffi-
cients of the regression model are equal to the optimal proportion according to the
discriminant analysis. The difference between the two methods is a theoretical one,
in the regression model the characteristics are deterministic, and the default state is
the realization of a random variable, for discriminant analysis the opposite is true.
In this example the groups (”Default” or ”Non-Default”) are deterministic and the
characteristics of the discriminant function are realizations from a random variable.
For practical use this difference is virtually irrelevant (Engelmann and Rauhmeier,
2008).
The major underlying assumptions of Discriminate Analysis are:
1. The observations are a random sample with each predictor variable normally
distributed.
2. Each of the allocations for the dependent categories in the initial training set is
correctly classified.
3. There must be at least two groups or categories, with each case belonging to
only one group so that the groups are mutually exclusive.
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If the discriminate analysis is successful each group will have a normal distribution
of discriminant scores. The degree of overlap between the discriminant score distri-
butions can then be used as a measure of the success of the technique (Engelmann
and Rauhmeier, 2004).
Figure 4.1 is a graphical representation of the different degrees of overlap between
two Discriminate Scores. The degree of overlap between the discriminant score dis-
tributions can be used as a measure of the success of the technique. The top two
distributions overlap too much and do not discriminate well compared to the bot-
tom set. Misclassification will be minimal in the lower pair, whereas many will be
misclassified in the top pair (Engelmann and Rauhmeier, 2004).
If an observations discriminant score is less than or equal to some cutoff value, then
assign it to ”Default”; otherwise assign it to ”Non Default”.
Figure 4.1: The Cutoff Value
Figure 4.1 is a graphical representation of a cutoff value. Calculation of the cut off
value is:
Cutoff value =
Zmean1 + Zmean2
2
for equal sample sizes for the two groups (4.5)
Cutoff value =
Zmean1 + Zmean2
n1 + n2
for unequal sample sizes (4.6)
where:
Zmean1 = the average discriminant score for ”Default”
Zmean2 = the average discriminant score for ”Non Default”
n1 = number in sample for ”Default”
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n2 = number in sample for ”Non Default”
discriminate analysis can be used to produce a direct estimate of the probability of
Default. If ”Default” is the event that the company has defaulted then the probability
of default is Gurny and Gurny (2013):
Probability of Default = PD = P (Default|xi) = 1
1 +
1−Πβ
Πβ
eY−α
(4.7)
where:
Y is the function defined in 4.3
Πβ is the prior probability of default (relative frequencies)
Πβ =
number of samples in default class
total number of sample size
α = 0.5γ(xAxB)
xA and xB are vectors containing the mean values of the n independent variables
γ is the vector of gamma coefficients
γ = Σ−1[xA − xB]
Σ is the matrix of variances and covariances between the n independent variables
4.2.2 Advantages and Disadvantages of Univariate Analysis
and Multivariate Analysis Models
The advantages of univariate analysis and multivariate analysis are
• Easy to implement
• Easy to interpret, once the cutoff discriminate score is calculated, but the ab-
solute value of the discriminant function cannot be interpreted easily.
The disadvantages of univariate analysis and multivariate analysis are:
• the multivariate analysis needs strong assumptions that the distribution of pre-
dictors within each class is a multivariate normal distribution.
• unordered categorical predictors cannot be used as the input variables.
• multivariate analysis is very sensitive to outliers compared to logistic regression.
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4.2.3 Description of Logit Models
The logit model has become one of the most commonly applied parametric failure
prediction models in both the academic literature as well as in the banking regulation
(van der Ploeg, 2010). The logit model is used for modeling binary outcome vari-
ables, it is assumed that the binary response, Y takes on the values of 0 and 1 with 0
representing failure and 1 representing success. The main difference between discrim-
inate analysis and logit analysis is that logit analysis does not assume multivariate
normality.
For each company i, the dependent response variable, y which is a function of the
financial ratios x will equal to 0 if default occurs (with probability Pi ) and to 1 if
default does not occur (with probability 1−Pi). In the logit model we wish to model
the probability Pi that the default will occur. The logit model by relates the score y
directly to the probability of default.
To sum up: we have a binary output variable Y and we wish to model the conditional
probability Pr(Y = 1|X = x) = p(x) as a function of x. We do this by making
log( p(x)
1−p(x)) be a linear function of x.
Hence:
log(
p(x)
1− p(x)) = β0 + β1x1 + β2x2 + .....+ βnxn (4.8)
where βi are regression co-efficients as seen in Figure 4.3
Let:
z = β0 + β1x1 + β2x2 + .....+ βnxn (4.9)
Solving for p(x) gives:
p(x) = e
z
1+ez =
1
1 + e−z
(4.10)
This is the Cumulative Density Function (CDF) for the logistic distribution
4.2.4 Description of Probit Models
The probit model is closely related to the logit model described above. The probit
model also predicts a binary dependant variable Y . The main difference between the
probit model and the logit model is that the conditional probability p(x) of the logit
model can be captured by the CDF of the logistic distribution and the conditional
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probability p(x) of the probit model can be captured by the CDF of the standard
normal distribution.
Let z = β0 + β1x1 + β2x2 + .....+ βnxn then the conditional probability is given by:
Pr(Y = 1|X = x) = p(x) =
∫ z
−∞
1√
2Π
e−0.5t
2
dt (4.11)
Figure 4.2: Logit Model has slightly heavier tails than the Probit Model
Figure 4.2 shows that logit and probit models give qualitatively similar results and
the main difference between logit and probit model is that logit has slightly heavier
tails (Petr Gurn, 2013).
4.2.5 Advantages and Disadvantages of Logit and Probit Mod-
els
The advantages of the logit and probit model are:
• the independent variables dont have to be normally distributed.
• It does not require that the independents be unbounded.
The Disadvantages of the Logit and Probit Model are
• It does not assume a linear relationship between the dependant variables and
the independent variables but it assumes a linear relationship between the logit
transformation of the dependant variables and independent variables.
• The dependent variable has to be binary.
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4.3 Structural Form Models
Structural form models employ modern option pricing theory in corporate debt valu-
ation. The original framework developed on 1974 by Robert Merton Merton (1974).
The theory was based on the principles of option pricing formulae introduced by
Black and Scholes in 1973 (Black and Scholes, 1973). The Merton Model laid the
cornerstone for all other structural models.
The basis of the structural model approach asses the probability of default of a com-
pany by characterizing the companys equity as a call option on its assets. That is,
debt and equity are contingent claims on the firms assets. The model assumes that a
company has a certain amount of zero-coupon debt that expires at a time T . Default
occurs when the firm value falls to a low level such that the issuer cannot meet the
par payment at maturity time T . Hence if the value of its assets is less than the value
of the debt at time T , the company will default.
The equity of the company is a European call option on the assets of the company
with maturity T and a strike price equal to the value of the debt. The model can
be used to estimate either the risk-neutral probability that the company will default
(Hull et al., 2003).
4.3.1 The Merton Model
The theory behind the Merton Model was introduced in Merton (1974).
At time t, for a company define:
Vt Value of assets (Value of company)
Et - Value of Equity
Dt - Zero coupon dept. It might be necessary to transform the debt structure of the
firm into a zero-coupon bond with maturity T and face value K
K - Face value of Zero Coupon Bond
T - The maturity T of the zero-coupon bond can be chosen either to represent the
maturity structure of the debt, for T > t
The value of the companys assets at time t can be measured by the price at which
the total of the firms liabilities can be bought or sold (Wang, 2009).
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It them follows that:
Market Value of Assets = Market Value of Equity + Market Value of Bonds
(4.12)
or
Vt = Et +Dt (4.13)
Now if:
• VT > K the companys debtholders can be paid the full amount K, and share-
holders equity still has value VT −K.
• VT < K debtholders have the first claim on the assets VT , take hold of the
company and shareholders are left with nothing and the company defaults.
Therefor at time T , equity value Et can be written as ET = max(VT −K; 0)
This is the payoff of a European call option written on underlying asset Vt with strike
price K maturing at time T . The Black and Scholes option price formulae can be
applied under the Black and Scholes assumptions (Black and Scholes, 1973).
Applying the Black and Scholes option pricing formulae at any time t the market
value of the companys equity is:
Et = Vtφ(d+)−Ke−r(T−t)φ(d−) (4.14)
Where φ(.) denotes the N(0,1) cumulative distribution function with d+ and d− given
by:
d+ =
ln(Vt
K
) + (r + 1
2
σ2V )(T − t)
σV
√
T − t (4.15)
d− =
ln(Vt
K
) + (r − 1
2
σ2V )(T − t)
σV
√
T − t (4.16)
where:
σV is the standard deviation of Vt
r is the standard riskfree rate
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4.3.2 Assumptions of the Merton Model
Structural Models (including the Merton Model) have many advantages; firstly they
model default on the realistic assumption that it is a result of the firms assets falling
below the value of the debt. Disadvantages are that they are difficult to calibrate and
are computationally intense (Focardi and Fabozzi, 2004)
The following key assumptions are set in the Merton Model (Sundaresan, 2013)
(Mria Miankov, 1977):
• There are no transactions costs, taxes, or problems with indivisibilities of assets.
• The liabilities of the company consist of one zero-coupon bond.
• Debt structure is static, it doesnt change.
• There are a sufficient number of investors with comparable wealth levels such
that each investor believes that he can buy and sell as much. of an asset as he
wants at the market price.
• The riskiness of the investment will not be influenced by how close the company
is to default.
• There exists an exchange market for borrowing and lending at the same rate of
interest.
• Short sales of all assets, with full use of the proceeds, are allowed.
• Trading in assets takes place continuously in time.
• The value of the company in not dependent on its capital structure.
• The debt structure of the firm is modelled as a zero-coupon bond.
• The company assets has lognormal distribution, it cannot be negative.
• The dynamics for the value of the firm, Vt can be described through a stochastic
process.
Ever since the introduction of the Merton Model there have been many researchers
who have criticized the underlying assumptions. There have been many proposed
extensions to the original Merton model to relax some of the assumptions stated
above. A description of these extensions will be explored in Chapter 5 Section 5.3.2.
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4.4 Reduced Form Models
Reduced form models assume default occurs exogenously (usually by a Poisson pro-
cess) and a separately specified recovery is paid upon default. the reduced form
approach uses a modelling technique that does not consider the relationship between
whether a company defaults and the companys underlying value. This is unlike both
structural form and multivariate discriminate Analysis which use information off the
companys balance sheet to determine the time of default.
The reduced form method uses inputs such as market prices of defaultable derivatives
such as Credit Default Swaps and other market indicators to model the rate of default
through an intensity or hazard rate process. The reduced form approach lies on
the assumption that the bankruptcy or default occurs by surprise (by hitting an
unobserved boundary). The reduced firm model consists of modelling of this random
time. The parameters governing the default time are inferred from market data
(Elizalde, 2006) (JeanBlanc and Lecam, 2008). The reduced form framework has
been split so far into two different approaches: the Intensity based approach and the
Hazard Approach.
4.4.1 Intensity based approach
In the Intensity Based Approach economic uncertainty is modelled with the specifi-
cation of a filtered probability space Π (Elizalde, 2006).
Π = (Ω, F, (Ft), P ) (4.17)
where Ω is the set of possible states of the economic world P is a probability measure
The filtration (Ft) represents the flow of information over time and contains all the
needed economic information
F = σ(
⋃
t≥0
Ft) (4.18)
where F is a σ-algebra, a family of events at which we can assign probabilities in a
consistent way
Other assumptions are that a financial market is said to have the following charac-
teristics:
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• T is the maturity date
• A default event occurs at some random time τ ,
• A promised contingent claim X, paid at time τ if τ < T
• A recovery process Z : Zτ is the recovery payoff at time of default, if it occurs
prior to or at the maturity date T.
The default time τ is modelled as a random time in this given filtration (Ft). The
modelling is based on the assumption of existence of an intensity rate process: a non-
negative process satisfying a certain properties. Default intensities may be allowed to
depend on observable input variables that are linked with the likelihood of default,
such as financial ratios, volatility measures, market equity prices, bond yield spreads,
industry performance measures, and macroeconomic variables related to the business
cycle. The full modelling of this process can be seen in JeanBlanc and Lecam (2008).
The intensity process then calculates the default probability of a given firm at the
default time τ (Elizalde, 2003).
4.4.2 Hazard Process Models
The Hazard approach is based on the computation of the ”hazard process”. A pricing
rule known as the ”Hazard Based Pricing Rule” is derived. The hazard approach
starts with the same assumptions as the intensity approach: economic uncertainty is
modelled with the specification of a filtered probability space Π as defined in 4.17.
There exists a σ-algebra F as defined in Equation 4.18.
The Hazard Based approach is a version of Reduced Form Models, which is slightly
more general than the Intensity Based Approach (T Bielecki, 2009). The Hazard
process introduces a second σ-algebra G.
At time t the filtration G is defined by:
Gt = Ft
∨
Ht (4.19)
Ht = 1τ≤t,t≥0 (4.20)
where τ is the stopping time Ft is the filtration defined in Equation 4.18
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The intensity process then calculates the default probability of a given firm at the
default time τ under the more general conditions introduced. A full mathematical
proof can be seen in Elizalde (2003).
4.4.3 Credit Default Swaps
A Credit Default Swap(CDS) contract is made between two parties - the protection
buyer and the protection seller. is a contract that provides insurance against the risk
of a default by particular company. The company is known as the reference entity
and a default by the company is known as a credit event. The buyer of the insurance
obtains the right to sell a particular bond issued by the company for its par value
when a credit event occurs. The bond is known as the reference obligation and the
total par value of the bond that can be sold is known as the swaps notional principal.
The market standard valuation of a credit default swap requires estimates of the
risk-neutral probability that the reference entity will default at different future times.
This probability of default is calculated by an intensity or hazard rate (White, 2014)
(Hull and White, 2000). The full pricing of a CDS contract can be seen in White
(2014).
4.4.4 Advantages and Disadvantages of Intensity and Hazard
Based Models
In both Intensity and Hazard models are relatively easy to calibrate, this is the
main reason why reduced form models are strongly favoured in industry (Focardi and
Fabozzi, 2004).
Other advantages are (T Bielecki, 2009):
• They can be made consistent with the risk-neutral probabilities of default
backed out from corporate bond prices or CDS spreads.
• No restrictions are imposed on the way monetary policy affects the economy.
• The default time is modeled as an exogenous random variable with no reference
to any particular economic background.
•
Disadvantages of Intensity and Hazard Models are (T Bielecki, 2009):
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• The range of default correlations that can be achieved is limited. Even when
there is a perfect correlation between two hazard rates, the corresponding cor-
relation between defaults in any chosen period of time is usually very low. This
is can be a problem in some circumstances, for example, when two companies
operate in the same industry and the same country or when the financial health
of one company is for some reason heavily dependent on the financial health of
another company.
• A lack of clear reference to economic fundamentals, such as the company’s
asset-to-debt ratio.
• Structural Form Models are better suited for inference of reliable debt informa-
tion, such as: risk-neutral default probabilities or the present value of the firm’s
debt.
4.5 Summary
This chapter provides a brief overview of previous bankruptcy prediction models as
well as discussing the advantages and disadvantages of each method. Multivariate
Scoring Models, Structural Form Models and Reduced Form Models are discussed in
this chapter.
The multivariate scoring model is a statistical process for estimating the relationships
among variables, in particular the relationship between a dependent variable and one
or more independent variables. multivariate scoring models can be classified by at
least four different approaches; the univariate analysis model, the multivariate dis-
criminant analysis model, the logit model and the probit model. The most dominant
of these models has been discriminate analysis followed by logit analysis.
Structural form models employ modern option pricing theory in corporate debt valu-
ation. The basis of the structural model approach asses the probability of default of
a company by characterizing the company’s equity as a call option on its assets.
Reduced Form Models assume default occurs exogenously (usually by a Poisson pro-
cess) and a separately specified recovery is paid upon default. The main difference
between Reduced Form Modelling and the other two methods is that Reduced Form
Modelling uses a modelling technique that does not consider the relationship between
whether a company defaults and the company’s underlying value.
Chapter 5
History of Bankruptcy Prediction
Models
5.1 Introduction
The literature on default prediction methodologies is substantial. There have been
many studies on default analysis in the past 40 years. A timeline of all studies done
can be seen in Bellovary et al. (2007). This chapter will discuss a few of the most
pioneering works for multivariate scoring models and structural form models that
have been cited the most in previous bankruptcy literature.
5.2 History of Multivariate Scoring Models
5.2.1 Beaver
Beaver (1966) laid the framework for predictive models. He used univariate analysis
for a number of bankruptcy predictors. His use of univariate analysis for bankruptcy
prediction set the stage for the multivariate attempts. Beaver used financial ratios of
79 pairs of bankrupt and non-bankcrupt us companies one year to failure. The failed
firms were from 38 different industries. The non-default companies were chosen to be
in the same industries as the failed firms.
Beaver then selected 30 financial ratios based on performance in previous studies as
well as being defined in terms of cashflow. They were analysed in terms of mean
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values and a dichotomous test was used to make a prediction whether a firm had
defaulted or not. The best single predictors of bankruptcy were:
• Cash Flow/Total Debt
• Net Income/Total Assets
• Total Debt/Total Assets
With Cash Flow/Total Debt as the best single predictor of bankruptcy (Beaver, 1966).
Beaver was able to classify 78% of the companies correctly (Deakin, 1972).
5.2.2 Altman
Altman (1968b) developed the most widely recognized and applied model for pre-
dicting financial distress, known as the Altman Z-Score Model. The famous Altman
Z-Score modelled bankruptcy prediction using multivariate discriminate analysis, this
analysis was based on Beavers univariate model.
Discriminate analysis was performed on 66 US companies, 33 that have defaulted
and 33 that have not. All the companies on this study were from the manufacturing
sector. The mean asset size of these companies was $6.4 million.
For the variable selection Altman considered the variables (financial ratios) used in
other studies. He made a subset of 22 these financial ratios for evaluation. These
financial ratios were chosen on the basis of their popularity in other studies and
relevancy to the study. The 22 financial ratios were narrowed down to 5. The 5
financial ratios were chosen on their ability to predict probability of default together
and not on their independent ability. Altman did not consider the Cashflow to Debt
ratio because of the lack of consistent and precise depreciation and cash flow data.
The Z-Score constructed from the discriminate function is:
Z = 0.021X1 + 0.041X2 + 0.033X3 + 0.06X4 + 0.99X5 (5.1)
where:
X1 = Working capital/Total Assets
X2= Retained Earnings/Total Assets
X3= EBIT/total Assets
X4= Market Value of Equity/Book Value of Liabilities
X5= Sales/Total Assets
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Interpretation of the Z-Score is that a score below 1.8 means the company will default,
while companies with scores above 3.0 are not likely to default. The lower (higher)
the score, the lower (higher) the likelihood of bankruptcy.
Financial ratios one year prior to default and two years prior to default were tested.
Findings were that there was a 95% accuracy one year prior to default and 72%
accuracy two years prior to default. The results obtained were superior to the results
Beaver attained with his single best ratio analysis.
Since Altman published his z-score model logistic regression has replaced discriminate
analyses as the preferred tool for binary outcomes as the outcomes are less restrictive
(Frade, 2008).
5.2.3 Deaken
Deakin (1972) compared Beavers and Altmans methods using the same sample. He
first replicated Beaver studies using the same ratios that Beaver had used. Next, he
searched for the linear combination of the 14 ratios used by Beaver which best predicts
potential failure in each of five years prior to failure. He then devised a decision rule
which was validated over a sample of firms (Deakin, 1972).
Deaken used the same method of company and ratio selection as Beaver but with one
major difference being by his definition of default. Beaver defined default as experi-
encing bankruptcy, insolvency, liquidation as well as defaulting on loan obligations.
Deaken defined default as experiencing bankruptcy, insolvency or liquidation.
Deakins findings were in favor of the discriminant analysis, which compared to the
univariate analysis, is a better classifier for potential bankrupt firms.
5.2.4 Edmister
Edmister (1972) tested a number of methods of analysing financial ratios to predict
small business failures. Even though he found that not all methods and ratios could
be used as predictors of failure, he confirmed that some ratios could be used to
predict failure of small companies. Finally, Edmister recommended using at least
three consecutive years financial statement to predict the default of small companies.
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5.2.5 Ohlson
Ohlson (1980) used conditional logit analysis to provide an alternative method to
multivariate discrimimate analysis for predicting default. Ohlson describes the short-
comings of multivariate discriminate analysis to predict default as:
• There are certain statistical requirements imposed on the variables used in the
analysis.
• The output of multivariate discriminate analysis is a score which has little in-
tuitive interpretation
• Multivariate analysis relies on the companies chosen for the analysis to be
”matched” to each other on certain criterion such as asset size, industry etc.
but these should rather be input variables into the equation.
Ohlson used a data set consisting of 105 bankrupt firms and 2058 surviving firms for
the logit analysis.
Nine financial ratios were selected for the logit analysis:
1. Size
2. Total liabilities/total assets
3. Working capital/total assets
4. Current liabilities/current assets
5. Binary operator 1 if total liabilities ¿ total assets, 0 otherwise
6. Net income/total assets
7. Cash from operations/total liabilities
8. Binary operator 2 1 if net income was negative for last two years, 0 otherwise
9. Change in net income
For the variable selection Ohlson considered variables used in previous research. The
variables were chosen because he perceived them to be the ones most frequently
mentioned in previous literature.
A new variable ”size” which is the size of the company was introduced. The ”size”
variable allows for more companies to be used in the analysis as the sample does
not need to be chosen within certain matching criterion. Ohlson claimed that his
study had one important advantage; the financial reports indicated at what point in
time the financial statements were released to the public. Therefore one could check
whether a company entered bankruptcy prior to or after the date of release for the
financials.
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Findings of his study were:
i. The four best predictors were size of company, a measure of the companies financial
structure, a measure of performance and a measure of liquidity
ii. Previous studies overstated the predictive power of models because financial state-
ments were released after bankruptcy was filed for.
From a statistical perspective Ohlson claimed logit analysis should be preferable to
multivariate analysis.
5.3 History of Structural Form Models
5.3.1 Merton
The original framework developed for Structural Form Models was developed in 1974
by Robert Merton in Merton (1974). A description of the Merton Model was described
in 4 as it formed the cornerstone for Structural Form Models.
5.3.2 Modifications to the Merton Model
Ever since the Merton Model there have been many researchers who have proposed
extensions to the original Merton model to relax some of the assumptions stated in
Chapter 4 Section 4.3 Subsection 4.3.2. Some of these models are:
• F Black (1976) modified the Merton framework to allow for default before time
T . In Mertons model a company could only default at its debt maturity date.
The Black and Cox model can be modified to allow for early defaults by speci-
fying a threshold level. A default event occurs when asset value Vt falls below
this critical level. Equity is no longer a European call option on the borrowing
firms assets. Rather, equity is a down-and-out call option on the firms assets.
They also consider senior and subordinated debt and interpret their valuations.
• A Loigstaff (1995) incorporated a stochastic interest rate rather than Mertons
fixed interest rate.
• Lehland (1998) introduced taxes and bankruptcy costs which may be interpreted
as liquidation costs. Thus, he formalized the trade-off framework and provided a
way to determine both the optimal default boundary and the value maximising
optimal capital structure.
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• Geske (1977) uses the assumption that the firms debt is a coupon bond instead
of a zero-coupon one.
5.3.3 KMV Model
The KMV model is based on the Merton model, it is otherwise known as the KMV
Merton model. It was developed by KMV corporation in the late 1980s. Moodys An-
alytics acquired KMV in 2002 to expand its credit risk management product offering.
It was called the KMV Merton model because it is a nontrivial extension of Merton
Model. The KMV Model was adapted by Vasicek (1984). It was then applied by
KMV Corporation.
The KMV-Merton Model applies the framework of Merton (1974), in which the equity
of the company is a call option on the underlying value of the firm with a strike price
equal to the face value of the firms debt. The model recognizes that neither the
underlying value of the company nor its volatility are directly observable but can be
calculated by solving a system of non-linear simultaneous equations (Bharath and
Shumway, 2004).
Vasicek (1984) introduces the distinction between short and long term liabilities as
well as the probability of default. In the KMV model, default occurs when the firms
asset value goes below a threshold represented by the sum of the total amount of short
term liabilities and half of the amount of long term liabilities (Sreedhar T Bharath,
2004).
5.4 Summary
the multivariate scoring models discussed in this chapter are Beaver (1966), Altman
(1968a), Deakin (1972), Edmister (1972) and Ohlson (1980). Beaver (1966) was one of
the first researchers to apply a multivariate scoring model for bankruptcy prediction
and laid the framework for the other predictive models. Altman (1968a) developed
the most widely recognised and applied model for predicting financial distress, known
as the Altman Z-Score Model.
The most relevant structural form model was Merton (1974)’s Merton Model as it
formed the cornerstone for structural form models. Ever since the Merton Model there
have been many researchers who have proposed extensions to the original Merton
model to relax some of the model assumptions.
Chapter 6
Machine Learning Description
6.1 Introduction
The purpose of this study is to compare the performance of support vector machines
and neural networks, to traditional statistical models (logit analysis and multivariate
discriminate analysis) for credit loss estimation in South Africa. Neural networks,
support vector machines, logit analysis and multivariate discriminate analysis are all
used to classify data into groups based on historic data. This type of algorithm is
knows as machine learning.
In order to implement the above algorithms and correctly interpret and compare the
results it is necessary to understand the general concept of machine learning. This
chapter will describe the implementation of general machine learning algorithms as
well as different methods of interpreting the results.
6.2 Machine Learning Description
Machine learning is programming computers to optimize a performance criterion using
example data or past experience. There is a model defined up to some parameters
and learning is the selection of these parameters to optimize the model based on the
example data or past experience. The model may be predictive to make predictions
in the future or descriptive to gain knowledge from data (Alpaydin, 2004). Machine
learning is a form of artificial intelligence that provides the algorithm the ability to
learn without being explicitly programmed (Bell, 2014). It is data-driven, and the
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output (prediction) of the algorithm is based on the input data.
There is sometimes some overlap with data mining and machine learning as both
techniques use data analysis. Data mining and machine learning have been used as
alternative terms in the same research, H Liu (2016) explains the overlap between the
two area. Even though data mining and machine learning involve data processing,
data mining aims to find something new from unknown properties and machine
learning aims to find something new from known properties. In particular data
mining has patterns which are previously unknown and the aim is to find patterns in
the unknown data. In contrast machine learning has some patterns which are known
in general but not known to the machine and the aim is to make the machine learn
the patterns.
Data mining focuses on finding patters, associations or relationships in data in order
to draw a conclusion. Machine learning finds an outcome which is a prediction based
on the training data. There are many applications of machine learning including
bioinformatics, cheminformatics, data marketing, hand writing recognition, speech
recognition, pattern recognition and spam detection.
6.3 Supervised vs. Unsupervised Learning
In supervised learning the aim is to learn a mapping from the input to an output
whose correct values are provided by a supervisor. In unsupervised learning there is
no supervisor, there is only the input data (Alpaydin, 2004).
Any dataset used by machine learning algorithms is represented using the same set
of features. The features may be continuous, categorical or binary. If the features
are given with known labels (the corresponding correct outputs) then the learning is
called supervised. If the instances are unlabeled then the learning is unsupervised
(Kotsiantis, 2007).
6.4 Methods to Evaluate Performance
In order to validate the performance of a classification model, we need to analyze the
models ability to correctly classify the data into ”Default” or ”Non Default”. The
performance of the classification model is evaluated on the test data. The meth-
ods commonly used to evaluate the performance of machine learning classifiers are
(Miha Vuk, 2006):
50 CHAPTER 6. MACHINE LEARNING DESCRIPTION
• Receiver Operating Characteristic (ROC)Curves
• Lift Charts
• Calibration Plots
• Confusion Matrix
• Classification Ratios
• Kappa Coefficient
ROC curves, classification ratios and confusion matrices will be used for validation
in this thesis.
6.4.1 Confusion Matrix
When dealing with two classes a confusion matrix is a method of assessing the perfor-
mance of the classifier. The classifier is applied to the test data, and will assign a class
(”Default” or ”Non Default”) to every point. Some of the classes will be incorrectly
assigned when compared to the actual values. An incorrect classification would be if
the classifier predicted a company to ”Default” and the company is a ”Non Default”
company.
A confusion matrix is a method of summarising the accuracy of the algorithm, it can
be seen in 6.1. A confusion matrix cross tabulates the actual (labeled) classes to the
values predicted values from the classifier (Fielding, 2014). It shows a more detailed
breakdown of correct and incorrect classifications for each class.
Figure 6.1: Confusion Matrix
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where:
• a is the number of correct predictions that are negative (predict ”Non Default”
correctly)
• b is the number of incorrect predictions that are positive (predict ”Default”
incorrectly)
• c is the number of incorrect of predictions that are negative (predict ”Non De-
fault” incorrectly)
• d is the number of correct predictions that are positive (predict ”Default” in-
correctly)
The rows of the above matrix correspond to the known class of the data, i.e. the
labels in the data. The columns correspond to the predictions made by the model.
The diagonal elements show the number of correct classifications made for each class,
and the off-diagonal elements show the errors made.
The predict function and the table function are used to create a confusion matrix in
R Studio (Karatzoglou, 2016). This can be seen in Appendix ??.
6.4.2 Classification Ratios
The Accuracy Ratio(AC) is the proportion of the total number of predictions that
were correct (Miha Vuk, 2006):
AC =
a+ d
a+ b+ c+ d
(6.1)
The Recall or True Positive Rate (TP) is the proportion of positive cases (”Default”)
that were correctly identified:
TP =
d
c+ d
(6.2)
The False Positive Rate (FP) is the proportion of positive cases (”Default”)that were
incorrectly classified as negative (”Non Default”):
FP =
b
a+ b
(6.3)
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The True Negative Rate (TN) is defined as the proportion of negatives cases (”Non
Default”) that were classified correctly:
TN =
a
a+ b
(6.4)
The False Negative Rate (FN) is the proportion of negative cases(”Non Default”)
that were incorrectly classified as positive (”Default”):
FN =
c
c+ d
(6.5)
The Precision (P) is the proportion of the predicted positive cases (”Default”) that
were correct:
P =
d
b+ d
(6.6)
6.4.3 The Receiver Operating Characteristic (ROC) Curve
The Receiver Operator Curve (ROC) is a very useful tool for visualizing and evaluat-
ing classifiers. They have properties that make them especially useful for calculating
classifier error analysis.
ROC Curves measure the ratio or trade-off between benefits and costs. A benefit is the
Sensitivity or True Positive Rate (TP ) and a cost is 1−Specify or False Positive Rate
FP . The Sensitivity or True Positive Rate is the probability of correctly classifying
a positive class and the Specify is the probability of correctly classifying a negative
class when a certain cut-off value or threshold is used Hsieh and Turnbull (1996).
Each cut-off value or threshold may result in a different (Sensitivity,1 − Specify)
pair or (Sensitivity,1− Specify) point. For different cut-off or threshold values The
Sensitivity and the 1 − Specify are plotted in a two-dimensional graph in which
the Sensitivity is plotted on the Y − axis and 1 − Specify rate is plotted on the
X−axis (Fawcett, 2006). An ROC Curve is a plot of all the (Sensitivity, 1−Specify)
operating points (Strickland, 2002), (Woods, 1997).
The point (0, 1) on the ROC Curve is the perfect classifier, all positive cases and
negative cases are classified correctly. It is (0, 1) because the false positive rate is 0
(none), and the true positive rate is 1 (Miha Vuk, 2006).
The point (0, 0) represents a classifier that predicts all cases to be negative, while the
point (1, 1) corresponds to a classifier that predicts every case to be positive.
A classifier is good if it has a high positive rate and a low negative rate, so in order
to compare two classifiers we look at how close they are to the point (0, 1) (closer to
the left hand corner).
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Figure 6.2: Five different ROC curves
The plot in Figure 6.2 is of five different ROC curves (Kumar and Indrayan, 2011). A
is better than both B and C. E is the perfect classifier and D is a random classifier.
The area under the ROC curve is often used as a measure of quality of a probabilistic
classifier. The random classifier D, has an area under the curve of 0.5 while the perfect
classifier E, has an area of 1. The other classifiers (A,B,C) have an area between
0.5 and 1. In R the ROCR package is used to create ROC Curves (Fawcett, 2006).
6.4.4 Empirical ROC Curve
The Sensitivity and 1−Specify are calculated for different cut-off or threshold values
of the classifier. These discrete set of points can be thought of as the observed ROC
Curve for observed threshold points. The points are then connected with a linear
interpolation, leading to the Empirical ROC curve (Gonen, 2000). The Empirical
ROC Curve is an increasing step function (Rajan, 2008) (Li and Ma, 2013). The
Empirical ROC Curve is heavily-used because it makes no assumptions regarding the
distribution of the individual predictors.
Figure 6.3 is a graph of the Empirical ROC curve each point on the curve corresponds
to a specific cut-off or threshold. In this graph the points are connected linearly
(Gonen, 2000).
6.4.5 Area under the ROC Curve
While the ROC curve contains most of the information about the accuracy of a contin-
uous predictor, it is sometimes desirable to produce quantitative summary measures
54 CHAPTER 6. MACHINE LEARNING DESCRIPTION
Figure 6.3: Empirical ROC Curve
of the ROC curve. The most commonly used such measure by far is the area under
the ROC curve (AUC). The AUC reduces ROC performance to a single scalar value
representing expected performance.
The AUC is a portion of the area of the unit square, its value will always be between
0 and 1. The random guessing produces the diagonal line between (0, 0) and (1, 1),
which has an area of 0.5, so a classifier that has an AUC less than 0.5 represents poor
performance. The AUC has an important statistical property: the AUC of a classifier
is equivalent to the probability that the classifier will rank a randomly chosen positive
instance higher than a randomly chosen negative instance (Fawcett, 2006).
Figure 6.4: AUC ROC Curve
Figure 6.4 and Figure 6.5 shows the areas under two ROC curves A and B. The Clas-
sifier B has greater area and therefore better average performance. Figure 6.5 shows
the area under the curve of Classifier A and Classifier B. Though the performance
of the two classifiers is equal at the fixed point, Classifier A’s performance becomes
inferior to Classifier B’s further from this point. This shows that it is possible for a
high AUC classifier to perform in a specific region of ROC space than a low AUC
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Figure 6.5: AUC ROC Curve
classifier (Fawcett, 2006).
6.4.6 Gini Co-efficient
A standardised variant of the AUC is also used widely in credit scoring models is the
Gini Co-efficient. The Gini Co-efficient takes values between 0 (no difference between
the score distributions of the two classes) and 1 (complete separation between the
two distributions). The Gini Co-efficient can be expessed in terms of the AUC by
equation 6.7.
G = 2AUC-1 (6.7)
The maximum values that the AUC and Gini coefficient can take are both 1, corre-
sponding to score distributions for which there exists a threshold which yields perfect
separation between the sets of scores for the class 0 and class 1 training data. The
minimum of the Gini co-efficient of 0 corresponds to identical score distributions
(Hand, 2006).
6.4.7 Kappa Co-efficient
The kappa coefficient (K ) measures inter-rater agreement for qualitative (categorical)
items, correcting for expected chance agreement. It measures the Observed Accuracy
with an Expected Accuracy (random chance). It is a measure of how well the classifier
performed as compared to how well it would have performed simply by chance.
K =
P (A)− P (E)
1− P (E) (6.8)
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where P (A) is the Observed Accuracy and P (E) is the Expected Accuracy.
The Observed Accuracy is the number of instances that were classified correctly
throughout the entire confusion matrix.
OA =
b+ d
a+ b+ c+ d
(6.9)
The Expected Accuracy is the value is defined as the accuracy that any random
classifier would be expected to achieve based on the confusion matrix.
OA =
ActualFalse ∗ PredictedFalse+ ActualTrue ∗ PredictedTrue
Total ∗ Total (6.10)
In terms of the confusion matrix it can be written as:
OA =
(a+ b)(a+ c) + (c+ d)(b+ d))
(a+ b+ c+ d)(a+ b+ c+ d)
(6.11)
6.5 Summary
In both supervised and unsupervised classification the output (prediction) of the
algorithm is based on the input data. The algorithm learns without being explicitly
programmed. The input data is separated into training data and test data. The
algorithm learns on the training data and is validated on the test data. In order
to validate the performance of a classification algorithm, we need to analyse the
algorithms ability to correctly predict or separate the classes. The performance of
the classification model is evaluated on the test data.
Chapter 7
Neural Networks
7.1 Introduction
Multivariate analysis, structural form and reduced form models have been typically
used for credit loss estimation. Different from statistical models, the Machine Learn-
ing Algorithms are non-parametric techniques for the prediction, so they overcome
some constraints of the traditional statistical models (Aktan, 2011b). The disadvan-
tages for each method are discussed in Chapter 4.
Neural networks are a type of machine learning algorithm. They are nonlinear models
inspired from biological network of neurons found in the human central nervous sys-
tem. They involve a cascade of simple nonlinear computations that when aggregated
can implement robust and complex nonlinear functions. Neural networks can approx-
imate most nonlinear functions, making them a quite powerful class of models. They
have a wide range of uses including forecasting, classification and statistical pattern
recognition. Research studies on using neural networks for default prediction started
in 1990, and are still active now. Neural networks have generally outperformed the
other existing methods (Atiya, 2001).
This thesis will focus on Neural Networks for classification, by supervised learning
(perceptron and multilayer perceptron). In this Chapter, a general framework for un-
derstanding of the theory behind Neural Networks is presented. A detailed description
of artificial neural networks can be found in W McCulloch (1943).
This chapter is organised as follows: The first section will describe the evolution of
the neural networks. All of the important concepts used in the feed-forward neural
network will be discussed in the first section. The next section will describe the
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multilayer feed forward network, and the section after that will describe the training
algorithm used.
7.2 General Concept of Neural Network
A neural network is a machine learning algorithm based on the structure and functions
of biological neural networks. It is inspired by the way the human brain processes
information. Neural networks learn from examples and behave like black boxes, the
way they process information being inexplicit. In principle, the similarity between
neural networks and the way of action of the human brain may be condensed in the
following two aspects:
• Knowledge is acquired by the network through the learning (training) process;
• The intensities of the inter-neuron connections, known as (synaptic) weights,
are, used to store acquired knowledge.
Figure 7.1 shows the different types of Neural Networks. There are at least three dif-
ferent types supervised, unsupervised and reinforced learning algorithms (Lippmann,
1988). The type of algorithm is chosen according to the problem we are trying to
solve. Although the different types of neural networks are different in their principles
they all have one thing in common; on the basis of learning data and learning rules
artificial neural network is trying to achieve proper output response in accordance to
input signals.
7.3 Evolution of Artificial Neural Networks
The evolution of the artificial neuron has progressed through several stages. The
roots of which, are firmly grounded within neurological work done introduced by
McCulloch and Pitts (1943). This section will introduce fundamental concepts of
neural networks in particular the perceptron which represents the simplest form of a
neural network
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Figure 7.1: A summary of the different types of neural net classifiers corresponding
to their classes
7.3.1 The McCulloch-Pitts Model of Neuron
Neural networks comprise of computational units known as processing elements, pro-
posed by McCulloch and Pitts (1943). McCulloch and Pitts (1943) suggested the
description of a neuron as a logical threshold element with two possible states. Their
idea of a neuron as a logical operator was a fundamental contribution to the field.
The theory for this section is from Fausett (1993) and Jones (2004).
Figure 7.2: The McCulloch-Pitts Threshold Neuron
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Figure 7.2 is a diagram of the McCulloch and Pitts Model (Jones, 2004). All input
attributes xi to the threshold neuron are combined into a single number and are
connected by weighted paths, hence the output Z is a function of weighted inputs wi.
Z =
∑
wixi − µ (7.1)
where:
wi is the weight associated with the i
th input (attribute) xi
µ is the bias term or intercept
According to McCulloch and Pitts (1943), the neuron does not respond to its inputs
unless Z is greater than zero. If Z is greater than zero then the output from this
neuron is set equal to 1. If Z is less than zero the output is zero. Thus neurons are
binary, either active (1) or inactive (0). They can be described by the sigmoid (step)
function (Vera Kurkova and Karny, 2001):
Y = sgn(Z) =
{
1, if Z > 0
0, if Z ≤ 0
7.3.2 The Hebb-Model
The Hebb model was introduced by the psychologist Hebb (1949). It is commonly
known as Hebbs Law. Hebbs Law is a learning rule that describes how the neuronal
activities influence the connection between neurons. It determines how to alter the
weights between model neurons.
Even though the Hebbs Law is an unsupervised learning technique and this papers fo-
cus is neural network supervised learning, Hebbs Law introduced influential concepts
for neural networks, neural networks as a learning algorithm (through the weighting
of inputs).
The change in the weights with an input vector x and an excitement state Y (x) can
be represented by:
∆wi = εY (x)xi (7.2)
where:
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wi are the input weights
xi is the input vector
Y (x) is the excitement state as defined in Section 7.3.1
7.3.3 The Perceptron
The next major advance was the perceptron, introduced by Rosenblatt (1958). Rosen-
blatt extended the McCulloch and Pitts (1943) neuron by replacing this step function
with a continuous function that maps Z to Y . The continuous function mapping Z
to Y makes training easier. The Rossenblatt neuron is known as the perceptron.
The perceptron represents the simplest form of a neural network used for the clas-
sification of linearly separable patterns. Basically, it consists of a single artificial
neuron with adjustable synaptic weights and bias. The perceptron built around a
single artificial neuron is limited to performing pattern classification with only two
classes. For the perceptron to function properly it is necessary that the two classes
are linearly separable enough, otherwise the corresponding decision is beyond the
computing capabilities of the perceptron (Leondes, 2003).
Perceptron Algorithm
The perceptron algorithm calculates the weighted sum of its inputs:
Z =
∑
wixi − µ (7.3)
where:
wi is the weight associated with the ith input (attribute) xi
µ is the bias term
Z is know as the perceptron potential
Rosenblatts perceptron calculates its analog output from its potential. Unlike the
McCulloch-Pitts neuron whose binary output is represented by the sigmoid function,
the perceptrons output can be represented by many different functions. The output
function g(Z) is known as the activation function. The potential and the activation
function can be seen in Figure 7.3 below (Jones, 2004).
There are different functions that can be used for the activation function g(Z). The
most common two are the identity function and a sigmoid function. Examples of the
sigmoid function are hyperbolic tangent , arc tangent, squash activation function and
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Figure 7.3: A Neural Net Perceptron
the logistic function. For neural networks for classification the logistic function is
the most common. It is the activation function found in the Neural Network (nnet)
R-Studio package and can be seen in Ripley (2016). This can be seen in Appendix
??.
The logistic function g(x), maps the potential into the range 0 to 1:
g(x) =
1
1 + e−x
(7.4)
Since 0 < g(x) < 1, the logistic function can be used to output probabilities.
7.4 Neural Network Architecture
A neural network consists of highly interconnected neurons such that each neurons
output is connected through weights to the other neurons or back to itself. How the
neural network processes data depends on the structure that organises the connections
of the neurons in the network. The simplest neural network consists of a single
neuron, while more complex networks will have two or more neurons. These neurons
are arranged in layers and within the layer the neurons may be fully interconnected
or not interconnected at all. The arrangement of the neurons in layers and how the
neurons connect with each other is called the Neural Network Architecture. Neural
Networks can be classified as single or multilayer. They can connect via a feedforward
network or a recurrent network (Leondes, 2003).
We will focus on neural networks for classification, in particular binary classification,
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either the company will default or it wont. A binary classification problem can be
solved using a neural network with one logistic output. This output estimates the
probability that the input data belong to one of the two choices, either default or
non-default. A multilayer feed-forward network with a single hidden layer is used in
the nnet R-Studio package, see Ripley (2016). This can be seen in Appendix ??
7.5 Multilayer Feed-Forward Network
A Neural Network has a Feed-Forward type structure when the signal moves from
input to output, passing through all the networks hidden layers. The flow of these
computations is in one direction. The outputs of neurons are connected to the next
layer and not to previous ones. These networks have the property that the outputs
can be expressed as a function of inputs.
The simplest type of feed forward network is a Single-Layer Feed-Forward Network,
there is an input layer of the source nodes, followed by the output layer of computing
nodes. This can be seen in Figure 7.4 (Leondes, 2003).
Figure 7.4: A Single Layer Feed Forward Network
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When there are one or more layers this is known as a Multilayer Feed-Forward
Network. The first layer is called the input layer, the last layer is called the output
layer and the layers between are hidden layers. The hidden layers are different layers
of neurons, their role being to act between the input layer and the output layer, so
that the network performance is improved Leondes (2003). Figure 7.5 illustrates such
a network with a single hidden layer. This is the same as the nnet R package Ripley
(2016) which uses a single hidden layer.
Figure 7.5: A Multi Layer Feed Forward Network
7.6 Multilayer Feed Forward Algorithm Descrip-
tion
Each perceptron in a particular layer is connected with all perceptrons in the next
layer. The connection between the ith and jth perceptron is by the weight co-effient
wij. This can be seen in Figure 7.6.
Figure 7.6: Illustration of the connection between two neurons i and j
The output perceptrons use activation function gi to produce the outputs Yi Svozil
et al. (1997) where
Zi =
∑
wixi − µi (7.5)
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Yi = g(Zi) (7.6)
Recall from Equation 7.4 that the activation function used is the logistic function
g(x) =
1
1 + e−x
(7.7)
7.7 Training
For supervised neural networks, the algorithm is being explicitly trained to produce
the correct outputs for the given inputs. This is a process in which the labelled
training data (target output) is presented to the network as an example, which is
then compared to the output of the neural network algorithm (calculated output).
The network is trained iteratively by adjusting the weights in the network so that
the network output matches the labelled target. This iterative adjustment is called
neural network training (Moonasar, 2007).
An Error Function is used to measure the difference between the target output and
the calculated output. The Error Function is then minimised and the combination
of weights which minimizes the error function is considered to be a solution of the
learning problem.
7.7.1 Training Algorithm
The Error Function E is calculated as the difference between the target output and
the calculated output.
E =
∑
0
(Yo − Yˆ0)2 (7.8)
where:
o is the output of all the peceptrons
Yo is the calculated output as a summation across all output perceptrons
Yˆ0 the target output calculated as a summation across all output perceptrons
Recall from Equations 7.5 and 7.6 that Yo is a function of the threshold coefficients µi
and weights wij. The algorithm training is done by adjusting or training the threshold
coefficients µi and weights wij.
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Hence:
E = E(w1, w2, ..., wp) (7.9)
where:
E is the Error Function
w1, w2, ..., wp are the weights
so µi and weights wij are adjusted to minimise the sum of the squared differences,
between the computed and required values. This is an iterative process.
Figure 7.7: Training of the Neural Network
Figure 7.7 explains how the neural network is trained by adjusting the weights to
meet the labelled target. For each input vector x we calculate the output vector
g(Zi). The difference between the output vectors and the target vectors are the
errors. The algorithim aims to find values for the weights wi such that the sum of
the errors squared is minimized (Moonasar, 2007) .
7.7.2 Back-propagation training algorithm
The Back-propagation algorithm is used to find the minimum of the Error Function
E defined in Equation 7.8 in weight space. It achieves this by using the method of
Gradient Descent. The combination of weights which minimizes the Error Function
is considered to be a solution of the learning problem. Each weight is adjusted,
according to its contribution to the error. This process occurs iteratively for each
layer of the network, starting with the last set of weights, and working back towards
the input layer (hence the name Back-propagation) (Rojas, 1996).
This method requires computation of the gradient of the error function at each itera-
tion step, we must guarantee the continuity and differentiability of the error function
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(Rojas, 1996).
E is a continuous and differentiable function furthermore it is a function of the weights
wi. For a continuous and differentiable function the Steepest Descent Algorithm can
be used to find a local minimum of the function. The Gradient Descent will start
with an initial guess of the solution, which is usually randomly chosen weights. The
gradient is then calculated at that point. It will then step the solution in the negative
direction of the gradient and we repeat the process. The algorithm will eventually
converge where the gradient is zero (which correspond to a local minimum)(Rojas,
1996).
The gradient of the function will be calculated by the partial derivative of E w.r.t wi:
∇E = ∂E
∂w1
,
∂E
∂w2
,
∂E
∂w3
.....
∂E
∂wp
(7.10)
Each weight is updated using the increment
∆wi = −γ ∂E
∂wi
(7.11)
where γ represents a learning constant
The minimum of the Error Function is where ∆E = 0
7.8 Convergence
The best way to determine whether your network has reached the best set of weights
for your training data is to validate the results obtained in Section 7.7 using the test set
of data. The Neural Network needs to generalize its inputs, so that it can correctly
classify queries not only for the training data, but also for other examples. The
performance can be evaluated (on the test set) by performance measures mentioned
in Chapter 6:
• ROC Curves
• Lift Charts
• Calibration Plots
• Confusion Matrix
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The training time for any network is important. If the network is trained too long on
the training data, it will overfit to the training data, which means that it will only
classify examples correctly that are in the training data set (Li et al., 2012)
7.9 Summary
Neural networks are non linear mathematical models inspired by the biological neural
networks. Neural Networks are especially useful for classification. Neural networks
are trained, so that a certain input will lead to a target output. The training is
preformed on the training data set which has labelled output examples. The neural
network is trained by adjusting the threshold coefficients and the weights so that the
sum of squares error between the target output and the network calculated output is
minimised. This is done by using the Gradient Decent Algorithm. The best way to
determine whether the algorithm has converged is by applying it to the test data and
checking whether it classifies the examples correctly.
Chapter 8
Support Vector Machines
8.1 Introduction
Support vector machines (SVM) are the most recent development from the machine
learning community. In machine learning, support vector machines (SVMs) are su-
pervised learning algorithms that analyze data and recognize patterns, used for clas-
sification and regression analysis. SVM takes a set of input data and predicts, for
each given input, which of two possible classes comprises the input, making the SVM
a non-probabilistic binary linear classifier.
Given a set of training examples, each marked as belonging to one of two categories, an
SVM training algorithm builds a model that assigns new examples into one category
or the other. The output of an SVM model is a representation of the two categories,
mapped so that the examples of the separate categories are divided by a clear gap
that is as wide as possible. More formally, a support vector machine constructs a
hyperplane or set of hyperplanes in a high- or infinite- dimensional space, which can
be used for classification into the two different data classes.
Support vector machines were introduced by Cortes and Vapnik (1995). Cortes and
Vapnik (1995) introduces the concept of the optimal separating hyperplane which
is used to catagorise the data into separate classes. Below is a formulation of the
support vector machine algorithm as proposed by them.
Below is a detailed description of the mathematical theory on support vector ma-
chines. The theory for this section is taken from Dikkers (2005) , Burges (1998),
Berwick (2009) and Auria and Moro (2008). Vapnik (2000) Provides a detailed
description of the optimal hyperplane for linear separable data as well as for non-
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separable data.
This chapter is organised as follows, the case of a linear support vector machines,
where the score function is still linear and parametric, will first be explained. This
is in order to introduce the concepts of support vector machines in a simplified con-
text. Following that the support vector machine will be made non-linear and non-
parametric by the introduction of a kernel.
8.2 Support Vector Machines Basics
The Support Vector Machines (SVM) is a supervised machine learning algorithm
for binary classification problems. SVMs classify a binary output, class 1 or class
2 according to its score value, which is a function of the input data. The function
used to classify is neither linear nor parametric. SVMs were developed for binary
classification but they can be extended to non binary cases.
The output of SVM is yi, i = 1, 2, 3, ....n where n is the number of input vectors. yi
is dependant on n input vectors xi, i = 1, 2, 3, ....n These input vectors are a set of
labelled points known as the input space.
yi =
{
1, if xi is in class 1
−1, if xi is in class 2
In the case of using SVM for default prediction the problem is as follows: a company
will either be classified as default or non-default according to its score value, which
is a function of selected financial ratios. The input data is xi, i = 1n n being the
number of companies and xis are the financial ratios.
yi =
{
1, if xi default
−1, if xi does not default
The SVM will try to find the optimal hyperplane that separates the two classes
(default of non default). A hyperplane in Rn is a subspace in n-1 of the form:
H = x : a1x1 + a2x2 + a3x3 + ....+ anxn = b (8.1)
where: a, b ∈ Rn
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A detailed description about hyperplanes is found in Stanley (2007) and in Schbel
(1999). The optimal hyperplane is defined on the labelled training data and when
unlabelled data is input into the algorithm the output will be either default or non-
default.
8.3 Separable Data in a Two Dimensional Space
Consider this example in R2, let x1 and x2 be two financial ratios for n different
companies. Either a company will be classified as default or non-default based on the
SVM score which is a linear function of the inputs x1 and x2.
Figure 8.1: Different Linear Decision Function
Figure 8.1 is a graphical representation of the different possible ways of separating
class 1 and class 2. Let the circles represent the class of default and the squares
represent the class of non-default. The equation of the line separating the default
from the non default companies is needed. Noting that in R2 this is a decision line
but in higher dimensions this will be a decision plane or hyperplane. There are many
solutions for the equation of the decision line to separate the default from the non-
default companies. SVM will find the optimal solution for the equation of the decision
line, known as the optimal hyperplane.
The SVM defines the criterion to be looking for a decision surface that is maximally
far away from any data point. The minimum distance of any point to the decision
lines is referred to as the margin. The optimal hyperplane (in two dimensions) is the
solution for the decision line that gives the maximum margin. A line is considered
sub optimal if it passes too close to the points because it will be noise sensitive and
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it will not generalize correctly. The support vectors are the points which fall within
this margin.
Figure 8.2: The Optimal Hyperplane
Figure 8.2 is a graphical representation of the optimal hyperplane. The dark points
are points on the sub optimal lines are called Support Vectors.
8.4 Algebra
This section introduces the concept of the support vector machine algebra with the
algebra behind linear support vector machines. It then describes the soft margin
hyperplane and lagrangian multipliers.
8.4.1 Linear SVM
Let the data be separable, i.e there exists a hyperplane H that separates the data.
w · xi − b ≥ when yi = 1
w · xi − b ≤ when yi = −1
(8.2)
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Let H1 and H2 be the hyperplanes:
H1 : w · xi − b = 1
H2 : w · xi − b = −1
(8.3)
Define:
d+ = the shortest distance to the closest positive point
d− = the shortest distance to the closest negative point
Then the margin between the hyperplanes H1 and H2 is d+ + d−.
Figure 8.3: Illustration of a Margin
Figure 8.3 is a graphical representation of a margin. The distance between H and
H1 is |wx+b|||w|| =
1
||w|| , so the distance between H1 and H2 is
2
||w|| .
We wish to find the optimal hyperplane, the hyperplane with the maximum distance
2
||w|| . Hence we want to minimise ||w||. There is a condition that there must be no
data points between H1 and H2. This condition is represented mathematically by:
xTi w + b ≥ 1when yi = 1
xTi w + b ≤ −1when yi = −1
(8.4)
The classifier itself that identifies new patterns now becomes:
y = sign[xTw + b] (8.5)
Equation 8.4 can be rewritten as yi(xi.w) ≥ 1. Also replace ||w|| with 12 ||w||2
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Hence the optimisation function is defined by:
Min
1
2
||w||2 (8.6)
8.4.2 The Soft Margin Hyperplane
In a non-perfectly separable case the margin is know as soft. The training data cannot
be separated without error, this means there will be in sample classification errors.
These in sample classification errors occur and also need to be separated. In order to
deal with these errors introduce a slack variable ξ. Note that for no misclassification
ξ = 0 and for a classification error ξ is positive. The misclassification error needs to
be minimised.
Figure 8.4: The Separating Hyperplane
Figure 8.4 shows the separating hyperplane xTw + b = 0 with the margin in a lin-
early separable (left) and non-separable (right) case. Here crosses denote ”Default”
companies and zeros are the ”Non Default” companies.
We can impose another constraint on 8.4 the condition that there must be no data
points between H1 and H2 except for misclassification errors. This can be represented
mathematically by:
xTi w + b ≥ 1− ξiwhen yi = 1
xTi w + b ≤ −1 + ξiwhen yi = −1
(8.7)
In summary we have 8.7 as yi(x
T
i w) ≥ 1− ξi
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Furthermore introduce the sum of the misclassification errors into the objective func-
tion C. The parameters C are called capacity. They are related to the width of the
margin. The smaller the C, the bigger margins are possible. For a classical SVM C
= constant.
Introducing the misclassification errors C into Equation 8.6 it becomes:
Min
1
2
||w||2 + CΣiξi (8.8)
Thus the optimisation problem now becomes:
Min
1
2
||w||2 + CΣiξi
s.t yi(xi.w) ≥ 1− ξi
ξi ≥ 0
(8.9)
This is a constrained optimization problem. Solved by lagrangian multiplier method.
8.4.3 Lagrangian Multipliers
A detailed description of lagrangian multipliers is found in Hoffman and Bradley
(1999), Himmelblau (1972) and Hoa (1984). A brief description of the Lagrangian
problem is provided here.
The lagrange multiplier theorem lets us translate the original constrained optimiza-
tion, known as the primal into an ordinary system of simultaneous equations (un-
constrained optimization problem) at the cost of introducing an extra variable. The
unconstrained optimization problem is known as the dual.
If we have a constrained optimization problem we have:
Minimize f(x) subject to g(x) = 0 (8.10)
There is a condition that f and g need to have continuous first partial derivatives.
We define the Lagrangian L as:
L(x, λ) = f(x)− λg(x) (8.11)
76 CHAPTER 8. SUPPORT VECTOR MACHINES
The method of lagrangian multipliers states that if f(x0, y0) is a maximum of f(x, y)
for the original constrained problem, then there exists λ0 such that (x0, y0, λ0) is a
stationary point for the lagrange function. i.e partial derivatives are 0. This can be
represented mathematically by:
∇L = 0 (8.12)
Lagrangian Formulation
The lagrangian formation of Equation (8.9) is defined by Hardle et al. (2007).
LP =
1
2
||w||2 + ΣiξiCi − Σiαi{γi(xTi w + b)− 1 + ξi} − Σiµiξi (8.13)
where LP is the primal
αi ≥ 0 are the lagrangian multipliers for the constraint in (8.9)
γi and µi are the lagrangian multipliers for the constraint in (8.9)
Solving the Lagrangian Equation for SVM
The primal lagrangian LP is a quadratic optimization problem. The solution is given
by the sadle point minimized with respect to w, b and ξ and maximised w.r.t α and
u The details to solving the lagrangian is given by Dikkers (2005). We start with
min
w,b,ξ
max
α,u
LP (w, b, ξ, α, u) (8.14)
To solve Equation 8.14 we have to let
∂LP
∂w
= 0⇒ w =
∑
i
αiγix
T
i
∂LP
∂b
= 0⇒ sumiαiγi = 0
∂LP
∂ξ
= 0⇒ 0 ≤ αi ≤
∑
i
Ci
(8.15)
The Karush Kuhn Tucker Conditions in Section 8.4.3 described below are used to
solve Equation 8.13 by deriving the dual LD of the primal LP .
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The dual lagrangian LD is
LD =
1
2
w(α)Tw(α)− Σiαi − Σiδiαi + Σiγi(αi − Ci)− βΣiαiyi (8.16)
where αi, δi, γi and β are Lagrange multipliers for all i . The function w(α) is a
scalar product in some Hilbert space. A description of Hilbert Spaces can be seen in
Berberian (2000).
For a linear SVM:
w(α)Tw(α) = ΣiΣjαiαjyiyjx
T
i xj (8.17)
The classifier construction problem has simplified from the primal LP (w, b, ξ, α, µ) to
the dual LD(α). These αi are referred to as the support values and give the relative
weight of their corresponding support vector xi.
Finally by solving the above equations we obtain the optimal decision function D(x),
the output of which will be default or non default for a particular company as a
function of xi, i = 1n the financial ratios of the company. We get
D(x) = sign(Σjαjyj(x
T
j x) + b) (8.18)
Karush Kuhn Tucker Conditions(KTC)
A description of how the KTC condition relates to lagrangian multipliers is found in
Himmelblau (1972). The Kuhn Tucker conditions state that at any local constrained
optimum, no change in the variables can improve the value of the objective function.
The KTC are closely related to lagrangian multipliers.
Let the problem be
Min f(x)
Subject to hi(x) = bi i = 1....m
and gj(x) ≤ cj j = 1....r
(8.19)
Define lagrangian multipliers λi associated with j equalities uj for the inequalities,
and form the lagrangian function
L(x, λ, u) = f(x) + Σiλi[hi(x)− bi] + Σjuj[gj(x)− cj] (8.20)
78 CHAPTER 8. SUPPORT VECTOR MACHINES
Then if x∗ is a local minimum of the problem in Equation 8.22, then there exists a
vector of lagrangian multipliers λ∗ and u∗ such that x∗ is a stationary point of the
function L(x, λ∗, u∗) i.e.
∇xL(x∗, λ∗, u∗) = ∇f(x∗) + Σiλ∗i [∇hi(x∗)− bi] + Σju∗j [∇gj(x∗)− cj] (8.21)
and complementary slackness holds for the inequalities such that
u∗j ≥ 0
u∗j [gj(x
∗)− cj]
(8.22)
8.5 Non-linear SVM
The above analysis was done for linear separable data. We will now look at the
case where the data is nonlinear separable. Lin (1994) extended that the above
can be extended to non-linear decision hyper surfaces for classification of nonlinearly
separable data. This is done by a non-linear mapping of the input vectors to a high
dimensional space.
Figure 8.5: Mapping of non-linear SVM
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Figure 8.6 is a non-linear mapping into a higher dimensional space. The mapping into
the feature space is done by the function θ(). Hence xi −→ θ(xi). If we substitute
x −→ θ(x) into the Dual Problem (Equation 8.25) we get the x′s appearing as an
inner product so the mapping will look like this:
xTi xj −→ θ(xi)T θ(xj) (8.23)
8.6 The Kernel Function
Kernel functions can be used in many applications, the most common being pattern
recognition as they provide a simple bridge from linearity to non-linearity for algo-
rithms which can be expressed in terms of dot products. For further reading on kernel
functions refer to Hofmann et al. (2008).
Kernel methods make use of kernel functions to map the data into higher dimensional
spaces in order to structure the data better. Kernel methods uses the eigenvectors
and eigenvalues of the data to draw conclusions from the directions of maximum
variance to construct inner product kernels There are no constraints on the form of
this mapping. Substituting a higher dimensional kernel in place of inner products is
called the Kernel Trick. The Kernel Trick is based on Mecer theorem (Q Minh and
Yao, 2006).
The Kernel Trick would be taking x, transforming it into some feature space θ(x),
and replacing it with the kernel function such that
θ(xTi )θ(xj) = K(xixj) = Kij (8.24)
The reason for doing this is that we can compute K very cheaply without ever ex-
plicitly forming θ(xi) or θ(xj). This means a huge computational saving. The only
reason for doing the kernel trick is to save computational expense in computing large
basis expansions by directly computing kernel functions.
By the introduction of the kernel function SVMs are able to apply simple linear
classifiers on data mapped into a feature space and to provide a method to compute
a non-linear classification function without big computational effort as the complexity
always remains only dependent on the dimension of the input space.
The concepts described above can be seen in Figure 8.6 where the Quadratic Kernel
is used to map points from a 2 dimensional data space into a 3 dimensional data
space.
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Figure 8.6: Mapping from a 2 Dimensional Data Space into a 3 Dimensional Feature
Space
8.7 Non-Linear SVM Equation
Substitute xTi xj = θ(x
T
i )θ(xj) = K(xi, xj) into Equation 8.25. The Dual Lagrangian
of our optimisation problem then becomes
LD = Σiαi − ΣiΣjαiαjyiyjθ(xTi )θ(xj)
LD = Σiαi − ΣiΣjαiαjyiyjK(xi, xj).
(8.25)
8.8 Choice of the Kernel
The most common Kernel functions are (Karatzoglou and Meyer, 2006)
• Linear: K(x, x′) = (x, x′)
• Polynomial: K(x, x′) = (γ(x, x′) + r)d, γ > 0, r constant
• Gaussian Radial Basis Function (RBF): K(x, x′) = e−γ‖x−x′‖2 , γ > 0
• Laplace Radial Basis Function (RBF): K(x, x′) = e−γ‖x−x′‖, γ > 0
• Sigmoid K(x, x′) = tanh(γ(x, x′) + r), r constant
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8.9 Summary
The support vector machines is a supervised machine learning algorithm for binary
classification problems. SVMs classify a binary output, class 1 or class 2 according
to its score value, which is a function of the input data. SVMs are based on the
concept of decision planes that define decision boundaries. A decision plane is one
that separates between a set of objects having different class memberships. The
solution to the SVM problem is the optimal hyperplane (the decision line that gives
the maximum margin).
Chapter 9
Advantages and Disadvantages of
SVM and Neural Networks
9.1 Introduction
All classification techniques have advantages and disadvantages, which are more or
less important according to both the data being analysed and the problem that needs
to be solved. Both support vector machines and neural networks are a useful tool
for default analysis because of the non-regularity in the data, which is not normally
distributed nor does it have a known distribution. This chapter will explore the
advantages and disadvantages of support vector machines and neural networks as
well as providing a comparison of neural networks and support vector machines.
9.2 Advantages of Support Vector Machines
• By introducing the kernel, SVMs gain flexibility in the choice of the form of the
threshold separating one class from another. The function does not need to be
linear nor even have the same functional form for all data, since its function is
non-parametric and operates locally.
• The kernel implicitly contains a non-linear transformation. The transformation
occurs implicitly and human expertise judgement beforehand is not needed.
• Support vector machines provide a good out-of-sample generalization, therefore
Support Vector Machines can be robust, even when the training sample has
some bias (Auria and Moro, 2008).
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9.3 Disadvantages of Support Vector Machines
• The input variables are still independent variables even though the polynomial
kernel attempts to model the interaction among the variables
• SVMs function best on dense data that is, data with few to no missing values
and data whose plotted points fall near each other
• There is no clear way on how to choose the optimal input feature subset for
support vector machines (see Chapter 10).
• There is no clear way on how to set the best kernel parameters. The choice of
the kernel will have a great effect on the accuracy of the support vector machine.
• There is a high computational cost when there is a large amount of features.
This can be addressed by a feature selection algorithm (see Chapter 10).
• Support vector machines lack transparency of results. They do not deliver a
parametric score function, since its dimension may be very high. The easiest
way to interpret the results is graphically.
• The weights of the financial ratios are not constant. Thus the marginal contri-
bution of each financial ratio to the score is variable (Auria and Moro, 2008).
9.4 Advantages of Neural Networks
• Neural networks can approximate complex non linear mappings. With enough
nodes in the hidden layer it has been shown that Neural Networks can approx-
imate any non linear function (Jain and de Silva, 1999).
• Neural networks (in particular back propagation) are easy to use with few pa-
rameters to adjust (Priddy and Keller, 2005).
• The algorithm is easy to implement.
• Neural networks are applicable to a wide range of problems.
9.5 Disadvantages of Neural Networks
• It is hard to know how many neurons and layers are necessary.
• Lack of transparency
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• Learning can be slow.
• New learning will override old learning unless old patterns are repeated in the
training process (Priddy and Keller, 2005).
9.6 Support Vector Machines vs Neural Networks
Theoretically support vector machines have many advantages over Neural Networks
including:
• In training a neural network the sum of squares error between outputs and
desired training outputs is minimised, therefore the class boundaries change
as the initial weights change. When the training data is scare and linearly
separable the generalization ability will deteriorate with a neural network but
not a support vector machine. This is because a support vector machine is
trained to maximise the margin (Abe, 2005).
• A significant advantage of support vector machines over neural networks is that
neural networks suffer from multiple local minima. The solutions to SVMs are
global and unique. Figure 9.1 shows a function with multiple local minima. A
function has a local minimum point at x∗ if f(x∗) ≤ f(x) for all x in X within
distance ε of x∗ (Abe, 2005), (Olson and Dursun, 2008).
Figure 9.1: Multiple Local Minima
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• The time to train a neural network is another significant disadvantage. In par-
ticular a back propagation network may require thousands of iterations through
the training examples in order to adjust the weights correctly to find the optimal
solution (Aktan, 2011a).
• Neural networks requires a larger sample size than SVM to train the model
correctly (Wani, 2013).
• Support vector machines are less prone to over fitting than neural networks.
Overfitting occurs when the model describes random error or noise instead of
the underlying relationship. It will occur when the function is too closely fit to
a limited set of data points (Chen and Odobez, 2013) (Aktan, 2011a).
9.7 Factorization
Factorization Machines (FM) are a new model class that combines the advantages of
Support Vector Machines (SVM) with factorization models. Factorization modelling
techniques are a class of widely successful models that attempt to find weighted low-
rank approximations to the user-item matrix, where weights are used to hold out
missing entries (Sammut, 2010).
FMs were introduced by (Rendel, 2010). They were designed to address some of the
weakness of SVMs in Section 9.3. No training examples are required in the model
parameters, making the models much more compact. Factorization machines perform
extremely well on sparse data, including data of very high sparsity. As a trade-off,
they do not perform well on dense data, so other algorithms are more suited to this
class of data. SVMs function best on dense data that is, data with few to no missing
values and data whose plotted points fall near each other.
Like SVMs, FMs are a general predictor working with any real valued feature vector.
In contrast to SVMs, FMs model all interactions between variables using factorized
parameters. Thus they are able to estimate interactions even in problems with huge
sparsity (like recommender systems) where SVMs fail (Rendel, 2010).
Chapter 10
Feature Selection
10.1 Introduction
One of the challenges faced when using classification algorithms for default prediction,
is which features or input variables to select. In this dissertation the input ratios are
the financial ratios from a companys financial statements. There are more than a
hundred variables generated by different combinations of items from the financial
statements. Some of these input ratios may be irrelevant in predicting default and
some of them may be redundant due to their high inter-correlation. support vector
machines and neural networks do not offer the opportunity of an automated internal
relevance detection and hence algorithms for feature selection play an important role.
Datasets with tens of thousands variables have become increasingly common in many
real-world applications. When there are so many irrelevant and redundant features,
the classification algorithms can suffer. The high-dimensional feature vectors can
impose a high computational cost as well as the risk of over fitting when classification
is performed. Furthermore reducing the dimensionality of the data by selecting a
subset of the original variables can be beneficial in terms of storing and processing
measurement.
Therefore it is necessary to reduce the dimensionality through ways like feature selec-
tion (Zhuo et al., 2008). Feature selection (also known as subset selection) is a process
commonly used in machine learning, where a subset of features is selected from the
available data for application of a learning algorithm. The feature subset must be the
best combination of the original subsets that contributes most to the classification. So
we prefer the model with the smallest possible number of parameters that adequately
represent the data.
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In the literature there are three general approaches to solve the feature selection
problem: filter methods, wrapper methods and embedded methods (Guyon, 2003).
Wrappers utilize the learning machine of interest as a black box to score subsets of
variable according to their predictive power. Filters select subsets of variables as
a pre-processing step, independently of the chosen predictor. Embedded methods
perform variable selection in the process of training and are usually specific to given
learning machines (Guyon and Elisseeff, 2003).
Filter approaches is recommended for fast data analysis. However, in order to bet-
ter validate the results and to select fewer input variables Wrapper approaches is
recommended. Wrapper approaches can choose the best input variables for building
classifiers (Kumari and Swarnkar, 2011). They search for an optimal feature subset
tailored to a particular algorithm and domain (Kohavi and John, 1997).
10.2 Advantages of Feature Selection
Advantages of feature selection are (Ladha and T.Deepa, 2011)
• Reducing the dimensionality of the feature space, to limit storage requirements
and increase algorithm speed.
• It removes the redundant, irrelevant or noisy data.
• The immediate effects for data analysis tasks are speeding up the running time
of the learning algorithms.
• Improving the data quality.
• Increasing the accuracy of the resulting model.
• Feature set reduction, to save resources in the next round of data collection or
during utilization.
• Performance improvement, to gain in predictive accuracy.
• Data understanding, to gain knowledge about the process that generated the
data or simply visualize the data.
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10.3 Filter Methods
Filters select subsets of variables at independently of the prediction method. They
carry out the feature selection process as a pre-processing step with no induction
algorithm. The general characteristics of the training data are used to select fea-
tures for example, distances between classes or statistical dependencies (Marono and
Betanzos, 2007).
Examples of filter methods are principal component analysis or clustering analysis,
chi-square, euclidean distance, i-test, information gain, correlation based feature se-
lection, markov blanket filter and fast correlation based feature selection (Kumari
and Swarnkar, 2011).
Illustrations of studies using Filter Methods for variable selection with reference to
default prediction is Chen (2011) who used principle component analysis for variable
selection and concluded that principal component analysis was able to use 80 percent
fewer financial ratios and is still able to provide highly-accurate forecasts of financial
bankruptcy.
10.4 Wrapper Methods
Wrapper Methods offer a simple and powerful way to address the problem of variable
selection, regardless of the chosen machine learning algorithm. Wrapper methods use
the classification method to score subsets of the variables. They utilize the classifier
as a black box to score the subsets of features based on their predictive power. They
assess subsets of variables according to their usefulness to a given predictor, they
conduct a search for a good subset using the learning algorithm itself as part of the
evaluation function. By using the learning machine as a black box, wrappers are
remarkably universal and simple (Guyon and Elisseeff, 2003).
Examples are stepwise methods in linear regression. Sequential forward selection,
sequential backward elimination, randomized hill climbing, genetic algorithms and
partial swarm optimisation. In forward selection, variables are progressively incorpo-
rated into larger and larger subsets, whereas in backward elimination one starts with
the set of all variables and progressively eliminates the least promising ones (Guyon
and Elisseeff, 2003) (Kohavi and John, 1997).
One of the commonly used feature selection methods for small samples problems
is recursive feature elimination (rfe) method or backward elimination. Rfe method
utilizes the generalization capability embedded in support vector machines and is thus
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suitable for small samples problems (Chen and Jeong, 2007)
Despite its good performance, RFE tends to discard ”weak” features, which may
provide a significant improvement of performance when combined with other features.
The genetic algorithm is a popular wrapper technique for feature selection with sup-
port vector machines. It selects subsets, achieving multicriteria optimization in terms
of generalization accuracy and costs associated with the features (Yang, 1998). There
have been many bankruptcy prediction studies on this topic. Mohamad et al. (2004)
use the genetic algorithm evaluated by support vector machines, findings were that
the genetic algorithm is good at getting high classification accuracy for training data
of small or high dimension data. Frohlich and Chapelle (2003) also proposed a ge-
netic algorithm based feature selection approach that for support vector machines.
Huang et al. (2007) used the genetic algorithm approach to optimize the parameters
and feature subset simultaneously, without degrading the support vector machine
classification accuracy.
Other studies using wrapper based feature selection methods for default prediction
with support vector machines where Hardle et al. (2007) made use of forward and
backward selection applied to the accuracy ratio, the ratio of the areas between the
ideal and the predictive model. Wang et al. (2013) applied particle swarm opti-
mization algorithm is used to optimize parameters of the support vector machines.
Results were that article partial swarm optimization with support vector machines
has a distinct improvement in the aspect of accuracy rate as compared to support
vector machines and neural networks with out partial swarm optimization. Hardle
et al. (2011) used the forward selection procedure applied to the accuracy ratio in the
support vector machine analysis.
The filter approach selects important features first and then the learning algorithm
(for example SVM) is applied for classification. On the other hand, the wrapper ap-
proach either modifies SVM to choose important features as well as conducts training
and testing or combines SVM with other optimization tools to perform feature selec-
tion. This can be illustrated in Figure 10.1 and Figure 10.2.
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Figure 10.1: A filter model of feature selection
Figure 10.2: A wrapper model of feature selection
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10.5 Embedded Methods
Another less popular method for feature selection are the embedded methods. Em-
bedded methods incorporate variable selection as part of the training process and are
usually specific to given learning machines (Guyon and Elisseeff, 2003).
10.6 Advantages and Disadvantages
10.6.1 Filter methods
Filter methods are fast, independent of the classifier (Kumari and Swarnkar, 2011).
Other advantages include that they are easily scale to very high-dimensional datasets,
they are computationally simple and need to be performed only once, and then the
classifier can be evaluated. Disadvantages are that they do not interact with the
classifier. They are often univariate or low-variate. This means that each feature
is considered separately, thereby ignoring feature dependencies, which may lead to
worse classification performance when compared to other types of feature selection
techniques.
It is argued that, compared to wrappers, filters are faster. Still, recently proposed
efficient embedded methods are competitive in that respect. Another argument is that
some filters provide a generic selection of variables, not tuned for/by a given learning
machine. Another advantage is the Filter Methods can be used as a preprocessing
step to reduce space dimensionality and overcome overfitting (Guyon and Elisseeff,
2003).
10.6.2 Wrapper methods
Wrapper methods provide interaction between the subsets and classifier used. They
therefore have the ability to take into account feature dependencies. The disadvan-
tages are there is higher risk of overfitting than filter techniques and they are very
computationally intensive.
Wrappers are often criticized because they seem to be a brute force method requir-
ing massive amounts of computation, but it is not necessarily so. Efficient search
strategies may be devised. Using such strategies does not necessarily mean sacrificing
prediction performance. In fact, it appears to be the converse in some cases: coarse
92 CHAPTER 10. FEATURE SELECTION
search strategies may alleviate the problem of overfitting (Guyon and Elisseeff, 2003).
10.6.3 Embedded Methods
Embedded methods are less computationally intensive than wrapper methods, but
they are less specific to a machine learning algorithm. They incorporate variable
selection as part of the training process may be more efficient in several respects:
they make better use of the available data by not needing to split the training data
into a training and validation set; they reach a solution faster by avoiding retraining
a predictor from scratch for every variable subset investigated (Guyon and Elisseeff,
2003).
10.7 Ratio Analysis
Ratio analysis is a form of financial statement analysis that is used to obtain a quick
indication of a firm’s financial performance in several key areas. The ratios can be
categorized into liquidity ratios, profitability ratios and cashflow ratios. Below is a
description of each category:
10.7.1 Liquidity Ratios
Liquidity ratios measure a firms ability to meet its short-term obligations. Investors
often take a close look at liquidity ratios. If a company is consistently having trouble
meeting its short-term debt it is at a higher risk of bankruptcy. Liquidity ratios are a
good measure of whether a company will be able to comfortably continue as a going
concern. Cash and other easily sellable liquid assets can be used to cover payables,
short-term debt and other liabilities (Idris, 1998).
10.7.2 Profitability Ratios
Measures that indicate how well a firm is performing in terms of its ability to generate
profit. They measure a companys ability to generate earnings relative to sales, assets
and equity.
10.8. DESCRIPTION OF VARIABLES IN THIS STUDY 93
10.7.3 Cashflow Ratios
Cashflow ratios determine how much cash the company is generating from their sales
and the amount of cash they have to cover obligations. Cash flow ratios are more
reliable indicators of liquidity than balance sheet or income statement ratios such as
the quick ratio or the current ratio. Sometimes a company that appear very profitable
can actually be at a financial risk if they are generating little cash from these profits.
There have been many studies on cash flow and cash flow related variables for
bankruptcy prediction. Jooste (2007) determined that bankrupt companies have
lower cash flows than non-bankrupt companies furthermore findings were that in-
come statement and balance sheet ratios were not enough to measure liquidity. A
company can have positive liquidity ratios and increasing profits, yet have serious
cash flow problems.
10.7.4 Solvency Ratios
Solvency ratios, also referred to as leverage ratios, indicate a company’s financial
health in the context of its debt obligations. They identify going concern issues and
a firm’s ability to pay its debt in the long term.
10.8 Description of Variables in this study
The purpose of this study as seen in Chapter 1 is to compare the performance of
Machine Learning Techniques, in particular support vector machines and neural net-
works, to traditional statistical models in a south african context. This study uses
a set of ratios selected to evaluate the financial performance of each company. The
selection and the choice of ratios were based on three main conditions:
• The ratios have been frequently used in past studies
• The ratios have been shown to perform well in past studies
• The ratios represent liquidity ratios, profitability ratios, cash flow ratios and
solvency ratios.
In order to select these variables a matrix of studies was created in Microsoft Excel.
A simple count function is used to find the popular ratios used. This can be seen
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in Figure 10.3. 23 financial ratios were chosen. These 23 ratios comprise of those
representing liquidity ratios, profitability ratios, cash flow ratios and solvency ratios
as can be seen in Figure 10.4.
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Figure 10.3: Variable Selection Matrix
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Figure 10.4: Final 23 Variables used in this study
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A large number of authors have referred to the literature to select their final variables.
This is the case for Deakin (1972) with Beaver (1966) model. This method of selecting
predictors may be relevant when the aim is to look into the conditions of replicating
existing models but such a strategy is not efficient for at least two reasons. First, the
performance of a variable is not stable. Second, the predictive ability of one variable
cannot be assessed in isolation, but in conjunction with others and with a specific
modeling technique. A good variable or set of variables does not exist in itself; a good
set of variables seems to be in part the result of the characteristics of the set itself
and that of the fit between this set and the modeling method. Therefore choosing
bankruptcy predictors solely for their popularity in the literature is not sufficient
(du Jardin P, 2012).
du Jardin P (2012) also states that relying on statistics and selecting features on the
basis of their scores in various statistical tests (variable ranking) has also proven to
be insufficient.
Guyon (2003) outlines the limitation of variable ranking techniques and presents
several situations in which the variable dependencies cannot be ignored. He points
out that noise reduction and better class separation may be obtained by adding
variables that are presumably redundant. He also stated that individual variables
can have no separation power by themselves but taken together, the variables can
provide good class separability. Guyon (2003) points out that even though perfectly
correlated variables are truly redundant in the sense that no additional information
is gained by adding them, very high variable correlation does not mean absence of
variable complementarity. It was on this basis that a wrapper selection technique
was used for variable selection rather than preforming statistical analysis for feature
selection.
This study chooses a set of dominant ratios derived from a larger set of related ratios
as a prior screening tool or pre processing step. There are hundreds of financial
ratios that can be constructed from a set of financial statements and thus preforming
an analysis of this type on all of them would be too exhaustive. These ratios were
selected to evaluate liquidity, profitability, cash flow and solvency. After these 23
Ratios were selected a feature selection was used to choose the subset of variables in
order to improve classification accuracy. A forward elimination wrapper method was
used.
This is similar to the technique used by (Muller, 2008). Muller (2008) who first used
the input variables from previous studies, followed by a feature selection technique
for choosing the optimal input variables. Wu et al. (2006) also employed variables
successful in bankruptcy prediction modelling as a screening tool to create a subset
of variables after which a more formal evaluation was made.
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10.9 Description of Input Ratios Used
1. Net Income/ Total Assets Also known as ROA (Return on Assets). It indicates
how profitable a company is relative to its total assets.
2. Net Income/Sales Also known as Profit Margin. It is the number of Rands of
after-tax profit a firm generates per Rand of sales.
3. Operating Income/Total Assets - Is the operating profit expressed as a percentage
of the total assets, it indicates
4. Operating Income/Sales - Also known as the operating profit margin. It indicates
how much profit a company makes after paying for production costs.
5. EBIT/Total Assets - Measures a company’s earnings before interest and taxes
(EBIT) against its total net assets. It is an indicator of how effectively a company is
using its assets to generate earnings before contractual obligations must be paid.
6. EBIT/Sales- - Measures a company’s earnings before interest and taxes (EBIT)
against its sales. It indicates how much profit a company makes before contractual
obligations must be paid.
7. Equity/ Total Assets - The amount of equity the company has relative to its total
assets. It can be used to help determine how much shareholders would receive in the
event of a liquidation.
8. Current Liabilities/Total Assets It measures the firm’s ability to repay current
debt by indicating the percentage of a company’s total assets that are provided via
current debt.
9. Total Liabilities/Total Assets Also known as the Debt Ratio. It measures the
firm’s ability to repay total debt by indicating the percentage of a company’s total
assets that are provided via total debt.
10. EBIT/Interest Expense Also known as the interest coverage ratio. It measures
the companys ability to meet its interest payments. It is the company’s earnings
before interest and taxes (EBIT) over its interest payments.
11. Cash/Total Assets This measures the companys operating cash flows to its total
assets. It can be seen as a companys cash return on total assets.
12. Cash /Current Liabilities - A measure of how well current liabilities are covered
by the cash flow generated from a company’s operations.
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13. Free Cash Flow Ratio (Free Cash Flow/Net Debt) The free cashflow is calculated
as operating cash flow minus capital expenditures. It represents the cash that a
company is able to generate after laying out the money required to maintain it. The
14. Operating Cash Flow Ratio (Operating Cash Flow / Current Liabilities) - This
ratio provides an indication of a company’s ability to cover total debt with its cash
flow from operations.
15. Current Assets/Current Liabilities Also known as the Current Ratio. It is a
measure of the company’s ability to pay back its short-term liabilities with its short-
term assets.
16. Working Capital/Total Assets - Measures a companys ability to cover its short
term financial obligations.
17. Inventories/Sales Measures a companys investment in inventory in relation to
the amount of sales.
18. Accounts Receivable/Sales Measures your investment in accounts receivable in
relation to your monthly sales amount. Accounts receivable is money which is owed to
a company by a customer for products and services provided on credit. The accounts
receivable to sales ratio helps you identify recent increases in accounts receivable.
19. Accounts payable / Sales - Measures how fast a company pays off its creditors
(suppliers). Accounts payable is money owed by a business to its suppliers shown as
a liability on a company’s balance sheet.
20. Gross Profit Margin - Gross Profit/Sales. It measures how much out of every
dollar of sales a company actually keeps in its gross profit.
21. Debt to Equity Ratio - is the ratio of total liabilities of a business to its share-
holders’ equity. It is a measure of a company’s leverage.
22. ROA Net Income/ Total Assets. The return on assets (ROA) shows percentage
how profitable a company’s assets are in generating revenue.
23. Current assets Inventory) / Current Liabilities This ratio is known as the Quick
Ratio. This ratio measures a companys ability to meet its short-term obligations with
its most liquid assets.
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10.10 Statistical Analysis of Financial Ratios in
this study
10.10.1 Pairwise Comparison
The pairwise comparisons were started with a set of kernel density plots comparing
the distributions of each of the 23 ratios by default status. Kernel density plots
provide a representation of whether two distributions overlap substantially or not.
Figure 10.5, 10.6, 10.7, 10.8, 10.9, 10.10, 10.11 and 10.12 are the Kernel density plots
for the 23 variables. Red curves correspond to ”Default” and green correspond to
”Non Default”.
Figure 10.5: Kernel Density Plot
Figure 10.6: Kernel Density Plot
Figure 10.7: Kernel Density Plot
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Figure 10.8: Kernel Density Plot
Figure 10.9: Kernel Density Plot
Figure 10.10: Kernel Density Plot
Figure 10.11: Kernel Density Plot
Figure 10.12: Kernel Density Plot
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Largest visual differences in distributions (i.e. the smallest horizontal overlap) are
observed for Ratios 2, 3, 4, 5, 8, 14 and 22.
A more formal test to compare two distributions for each ratio is the Mann-Whitney
test for 2 independent samples. The null hypothesis is that true location shift equals
zero, while the alternative hypothesis that it does not equal zero. P-values greater
than 0.05 indicate no significant differences in distributions between the two groups
(default and non-default) (Nachar, 2008). The results can be seen in Figure 10.13
Figure 10.13: P-Values
The Ratios 7, 9, 11, 12, 15, 16, 17, 18, 20, 21, 23 have a P-value greater than 0.05.
These ratios are unlikely to have a high discriminating power.
Figure 10.15, 10.15, 10.16 and 10.17 are the Box-and-Whisker Plots for Ratios 1, 2,
3, 4, 5, 6, 8, 10, 13, 14, 19, 22
Figure 10.14: Box-and-Whisker Plot
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Figure 10.15: Box-and-Whisker Plot
Figure 10.16: Box-and-Whisker Plot
Figure 10.17: Box-and-Whisker Plot
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10.10.2 Correlation Matrix
Figure 10.18 is the correlation matrix for the 23 financial ratios.
Figure 10.18: Correlation Matrix for 23 financial variables
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10.11 Conclusion
One of the challenges faced when using classification algorithms for default prediction,
is which features or input variables to select. There are three general approaches to
solve the feature selection problem: Filter Methods, Wrapper Methods and Embedded
Methods. This study chooses a set of dominant ratios derived from a larger set of
related ratios as a prior screening tool or pre processing step. Following that a
wrapper method is used to select the most important features that increase variable
performance and decrease computational time.
.
Chapter 11
Hyper-parameter Tuning
Machine learning predictive modeling algorithms are governed by hyper-parameters.
Not only do ideal settings for the hyper-parameters dictate the performance of the
training process, but more importantly they govern the quality of the resulting predic-
tive models. Tuning hyper-parameter values is a critical aspect of the model training
process and is considered a best practice for a successful machine learning application.
Illustrations of hyper-parameters are: the depth of a decision tree, number of trees in
a forest, number of hidden layers and neurons in each layer in a neural network, and
degree of regularization to prevent overfitting are a few examples of quantities that
must be prescribed for these algorithms Koch et al. (2017).
11.1 Common Hyper-parameter Tuning Approaches
11.1.1 Grid Search
The Grid Search Method is a Brute Force Method for tuning. It is an approach to
parameter tuning that will methodically build and evaluate a model for each com-
bination of algorithm parameters specified in a grid. It allows to test different com-
binations of hyper-parameters and find one in which the accuracy of the model is
improved. In the grid, each algorithm parameter can be specified as a vector of
possible values. These vectors combine to define all the possible combinations to try.
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11.1.2 Random Search
A simple yet surprisingly effective alternative to performing a grid search is to train
and assess candidate models by using random combinations of hyper-parameter val-
ues.
11.1.3 Neural Network Tuning Process using Caret
When you train a neural network (using function nnet) using Caret the two hyper-
parameters that need to be tuned are size and decay. Size is the number of units in
hidden layer (nnet fit a single hidden layer neural network) and decay is the regular-
ization parameter to avoid over-fitting.
11.1.4 Support Vector Machines Tuning using Caret
When you train the support vector machine (RBF-SVM) using Caret then you have
two parameters to tune: C and gamma (the radius of RBF).
11.1.5 Hyper-parameter Tuning in R
The Caret R package provides both a Random Search Method and a Grid Search
Method for searching parameters. In this study a Grid Search Method is used via
the Caret R package Kuhn (2017). The parameters used to specify the tune grid are
entered manually. In the grid, each algorithm parameter can be specified as a vector of
possible values. These vectors combine to define all the possible combinations to try.
This is done via the expand.grid and tuneGrid function. The argument tuneGrid
can take a data frame with columns for each tuning parameter.
Chapter 12
Validation
Validation techniques are motivated by two fundamental problems in pattern recog-
nition model selection and performance estimation. Once The model has been chosen
performance is typically measured by one of the Methods to Evaluate Performance
as discussed in Section 6.4.
Ideally if there was enough data we would set aside a validation set and use it to
assess the performance of the model (Hastie et al., 2009). This is known as cross
validation. Cross-Validation is a statistical method of evaluating and comparing
learning algorithms by dividing data into two segments: one used to learn or train a
model and the other used to validate the model (Refaeilzadeh et al., 2009).
The holdout method is the simplest kind of cross validation. The holdout method,
sometimes called test sample estimation, partitions the data into two mutually ex-
clusive subsets called a training set and a test set, or holdout set. It is common to
designate 2/3 of the data as the training set and the remaining 1/3 as the test set.
The training set is given to the inducer, and the induced classier is tested on the test
set. The holdout estimate is a random number that depends on the division into a
training set and a test set. In random subsampling the holdout method is repeated
k times,and the estimated accuracy is derived by averaging the runs. The standard
deviation can be estimated as the standard deviation of the accuracy estimations
from each holdout run. If the training and test set are formed by a split of an original
dataset, then an over-represented class in one subset will be a underrepresented in
the other. Thus the evaluation may depend heavily on which data points end up in
the training set and which end up in the test set, and thus the evaluation may be
significantly different depending on how the division is made. In practice, the dataset
size is always finite, and usually smaller than we would like it to be. The holdout
method makes inefficient use of the data: a third of dataset is not used for training
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the inducer (Kohavi, 1995).
K-fold cross validation is one way to improve over the holdout method. The data set
is divided into k equally (or nearly equally) subsets or folds, and the holdout method
is repeated k times. Each time, one of the k subsets or folds is used as the test
set and the other k − 1 subsets are put together to form a training set. The cross-
validation estimate of accuracy is the average error across all k trials (Kohavi, 1995).
The variance of the resulting estimate is reduced as k is increased. The disadvantage
of this method is that the training algorithm has to be rerun from scratch k times,
which means it takes k times as much computation to make an evaluation.
Leave-one-out cross-validation (LOOCV) is a special case of cross-validation where
the number of folds k equals the number of instances N in the data set. Thus, the
learning algorithm is applied N separate times, once for each instance, using all other
instances as a training set and using the selected instance as a single-item test set
(Efron, 1982). That means that N separate times, the function approximation is
trained on all the data except for one point and a prediction is made for that point.
Repeated k-fold cross validation does the same as above but more than once. For
example, five repeats of 10-fold CV would give 50 total resamples that are averaged.
In this study there were only 67 observations so a cross validation was necessary
to help protect against overfitting. Two method were used for cross validation a
repeated k-fold cross validation and a LOOCV. These were implemented using the
caret package Kuhn (2017).
For the repeated K-Fold cross validation a 30 repeated 5- Fold Cross Validation was
preformed. Within each fold the Confusion Matrix, AUC, Precision True Negaitive
Rate, False Posoive Rate, False Negative Rate and Gini were calculated as described
in .. This was repeated 30 times. Once all those measures were calculated the mean
was calculated for each measure and the standard deviation for the accuracy ( or
error) was calculated based on the 150 simulations. The ROC curve was calculated
from the mean Confusion Matrix.
For the LOOCV the data set had 67 observations, hence, there were 67 folds. Each
time the algorithm learned from 66 observations (training data) and made predication
for the left out observation (testing data). Once there were all the 67 predictions from
each fold, it was compared to the actual data. The confusion matrix , ROC Curves
and different measures were calculated.
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12.1 Feature selection and Cross Validation
Cross-validation (CV) is often being used for validation of machine learning models
nevertheless, cases where it is incorrectly applied are not uncommon, especially when
the predictive model building includes a feature selection stage.
Hastie et al. (2009) illustrates a recurring mistake when applying CV for model as-
sessment with a feature selection
• Screen the predictors: find a subset of ’good’ predictors that show fairly strong
(univariate) correlation with the class labels
• Using just this subset of predictors, build a multivariate classifier
• Use cross-validation to estimate the unknown tuning parameters and to estimate
the prediction error of the final model
This is incorrect as using Cross Validation to compute an error estimate for a classifier
that has itself been tuned using Cross Validation gives a significantly biased estimate
of the true error. This means that the decisions made to select the features were
made on the entire training set, that in turn are passed onto the model. This may
cause a mode a model that is enhanced by the selected features over other models
being tested to get seemingly better results, when in fact it is biased result.
Proper use of CV for estimating true error of a classifier developed using a well de-
fined algorithm requires that all steps of the algorithm, including classifier parameter
tuning, be repeated in each Cross Validation loop. This means that feature selection
is performed on the prepared fold right before the model is trained . A nested CV
procedure provides an almost unbiased estimate of the true error. We show that using
CV to compute an error estimate for a classifier that has itself been tuned using CV
gives a significantly biased estimate of the true error. Proper use of CV for estimat-
ing true error of a classifier developed using a well defined algorithm requires that all
steps of the algorithm, including classifier parameter tuning, be repeated in each CV
loop. A nested CV procedure provides an almost unbiased estimate of the true error
(Varma and Simon, 2006).
Figure 12.1 is the incorrect way to do cross validation with feature selection, the
feature selection is outside the cross validation loop. Figure 12.2 is the correct way
to do the cross validation with feature selection, the feature selection is within the
cross validation loop.
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Figure 12.1: Incorrect way to preform Cross Validation with Feature Selection
Figure 12.2: Correct way to preform Cross Validation with Feature Selection
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In this study for both the LOOCV and the Repeated K-Fold cross validation the
feature selection is preformed in the inner loop of the cross validation.
Hastie et al. (2009) show the correct way of preforming a feature selection are as
follows:
• Find a subset of good predictors that show fairly strong (univariate) correlation
with the class labels, using all of the samples except those in fold k
• Using just this subset of predictors, build a multivariate classifier, using all of
the samples except those in fold k
• Use the classifier to predict the class labels for the samples in fold k
12.2 Grid Search Optimisation and Cross Valida-
tion
When preforming a grid search tuning process the grid search method is nested within
the cross-validation loop to select the optimal parameters for each algorithm. If the
tuning parameters are selected prior to the cross validation the error is no longer
representative for the model and this results in over fitting. There within each fold
of the Cross Validation the Confusion Matrix, AUC, Precision True Negaitive Rate,
False Posoive Rate, False Negative Rate and Gini were calculated. Once all those
measures were calculated the mean was calculated for each measure as described in
Section 12.1.
Chapter 13
Methodology
The research design for this study is as follows: first a set of variables was chosen
as a preprocessing step based on the criteria that the ratios have been frequently
used in past studies, the ratios have been shown to perform well in past studies
and the ratios represent liquidity ratios, profitability ratios, cash flow ratios and
solvency ratios. These set of variables is to be used to asses the predictive power
of support vector machines, neural networks, logit analysis and LDA analysis. A
wrapper feature selection was applied to each algorithm on the set of input variables
to improve each algorithm’s performance and to remove redundant features. This type
of feature selection is dependant on the algorithm it is evaluated on so each different
algorithm will have a different set of features. There were only 67 observations so a
cross validation was necessary to help protect against overfitting. The wrapper was
preformed in the inner loop of the cross validation. Two cross validation methods
were used, Leave-Out-One Cross validation and K-Fold Cross Validation and the
results were compared using the methods to evaluate performance in Section 6.4. All
analysis was preformed on 2y Prior to Default.
13.0.1 Input Variables
This study uses a set of ratios selected to evaluate the financial performance of each
company. The selection and the choice of ratios were based on three main conditions
as described in Chapter Section . In order to select these variables a matrix of studies
was created in Microsoft Excel. 23 financial ratios were chosen as seen in Figure 10.4.
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13.0.2 Description of Algorithms
The caret package contains functions to streamline the model training process for
complex regression and classification problems. The package utilizes a number of
R packages in its implementation Kuhn (2010). A list of the functions used in the
modelling as well of the algorithms tuning parameters can be seen in Figure 13.1
below:
Figure 13.1: Functions and Tuning Parameters used in this study
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Support Vector Machine
Support Vector Machines with Radial Basis Function Kernel.
Neural Network
Neural Network the tuning parameter ’size’ was held constant at a value of 5 (5 hidden
layers).
13.0.3 Wrapper method chosen
A Recursive Feature Elimination (RFE) Method is used as the wrapper method as
described in Section 13.0.3. It is done through the caret package in R. How it is
implemented with Cross Validation in RStudio can be seen in Kuhn (2010).
Recursive Feature Elimination (RFE) includes two nested levels of cross-validation,
in this study a 30 repeat 5 fold cross validation is preformed. At the first level,
the training data is partitioned in 5 folds and RFE is applied 30 times. In each
application, one of the folds is put aside for testing generalization performance while
the other folds together form the training data for the RFE procedure. Features were
selected based on the Accuracy Metric.
In each fold of the cross validation a recursive feature elimination (RFE) Method
was preformed by using the function rfeControl. The final features output were
calculated by doing a frequency count on achieving the best accuracy.
13.0.4 K-Fold Cross Validation
A 30 repeated 5- Fold Cross Validation was preformed by using the trainControl
function, by selecting ”repeatedcv”. Within each fold the Confusion Matrix, AUC,
Precision True Negative Rate, False Posoive Rate, False Negative Rate and Gini were
calculated. This was repeated 30 times. Once all those measures were calculated the
mean was calculated for each measure and the standard deviation for the accuracy
(or error) was calculated based on the 150 simulations.
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13.0.5 LOOCV
For the LOOCV the data set had 67 observations, hence, there were 67 folds. Each
time the algorithm learned from 66 observations (training data) and made predication
for the left out observation (testing data). Once there were all the 67 predictions from
each fold, it was compared to the actual data. The confusion matrix , ROC Curves
and different measures were calculated. The LOOCV was programmed by utilising a
for loop for 67 runs.
13.0.6 Grid Search Method
For the Support Vector Machine the grid was created with a starting value of sigma
to be 0.1 and C to be 10. For the Neural Network the size was set to a starting value
of 20, and decay 0.001.
Chapter 14
Analysis and Results
14.1 Introduction
In this Chapter, the results of the data analysis, as described in the previous chapters,
are discussed. The aim of this Chapter is to compare the performance of Support
Vector Machines and Neural Networks, to traditional statistical models (Logit Anal-
ysis and Multivariate Discriminate Analysis) for Default Prediction when applied to
South African Companies.
Recall from Section 1.3 that the historic data is a set of financial ratios constructed
from the companys historic financial statements. The data sample consists of 23
financial ratios from 67 companies listed on the JSE. The 67 companies are grouped
into ”Default” or ”Non Default”. Due to the lack of data a cross validation was
necessary to help protect against overfitting, see Chapter 12. Results were reported
with and without a feature selection. All results are based on 2 years prior to default.
14.2 LOOCV
For the LOOCV the data set had 67 observations, hence, there were 67 folds. Each
time the algorithm learned from 66 observations (training data) and made predication
for the left out observation (testing data). Once there were all the 67 predictions from
each fold, it was compared to the actual data. The confusion matrix , ROC Curves
and different measures were calculated. The LOOCV was programmed by utilising a
for loop for 67 runs.
117
118 CHAPTER 14. ANALYSIS AND RESULTS
14.2.1 Algorithm Output
Figure 14.1, 14.2, 14.3 and 14.4 are the algorithm output and probabilities of de-
fault the set of Support Vector Machines, Neural Networks, Logit Analysis and LDA
Analysis respectively.
Figure 14.1: Algorithm Output and Probabilities of Default for Support Vector Ma-
chines
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Figure 14.2: Algorithm Output and Probabilities of Default for Neural Networks
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Figure 14.3: Algorithm Output and Probabilities of Default for Logit Analysis
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Figure 14.4: Algorithm Output and Probabilities of Default for LDA Analysis
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14.2.2 LOOCV with Feature Selection
The feature selection was preformed at each fold of the LOOCV. Figure 14.5 is the
set of confusion matrices evaluated with LOOCV and LOOCV with feature selection.
Figure 14.6 is the set of Classification Ratios evaluated with LOOCV and the LOOCV
with feature selection.
Figure 14.7, 14.8, 14.9 and 14.10 are the ROC curves for the ROC curves for SVM,
Neural Networks, Logit Analysis and LDA Analysis respectively.
The top reacurring features (Using a count function) were : SVM - Ratio 4, Ratio 3
and Ratio 6. Neural Networks - Ratio 8, Ratio 4 and Ratio 23. LDA - Ratio 4, Ratio
6 and Ratio 2 and Logit - Ratio 14, Ratio 3 and Ratio 8
Figure 14.5: Confusion Matrices evaluated with LOOCV and LOOCV Feature Selec-
tion
Figure 14.6: Classification Ratios evaluated with LOOCV and LOOCV Feature Se-
lection
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Figure 14.7: ROC Curves for SVM evaluated with LOOCV and LOOCV Feature
Selection
Figure 14.8: ROC Curves for Neural Networks evaluated with LOOCV and LOOCV
Feature Selection
Figure 14.9: ROC Curves for Logit Analysis evaluated with LOOCV and LOOCV
Feature Selection
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Figure 14.10: ROC Curves for LDA Analysis evaluated with LOOCV and LOOCV
Feature Selection
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14.3 K - Fold Cross Validation
Each Algorithm was run with Resampling: Cross-Validated (5 fold, repeated 30
times). There were 67 samples, 23 predictors and 2 classes: ’No’, ’Yes’.
14.3.1 Confusion Matrix
Figure 14.11 is the confusion matrices for each algorithm. The top section is each
algorithm‘s confusion matrix without the feature selection and the bottom is each
the algorithm‘s confusion matrix with feature selection. The Confusion Matrices
were calculated by averaging the Cross-Validated results (5 fold, repeated 30 times),
each entry is the percentual average cell counts across resamples. The R function
confusionMatrix uses the predicted classes and thus a 50% probability cutoff
Figure 14.11: Confusion Matrix
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14.3.2 Classification Ratios
Figure 14.12 are the classification ratios for each algorithm. All results except the
Accuracy Standard deviation and the Kappa Standard deviation were calculated by
averaging the Cross-Validated results (5 fold, repeated 30 times).
Figure 14.12: Classification Ratios per Algorithm
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14.3.3 Feature Selection
Figure 14.13 are the ratios from the feature selection for each algorithm. The final
variables for the feature selection were based on a frequency count.
Figure 14.13: Feature Selection
14.3.4 ROC Curves
Figure 14.14, 14.15, 14.16 and 14.17 are the ROC Curves for each algorithm.
Figure 14.14: SVM ROC Curve
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Figure 14.15: Neural Network ROC Curve
Figure 14.16: Logit ROC Curve
Figure 14.17: LDA ROC Curve
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14.4 ROC Curve Comparison
Figure 14.18, 14.19, 14.20 and 14.21 are the comparison of the ROC curves run with a
Cross Validation, LOOCV, Cross Validation with feature selection and LOOCV with
feature selection
Figure 14.18: Comparison of ROC Curves for SVM
Figure 14.19: Comparison of ROC Curves for Neural Network
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Figure 14.20: Comparison of ROC Curves for Logit Analysis
Figure 14.21: Comparison of ROC Curves for LDA Analysis
Chapter 15
Conclusion
This chapter explores the three hypotheses posed in Chapter 1 Section 1.1 with the
results obtained in Chapter 14
H1 : Support V ector Machines and Neural Networks predict default with a higher accuracy
than LDA and LogitAnalysis
H2 : The data available is sufficient to predict default 2 years prior to default
H3 : Feature selection increases the algorithm′s accuracy
Referring to Figure 14.6 when using a LOOCV SVM, Neural Networks, Logit Analysis
and LDA analysis all predicted default within a certain accuracy. Thus we can accept
the null hypothesis H2 that the data available is sufficient to predict default 2 years
prior. The worst preforming algorithm was logit analysis and the best was SVM
and LDA Analysis. It is with this result that we reject the hypothesis H1. LDA
outperformed Neural Networks and offered the same performance as Support Vector
Machines. When analysing the results after a feature selection was applied we saw
that the only algorithm that accuracy increased from the feature selection was logit
analysis. Thus we reject the hypothesis H3.
Referring to Figure 14.12 when using a 30 repeated 5 Fold-Cross-Validation SVM,
Neural Networks, Logit Analysis and LDA analysis all predicted default within a
certain accuracy. Thus we can accept the null hypothesis H2 that the data available is
sufficient to predict default 2 years prior. The worst preforming algorithm was SVM.
It is with this result that we reject the hypothesis H1. LDA outperformed both
Neural Networks and SVM. When analysing the results after a feature selection was
applied we saw that Feature Selection increased the performance of all the algorithms
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thus accept the hypothesis H3.
In conclusion the data available to do the analysis is sufficient to predict default 2
years prior to default if a cross validation is preformed. When a LOOCV is used with
a feature selection the feature selection did not improve accuracy for all the models.
When a feature selection is preformed with a repeated K Fold Cross Validation the
accuracy of the algorithms increases with the feature selection. Using both valida-
tion methods results are that LDA offered superior performance to Support Vector
Machines and Neural Networks.
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