Abstract
Introduction
Parallel processing has been an effective vehicle for solving large scale, computationally intensive problems. In the past decades, significant research efforts have been devoted to exploiting parallelism and effective mapping of computation problems to parallel computing platforms so as to maximize performance of the parallel programs. However, while the speed, memory size, and disk capacity of parallel computers continue to grow rapidly, the rate at which disk drives can read and write data is improving much more slowly. As a result, the performance of carefully tuned parallel programs can slow down dramatically when they read or write files. As the gap between improvement of processor speed and that of disk drive becomes larger, the performance bottleneck is likely to get worse.
Parallel input/output techniques can help solve this problem by creating multiple data paths between memory and disks, that is, exploiting parallelism in the I/O system. One active research area in parallel I/O is parallel file systems. PIOUS [12] , VIP-FS [8] , Galley [14] , PPFS [9] and VIPIOS [2] , to name a few, are popular parallel file systems. However, each of these lacks one or more of the features desired for parallel applications running on cluster parallel systems: collective I/O, special consideration for slow message passing, and minimized data transfer over the network. Although more recent parallel file systems (such as PVFS [3, 16] ) and parallel I/O libraries (such as Panda [17, 18] and PASSION [19] ) that are designed for network of workstations/PCs have provided collective I/O [19, 18] , they have not addressed the performance issue sufficiently.
The performance of a parallel I/O operation is dominated by how fast data transfers between processing nodes and disks are performed. Several optimizations for reduc-ing data transfer time for parallel I/O have been proposed in the past few years. The two-phase I/O optimization [15] reduces disk access time by breaking an I/O operation into two phases: inter-processor data exchange through the network, and bulk accesses to the disks. The Panda I/O library exploits data locality by choosing proper placement of I/O servers [5] . Parallel prefetching and caching strategies were proposed in [11, 20] to improve I/O performance. Several algorithms were proposed for scheduling parallel I/O operations to minimize the completion time of a batch of I/O operations [10] . In this paper, we focus on the parallel I/O scheduling problems.
In prior works, the I/O scheduling problem was modeled by a bipartite graph. Dubhashi, et. al. [6] and Durand, et. al. [7] proposed various bipartite graph edge-coloring algorithms for solving the scheduling problems. Jain, et. al. [10] proposed edge-coloring-based approximation algorithms for scheduling I/O transfers for systems that only allow at most k transfers at a time. Narahari, et. al [13] investigated network contention in parallel I/O transfers on mesh networks.
All prior works mentioned above do not take data replication into consideration. Data replication is commonly used in executing data-intensive applications in cluster environments for two reasons. First, it is typical for a data-intensive application to take a long period of time to complete its execution. Failure of any disk will cause lost of data and thus faults in program execution. Data replication is necessary to ensure fault tolerance. Secondly, clusters usually lack dedicated I/O servers. Instead, a subset of processing nodes are chosen to do part-time I/O services (that is, these nodes switch between computing and I/O). Since cluster environments are usually highly dynamic, some processing nodes (including part-time I/O nodes) may leave during execution of an application program due to heavy load demands from other jobs. Data replication is an effective way to ensure availability of data.
The only work we have noticed that takes data replication into consideration is by Chen and Majumdar [4] . The authors proposed the Lowest Destination Degree First (LDDF) heuristic algorithm for scheduling a batch of I/O operations. Their model only allows data transfers with uniform costs, which we refer to as UniIO model. This paper investigates the problem of scheduling parallel I/O operations on systems that provide data replication. The objective is to direct each compute node to access data from an I/O nodes where the data is duplicated, in such a way that requests for data are evenly distributed among I/O nodes. We identify a necessary and sufficient condition on whether the current data request pattern can be improved, in terms of the maximum number of data requests on an I/O node. We propose an augmenting path algorithm that examines this necessary and sufficient condition, and adjusts the current data request pattern accordingly. Using network flow technique, we show that the augmenting path algorithm finds an optimal assignment in O(nm log n + n 2 log 3 2 n) time.
The rest of the paper is organized as follows. Section 2 describes our model of parallel I/O and the scheduling problem. Section 3 presents the algorithm that finds the optimal solution. Section 4 gives some concluding remarks.
Communication Model
We consider I/O intensive applications in an architecture where the processors are connected by a complete network where every compute node can communication with each I/O node. Our model also assumes that a computation node is allowed to simultaneously access at most one data, and similarly an I/O node can supply one data at a time. When an I/O node has multiple data to send, it per-forms these send operations one after another. An I/O node can transfer data in any order, and each transfer requires a specified compute node and I/O node. We now formulate our parallel I/O scheduling problem for accessing duplicated data. For ease of discussion we will assume that each data is requested by a single compute node. The general case of compute nodes sharing data will be discussed in Section 3.3. Since the data are duplicated on different I/O nodes, we must assign an I/O node for each data where it can be found by its requesting compute node. Formally we define this mapping as a function m from D to IO so that m(d) = io indicates that data d will be provided by I/O node io. After this assignment is completed, the duplicated data access pattern graph is reduced to a bipartite graph After the mapping function m is determined, the original duplicated data access pattern graph is reduced to a bipartite graph. Since in practice a communication between an I/O node and a compute node very often requires dedicated resources, an I/O node cannot send different data to multiple compute nodes simultaneously. We adopt the communication requirement that the communication between I/O nodes and compute nodes must be performed in stages. During each stage an I/O node can only send data to a compute node. It is well-known that the edges of a bipartite graph can be colored with at most d colors where d is the maximum degree, so that no edges of the same color are adjacent, therefore the communication can finish in d stages. Our scheduling problem is therefore reduced to finding a mapping function m from data to I/O nodes so that the reduced data access pattern graph minimizes the maximum degree among all I/O nodes. Note that we do not consider the maximum degree of nodes in C since the mapping between C and D is fixed a priori, and the only thing we can schedule is to assign an I/O node responsible for each data.
Augmenting Path Method
This section describes our algorithm for assigning data to I/O nodes so that the loads on I/O nodes are evenly distributed. Given a duplicated data access pattern graph G = (C ∪ D ∪ IO, A ∪ S) (refer to Figure 1 for an illustration), we consider only the bipartite graph G = (D ∪ IO, S) since the communication pattern between C and D is independent of how we choose I/O nodes for data, and the maximum degree of nodes in C is fixed a priori.
Augmenting Path
The 2 to io 3 , and so on. As a result, the outgoing degree of I/O node io 1 will decrease by one, the outgoing degree of I/O node io k will increase by one, and the outgoing degrees of those I/O nodes in between will remain the same. For example in Figure 3(a) 2 to io 1 , the maximum degree reduces from 3 to 2 ( Figure 3(b) ).
By finding possible directed paths from H to L, and augmenting them accordingly as described above, we will stop at a bipartite graph without any augmenting path. The following theorem states that this bipartite graph indeed has the minimum possible deg(m) for all possible m.
Theorem 1 Consider a bipartite graph G = (D ∪ IO, S) induced from a duplicated data access pattern graph. A mapping function m gives the minimum deg(m) if and only if there is no augmenting path.
Proof. The only part can be verified by the "direction-reversing" process should an augmenting path is located. We only need to show the "if" part.
We prove the theorem by contradiction. Suppose the algorithm proceeds and stops at a mapping function m which does not minimize the maximum degree, there must exist another mapping function m such that deg(m ) < deg(m). We will show that we can find an augmenting path by considering the edges in m and m -a contradiction to the assumption that there is no augmenting path for m. First we define an undirected edge set for each of these two functions respectively. Let S(m) be the set of edges from S chosen by m, that is,
Now we define the difference of S(m ) and S(m) to be those edges appearing either in S(m ) or S(m), but not both. Also depending on whether the edge appears in S(m ) or S(m), we assign a direction to this edge. Formally we have the following definition: we consider the data d 1 . We know that m(d 1 ) is io 1 , and since (
Now we consider two cases: If io 2 has outgoing degree deg(m) − 2 or less in m, we found an augmenting path, which is contrary to the fact that the algorithm could not find such a path. As a result we conclude that io 2 must be adjacent to at least deg(m) − 1 edges chosen by m. Since the incoming degrees induced by m is at most deg(m)−1 for I/O nodes, we conclude that whenever this tracing goes into an I/O node with outgoing degree at least deg(m) − 1 via an edge from S(m ), it will be able to get out by an edge from S(m). In addition, when-ever a data node is visited it will not be visited again since it could be adjacent to at most two I/O nodes (from m and m respectively). 
Time Complexity
We now analyze the time complexity of our augmenting path algorithm. A simple implementation involves a breadth-first-search from all I/O nodes with the maximum degree D (denoted by set H), and the search ends when it finds any node with degree D − 2 or less (denoted as set L). Assuming that the bipartite graph has m edges and n vertices. Suppose that we want to know if there is a mapping with maximum degree less than or equal to d * . We can use a bipartite network flow to find out if there exists a set of augmenting paths which will transform the current mapping to a target mapping with maximum degree d * . We add a source s and a sink t into the directed bipartite graph. degree no greater than d * . Perform a binary search on d * we can find the optimal mapping. Let T BMF (n, m) denote the time complexity for computing the maximum flow of a bipartite graph, where n, m denote the number of vertices and edges respectively. Our algorithm needs time O(T BMF (n, m) log n). Since the maximum capacity of the above network is bounded by n, by using the wave scaling technique [1] the maximum flow problem can be solved in O(nm + n 2 log 1 2 U ), where U is the maximum capacity in the network, therefore time complexity of the proposed algorithm is O(nm log n + n 2 log 3 2 n).
Shared Data
In the previous section we made the assumption that the compute nodes do not share data. This section describes the general case where a data could be shared by different compute nodes, and how our augmenting path algorithm can apply to these cases as well.
Due to the fact that we do not have any information on how the data will be shared by different compute nodes, we assume that the order by which the data is accessed is irrelevant, and the computation can proceed as long as the data is received by all requesting compute nodes. Consequently, we assume that we can "duplicate" the shared data, with each copy earmarked for a particular compute node, as shown in Figure 5 .
Formally we duplicate each shared data d as follows: For each shared d we make k copies of it, where k is the number of compute nodes sharing d. Then we add k edge from these k compute nodes to these newly added data, one edge for each pair of compute node and data duplication. Then we duplicate edges from the data copies to the I/O nodes where they could reside. This results in a new duplicated data access pattern graph without data sharing among compute nodes, therefore the augmenting path algorithm can compute the minimum number of communication stages re-
Figure 5: By duplicating the shared data, the augmenting path algorithm can also apply to the general cases where different compute node share data.
quired.
An important observation on this transformation is that although extra copies of data are duplicated, an I/O node could still only provide one data during any stage, hence the transformation does not invalid the restriction in the original communication model.
Conclusion
This paper investigates the problem of scheduling parallel I/O operations on systems that provide data replication.
We identify a necessary and sufficient condition whether the current data access pattern can be improved, in terms of the maximum number of data requests on any I/O node, and propose an augmenting path algorithm that examines this necessary and sufficient condition, and adjusts the current data request pattern accordingly. Using network flow technique we design an algorithm runs in O(T BMF (n, m) log n), where T BMF (n, m) is the time complexity for solving maximum flow problem in a bipartite graph with n vertices and m edges. Plug in the best time for T BMF we derive an O(nm log n + n 2 log 3 2 n) time algorithm that produces an optimal data request pattern which minimizes the maximum number of data requests on I/O nodes.
Another future work would to be to measure the time to schedule the assignment, and more importantly, the actual communication time. From our preliminary scheduling experiments we do not find that the augmenting path algorithm requires much more time than LDDF, since LDDF requires sorting procedure among the degrees of all I/O nodes. Also the augmenting path algorithm starts with a random mapping, and it is not likely we will need a tremendous number of rounds for the algorithm to complete. On the other hand, we would expect to see better I/O nodes utilization since the number of rounds is optimized in the augmenting path approach. The combined timing results from both scheduling and communication would be an interesting quantity to measure and optimize.
