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ON THE LOCAL EXTENSION OF KILLING VECTOR
FIELDS IN ELECTROVACUUM SPACETIMES
ELENA GIORGI
Abstract
We revisit the problem of extension of a Killing vector field in a spacetime
which is solution to the Einstein equation with electromagnetic stress/energy
tensor. This extension has been proven to be unique in the case of a Killing
vector field which is normal to a bifurcate horizon in [8]. Here we generalize the
extension of the vector field to a strong null convex domain in an electrovacuum
spacetime, inspired by the same technique used in [4] in the setting of Ricci
flat manifolds. We also prove a result concerning non-extendibility: we show
that one can find local, stationary electrovacuum extension of a Kerr-Newman
solution in a full neighborhood of a point of the horizon, that is not on the
bifurcation sphere, which admits no extension of the Hawking vector field.
This generalizes the construction in [4] to the electrovacuum case.
1 Introduction
Suppose (M,g) is a pseudo-Riemannian manifold, and let Z be a Killing vector field
defined on an open subset O ⊂ M . We are interested in the problem of identifying
the necessary conditions on the manifold and on the subset O for which Z can be
uniquely extended to be a Killing vector field in (M,g). The problem has been solved
in many cases:
• If (M,g) is an analytic and simply connected manifold, a result of Nomizu
(see [6]) assures the uniqueness of the extension of a Killing field defined on a
connect open domain O. In this case, the analiticity condition is an hypothesis
strong enough to prove the desired extension, without the requirement of an
additional equation for the metric g or a condition on the domain O.
• If (M,g) is a smooth Ricci flat metric and O ⊂ M is bounded by a regular,
bifurcate, non expanding horizon, then the local extension of a Killing vector
1
field normal to the horizon is unique in a full neighborhood of the horizon, as
proved by Alexakis, Ionescu and Klainerman in [1]. In this theorem, the strong
structure of the boundary, which is a bifurcate horizon, implies by itself the
existence of a Killing vector field along the generators of the horizon. Such
Killing vector field is then proven to be extendible as a Killing field in a full
neighborhood of the horizon. The result is proven by extending the Killing
vector field along a geodesic, which is transversal to the horizon, generated
by a vector field L using the commutator relation [Z,L] = L, and then using
Carleman estimates to prove unique continuation.
• If (M,g) is a smooth Ricci flat metric and O ⊂ M is a strongly null convex
domain (as defined below) at a point p ∈ ∂O, then the local extension is unique
in a neighborhood of the point p inM , as proved by Ionescu and Klainerman in
[4]. In this case, the domain O doesn’t have a particular structure that implies
by itself the existence of a Killing vector field along its boundary. Therefore
the authors have to assume the existence of a Killing vector field up to the
boundary of O as well as a convexity condition (which was instead implied in
the previous case treated in [1] by the structure of the bifurcate horizon), and
then show that the extension is unique. The proof in this case relies on the
hypothesis of Ricci flatness to derive a system of transport and wave equations
to which Carleman estimates are applied to prove a unique continuation result.
In [4], the vector field is extended in a more general way with respect to the
one used in [1], i.e. through the Jacobi equation. This allows the authors to
find a closed system of transport equations and covariant wave equations in
the case of an open domain O which is not necessarily bounded by a bifurcate
horizon.
• If (M,g) is an electrovacuum spacetime1 and O ⊂M is bounded by a regular,
bifurcate, non expanding horizon, then the local extension of a Killing vector
field normal to the horizon is unique in a full neighborhood of the horizon, as
proved by Yu in [8]. In this theorem, similarly to [1], the strong structure of the
boundary implies the existence of a Killing vector field along the generators
of the horizon. Such Killing vector field is then proven to be extendible as
a Killing field in a full neighborhood of the horizon, using the commutator
relation [Z,L] = L as in [1], and then using Carleman estimates to prove
unique continuation.
The aim of this paper is to prove the extension of the Killing vector field in an
1As defined below in Equation (1).
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electrovacuum spacetime defined in a open domain which is strongly null-convex,
and it will make use of the more general extension given by the Jacobi equation, as
inspired by the proof in [4]. We state the extension theorem:
Theorem 1.1. Assume that (M,g) is a smooth electrovacuum spacetime, and let
O ⊂M be a strongly null convex domain2 at a point p ∈ ∂O. Suppose that the metric
g admits a smooth Killing vector field Z in O that preserves F , i.e. LZF = 0 in O.
Then Z extends to a Killing vector field for g to a neighborhood of the point p in M .
Moreover, this extension preserves the electromagnetic tensor F .
Our second theorem provides a counterexample to extendibility, in the setting of
the charged black hole rigidity problem. In [4], the authors provided a counterexam-
ple in Kerr spacetime to the extension of the axially symmetric Killing vector field
from a point that is not on the bifurcation sphere (see Theorem 1.3. in [4]). Here
we generalize the counterexample to the Kerr-Newman spacetime K(m,a,Q). We
show that one can modify the Kerr-Newman spacetime smoothly, on one side of the
event horizon of the black hole, in such a way that the resulting metric is still an
electrovacuum spacetime, has a stationary Killing field T = ∂t, but does not admit
an extension of the axially symmetric Killing vector field. This result is related to
the rigidity problem of a charged black hole, since it illustrates the difficulties in
constructing additional symmetries in a smooth spacetime (without the assumption
of analyticity). We state the theorem containing the counterexample:
Theorem 1.2. Assume that 0 < a < m, and U0 ⊂ K(m,a,Q) is an open set such
that U0 ∩ H+ ∩E ≠ ∅. Then there is an open set U ⊂ U0 diffeomorphic to the open
ball B1 ⊂ R4, U ∩ H+ ≠ ∅ and a smooth Lorentz metric g˜ in U with the following
properties:
• (U, g˜) is an electrovacuum spacetime, i.e. Ric(g˜) = T (F˜ ) in U , where F˜ is an
electromagnetic tensor that verifies the Maxwell equations (2) and (3),
• LT g˜ = 0 in U ,
• g = g˜ and F = F˜ in U ∖E,
• the vector field Z does not extend to a Killing vector field for g˜ in U , commuting
with T .
2As defined below in Definition 3.1
3
The paper is organized as follows: in section 2 we define electrovacuum spacetimes
and present some of their properties, in section 3 we prove the unique extension
result and in section 4 we present the counterexample to the extendibility. In the
Appendix we derive the reduced equations on the orthogonal hypersurface to a Killing
vector field for the Ernst and the electromagnetic potential that are needed in the
construction of the counterexample.
Acknowledgements The author would like to thank Sergiu Klainerman and
Mu-Tao Wang for suggesting the problem and for valuable discussions.
2 Electrovacuum spacetimes
We define electrovacuum spacetimes3, to be any pseudo-Riemannian n-manifolds(M,g) which satisfy the Einstein equation
Ric−
1
2
Rg = T (F ) (1)
where Ric is the Ricci tensor of (M,g), R its scalar curvature and T (F ) the stress-
energy tensor associated to an electromagnetic tensor F , given in coordinates by
T (F )ij = 2glkFilFjk − 1
2
gijF
2
where F 2 = gijgklFikFjl. The electromagnetic tensor F is a 2-form that satisfies the
Maxwell equations, i.e.
DiFij = 0. (2)
DiFjk +DjFki +DkFij = 0 (3)
where D denotes the Levi-Civita connection of (M,g).
Remark. By construction, the stress-energy tensor is trace free, i.e. gijT (F )ij = 0.
By taking the trace with respect to g of (1) we see that the scalar curvature tensor
of an electrovacuum spacetime vanishes, R = 0, therefore the Einstein equation is
reduced to Rij = T (F )ij .
3Note that we call spacetime any pseudo-Riemannian manifold that is not necessarily 4 dimen-
sional. The notation is inspired by the Einstein equation in General Relativity.
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We summarize in the following proposition some properties of the Ricci tensor
and the electromagnetic tensor of an electrovacuum spacetime.4
Proposition 2.1. In an electrovacuum spacetime, the following relations hold true:
DiRijkl =DkRjl −DlRjk (4)
◻Rij = 2glk ◻FilFjk + 4glkDmFilDmFjk+
+2glkFil ◻ Fjk − gij(◻F lkF kl + 2DmF kl DmF lk) (5)
◻Rjklm =Dj(DlRkm −DmRkl) −Dk(DlRjm −DmRjl)+
+RpjRkpml −R
p
kRpjlm +R
i
jk
p
Riplm −Rikj
p
Riplm
+Rijl
p
Rkimp −Rijm
p
Rkilp +Rikl
p
Rijmp −Rikm
p
Rijlp
(6)
◻Fjk = Rijk
m
Fim +Riji
m
Fmk +Riki
m
Fjm +Rikj
m
Fmi (7)
◻DmFkj =DiRmiljFlk +Rmi
l
jD
iFlk +DiRmilkFjl +Rmi
l
kD
iFjl+
+Dm(RijkmFmi +RjmFkm) +RimjlDlFki +RimklDjFli +RmlDjFkl+
+Dm(RjkimFmj +RkmFim) +RjmklDlFij +RjmilDkFlj +RmlDkFil
(8)
where ◻ =DkDk is the D’Alembertian operator of (M,g).
Remark. Note that equations (4) and (6) are true for any metric, not for electrovac-
uum spacetimes only. In the case of Ricci flat manifolds as in [4], the two equations
simplifies to Div(Riem) = 0 and ◻Riem is a smooth multiple of Riem only, and
doesn’t depend on the covariant derivative of the Ricci tensor.
Proof. The divergence equation for the Riemann tensor is a conseguence of the second
Bianchi identity,
DiRjmkl +DjRmikl +DmRijkl = 0
In fact, contracting with gml we have
DiRjk −DjRik +DlRijkl = 0
4Note that we denote with R the curvature of the manifold, and the indices will clarify if we are
referring to the Riemann tensor of the Ricci tensor. For example, Rijkl denotes the Riemann tensor
and Rij denotes the Ricci tensor. When we prefer an expression without indices we will denote
them Riem and Ric respectively.
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which is the desired expression.
The wave equation for F is a consequence of equation (3). In fact, applying Di
to the equation and commuting covariant derivatives,
0 = DiDiFjk +DiDjFki +DiDkFij =
= ◻Fjk +DjDiFki +Rijk
m
Fmi +Riji
m
Fkm +DkDiFij +Riki
m
Fmj +Rikj
m
Fim
and using equation (2) to eliminate the divergence of F , we get the desired expression.
The wave equation for Ric is a consequence of the Einstein equation and equation
(7). In fact,
◻Rij = ◻(2glkFilFjk − 1
2
gijF
2) =
= 2glk ◻FilFjk + 4glkDmFilDmFjk + 2glkFil ◻ Fjk −
1
2
gij ◻ (F 2),
and
◻(F 2) = ◻(gijgklFikFjl) = 2 ◻F liF il + 2DmF ilDmF li
that combined with the previous one gives the desired expression.
The wave equation for Riem is a conseguence of the second Bianchi identity and
of equation (4). In fact, differentiating and contracting the second Bianchi identity
we get
DiDiRjklm +DiDjRkilm +DiDkRijlm = 0
and commuting the derivatives in the second and third term and substituting the
divergence with equation (4), we obtain
DiDiRjklm = Dj(DlRkm −DmRkl) −RijkpRpilm −RpjRkplm −RijlpRkipm+
−Rijm
p
Rkilp −Dk(DlRjm −DmRjl) −RpkRpjlm −RikjpRiplm −RiklpRijpm −RikmpRijlp
which is the expression we wanted.
The wave equation for DF is a consequence of equation (3) and equation (2). In
fact, applying Dm to the equation (3) and commuting derivatives,
0 =DmDiFjk +DmDjFki +DmDkFij =
=DiDmFjk +RmiljFlk +Rmi
l
kFjl +DmDjFki +DmDkFij
and contracting with Di and commuting covariant derivatives,
0 = DiDiDmFjk +DiRmiljFlk +Rmi
l
jD
iFlk +DiRmilkFjl +Rmi
l
kD
iFjl+
6
+DiDmDjFki +DiDmDkFij
The last two terms can be reduced to
DiDmDjFki =DmDiDjFki +Rimj
l
DlFki +Rimk
l
DjFli +RmlDjFkl
and commuting again derivatives in the first term,
Dm(DiDjFki) =Dm(Dj(DiFki) +RijkmFmi +RjmFkm)
and since the divergence term cancels out, we are left with only F and DF terms.
More precisely, putting them together we have
DiDiDmFkj = DiRmiljFlk +Rmi
l
jD
iFlk +DiRmilkFjl +Rmi
l
kD
iFjl+
+Dm(RijkmFmi +RjmFkm) +RimjlDlFki +RimklDjFli +RmlDjFkl+
+Dm(RjkimFmj +RkmFim) +RjmklDlFij +RjmilDkFlj +RmlDkFil
We will use the notationM(B1, . . . ,Bk) to denote any smooth multiple of tensors
B1, . . . ,Bk, i.e. any tensor of the form
M(B1, . . . ,Bk)i1,...,in = B1j1,...jr1C1i1,...,in j1,...jr1 + ⋅ ⋅ ⋅ +Bkj1,...jrkCki1,...,inj1,...jrk (9)
for some tensors C1, . . . ,Ck.
Remark. In the following, we will use the notation M(B1, . . . ,Bk) to denote any
smooth multiple of tensors B1, . . . ,Bk with coefficients C1, . . . ,Ck depending on
Riem,Ric and F and their covariant derivatives.
Using this notation and combining together the equations above, the previous
proposition can be summarized as
◻Ric =M(F,DF ) (10)
◻Riem =M(Riem,DDRic) (11)
◻F =M(F ) (12)
◻DF =M(F,DF ) (13)
From the expression for the stress-energy tensor T (F ) and the Einstein equation, it
is clear that the Ricci tensor is a quadratic expression of the electromagnetic tensor,
i.e. in the above notation
Ric =M(F )
DRic =M(F,DF )
DDRic =M(F,DF,DDF )
(14)
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thus in the following we will be able to translate the dependence on Ric, DRic, DDRic
into a dependence on F,DF,DDF . In particular we will use later that
◻Riem =M(Riem, F,DF,DDF ) (15)
3 Unique continuation of the Killing vector field
We assume that a Killing vector field Z is defined on O ⊂M , such that it preserves
the tensor F as well as the metric in the open domain O, i.e.
LZg = 0, LZF = 0 (16)
in O.
Definition 3.1. A domain O ⊂M is said to be strongly null convex at a boundary
point p ∈ ∂O if it admits a defining smooth function h ∶ U → R with U an open
neighborhood of p in M , Dh(p) ≠ 0 such that O ∩U = {x ∈ U ∶ h(x) < 0} and
D2h(X,X)(p) < 0
for any X ≠ 0 ∈ Tp(M) for which g(X,X) = g(X,Dh) = 0.
We observe that this definition does not depend on the defining function h, and it
is automatically satisfied if the metric g is Riemannian. It is satisfied also when the
metric is Lorentzian and ∂O is spacelike. On the contrary it is never satisfied if ∂O
is null. This condition imposes interesting restrictions only when the hypersurface is
timelike.
As already pointed out in the Introduction, under more restrictive assumptions
a similar result to Theorem 1.1 was proven in [8]. In this paper we present a more
geometric proof that generalizes the one in [8], exactly as the proof in [4] extends
the one in [1] in the case of Ricci flatness. In particular, this proof is valid for all
pseudo-Riemannian manifolds, of all dimensions, which verify the Einstein equation
(1), and the vector field Z is not required to be tangent to ∂O in a neighborhood of p.
This paper presents the same procedure of [4], generalizing it to the electrovacuum
spacetimes.
We will now overview the proof of Theorem 1.1.
The proof consists in extending the vectorfield along a geodesic, generated by
a vector field denoted by L, using the Jacobi equation, and then proving that the
extended vectorfield is indeed a Killing field in a full neighborhood of the point p.
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To prove this, we define the deformation tensor associated to Z as π = LZg and we
want to show that this tensor vanishes identically for the new extended vector field.
In order to do so, we will compute a transport equation for the tensor π along the
geodesic. However, this is not enough to prove unique continuation: we need to show
the simultaneous vanishing of the tensor π, of the Lie derivative of the Riemann tensor
and the Lie derivative of the electromagnetic tensor. We will derive wave equations
for those, coupled with a certain number of transport equations for tensors who are
all supposed to vanish in the case of a Killing vector field. We will close the system
of transport and wave equations and, because of the null convexity condition, we will
be able to apply Carleman estimates to the system to obtain unique extension.
Recall that the restriction of a Killing field to a geodesic is a Jacobi field. Inspired
by this, as in [4], we consider a geodesic which is transversal to ∂O defined in a
neighborhood U of p in M and generated by a vectorfield L. In particular, L is
any smooth vector field defined in a neighborhood of p such that DLL = 0 and
L(f)(p) = 0. We use the Jacobi equation5 to extend Z in U ∖O, i.e. we solve in a
neighborhood of p,
DLDLZ = R(L,Z)L (17)
and we will still call the extension Z. Therefore, after restricting the neighborhood
U of p in M , we may assume that Z and L are smooth vector fields verifying
DLL = 0, DLDLZ = R(L,Z)L in U
LZg = 0, LZF = 0 in 0,
and we want to prove that the last two identities are satisfied in U too.
Recall the definition of the deformation tensor π = LZg, and that our goal is to
prove that π is identically zero.
Definition 3.2. Following the notations in [4], we define the following additional
tensors.
• B = 1
2
(π + ω), where ω is a 2-form to be determined later,
• W = LZ Riem−B ⊙ Riem, where Riem is the (0,4) Riemann tensor, and ⊙ is
the Nomizu product of a (0,2) tensor and a (0,4) tensor6,
5Recall that the Jacobi equation is a second order ODE, and therefore it admits a local solution.
6The Nomizu product of a (0,2) tensor B and a (0,4) tensor R is defined to be the (0,4) tensor
(B ⊙R)ijkl = Bi
mRmjkl +Bj
mRimkl +Bk
mRijml +Bl
mRijkm.
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• E = LZF −B ⊙F , where ⊙ is the Nomizu product between two (0,2) tensors7,
• G = LZDF −B ⊙DF where ⊙ is the Nomizu product of a (0,2) tensor and a(0,3) tensor8,
• B˙ =DLB,
• Pijk =Diπjk −Dkπij −Djωik
Observe that the tensors W and E are very natural to consider. In fact, in order
to show that the extended vector field Z is Killing, we want to prove that π and
E are identically zero. Moreover, if Z is Killing, then LZ Riem = 0, and so W is a
tensor which encodes this information. The tensor P appears in the computations
of the wave equations for W and E. Observe that all these tensors depend on the
2-form ω, which will be defined later, see equation (18).
Remark. Eventually, we will apply the Carleman estimates to a system of wave
equations, and in order to do so we will need a dependence on only the first covariant
derivative of the involved tensors. However, notice that the Riemann tensor verifies
a wave equation that depends on its second covariant derivative, see equation (15).
For this reason, we introduce the tensor G, which is the Lie derivative of DF . In
fact, DF has the fundamental property that it verifies a wave equation depending on
the first covariant derivative of F only, see equation (13). This will allow us to write
a system with one equation more (the wave equation for G) but depending only on
the first covariant derivative of the tensors which are involved.
As observed earlier, in the case of Ricci flat manifolds, the wave equation applied
to the Riemann tensor depends on the Riemann tensor only, and not on any of its
covariant derivatives. This allows the author of [4] to prove the extension of Killing
field using only the wave equation for W .
Now we’ll derive the equations for these tensors.
3.1 Wave equations for E, G and W
We’ll make use of the following, see Lemma 7.1.3 in [2]:
7The Nomizu product of two (0,2) tensor B and R is defined to be the (0,2) tensor (B⊙R)ij =
Bi
mRmj +Bj
mRim.
8The Nomizu product of a (0,2) tensor B and a (0,3) tensor A is defined to be the (0,3) tensor
(B ⊙A)ijk = Bi
m
Amjk +Bj
m
Aimk +Bk
m
Aijm.
10
Lemma 3.1. For any (0,k) tensor V and a vectorfield X, we have
DiLXVj1...jk −LXDiVj1...jk =
k
∑
n=1
Γjnim(V m(n))j1...jk
where (V m(n))j1...jk = V mj1... ...jk
with the n-th index raised up using the metric and Γ is defined to be
Γjim =
1
2
(Djπim +Diπjm −Dmπij),
where π is the deformation tensor of X.
Proposition 3.2. The following wave equations hold:
◻E =M(B,DB,P,DP,E)
◻G =M(B,DB,P,DP,E,G)
◻W =M(B,DB,P,DP,E,G,DG),
where from now on the notation M denotes any smooth multiple tensors with coeffi-
cients depending on Riem,Ric, F and their covariant derivatives.
Proof. For the first wave equation, we make use of Lemma 3.1 to commute deriva-
tives,
◻Eij =DkDkEij =DkDk(LZFij − (BmiFjm +BjmFim)) =
=DkDkLZFij −Dk(DkBmiFjm +BmiDkFjm +DkBjmFim +BjmDkFim)
The first term is given by
DkDkLZFij = Dk(LZDkFij + ΓikmFmj + ΓjkmFim) =
= LZ(DkDkFij) + ΓkkmDmFij + ΓikmDkFmj + ΓjkmDkFim+
+DkΓikmF
m
j + ΓikmD
kFmj +D
kΓjkmFi
m
+ ΓjkmD
kFi
m
Using equation (12), we can write
LZ(DkDkFij) = LZ(M(F )) =M(LZF,F ) =M(LZF ) =M(E,B)
Therefore
◻(LZF )ij =DkΓikmRmj +DkΓjkmRim +M(E,B,DB)
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The second term is
◻(B ⊙ F )ij = Dk(DkBmiFjm +BmiDkFjm +DkBjmFim +BjmDkFim)
=DkDkBmiFjm + 2DkBmiDkFjm +BmiDkDkFjm+
+DkDkBj
mFim + 2DkBj
mDkFim +Bj
mDkDkFim
and using equation (12) again,
◻(B ⊙ F )ij = DkDkBmiFjm +DkDkBjmFim +M(B,DB)
Putting together the two parts, we have
◻Eij = Dk(Γikm −DkBim)Fmj +Dk(Γjkm −DkBjm)Fmi +M(B,DB,E)
therefore the expression follows from the identity Γikm −DkBim = 12Pimk.
For the second wave equation, we have
◻Gi1i2i3 =D
kDkGi1i2i3 = D
kDk(LZ(DF )i1i2i3 − (B ⊙DF )i1i2i3) =
Using Lemma 3.1, we can commute twice the Lie derivative and the covariant deriva-
tive in the first term and get
DkDkLZ(DF )i1i2i3 =Dk(LZDk(DF )i1i2i3 + 3∑
j=1
Γijkm(DF )m(j)i1...i3) =
=DkLZDk(DF )i1i2i3 + 3∑
j=1
(DkΓijkm(DF )m(j)i1...i3 + ΓijkmDk(DF )m(j)i1...i3)
Therefore, after using Lemma 3.1 to commute derivatives again, and the expression
for ◻DF as in equation (13), we have
◻LZ(DF )i1i2i3 = 3∑
j=1
DkΓijkm(DF )m(j)i1...i3 +M(B,DB,LZF,LZDF )i1i2i3
=
3
∑
j=1
DkΓijkm(DF )m(j)i1...i3 +M(B,DB,E,G)i1i2i3
For the second term, similarly to wave equation for E, we have
◻(B ⊙DF )i1i2i3 = 3∑
j=1
DkDkBijm(DF )m(j)i1...i3 +M(B,DB)
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Therefore,
◻(DF )i1i2i3 = 4∑
j=1
Dk(Γijkm −DkBijm)(DF )m(j)i1...i3 +M(B,DB,E,G)
therefore the expression follows again by the identity Γikm −DkBim = 12Pimk.
For the third wave equation, we have
◻Wi1i2i3i4 = D
kDkWi1i2i3i4 =D
kDk(LZRi1i2i3i4 − (B ⊙R)i1i2i3i4) =
Using Lemma 3.1, we can commute twice the Lie derivative and the covariant deriva-
tive in the first term and get
DkDkLZRi1i2i3i4 =D
k(LZDkRi1i2i3i4 + 4∑
j=1
Γijkm(R)m(j)i1...i4) =
=DkLZDkRi1i2i3i4 +
4
∑
j=1
(DkΓijkm(R)m(j)i1...i4 + ΓijkmDk(R)m(j)i1...i4)
Therefore, after using Lemma 3.1 to commute derivatives again, and the expression
for ◻Riem as in equation (11), we have
◻LZRi1i2i3i4 =
4
∑
j=1
DkΓijkm(R)m(j)i1...i4+M(B,DB,LZ Riem,LZ Ric,LZDRic,LZDDRic)i1i2i3i4
At this point we can see the necessity of introducing the tensor G. In fact, using
that LZ Riem =M(W,B), LZ Ric =M(W,B), and using equations (14),
LZDRic = LZ(M(F,DF )) =M(LZF,LZ(DF )) =M(E,G,B)
LZDDRic = LZ(M(F,DF,DDF )) =M(LZF,LZ(DF ),LZ(DDF ))
and commuting the Lie and covariant derivative in the term LZ(DDF ), we get
LZDDRic =M(E,G,B,DG,DP )
For the term with the Nomizu product, similarly to the previous wave equations, we
have
◻(B ⊙R)i1i2i3i4 = 4∑
j=1
DkDkBijm(R)m(j)i1...i4 +M(B,DB)
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Putting together, we have
◻Wi1i2i3i4 =
4
∑
j=1
Dk(Γijkm −DkBijm)(R)m(j)i1...i4 +M(B,DB,P,DP,E,G,DG)
therefore the expression follows once again by the identity Γikm −DkBim = 12Pimk.
The transport equations for the tensors B, B˙ and P are the same as in the case
of Ricci flat manifolds. We summarize them in the following lemma.
Lemma 3.3. Given the vectorfield Z, extended to M by (17), we have
Liπij = 0
in M . Moreover, if we define ω in M as the solution of the transport equation
DLωij = πikDjLk − πjkDiLk (18)
with ω = 0 in O, then
LkPijk = 0
Liωij = 0
in M .
In M we have
DLBij = B˙ij
DLB˙ij = LkLm(LZR)kijm − 2B˙kjDiLk − πjkLmLpRmikp
DLPijk = 2LmWijkm + 2LmBkpRijpm −DkLmPijm
The proof of the Lemma is identical to the proof of Lemma 2.6 and Lemma 2.7
in [4]. In fact, the proof in that case relies entirely on the Jacobi equation (17), and
doesn’t use the fact that the Ricci tensor vanishes.
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3.1.1 System of equations and Carleman estimates
We can summarize Proposition 3.2 and Lemma 3.3 in the following system of equa-
tions in M :
DLB =M(B, B˙,P,W,E,G)
DLB˙ =M(B, B˙,P,W,E,G)
DLP =M(B, B˙,P,W,E,G)
◻E =M(B,DB, B˙,DB˙,P,DP,W,DW,E,DE,G,DG)
◻G =M(B,DB, B˙,DB˙,P,DP,W,DW,E,DE,G,DG)
◻W =M(B,DB, B˙,DB˙,P,DP,W,DW,E,DE,G,DG)
(19)
whereM(B1, . . . ,Bk) is defined as in (9), and the tensor coefficients depend on Riem
and F .
Motivated by these identities, we consider solutions of systems of equations of
the form
{ ◻gSi =M(B1, . . . ,Bk, S1,DS1, . . . , Sd,DSd), i = 1, . . . , d
DLBj =M(B1, . . . ,Bk, S1,DS1, . . . , Sd,DSd), j = 1, . . . , k (20)
We would like to prove that a solution S1, . . . , Sn,B1, . . . ,Bk of such a system that
vanishes on one side of a suitable hypersurface has to vanish in a neighborhood of the
hypersurface. Notice that the system is completely analogous to the one obtained in
[4], except that now we have more than one wave equation.
We are now ready to prove Theorem 1.1. As in [4], we introduce a smooth system
of coordinates Φp = (x1, . . . , xn) ∶ B1 → B1(p), Φp(0) = p, where Br = {x ∈ Rn ∶ ∣x∣ < r},
r > 0, and B1(p) is an open neighborhood of p inM . Let ∂1, . . . , ∂n denote the induced
coordinate vectorfields in B1(p) and let Br(p) = Φp(Br), r ∈ (0,1]. For any smooth
function φ ∶ B → C, where B ⊂ B1(p) is an open set, and j = 0,1, . . . , we define
∣∂jφ(x)∣ = n∑
i1,...,ij=1
∣∂i1 . . . ∂ijφ(x)∣, x ∈ B.
We assume that
gij(p) = diag(−1, . . . ,−1,1, . . . ,1).
We assume also that, for some constant A ≥ 1,
sup
x∈B1(p)
6
∑
j=1
n
∑
ik=1
∣∂jgik(x)∣ + sup
x∈B1(p)
4
∑
j=1
∣∂jh(x)∣ ≤ A,
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where h is the defining function of the hypersurface ∂O, as in Definition 3.1.
We use the system of coordinates Φp in the neighborhood of the point p, and
evaluate all the tensor fields in the frame of coordinate vectorfields ∂1, . . . , ∂n. We
will get a set of functions Gi ∶ Bδ0 → C, i = 1, . . . I, for the tensors S1, . . . , Sd, and a
set of functions Hj ∶ Bδ0 → C, j = 1, . . . J , for the tensors B1, . . . ,Bk, that in view of
equation (20) verify
∣ ◻g Gi∣ ≤M I∑
l=1
(∣Gl∣ + ∣∂1Gl∣) +M J∑
m=1
∣Hm∣
∣L(Hj)∣ ≤M I∑
l=1
(∣Gl∣ + ∣∂1Gl∣) +M J∑
m=1
∣Hm∣
(21)
for any i = 1, . . . I, j = 1, . . . J , where M ≥ 1 is a constant. Therefore, Lemma 2.10
of [4] applies identically in this case to imply Theorem 1.1. We summarize it in the
following lemma.
Lemma 3.4. Assume that δ0 > 0 and Gi,Hj ∶ Bδ0 → C are smooth functions, i =
1, . . . I, j = 1, . . . J such that they satisfy equations (21) for a costant M ≥ 1. Assume
that Gi = 0 and Hj = 0 in Bδ0(p) ∩ O, i = 1, . . . I, j = 1, . . . J . Assume also that h
is strongly null convex at p, in the sense of Definition 3.1, and L(h)(p) ≠ 0. Then
Gi = 0 and Hj = 0 in Bδ1(p), i = 1, . . . I, j = 1, . . . J , for some constant δ1 ∈ (0, δ0)
sufficiently small.
Lemma 3.4 is proven as Lemma 4.4 in [1], using two Carleman estimates: Propo-
sition 3.3 in [3], and Lemma A.3 in [1]. Following the same steps, Lemma 3.4 implies
that all the tensors defined in Definition 3.2 for the extended vectorfield Z vanish
identically. Therefore Z is indeed a Killing vectorfield which preserves the electro-
magnetic tensor, i.e.
LZg = 0, LZF = 0
in a full neighborhood of p. This completes the proof of the theorem.
4 Counterexample to the extendibility
Our second theorem provides a counterexample to extendibility, in the setting of the
charged black hole rigidity problem. Let (K(m,a,Q), g) denote the Kerr-Newman
spacetime of mass m, angular momentum ma with 0 < a < m, and charge Q. Let
M (end) denote an asymptotic region E = I−(M (end)) ∩ I+(M (end)) the corresponding
domain of outer communications, and H+ = ∂(I−(M (end)) the event horizon of the
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corresponding black hole. Let T = ∂t denote the stationary Killing vector field of
Kerr-Newman, and let Z = ∂φ denotes its axially symmetric Killing vector field.
The counterexample stated in Theorem 1.2 shows the necessity of the strongly
null convex condition for the extension of a Killing field as in Theorem 1.1. The
proof follows the same procedure of the counterexample constructed in Theorem 1.3.
in [4] in the case of Kerr spacetime.
Fix a point p ∈ U0 ∩H+ ∩E outside the bifurcation sphere S0 = H+ ∩H− and the
axis of symmetry A = {p ∈ E ∶ Z(p) = 0}. Consider the Kerr-Newman metric g and
the induced metric
hij =Xgij − TiTj ,
where X = g(T,T ), on a hypersurface Π passing through the point p and transversal
to T .
Remark. The metric h is nondegenerate as long as X = g(T,T ) > 0 in Π, i.e. as long
as the vector field T is spacelike. Therefore we have to perform this construction
inside the ergoregion: this explains our assumption 0 < a < m. Observe that the
following construction would have failed in the case of Schwarzschild (a = 0), since
without the presence of the ergoregion the hypersurface Π would be spacelike to
begin with.
The construction of the counterexample makes use of the reduced equations in
the induced metric in Π, and solves the characteristic problem for that. The Einstein
electrovacuum equations together with the stationarity LTg = 0 are equivalent to the
system of equations
Ric(h)ij = Ricij +
1
2
X−1∇iX∇jX −X
−1Bj
mBim,
◻hσ = −X−1(DiσDiσ + 1
2
DiXDiσ) + 7
2
E2,
◻hψ = −BijFij −X−1DiXDiψ
(22)
in Π, where σ is the Ernst potential associated to T , ψ is the electromagnetic potential
associated to T . Observe that the electromagnetic potential ψ uniquely determines
the electromagnetic tensor F , which uniquely determines Ricij in the first equation,
so the system is actually closed. We define in the Appendix all the quantities ap-
pearing in the system and we derive the equations above.
We then modify the metric h and the functions X and Y 9 in a neighborhood of
the point p in such a way that the identities (22) are still satisfied. The existence of
9The functions X and Y are defined later to be the negative real and imaginary part of the
Ernst potential σ.
17
a large family of smooth data (h˜, σ˜, φ˜) satisfying (22) and agreeing with the Kerr-
Newman data in Π∖E follows by solving a characteristic initial value problem, using
the main theorem in [7].
Finally, we construct the spacetime metric g˜ associated to the induced metric h˜
as
g˜ij = X˜−1h˜ij + X˜A˜iA˜j , g˜i4 = X˜A˜i, g˜44 = X˜ (23)
for T = ∂4, where A is a suitable 1-form, as derived in the Appendix. By construction,
this metric verifies the identities Ric(g˜) = T (F˜ ) and LT g˜ = 0 in a suitable open set U .
Then we show that we have enough flexibility to choose initial conditions for X˜, Y˜
such that the vector field Z cannot be extended as a Killing vector field for g˜ in the
open set U .
4.1 Explicit calculations in Kerr-Newman spacetime
For completeness, we compute Ricci coefficients, curvature components and Ernst
potential of the Kerr-Newman metric. The Kerr-Newman spacetime K(m,a,Q) in
Boyer-Lindquist coordinates is given by
g = −(1 − 2mr −Q2
ρ2
)dt2 − 2a(2mr −Q2)
ρ2
sin2 θdφdt+
+ sin2 θ(r2 + a2 + a2(2mr −Q2)
ρ2
sin2 θ)dφ2 + ρ2
∆
dr2 + ρ2dθ2
where
ρ2 = r2 + a2 cos2 θ
∆ = r2 + a2 − 2mr +Q2.
Making the change of variables
du− = dt −
r2 + a2
∆
dr, dφ− = dφ −
a
∆
dr
then the spacetime in the new coordinates (θ, r, φ−, u−) becomes
g = ρ2dθ2 − 2du−dr + 2a sin2 θdφ−dr −
2a(2mr −Q2) sin2 θ
ρ2
dφ−du−+
+
Σ2 sin2 θ
ρ2
dφ2− +
2mr −Q2 − ρ2
ρ2
du2−
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where
Σ2 = (r2 + a2)ρ2 + a2(2mr −Q2) sin2 θ = (r2 + a2)2 − a2 sin2 θ∆
and the vectorfield T = ∂t becomes T = ∂u− . The metric g and the vector field T are
smooth in the region
R = {(θ, r, φ−, u−) ∈ (0, π) × (0,∞) × (−π, pi) ×R ∶ 2mr −Q2 − ρ2 > 0}.
Let
X = g(T,T ) = 2mr −Q2 − ρ2
ρ2
and let hij = Xgij − TiTj be the induced metric on Π = {(θ, r, φ−, u−) ∈ R ∶ u− = 0}.
Let ∂1 = ∂θ, ∂2 = ∂r, ∂3 = ∂φ− , then the components of the metric h along the surface
Π are
h11 = 2mr −Q2 − ρ2, h12 = h13 = 0, h22 = −1, h23 = −a sin2 θ, h33 = −∆sin2 θ
and the Ricci curvature of the induced metric h has components
Ric(h)11 =
2m2a2 sin2 θ(2mr −Q2 − ρ2)2 , Ric(h)22 = 2m
2
(2mr −Q2 − ρ2)2
Ric(h)12 = Ric(h)13 = Ric(h)23 = Ric(h)33 = 0.
The electromagnetic potential of Kerr-Newman is
ψ = −
Qr
ρ2
+ i
Qra sin2 θ
ρ2
and the Ernst potential is
σ = 1 −
2mr −Q2
r(r + ia cos θ)
and therefore
Y = −Im(σ) = −a cos θ(2mr −Q2)
rρ2
.
The components of the spacetime metric g in the coordinates (θ, r, φ−, u−) have
the form
gij =X−1hij +XAiAj , gi4 =XAi, g44 = X, a, b = 1,2,3
where
A1 = 0, A2 = −
ρ2
2mr −Q2 − ρ2
, A3 = −
a sin2 θ(2mr −Q2)
2mr −Q2 − ρ2
.
We can summarize the results in the Appendix in the case of the Kerr-Newman
saying that the quantities (h,σ,ψ,A) verify the system of equations (22) together
with (46).
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4.2 Construction of the counterexample
We would like to construct now a family of triplets (h˜, σ˜, ψ˜) and 1-forms A˜, such
that the equations (22) and (46) are still satisfied in a neighborhood in Π of a fixed
point p ∈ (U0∩H+∩E)∖(A∪S0). Let N0 = {x ∈ Π ∶ r(x) = r+ =m+√m2 − a2 −Q2}.10
This is a 2-dimensional hypersurface in Π and the vector fields ∂1 and ∂3 are tangent
to N0 and we have h(∂3, ∂3) = h(∂3, ∂1) = 0, therefore N0 is a null hypersurface in Π.
Along N0 we define the smooth transversal null vector field
L = (2a2 sin2 θ −∆)−1(2a∂2 − (sin θ)−2∂3).
Let P = {x ∈ N0 ∶ φ−(x) = 0} and p = {x ∈ P ∶ θ(x) = θ0 ∈ (0, π)}, therefore P is a
smooth curve in N0 and p ∈ P is a point. We extend the vector field L to a small
neighborhood D of p in Π, by solving the geodesic equation DLL = 0 in D. Then
we construct the null hypersurface N1 in D as the congruence of geodesic curves
tangent to L and passing through the curve P . Let D− = {x ∈ D ∶ ∆(x) < 0} and
D+ = {x ∈D ∶ ∆(x) > 0}.
The following proposition is a conseguence of the main theorem in [7], about the
characheristic problem for hyperbolic equations.
Proposition 4.1. Assume σ˜, ψ˜ ∶N1 → C are smooth functions satisfying
σ˜ = σ, ψ˜ = ψ
in N1 ∩D−. Then there is a small neighborhood D′ of p in Σ, a smooth metric h˜ in
J+(N1)∩D′, and smooth extension σ˜, ψ˜ ∶ J+(N1)∩D′ → C such that in J+(N1)∩D′,
Ric(h˜)ij =M(ψ˜,Dψ˜)ij + 1
2
X˜−1∇iX˜∇jX˜ − X˜
−1B˜mj B˜im,
◻h˜σ˜ = −X˜
−1(Diσ˜Diσ˜ + 1
2
DiX˜Diσ˜) + 7
2
E˜2,
◻hψ˜ = −B˜ijF˜ij − X˜−1DiX˜Diψ˜
(24)
where M(ψ˜,Dψ˜) denotes the dependence of Ric in terms of its electromagnetic po-
tential. In particular,
M(ψ˜,Dψ˜)ij = 2X˜−1glk(TiDl(Re(ψ˜)) − TlDi(Re(ψ˜)) + ǫilkmT kDm(Im(ψ˜)))⋅
⋅(TjDk(Re(ψ˜)) − TkDj(Re(ψ˜)) + ǫjklmT lDm(Im(ψ˜))) − 1
2
X˜−1gij(D(Re(ψ˜)))2.
10Recall that r+ is the largest root of ∆(r) = 0, and r = r+ corresponds to the event horizon in
Kerr-Newman spacetime.
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In addition,
σ˜ = σ, ψ˜ = ψ, h˜ = h
in J+(N1) ∩D′ ∩D− and, for any vector field V tangent to N1 ∩D′,
h˜(L,V ) = 0, ∇˜LL = 0
along N1 ∩D′.
To construct the desired spacetime metric g˜ from the reduced one h˜ using the
formula (23), we need to extend the 1-form A. We can apply Proposition 3.4. in [4].
Proposition 4.2. There is a smooth 1-form A˜i in a neighborhood D of p in J+(N1)
satisfying
∇˜iA˜j − ∇˜jA˜i = X˜−3/2(ǫ˜ijk∇˜kY˜ )
and A˜ = A in D ∩D−.
The proof the proposition can be found in [4].
Let h˜, σ˜, ψ˜, A˜,D as given by Proposition 4.1 and 4.2. In D × I, where I ⊂ R is
an open interval, we define the Lorentz metric g˜ by the formula (23). The functions
h˜ij , σ˜, ψ˜, A˜i, originally defined in D are extended to D × I by
∂4(σ˜) = ∂4(ψ˜) = ∂4(A˜i) = ∂4(h˜ij) = 0.
We can summarize the properties of the construction above in the following propo-
sition.
Proposition 4.3. The metric g˜ agrees with the Kerr-Newman metric g in (D∩D−)×
I and satisfies
L∂4 g˜ = 0, L∂4F˜ = 0, Ric
(g˜) = T (F˜ )
in D ×R, for an electromagnetic tensor F˜ . Moreover if Z = Z4∂4 +Z i∂i is a Killing
vector field for g˜ in D × I and if [Z,∂4] = 0, then Z ′ = Z i∂i is a Killing vector field
for h˜ in D satisfying Z ′(X˜) = Z ′(Y˜ ) = 0.
The Proposition follows from the construction and from Proposition 3.6. in [4]
We can now complete the proof of the Theorem 1.2. After constructing the metric
g˜ as above, it remains to show that we can arrange our construction in such a way
that the vector field Z cannot be extended as a Killing vector field for the modified
metric g˜, and that preserves the electromagnetic tensor F˜ . Using Proposition 4.3, it
suffices to prove that we can arrange the construction such that the vector field ∂3
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(the one corresponding to the axial symmetric vector field φ) cannot be extended to
a vectorfield in Z ′ in D such that
LZ′h˜ = 0, Z ′(X˜) = Z ′(Y˜ ) = 0 (25)
in D. In fact, the procedure is the same as for the Ricci flat case. In fact, to negate
the existence of an extended Killing vector field that preserves the metric and the
the electromagnetic tensor, it suffices to show (as in [4]) that there is no extension
that preserves the metric or the electromagnetic tensor. As in [4], we assume that
(25) holds and show that there is a choice of σ˜ and ψ˜ along N1 such that (24) is
violated.
Assuming that (25) holds, we define the geodesic vector field L˜ in D as in the
construction above, and choose a frame e2 = L˜, e3 = Z ′ and e1 an additional vector
field in D such that h˜(e1, e2) = h˜(e1, e3) = 0, h˜(e1, e1) = 1. We can define the Ricci
coefficients and the curvature components of the metric h˜ with respect to this frame,
and the formulas are identical to corresponding quantities in [4] (equations (3.41),
(3.42), (3.43) in [4]). Indeed, we have
h˜(e1, e1) − 1 = h˜(e1, e2) = h˜(e1, e3) = h˜(e2, e2) = h˜(e2, e3) + 1 = 0
Γi22 = 0, Γi3j + Γj3i = 0, Γi3j = Γij3
Rh˜i323 = e2(Γi33) − Γ233Γi32 − Γ132Γi13 + Γ332Γi23
Rh˜1223 = e2(Γ123), Rh˜2121 = e2(Γ211) + Γ211Γ121
(26)
for any i, j ∈ {1,2,3}. We can now obtain our desired contradiction by constructing
a pair of smooth functions X˜, Y˜ that determine σ˜ along N1 such that not all those
identities can be simultaneously verified along N1. Notice that in this electrovacuum
case, we can simply leave unchanged the electromagnetic potential ψ˜, because the
modification of σ˜ will already give the desired contradiction. We fix a smooth system
of coordinates y = (y1, y2, y3) in a neighborhood of the point p ∈ Π such that
N1 = {q ∶ y3(q) = 0}, N0 = {q ∶ y2(q) = 0},
and L = L˜ = ∂y2 along N1. More precisely, we fix the L as in the unperturbed Kerr-
Newman in a neighborhood of p and define first y2 such that y2 vanishes on N0 and
L(y2) = 1. Then we complete the coordinate system on N0 and extend it by solving
L(y1) = L(y3) = 0.
Assume f ∶ R3 → [0,1] is a smooth function equal to 1 in the unit ball and
vanishing outside the ball of radius 2. As in [4], consider functions X˜, Y˜ , ψ˜ of the
form
X˜(q) =X(q), Y˜ (q) = Y (q) + ǫf(y(q) − y(p′)
ǫ
), ψ˜ = ψ (27)
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for q ∈ N1, where p′ is a fixed point in N1∩D+ sufficiently close to p, and (X,Y,ψ) are
the quantities in Kerr-Newman. We show that such a choice leads to a contradiction,
for ǫ sufficiently small.
Let ei =K
j
i ∂yi . Using the last identity in (26) and the first identity in (22) along
N1, we derive that
∂y2(Γ211) − (Γ211)2 =M(ψ˜) + 1
2X˜2
[∂2(X˜)2 + ∂2(Y˜ )2] (28)
along N1. In addition, since [e2, e1] = ∂y2(K11)∂y1 + ∂y2(K21)∂y2 along N1, it follows
that ∂y2(K11) = K11Γ211 along N1. Using the first identity in the last line in (26)
and the Ricci equation in (22) similarly, together with the ansatz (27) it follows, by
standard ODE theory, that ∣G∣ + ∣∂y2(G)∣ ≲ 1
for any G ∈ {Γ211,K11 ,1/K11 ,Γ123,K21} along N1, uniformly for all p′ ∈ N1 sufficiently
close to p and ǫ sufficiently small.
Using the Ricci identity in (22), the identities e3(X˜) = e4(X˜) = 0, and the bounds
above, it follows that
∑
i,j∈{1,2,3}
∣Rh˜ij ∣ ≲ 1
along N1. Using the identities in the first, second and third line of (26), it follows
that ∣h˜33∣ + ∣∂y2(h˜33)∣ + ∣∂y2(∂y2(h˜33))∣ ≲ 1
along N1, uniformly for all p′ ∈ N1 sufficiently close to p and ǫ sufficiently small.
We can now derive a contradiction by examining the second equation in (22),
h˜ij∇˜i∇˜j(Y˜ ) = 2X˜−1h˜ijei(X˜)ej(Y˜ ).
Using the previous bounds, it follows that
∣e1(e1(Y˜ )) − h˜33e2(e2(Y˜ ))∣ ≲ 1
along N1, uniformly for all p′ ∈ N1 sufficiently close to p and ǫ sufficiently small. This
cannot happen as can be seen by letting first ǫ → 0 and then p′ → p, taking into
account that h33 =K21 = 0 along N0 ∩N1.
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A Reduction by Killing vector fields in the elec-
trovacuum case
We mainly follow [5].
We assume that K is a Killing vector field in an electrovacuum spacetime (M,g),
i.e. DiKj +DjKi = 0. Moreover, we assume that K preserves the electromagnetic
tensor, i.e. LKF = 011. We want to find a closed system of equations for the metric
and the electromagnetic tensor, and for the reduced equations in the hypersurface
orthogonal to the Killing vector field.
We define the two form Bij = DiKj12 and X = g(K,K). We recall that, since K
is Killing, we have
DiDjKl = RmijlKm (29)
In view of the first Bianchi identity for Riem, we infer that
DiBjk +DjBki +DkBij = 0 (30)
and
DiBji = DiDjKi = RmijiKm = RmjKm (31)
Define the complex valued 2-form Bij = Bij + i ∗Bij, where ∗B is the Hodge dual of
B, and because of (30) and (31),
DiBjk +DjBki +DkBij = 0 (32)
and
DiBji =DiBji + iDi ∗Bji = RijKi (33)
since Di ∗Bji = 12ǫjiklD
iBkl =DiBjk +DjBki +DkBij = 0.
We define the Ernst 1-form associated to the Killing vector field K,
σi = 2KjBji.
11In Section 4 the reduced equations are applied to K = T = ∂t.
12Notice that in the literature this 2-form constructed out of a Killing vector field is normally
denoted F . Here we prefered to use a different notation to avoid confusion with the electromagnetic
tensor.
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Proposition A.1. The following equations hold true,
Diσj −Djσi = 0, (34)
Diσi = −B2 + 2RijKiKj (35)
Proof. We have
2−1(Diσj −Djσi) =Km(DjBmi −DiBmj) +DjKmBmi −DiKmBmj = −LKBij = 0,
2−1Diσi =KmDiBmi +DiKmBmi = −2−1F2 +RijKiKj
We introduce the following decomposition of the tensor B, which will be useful
later to decompose the electromagnetic tensor too in its contraction with the Killing
vector K. Suppose we have
iK(B)i =KjBji, iK(∗B)i =Kj ∗Bji, iK(B)i =KjBji.
Then we can decompose B and B as
g(K,K)Bij =KiiK(B)j −KjiK(B)i + ǫijklKkiK(∗B)l (36)
g(K,K)Bij =KiiK(B)j −KjiK(B)i − iǫijklKkiK(B)l. (37)
therefore in terms of σ,
2XBij = −Kiσj +Kjσi − ǫijklKkDlY (38)
2XBij = −KiiKσj +Kjσi + iǫijklKkσl (39)
In particular,
g(K,K)B2 = 4iK(B)iiK(B)i = σiσi. (40)
Since d(σidxi) = 0, if M is simply connected, we infer that there exists a func-
tion σ ∶ M → C, called the Ernst potential, such that σi = Diσ. Note also that
Dig(K,K) = 2BijKj = −Re(σi). Hence we can choose the potential σ such that
Re(σ) = −g(K,K) = −X.
Therefore, the divergence equation for σi becomes a wave equation for σ and using
(40), we have
◻σ = −X−1DiσDiσ + 2RijKiKj (41)
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By now, the above equations are valid in any pseudo-Riemannian manifold. Now we
will make use of the fact that the manifold is an electrovacuum spacetime, therefore
the Ricci tensor is given by the Einstein equation (1). Defining the contractions13 of
the electromagnetic tensor F and its Hodge dual with the Killing vector field K,
Ei = iK(F )i =KjFji, Hi = iK(∗F )i =Kj ∗ Fji
as before we see that these contractions uniquely determine the electromagnetic
tensor F , with
g(K,K)Fij =KiEj −KjEi + ǫijklKkH l. (42)
In particular we have
RijK
iKj = (2FimFmj − 1
2
gijF
2)KiKj = 2E2 − 1
2
XF 2 (43)
and since F 2 =X−1E2, the wave equation for the Ernst potential (41) becomes
◻σ = −X−1DiσDiσ +
7
2
E2.
Now we need equations for the electric and the magnetic part of the electromagnetic
tensor. Since dE = d(iKF ) = −iK(dF ) + LKF = 0 by the Maxwell equations, if M is
simply connected there exists an electric potential E ∶ M → C such that Ei = DiE,
and similarly there exists a magnetic potential Hi = DiH . The Maxwell equations
then translate into wave equations for E and H . In fact we have
◻E =DiDiE =DiEi =Di(KjFji) =DiKjFji = −BijFij
◻H =DiDiH =DiHi = Di(Kj ∗Fji) = DiKj ∗Fji = −Bij ∗Fij
and defining the electromagnetic potential as ψ = E + iH , these wave equations can
be summarized as
◻ψ = −Bij(Fij + i ∗Fij) = −BijFij (44)
Writing Bij in terms of σ using (36) and writing Fij in terms of E and H using (42),
we get a closed system of equations for the Ernst potential and the electromagnetic
potential, as summarized in the following:
13In the case when the Killing vector field K is ∂t those decompositions correspond to the electric
and magnetic part of the electromagnetic tensor respectively.
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Proposition A.2. The Ernst potential σ and the electromagnetic potential ψ of an
electrovacuum spacetime (M,g) verify
◻gσ = −X−1DiσDiσ +
7
2
E2
◻gψ = −BijFij
Writing σ = −X − iY we deduce from the first wave equation
◻X = X−1(DiXDiX −DiY DiY ) + 7
2
E2
◻Y = 2X−1DiXDiY.
(45)
Let N be a 2+1 dimensional manifold and an embedding of N intoM transversal
to the integral curves of K. The null second fundamental form of K turns out to be
B:
II(X,Y ) = g(DXK,Y ) = B(X,Y ).
We can introduce local coordinates x0, x1, x2, y in a neighborhood of a point p ∈ N
such that K = ∂y. In these coordinates the metric g takes the form
g =X(dy +A)2 + hijdxidxj
A = Aidxi
Note that under the change of coordinates y′ = y+f(x0, x1, x2), the spacetime metric
takes the form
g =X(dy′ +A′idxi)2 + hijdxidxj
with A′ = A + df . Moreover, note that X−1Kidxi = dy +Aidxi, therefore
dA = d(X−1Kidxi) = X−1DjKidxj ∧ dxi −X−2DjfKidxi ∧ dxj =
=X−1(Bij +X−1KiDjf)dxi ∧ dxj.
Using (38), we have
dA =
1
2
X−2(KiDjf +KjDif − ǫijklKkDlY )dxi ∧ dxj = −1
2
X−2(ǫijklKkDlY )dxi ∧ dxj .
Relative to the volume form of the 3 dimensional metric h, i.e. ǫ(h)ijk =X−1/2ǫijkmKm
and denoting ∇ the covariant derivative with respect to h, we deduce
dA = ∇jAidxj ∧ dxi =
1
2
X−3/2(ǫ(h)ijk∇kY )dxi ∧ dxj.
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We deduce the equation for A:
∇iAj −∇jAi =X−3/2(ǫ(h)ijk∇kY ) (46)
Observe that this equation is valid for any Lorentzian 4-dimensional metric, without
any assumption on the Ricci tensor.
We now express the equations (45) in terms of the induced metric h. Note that
since K(σ) = 0, we deduce that Diσ = ∇iσ. Now
◻hσ = ◻gσ −X−1KiKjDiDjσ = ◻gσ −X−1KiDi(KjDjσ) +X−1KiDiKjDjσ =
= ◻gσ +X−1KiBijDjσ = ◻gσ −
1
2
X−1DiXDiσ.
Therefore the induced equations are
◻hσ = −X−1(DiσDiσ + 1
2
DiXDiσ) + 7
2
E2
or
◻hX =X−1(3
2
∇
iX∇iX −∇
iY∇iY ) + 7
2
E2
◻hY =
5
2
X−1∇iX∇iY.
These are the normal-normal and normal-tangential components of the Einstein elec-
trovacuum equations. The tangential-tangential components can be deduced by the
Gauss-Codazzi equation
Rij −X
−1RiKjK = R(h)ij +X−1IIjmIIim.
From the Killing equation, we deduce
RiKjK =KmDiDmKj =Di(KmDmKj) =Di(−1
2
DjX) = −1
2
DiDjX = −
1
2
∇i∇jX.
Thus back to the Gauss-Codazzi equation, we have
R(h)ij = Rij +
1
2
X−1∇i∇jX −X
−1Bj
mBim (47)
where we can write B in terms of σ using (36).
Since K preserves the electromagnetic tensor, we have that K(φ) = 0, so the same
computations for ◻hσ work for ◻hψ. We have in particular
◻hψ = −BijFij −X−1DiXDiψ
This equation for the electromagnetic potential completes the system of closed equa-
tions for the reduced Einstein equation in the electrovacuum case.
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