INTRODUCTION
This paper is a follow-up of [Coppo et al., 2011] , to which we refer for motivations and background. In cite [Coppo et al., 2011] we defined a type system to assure progress for processes in a calculus of multiparty sessions. The application of typing rules in the type system introduced in [Coppo et al., 2011] (called interaction type system), however, is not uniquely determined by the process structure: the basic construct for service initiation can be typed in three different ways introducing a degree of non-determinism. So a naif type inference algorithm for the system of [Coppo et al., 2011] would require a backtracking technique which results in a combinatorial explosion of the search space. The elimination of such a non determinism is not a trivial task. In this paper we define a deterministic, compositional inference algorithm which is proved to be sound a complete for the interaction system of [Coppo et al., 2011] . The main idea is to keep in a suitable data structure all the information about the possible typing of a process in the interaction type system, allowing to postpone the choice of the typing rules as long as possible.
In Section 2 we recall the motivating example of [Coppo et al., 2011] which will be used also in this paper to illustrate the inference algorithm. In Section 3 and 4 we recall the basic definitions and results of [Coppo et al., 2011] needed in the following. In Section 5 we introduce the inference algorithm, formalised in structural natural semantics and in Section 6 we prove its soundness and completeness with respect to the interaction type system of [Coppo et al., 2011] .
RUNNING EXAMPLE
The following example, taken from [Coppo et al., 2011] will be used to illustrate our inference algorithm.
The overall scenario, involving a Seller (S), Alice (A), Bob (B) and Carol (C), proceeds as follows.
(1) Alice sends a book title to Seller, then Seller sends back a quote to Alice and Bob. Then Alice tells Bob how much she can contribute. (2) If the price is within Bob's budget, Bob notifies both Seller and Alice he accepts, then sends his address, and Seller sends back the delivery date. (3) If the price exceeds the budget, Bob asks Carol to collaborate together by establishing a new session. Then Bob sends how much Carol must pay, then delegates the remaining interactions with Alice and Seller to Carol. (4) If the rest of the price is within Carol's budget, Carol accepts the quote and notifies Alice, Bob and Seller, and continues the rest of the protocol with Seller and Alice transparently, as if she were Bob. Otherwise she notifies Alice, Bob and Seller to quit the protocol. Figure 1 depicts an execution of the above protocol where Bob asks Carol to collaborate (by delegating the remaining interactions with Alice and Seller) and the transaction terminates successfully.
Then multiparty session programming consists of two steps: specifying the intended communication protocols using global types, and implementing these protocols using processes. The specifications of the three-buyer protocol are given as two separated global types: one is G a among Alice, Bob and Seller and the other is G b between Bob and Carol. We write principals with legible symbols though they will actually be coded by numbers: in G a we have A = 1, B = 2, and S = 3, while in G b we have B = 2, C = 1.
The types give a global view of the two conversations, directly abstracting the scenario of the diagram. In G a , line 1 denotes A sends a string value to S. Line 2 says S multicasts the same integer value to A and B and line 3 says that A sends an integer to B. In lines 4-6 B sends either ok or quit to S and A. In the first case B sends a string to S and receives a date from S, in the second case there are no further communications.
Line 2 in G b represents the delegation of a channel with the capability specified by the session type T from B to C (note that S and A in T concern the session on a). Figure 2 gives the code, associated to G a and G b , for S, A, B and C in the syntax formally defined in § 3.1 1 : Session name a establishes the session corresponding to G a . S initiates a session involving three bodies as third participant by a [3](y 3 ): A and B participate as first and second participants by a [1] (y 1 ) and a[2](y 2 ), respectively. Then S, A and B communicate using the channels y 3 , y 1 and y 2 , respectively. Each channel y p can be seen as a port · 3 S = a [3](y 3 ).y 3 ? (1,title) ;y 3 ! {1,2},quote ;y 3 &(2,{ok : y 3 ?(2,address);y 3 ! 2,date ;0, quit : 0}) A = a [1] (y 1 ).y 1 ! 3,"Title" ;y 1 ?(3,quote);y 1 ! 2,quote div 2 ;y 1 &(2,{ok : 0, quit : 0}) B = a[2](y 2 ).y 2 ?(3,quote);y 2 ? (1,contrib) ; if (quote -contrib < 100) then y 2 ⊕ {1,3},ok ;y 2 ! 3,"Address" ;y 2 ?(3,date);0 else b [2](z 2 ).z 2 ! 1,quote -contrib -99 ;z 2 ! 1,y 2 ;z 2 &(1,{ok : 0, quit : 0}) C = b [1] (z 1 ).z 1 ?(2,x);z 1 ?((2,t)); if (x < 100) then z 1 ⊕ 2,ok ;t ⊕ {1,3},ok ;t! 3,"Address" ;t?(3,date);0 else z 1 ⊕ 2,quit ;t ⊕ 1,quit ;0 connecting participant p with all other ones; the receivers of the data sent on y p are specified by giving the participant numbers. The first line of G a is implemented by the output and input actions y 1 ! 3, "Title" and y 3 ? (1, title) . The last line of G b is implemented by the selection and branching actions z 1 ⊕ 2, ok , z 1 ⊕ 2, quit and z 2 &(1, {ok : 0, quit : 0}).
In B, if the quote minus A's contribution exceeds 100e (i.e., quote -contrib ≥ 100), another session between B and C is established dynamically through shared name b. The delegation is performed by passing the channel y 2 from B to C (actions z 2 ! 1, y 2 and z 1 ?((2,t))), and so the rest of the session is carried out by C with S and A. In the following subsection we will enrich this protocol with recursive-branching behaviours in interleaved sessions.
THE CALCULUS FOR MULTIPARTY SESSIONS

Syntax
We start from the following sets: service names, ranged over by a, b, . . . (representing public names of endpoints), value variables, ranged over by x, x ′ , . . . , identifiers , i.e., service names and variables, ranged over by u, w, . . . , channel variables, ranged over by y, z,t . . . , labels, ranged over by l, l ′ , . . . (functioning like method names or labels in labelled records); process variables, ranged over by X,Y, . . . (used for representing recursive behaviour). To simplify the formal treatment we assume that each recursively defined process has one data parameter and one channel parameter. The generalisation to multiple data and channel parameters however is straightforward.
Then processes, ranged over by P, Q . . . , and expressions, ranged over by e, e ′ , . . . , are given by the grammar in Table I , where the syntax occurring only at runtime appears shaded. We call user processes the processes generated without using runtime syntax.
For the primitives for session initiation, u [p](y).P initiates a new session through an identifier u (which represents a shared interaction point) with the other multiple participants, each of shape u[q](y).Q q where 1 ≤ q ≤ p − 1. The (bound) variable y is the channel used to do the communications. We call p, q,... (ranging over natural numbers) the participants of a session.
Session communications (communications that take place inside an established session) are performed using the next three pairs of primitives: the sending and receiving of a value; the session delegation and reception (where the former delegates to the latter the capability to participate in a session by passing a channel associated with the session); and the selection and branching (where the former chooses one of the branches offered by the latter). The input/output operations (including the delegation ones) specify the channel and the sender or the receiver, respectively. Thus, c! Π, e sends a value on channel c to all the participants in the non-empty set Π; accordingly, c?(p, x) denotes the intention of receiving a value on channel c from the participant p. The same holds for delegation/reception (but the receiver is only one) and selection/branching. We use c! p, e ; P and c ⊕ p, l ; P as short for c! {p}, e ; P and c ⊕ {p}, l ; P, as already done in previous examples. Similarly we abbreviate global and session types. An output action is a value sending, session delegation or label selection: an output process is a process starting with an output action. An input process is a value reception, session reception or label branching: an input process is a process starting with an input action.
We call s[p] a channel with role: it represents the channel of the participant p in the session s. We use c to range over variables and channels with roles. As in [Honda et al., 2008] , in order to model TCP-like asynchronous communications (message order preservation and sender-non-blocking), we use the queues of messages in a session, denoted by h; a message in a queue can be a value message, (q, Π, v) , indicating that the value v was sent by the participant q and the recipients are all the participants in Π; a channel message (delegation), (q, p, s[p ′ ]), indicating that q delegates to p the role of p ′ on the session s (represented by the channel with role s[p ′ ]); and a label message, (q, Π, l) (similar to a value message). The empty queue is denoted by . By h · m we denote the queue obtained by concatenating m to the queue h. With some abuse of notation we will also write m · h to denote the queue with head element m. By s : h we denote the queue h of the session s. In (νs)P all occurrences of s[p] and the queue s are bound. Queues and channels with role are generated by the operational semantics (described later).
We call pure a process which does not contain message queues. We say that a process is closed if the only free names in it are service names (i.e. if it does not contain free variables or free session names). a [1] 
Global Types
A global type, ranged over by G, G ′ , .. describes the whole conversation scenario of a multiparty session as a type signature. Its grammar is given below:
We simplify the syntax in [Honda et al., 2008] by eliminating channels and parallel compositions, while preserving the original expressivity. The global type p → Π : U .G ′ says that participant p multicasts a message of type U to the non-empty set of participants Π and then the interactions described in G ′ take place. Exchange types U,U ′ , ... consist of sorts types S, S ′ , . . . for values (either base types or global types). Type p → Π : {l i : G i } i∈I says participant p multicasts one of the labels l i to the set of participants Π. If l j is sent, interactions described in G j take place. In both cases we assume p / ∈ Π. Type µt.G is a recursive type, assuming type variables (t, t ′ , . . . ) are guarded in the standard way, i.e., type variables only appear under some prefix. We take an equi-recursive view of recursive types, not distinguishing between µt.G and its unfolding G{µt.G/t} [Pierce, 2002, §21.8] . We assume that G in the grammar of sorts is closed, i.e., without free type variables. Type end represents the termination of the session.
Operational Semantics
The operational semantics consists of some reduction rules and some structural equivalence rules that permit rearranging the terms in order to apply a specific reduction rule. Table II shows the rules of the process reduction relation P −→ P ′ (we use −→ * and −→ k with the expected meanings). Rule [Link] describes the initiation of a new session among n participants that synchronise over the service name a. The last participant a [n](y n ).P n , distinguished by the overbar on the service name, specifies the number n of participants. 
Processes are considered modulo structural equivalence, denoted by ≡, and defined in Table III . In this table we use r to range over a : G, s and ζ ranges over v, s[p] and l. By r / ∈ fn(Q) we mean that a is not a free name in Q if r = a : G and that s is not a free name in Q if r = s. The meaning of r / ∈ fn(D) is similar. We denote by dpv(D) the set of process variables declared in D and by fpv(Q) the set of process variables which occur free in Q. Besides the standard rules [Milner, 1999] , we have a rule for rearranging messages in a queue when the senders or the receivers are not the same, and also splitting a message for multiple recipients.
The Communication Type System
The communication type system, by which we can check type soundness of the communications, is introduced in [Coppo et al., 2011] . The communication type system assures that session exchange messages in the right order and with the right types but do not consider session interleaving. We refer to [Coppo et al., 2011] for the definition and properties of the communication type system.
PROGRESS AND THE INTERACTION TYPE SYSTEM
The interaction type system ensures that the typable processes always have the progress property. The basic ideas about this system and the notion of progress are discussed in [Coppo et al., 2011] . 
The Notion of Progress for Multiparty Sessions
We recall the definition of progress given in [Coppo et al., 2011] , in which the notion of catalyser has been defined. Roughly speaking catalysers are processes that can provide suitable participants to an incomplete session. We also need to define a natural duality between input processes and message queues which only takes into account top inputs and top messages.
DEFINITION 4.1. The duality between input processes and message queues is defined by:
We are now able to define progress as follows:
DEFINITION 4.2 PROGRESS. A process P has the progress property if for all catalysers Q such that P | Q is well typed in the communication system, if P | Q −→ * E [R], where R is an input process or a message queue, then there are a catalyser Q ′ , and
Thanks to the condition "for all catalysers Q", we do not need to require that E [R] | Q ′ has the progress property. This is because Q | Q ′ is a catalyser and we could just start from P | Q | Q ′ .
Basic Definitions and the Channel Relations
Progress inside a single service is assured by the communication typing rules (see [Coppo et al., 2011] ). This will follow as an immediate corollary of Theorem 4.1. For ensuring progress, we need to introduce a few relations which statically analyse causalities and usage of channels. Let us say that a channel qualifier is either a channel variable or a session name. Let c be a channel variable or a channel with role, its channel qualifier ℓ(c) is defined by:
Let Λ, ranged over by λ , denote the set of all service names and all channel qualifiers.
The progress property will be analysed via three finite sets: two sets N and B of service names and a set R ⊆ Λ ∪ (Λ × Λ).
·
The set N collects the service names which are interleaved following a nesting-like policy, as explained in the following. The set B collects the service names which are interleaved following a more restrictive nesting policy which does not allow to continue a service after a nested one has stared. Services with this property cannot be interleaved with any other service and then can be safely restricted and communicated.
The elements of the Cartesian product Λ× Λ are denoted λ ≺ λ ′ . The meaning of λ ≺ λ ′ is that an input action or a delegation involving a channel (qualified by) λ or belonging to service λ could block a communication action involving a channel (qualified by) λ ′ or belonging to service λ ′ . Moreover R includes all channel qualifiers and all service names which do not belong to N or B or to both and which occur free in the current process. This will be useful to easily extend R in the assignment rules, as it will be pointed out below.
We call N nested service set, B boundable service set and R channel/service relation (even if only a subset of it is, strictly speaking, a relation). Let us give now some related definitions, which will be used in the typing rules.
(
A channel/service relation is well formed if its transitive closure is loop free, i.e. it is irreflexive, and does not contain cycles (note that also a ≺ a is considered a cycle). A channel/service relation R is channel free (cf(R)) if it contains only service names.
The channel/service relation is essentially defined to analyse the interactions between services: this is why in the definition of pre(ℓ(c), R) we put the condition ℓ(c) = λ . A basic point is that a loop in R represents the possibility of a deadlock state. For instance take the processes:
In process P 1 we have that an input action on service b can block an output action on service a and this determines b ≺ a. In process P 2 the situation is inverted, determining a ≺ b. In P 1 | P 2 we will then have a loop a ≺ b ≺ a. In fact P 1 | P 2 reduces to
which is stuck. It is easy to see that services a and b have the same types, thus we could change b in a in P 1 and P 2 obtaining:
with two instances of service a and the relation a ≺ a. But also P ′ 1 | P ′ 2 would reduce to Q. Hence we must forbid also loops on single service names (i.e., the channel/service relation cannot be reflexive).
The Interaction Typing System
Tables IV and V give the interaction typing rules. The judgements are of the shape: Θ ⊢ P ◮ R ; N ; B where Θ is a set of assumptions of the shape X[y] ◮ R ; N ; B (for recursive definitions) with the variable y representing the channel parameter of X.
We say that a judgement Θ ⊢ P ◮ R ; N ; B is well formed if:
(1) R is well formed;
( (2). There is no condition on N ∩ B (it can be empty or not).
Figure 3 graphically illustrates condition
We assume that the typing rules are applicable only if the judgements in the conclusion are well formed.
Initialisation (1): {MCAST} and {MACC}. Three different sets of rules handle service initiations. In rules {MCAST} and {MACC}, which are liberal on the occurrences of the channel y in P, the service name a replaces y in R. The addition of a is needed when y does not occur in R. By combining with {CONC} later, we can detect that the parallel composition P 1 | P 2 in § 4.2 creates a circular dependency of channels. Also we can immediately exclude circular dependencies involving the same service name as in P ′ 1 | P ′ 2 in § 4.2. Both P 1 | P 2 and P ′ 1 | P ′ 2 reduce to deadlock processes. Initialisation (2): {MCASTN} and {MACCN}. Rules {MCASTN} and {MACCN} can be applied only if the channel y associated to a is minimal in R. This implies that once a is initialised in P all communication actions on the channel with role instantiating y must be performed before any input communication action on a different channel in P.
Initialisation (3): {MCASTB} and {MACCB}. The rules {MCASTB} and {MACCB}
add u to the bound service set whenever u is a service name. These rules are much more restrictive: they require that y is the only free channel in P and that it is minimal. Thus no interaction with other channels or services is possible.
Sending and Receiving.
Rule {RCV} asserts that the input action can block all other actions in P, while rule {SEND} simply adds ℓ(c) to R to register the presence of a communication action in P. In fact output is asynchronous, thus it can be always performed. If the sent value is a session name, then it is added to the set B of names which could be restricted. This is essential in order to force its initialisation with one of the nesting rules.
Delegation. Rule {DELEG} is similar to {SEND} but it asserts that a use of ℓ(c) must precede a use of ℓ(c ′ ): the relation ℓ(c) ≺ ℓ(c ′ ) needs to be registered since an action blocking ℓ(c) also blocks ℓ(c ′ ). Rule {SREC} avoids to create a process where two different roles in the same session are put in sequence. In the case of parallel composition of two processes (rule {CONC}) we take the union of their channel/service relations since the composed process can exhibit the behaviour of both its constituents.
Branching and
Interaction typing rules II Three buyer protocol. As an example we consider again the process B of the threebuyer protocol, which we report here for convenience:
In the following we will show the rules of the interaction type system to prove that this process has the progress property (in particular we illustrate the contents of the sets R, N and B): Fig. 4 . Relations between R, N, B and C. And at that point we cannot apply rule {RCV} (to add the input action y 2 ?(1, contrib)) since we would get R = {b, y 2 , y 2 ≺ b, b ≺ y 2 } which contains a loop.
Progress Theorem
A closed user process P is initial if it is typable both in the communication and in the interaction type systems. The progress property is assured for all computations that are generated from an initial process. THEOREM 4.1 PROGRESS. All initial processes have the progress property.
The proof of this Theorem is given in [Coppo et al., 2011] .
It is easy to verify that the three-buyer protocol can be typed in the interaction type system with {a}; {b}; / 0 and / 0; {a, b}; / 0 and / 0; {b}; {a} according to which typing rules we use for the initialisation actions on the service name a. Therefore we get COROLLARY 4.1. The three-buyer protocol has the progress property.
INFERENCE
In this section we introduce a deterministic, compositional type inference algorithm, defined via a set natural semantics rules, to check if a given process can be typed with the interaction typing rules of § 4.3, thus assuring that the considered process has the progress property.
The inference rules define, on the structure of processes, judgements of the form:
where R, C, N, B are inferred as defined below and they carry on the necessary information to check if the process P is typable with the interaction rules. Instead the process variable environment Θ is is supplied by the user. 2 The set R ⊆ Λ ∪ (Λ × Λ) denotes, informally, an order between channels and services as the set R in § 4.2. We will prove that all possible sets R that can be deduced in the interaction type system for a given process can be obtained by taking suitable subsets of the set R inferred for this process.
Let S be the set of service names. The set C is a partial function in S → fin P fin (S ) represented as a set of pairs (a, A ) where a ∈ S and A ⊆ S . The service names occurring in C are intended to represent a subset of the service names in dom(R) which could 
potentially) be closed with a nesting rule. In particular in a pair (a, A ) ∈ C the set A , denoted C(a), represents the union of all subsets of service names that immediately preceded one occurrence of a in the channel/service relation, at the moment in which that occurrence was introduced in R. Recall that, in case of a [p](y).P or a[p](y).P, the nesting rules require that the channel y is minimal in the channel/service relation. This means that if for some reason we realise that, in all deductions of the interaction system, a needs to be closed with a nesting rule (which implies that y must be minimal in the channel/service relation when the rule is applied) then we must register that all the services in A must also be closed with a nesting rule and propagate this along C.
The service names that do not belong to the domain of C can be closed exclusively with the rules {MCAST}, {MACC}. The inference rules, whenever applicable, guarantee that the transitive closure of R minus the domain of C is loop free.
The set N ⊆ S contains the service names that must be closed with a nesting rule while B ⊆ S denotes a set of service names that may be closed by rule {MCASTB}, {MACCB}. We will prove that all possible values of N ∪B in a deduction in the interaction system for a given process must include the set N. As can be expected by their meaning the domain of R and N are disjoint sets while B can have a non empty intersection both with N and with the domain of R (in particular with the domain of C). The relationship between the four sets which is ensured during the type inference is given in Figure 4 .
By the above discussion we then have that: Table VI introduces some operators for the set R and the partial function C. The closure cl(C, a) of the mapping C over a is the set of all the service names that must be closed with a nesting rule if a is closed with a nesting rule. Note that C(a) only represents the service · The function f (u,R,C,N,B) is defined closing in boxes the list of returned values for the various cases.
• u = a is a service name.
( The function g (y,e,R,C,N,B) is defined closing in boxes the list of returned values for the three cases. names that immediately precede a in R. The set cl ⇑ (C, a) instead contains all the service names that cannot be closed with a nesting rule if a is not closed with a nesting rule. Note that "\ " is somewhat overloaded since it is used to denote set difference, restriction on a relation (R, R) and elimination from a domain of a finite map (in our case C).
The inference rules are given in Tables IX and X in which we refer to some auxiliary functions introduced to increase readability. These functions are defined in Tables VII and VIII and in the following text. These functions can be undefined: it is understood that in this case the corresponding rule cannot be applied and then inference fails. The most crucial rules are {MCAST-I}, {MACC-I}. In both rules we use the function f defined in Table VII . In this function we have to distinguish several cases. A first crucial point is weather the service name a involved in the rule is already contained in the sets R or N or not (conditions (µ), (ν) or (ρ)). In all cases an other crucial condition is the position of If R ↓ y completely contained in the domain of C (cases (γ), (ν)) we can leave open the possibility that a could be closed with a nesting rule (case (γ)), since we can make y minimal by closing with a nesting rule all the services in cl(C, R ↓ y).
If a is already an element of N as a service that must be closed with a nesting rule (case (ν)), then we must add to N all the services which must be closed by a nesting rule in order to allow the closure of a with a nesting rule, removing them from R, C.
If R ↓ y is not included in the domain of C (case ( γ )), then the service a cannot be closed with a nesting rule in any valid deduction of the interaction type system (since there is no way of making y minimal in any possible deduction). So if a already belongs to R (case (ρ)(α)( γ )) we must eliminate from C and B both a and all the service names that could be closed by a nesting rule only if a also is closed by a nesting rule, checking that this restriction of C does not determine a loop in R \ dom(C).
The treatment of the set B is somewhat simpler: just note that a service name a belongs to B only if it can be closed by a nesting rule and each subprocess starting with an acceptrequest on a has an associated channel/service relation that does not contain free channel names.
Another crucial rule is {BRANCH-I}. In the premise, we use the function h( 
In this rule we must check that the processes P i that are in alternative are compatible with respect to the interaction properties. The crucial part is the treatment of the names that occur in more than one P i . Note that the set D i contains the service names that cannot be closed with the nesting rules in the process P i . The set K then contains the service names that must be excluded from C since K contains all sets D i and the set of service names whose closure with the nesting rules would imply that a service name in some D i should also be closed with a nesting rule. This justifies the condition N ∩ K = / 0. Rules {IF-I} and {CONC-I} specialise rule {BRANCH-I} to the case of two processes. We require three different conclusions for rule {SEND-I} in order to to take into account the different forms of the communicated value. Note in particular that if a service name is sent we must force it to be closed by a nesting rule (if this is allowed by R and C). The function to calculate the conclusions is shown in Inference for session initiations. The following example demonstrates some applications of the inference function for session initiations given in Table VI . Consider the process:
where P 1 = a[2](y 2 ).y 2 ?(4, x 1 ); z?(5, x 2 ); 0 and P 2 = y 1 ?(6, x 3 ); a[3](y 3 ).y 3 ?(7, x 4 ); 0. Note that there are three occurrences of the service name a. Applying the inference rules we get:
In the initialisation in line 2, by (φ ), we infer a cannot be restricted by ν later, since a restriction of a would block z. Similarly for lines 6 and 7. On the other hand, a in the process in line 3 can be restricted since the prefix does not contain any free session channels (hence we are in case (φ ) instead of (φ )). Note that in lines 2, 3 and 6 we are in case (µ), since a does not occur in the current sets, while in line 7 we are in case (ρ). In all showed session initialisations we are in case (γ).
Inference for the three buyer example. The following table shows the inference for the process Buyer of the first three buyer example. The last line expresses that the service name a can be initialised by using {MACC}, {MACCN}, {MACCB}, while the service name b can only be initialised using rule {MCASTN} as discussed at the end of § 4.3.
The following Soundness and Completeness Theorems show that our inference rules fully characterise all possible interaction typings of a process.
In order to understand the formulation of these theorems one must take into account the main difference between the interaction and the inference type system. The interaction type system is not completely syntax directed, since in typing session initialisation we can choose between three different sets of rules and different choices can lead to different results, including in particular failure or not (see the example before § 4.4). On the other hand, the inference type system is fully syntax directed and suitable of a direct deterministic implementation. The sets R, C, N, B collect the information about all possible deductions in the interaction type systems via the relations expressed by the soundness ad completeness Theorems (5. 1 and 5.2) , thus providing complete information about typability in the interaction type system.
It is easy to verify looking at the typing and inference rules that the set of free service names and channel qualifiers which occur in a process is both dom(R) ∪ N ∪ B and dom(R) ∪ N, so we get
Moreover we have
by the well-formedness condition and
as can be easily shown by induction on derivations.
Since the names which belong to N must be closed with a nesting rule we have that
A name a ∈ dom(R) can be closed with a nesting rule only if it is in the domain of the mapping C. If a name a ∈ dom(C) is closed with a nesting rule, then also all names in cl(C, a) (as defined in Table VI ) must be closed with a nesting rule. Therefore we get:
where rcl is the reflexive closure of cl when a ∈ dom(C) (see Table VI ). Taking into account (2) we can write both (4) and (5) as
From (6), (1) and (2) we get
Since both R and R contain the order between service names and channel qualifiers induced by the order in which the actions occur in the processes, a more informative formulation of (7) is
The service names occurring in the processes and which can be bound are the names which may belong to B, but not to N , (see rule {NRES}) and which must belong to B (see rule {NRES-I}). This gives the condition
· 19
The above discussion suggests that the relations between the sets obtained by the interaction type system and by the inference type system for the same process are (8), (6) and (9):
The following Soundness and Completeness Theorems formalise this intuition.
THEOREM 5.1 (SOUNDNESS). If Θ ; P ⇒ R ; C ; N ; B and for some R, N , B:
PROOF. See Section 6.
In a valid deduction the transitive closure of R \ dom(C) is always loop free, so if for some process P we can deduce Θ ; P ⇒ R ; C ; N ; B, a safe choice of R, N , B is to take R = R \ dom(C) N = N ∪ dom(C) and B = B.
Take for instance the process P 3 defined above. A possible choices for R, N , B is:
However also the choice R 2 = {b}, N 2 = {a}, B 2 = / 0 represent a valid typing for P 3 in the interaction system.
Note the use of C in the typing of P 3 . Looking only at the set R we see a loop a ≺ a which would forbid to type the process. However in C we recover the information that at the point in which a was closed it was minimal in the order, and then it was suitable to be closed with a nesting rule. The service b, on the contrary, can be closed both with a nesting rule and with {MCAST}, {MACC}. This could be relevant if P 3 is a subterm of a bigger process: our type analysis is fully compositional. Indeed the inference rules fully characterise all the possible typings of a process in the interaction type system. 
In the end we can state the following COROLLARY 5.1. A process P has the progress property iff the exists Θ such that Θ ; P ⇒ R ; C ; N ; B is provable for some R, C, N, B.
SOUNDNESS AND COMPLETENESS OF THE INFERENCE ALGORITHM
This appendix proves Theorem 5.1 (Soundness) and Theorem 5.2 (Completeness).
Let's start by proving a property of the operator rcl defined in Table VI. LEMMA 6.1. If H ⊆ K , then cl(C \ cl(C, H ), K ) ∪ cl(C, H ) = cl(C, K ).
PROOF. (⊆)
We have cl(C\cl(C, H ), K ) ⊆ cl(C, K ) by definition of rcl and cl(C, H ) ⊆ cl(C, K ) by definition of rcl being H ⊆ K . (⊇) If a ∈ cl(C, K ) and a / ∈ cl(C \ cl(C, H ), K ), then by definition of rcl there are b ∈ K and c ∈ cl(C, H ) such that c ∈ cl (C, b) and a ∈ cl(C, c) . We conclude that a ∈ cl(C, H ).
We list two useful lemmas. With a simple induction on deductions, we can show the following basic facts. LEMMA 6.2. Let Θ ; P ⇒ R ; C ; N ; B. Then
Proof of Theorem 5.1 (Soundness) By induction on the proof of
where R; C; N; B = f (u, R ′ , C ′ , N ′ , B ′ ) and the function f is defined in Table VII. We define:
We need to show that:
Points ( To prove Point (2 ′ ) and the derivability of Θ ⊢ u [n](y).P ◮ R ; N ; B we distinguish if u is a service name or a variable. For u service name we consider different cases according to
u is a service name. Let u = a.
Note that the addition of a is effective only when both y and a do not occur in R ′ . We are in cases (µ) or (ρ) of the definition of f . In both cases a / ∈ N ′ : this holds by hypothesis in case (µ) and it follows from a ∈ dom(R ′ ) and Lemma 6.2(1) in case (ρ). Moreover we get N = N ′ by definition of f , which implies a / ∈ N. We distinguish the following cases. a ∈ R. We can only apply rule {MCAST} to obtain Θ ⊢ a [n](y).P ◮ R ; N ; B;
this is possible being R loop free by hypothesis. For Point (2 ′ ) from Point (1) we get a / ∈ N ∪ B and then N ′ = N and B ′ = B by definition. We distinguish some further subcases according to the definition of C. a) . We are in case (ρ)(α)( γ ). We get cl ⇑ (C ′ , a) ∩ dom(C) = / 0 by definition of C. Moreover cl ⇑ (C ′ , a) ∩ N ′ = / 0 by Lemma 6.2 (1) and (2), being cl ⇑ (C ′ , a) ⊆ dom(C ′ ) by Lemma 6.2(7). Point (2) 
0. This implies cl(C, N ∪ B) = cl(C ′ , N ′ ∪ B ′ ) and Point (2 ′ ) follows from Point (2), being N = N ′ . C = C ′ . We are in cases (µ)( γ ) and (ρ)( α ). Point (2 ′ ) coincides with Point (2). a ∈ N . By Point (2) cl(C, a) ⊆ N ∪ B, which implies a ∈ dom(C), since a / ∈ N. From a ∈ dom(C) we can exclude the following cases of the definition of f : -case (µ)( γ ), since a ∈ dom(R ′ ) ∪ N ′ and C = C ′ ; -case (ρ)(α)( γ ), since a ∈ dom(C ′ ) and C = C ′ \ cl ⇑ (C ′ , a); -case (ρ)( α ), since a ∈ dom(C ′ ) and C = C ′ . Therefore we can only be in cases (µ)(γ) or (ρ)(α)(γ) of the definition of f . In both cases condition (γ) holds, i.e. R ′ ↓ y ⊆ dom(C ′ ), and C = C ′ ⋒ {(a, R ′ ↓ y)}. Since a ∈ N and R ′ ↓ y ⊆ C(a) by definition of C, we get by Point (2)
by definition of C and we get from Point (2) 
by definition of C. By Point (2) then we get · immediately Point (2 ′ ). In both cases, from R ′ ↓ y ⊆ N ′ ∪ B ′ , Point (2 ′ ) and Lemma 6.2 (1) 
we have that y is minimal in R ′ and then we can apply rule {MCASTN}. a ∈ B \ N . As in previous case we can exclude cases (µ)( γ ), (ρ)(α)( γ ), and (ρ)( α ) of the definition of f . Point (2 ′ ) is proved reasoning as in the previous case, and this implies that y is minimal in R ′ . By Point (3) Rule {CONC-I}.
where the function h is defined at page 15.
We define:
We need to show that rule {CONC} can be applied to Θ ⊢ P 1 ◮ R 1 ; N 1 ; B 1 and Θ ⊢ P 2 ◮ R 2 ; N 2 ; B 2 , giving as result Θ ⊢ P 1 | P 2 ◮ R ; N ; B, i.e. (being R loop free by hypothesis) that:
and moreover that:
We first show that:
By definition of C we get K ∩ dom(C) = / 0. By definition of the function h we get K ∩ N = / 0. By Lemma 6.2(6) we have cl(C, N ∪ B) ⊆ dom(C), which gives by Point (2) N ∪ B ⊆ dom(C) ∪ N.
-Proof of Point (a).
by Point (1) 
-Proof of Point (b).
(⊇). Immediate by definition of N i . (⊆). If a ∈ N , then by Point (2) either a ∈ cl(C, N ∪ B) or a ∈ N. By Lemma 6.2(6) a ∈ cl(C, N ∪ B) implies a ∈ dom(C), and this gives a ∈ dom(C i ) for i = 1 or i = 2 by definition of C. From a ∈ N ∩ dom(C i ) we conclude a ∈ N i by definition of N i . If a ∈ N, then either a ∈ cl(C 1 ⋒ C 2 , N 1 ∪ N 2 ) or a ∈ N i for i = 1 or i = 2 by definition of N. In the first case a ∈ dom(C i ) by Lemma 6.2(5) and we can conclude as before. In the second case we have a ∈ N ∩ N i and we conclude a ∈ N i by definition of N i . (⊇). We start by proving
by definition of rcl and this concludes the proof.
(⊇). If a ∈ N i , then a ∈ N by definition of N, and this implies a ∈ N ∪ B by Point (2).
, then a ∈ dom(C i ) by Lemma 6.2(6). We prove
For the induction step of the proof of (♮) let b ∈ C i (a) and a ∈ N ∪ B. By definition of C we get either b ∈ C(a), or a ∈ N ∪ K. (1), (2) and (3) hold. We need to show that rule {MCAST-I} can be applied to Θ ; P ⇒ R ; C ; N ; B getting Θ ; a [n](y).P ⇒ R ′ ; C ′ ; N ′ ; B ′ and that:
Applicability of rule {MCAST} requires a / ∈ N ∪ B. From a / ∈ N ∪ B we get a ∈ N by Point (2). Therefore we are in cases (µ) or (ρ) of the definition of f . Since in these cases either R ′ = R{a/y} and a ∈ R{a/y} or R = R ′ {a/y} ∪ {a}, from Point (1) 
In all cases of the definition of f but (µ)(γ)(φ ) and (ρ)(α)( γ ) we have either
To show applicability of rule {MCAST-I} and Point (2 ′ ) we consider some subcases. N ∪ B) .
From a ∈ N ∪ B we have cl ⇑ (C, a) ∩ (N ∪ B) = / 0 by Point (2) and this implies cl(C, N ∪ B) = cl(C ′ , N ∪ B) showing, as in the previous case, Point (2 ′ ). By applicability of {MCAST} we get that the transitive closure of R{a/y} is loop free, which implies that the transitive closure of R{a/y} \ (N ∪ B) is loop free by Point (1 ′ ). We have R{a/y} \ dom(C ′ ) = R{a/y} \ (dom(C ′ ) ∪ N) by Lemma 6.2(1) ⊆ R{a/y} \ (cl(C ′ , N ∪ B) ∪ N) by Lemma 6.2(6) = R{a/y} \ (N ∪ B) by Point (2 ′ ).
This implies that the transitive closure of R{a/y} \ dom(C \ cl ⇑ (C, a)) is loop free, justifying the applicability of rule {MCAST-I} in this case. a ∈ R and a / ∈ dom(C). We are in case (ρ)( α ). Point (2 ′ ) is straightforward since C ′ = C and N ′ = N. As in previous case we have that the transitive closure of R{a/y} \ (N ∪B) is loop free and we can show R{a/y} \ dom(C ′ ) ⊆ R{a/y} \ (N ∪ B). So we conclude that the transitive closure of R{a/y} \ dom(C) is loop free and then rule {MCAST-I} can be applied. Rule {CONC}. Let
be the last applied rule. By induction hypothesis for i = 1, 2 we have Θ ; P i ⇒ R i ; C i ; N i ; B i and:
We need to prove that rule {CONC-I} can be applied to Θ ; P 1 ⇒ R 1 ; C 1 ; N 1 ; B 1 and Θ ; P 2 ⇒ R 2 ; C 2 ; N 2 ; B 2 getting as result Θ ; P 1 | P 2 ⇒ R ; C ; N ; B and that Points (1), (2) and (3) hold with R = R 1 ∪ R 2 , N = N 1 ∪ N 2 , and B = B 1 ∪ B 2 .
We first show that: By definition a ∈ K implies a ∈ D 1 , or a ∈ D 2 or there is b ∈ D 1 ∪ D 2 such that b ∈ cl(C 1 ⋒ C 2 , a). · -Proof of Point (1).
by applicability of rule {CONC} = ((R 1 \ (N 1 ∪ B 1 
by Point (b) = R \ (N ∪ B).
-Proof of Point (2).
(⊇). The inclusion N ∪ B ⊇ cl(C, N ∪ B) follows immediately from Point (a) since by definition C ⊆ C 1 ⋒C 2 . By (2 ′ ) N ∪B ⊇ N 1 ∪N 2 and by Point (a) we have N ∪B ⊇ cl(C 1 ⋒ C 2 , N 1 ∪ N 2 ), so we get N ∪ B ⊇ N.
(⊆). We show that a ∈ N i ∪ B i implies either a ∈ cl(C, N ∪ B) or a ∈ N. By (2 ′ ) a ∈ N i ∪ B i implies either a ∈ cl(C i , N i ∪ B i ) or a ∈ N i . If a ∈ N i , then by definition of N we get a ∈ N.
Let a ∈ cl(C i , N i ∪ B i ). If a ∈ N ∪ K, then by definition of C we have a ∈ cl(C, N i ∪ B i ).
Being cl(C, N i ∪ B i ) ⊆ cl(C, N ∪ B) we are done. If a ∈ N there is nothing to prove. The case a ∈ K is impossible, since K ⊆ dom(R) by Point (c) and cl(C 1 , N 1 ∪ B 1 ) ⊆ (N 1 ∪ B 1 ) by Point (2 ′ ) and dom(R) ∩ (N 1 ∪ B 1 ) = / 0 by applicability of rule {CONC}.
-Proof of Point (3). Note that B 1 \ N 1 ∪ B 2 \ N 2 ⊆ (B 1 ∪ B 2 ) \ (N 1 ∪ N 2 ) and that (B 1 ∪ B 2 ) \ (N 1 ∪ N 2 ) = B 1 \ (N 1 ∪ N 2 ) ∪ B 2 \ (N 1 ∪ N 2 ). Then we have:
since if a ∈ B 2 and a / ∈ N 2 then by Point (3 ′ ) a ∈ B 2 and then a ∈ B 1 ∩ B 2 = (B 1 ∩ B 2 ) ∪ {a ∈ B 1 | a ∈ dom(R 2 ) ∪ N 2 }∪ {a ∈ B 2 | a ∈ dom(R 1 ) ∪ N 1 } by Points (1 ′ ), (2 ′ ) and Lemma 6.2(2) and (6) = B.
