In earlier work of Kristiansen and Niggl the polynomial-time computable functions were characterised by stack programs of µ-measure 0, and the linear-space computable functions by loop programs of µ-measure 0. Until recently, an open problem was how to extend these characterisations to programs with user-friendly basic instructions, such as assignment statements, and with mixed data structures.
Introduction
In recent work of Kristiansen and Niggl [16] , [29] the polynomial-time computable functions are characterised by stack programs of µ-measure 0, and loop programs of µ-measure 0 exactly compute the linear-space computable functions. Loop programs are a slight modification of the LOOP programs of Meyer and Ritchie [25] , and stack programs are loop programs that operate with stacks instead of registers, supporting a suitable loop concept over stacks. The measure µ is a conceptually simple, purely syntactical method of analysing the impact of nesting loops on the running time, and it associates to each program a natural number such that programs of µ-measure n ≥ 1 exactly compute those functions computed by a Turing machine whose running time is in Grzegorczyk class E n+2 [12] .
From a programming perspective, these findings might not be practically appealing, for unlike modern programming languages, those programs support neither user-friendly basic instructions nor mixed data structures.
Although it is no problem to extend the measure µ to programs with any nonsize-increasing basic instructions (as pointed out in [16] ), until recently, an open problem was how to extend the above characterisations to programs with arbitrary size-increasing basic instructions or vital instructions such as assignment statements without losing too many programs that could be certified as e.g. running in polynomial time.
In this paper, we show how to strengthen the above characterisations to imperative programs built from arbitrary basic instructions by sequencing, if-then-else and for-do statements. Each of those programs operates on finitely many variables X 1 , . . . , X n , each of which may represent any data structure such as stacks, registers, trees or graphs, and is equipped implicitly with a notion of size of an object stored in X i , denoted by |X i |. For example, if X i serves as a register, then |X i | might be the unary or the binary length of the number stored in X i , and if X i serves as a stack, |X i | is as usual the length of the word stored in X i .
The paper presents a new method of certifying "polynomial size boundedness" for such programs under the natural assumption that all basic instructions are polynomial size bounded, too. Expressed in Hoare-like sentences {A} P {B}, for basic instructions imp( X) with variables among X 1 , . . . , X n , that means there exist polynomials p 1 , . . . , p n satisfying {s 1 = |X 1 |, . . . , s n = |X n |} imp( X) {|X i | ≤ p i (s 1 , . . . , s n )} for i = 1, . . . , n.
Thus, unlike the measure µ, the new method abstracts from the concrete form of basic instructions and focuses on their impact on the polynomial size bounds on the variables involved. As we shall see, polynomial size bounds provide all information on the "control" of one variable over another in a much more subtle way than the measure µ does. Central to the method is that we store and process only a finite amount of information on the class of possible polynomial size bounds for programs. For each polynomial size bound p on X i with respect to a program P, say p( X) = c 0 + . . . + c j · X In that way, the certificate for a program P in variables X 1 , . . . , X n will be an (n + 1) × (n + 1) matrix M (P) over {0, 1, ∞}, where for technical reasons the last row M (P)[n + 1] is always the (n + 1)-tuple (0, . . . , 0, 1).
Altogether that results in a matrix calculus for program certificates. In particular, that calculus provides criteria on the certificate for the body of a loop which guarantee the existence of a certificate for the loop statement itself. We investigate two forms of loop statements, loopI X h [Q] and loopII X h [Q], the intuition being that for loopI statements the body is executed |X h | times, while the body of loopII statements is executed 2 |X h | − 1 times.
Strengthening the results for µ-measure 0 programs, the following theorems are obtained.
Theorem A. Certified string programs (stack programs built from any polynomial-time computable basic instructions) exactly compute the functions in fptime.
Theorem B. Certified general loop programs (loop programs built from any linear-space computable basic instructions) precisely compute the functions in flinspace.
Extending string programs by power loop statements, and admitting any polynomial-space computable basic instructions, we obtain the following result.
Theorem C. Certified power string programs exactly compute the polynomial-space computable functions fpspace.
Thus, the novelty of the present certification method is that for a significantly large class of imperative programs very close to those in programming practice, with no restrictions on the basic instructions or the data structures involved (cf. Section 8 for examples), programs can be certified so as to run in polynomial time or in linear/polynomial space.
The present paper continues research in implicit computational complexity as initiated by Simmons [33] , Bellantoni and Cook [4] , and Leivant [18] , [19] , [20] , which have led to resource-free, purely functional characterisations of many complexity classes, such as fptime [4] , [21] , [23] , [5] , [28] , flinspace [2] , [20] , [5] , [28] , NP and the polynomial-time hierarchy [3] , the Kalmár-elementary functions [30] and fpspace [15] , [31] , the exponential time functions of linear growth [9] , and the Grzegorczyk hierarchy at and above the linearspace level [5] , [28] , [16] , [17] , among many others. As well, implicit characterisations through higher type recursion have been given for the Kalmár-elementary functions [22] , [15] , [1] , for polynomial space [24] , and for fptime [6] , [13] .
There are several groups which work on program verification and property testing, e.g. the MRG group [27] , and the CRISS group [11] , or the "Nancy group" (cf. [8] , [7] , [26] ). There might be some connections between the present work and those interesting approaches; but due to the different frameworks an exact comparison has not been made.
The paper is organised as follows. In Section 2, all basic notions involved in the design of certificates for the class of imperative programs under consideration are introduced. Section 3 is concerned with constructing certificates for composed imperative programs, resulting into the certification method. In Section 4, stack and loop programs, and the measure µ are reviewed, and it is shown that all programs of µ-measure 0 are certified, too. Section 5 introduces string programs and establishes Theorem A. In Section 6, general loop programs are introduced, and a proof of Theorem B is given. Section 7 is about power string programs and the proof of Theorem C. In the final Section 8 "natural" implementations of insertion sort, binary addition, multiplication, and exponentiation are given and certified, except for the latter where the method correctly fails.
polynomially size bounded.
Definition 2.1. A program P with variables among X 1 , . . . , X n is polynomially size bounded (psb) iff there exist polynomials p 1 ( X), . . . , p n ( X) such that (expressed in Hoare notation)
Any such list of polynomials is called a polynomial bound on P.
The imperative programs under consideration are built from arbitrary psb basic instructions imp( X) by sequencing P 1 ; P 2 , conditionals if (cond) then P 1 else P 2 and two forms of loops
We do not specify the particular form of the condition (cond) in a conditional. All we require is that any instance of (cond) be evaluated in polynomial time (in the size of the variables involved). Along these lines, we do not specify the particular form of the two loop statements, but we do specify that the body of loopI is executed |X h | times, while the body of loopII is executed 2 |X h | − 1 times. Furthermore, we require that during the execution of a loop statement the contents of its control variable X h remain unchanged.
Throughout this paper polynomials p( X) in variables X 1 , . . . , X n are expressions of the form
. . with coefficients c i ∈ N, and we write k(p) for the constant coefficient c 0 . For convenience, we use the same variable names both for programs and polynomials, but no doubt, for polynomials those variables range over natural numbers only.
Given another polynomial q(
. ., the coefficientwise maximum of p and q, denoted by p q, is defined by
, and we say that X i occurs simple in p, denoted by X i ∈ s(p), if p can be written in the form
As pointed out in the Introduction Section, all we store and process about polynomials p(X 1 , . . . , X n ) is whether X i / ∈ p (represented by 0) or X i ∈ s(p) (represented by 1) or otherwise (represented by ∞), resulting into the forgetting set A := {0, 1, ∞}. This set is ordered by 0 < 1 < ∞, and the binary operations +, •, and on A are defined as follows:
One can easily verify that these operations are commutative, associative and distributive (for +, • only), and furthermore, 0, 1, 0 are the neutral elements of +, •, respectively. As usual, one defines a matrix multiplication ⊗ on M n [A] which is associative and has the identity matrix 1 n as the neutral element. Let +, •, denote the componentwise extension of these operations to A m and M n [A], and < the componentwise extension of < to A m .
Constructing certificates for imperative programs
In this section we will define and construct certificates for essentially composed programs.
Definition 3.1. For any polynomial p(X 1 , . . . , X n ) let p ∈ A n+1 be defined by
where i ∈ {1, . . . , n}. p is called the representation of p.
Definition 3.2. For n ≥ 0 and a ∈ A n+1 the set of polynomials of bound a is defined by
To verify that a polynomial belongs to a class poly( a), one can use the following fact.
Corollary 3.3 (poly explicit)
. Let p(X 1 , . . . , X n ) be any polynomial, and a ∈ A n+1 . Then
Definition 3.4 (Certificate). Let P be any program with variables among X 1 , . . . , X n . A certificate for P is any matrix Z ∈M n [A] such that there exists a polynomial bound p 1 ∈ poly(Z[1]), . . . , p n ∈ poly(Z[n]) on P (cf. Definition 2.1).
Note 3.5. If p is a polynomial bound on P, the matrix P, p is a certificate for P, where
This is exactly how certificates for basic instructions imp( X) with polynomial bound p are constructed (cf. sections 5-8 for examples).
In the following, we tacitly assume that all programs P have variables among X 1 , . . . , X n . Definition 3.6. For u ∈ {0, 1} n+1 let q u be the polynomial induced by u, that is:
Proof. (a) is obvious from Definition 3.2, and (b) follows from q u = u for u ∈ {0, 1} n+1 .
(b) If Z 1 , Z 2 are certificates for P 1 , P 2 respectively, then -Z 1 Z 2 is a certificate for the conditional if (cond) then P 1 else P 2 -Z 1 1 n+1 is a certificate for the conditional if (cond) then P 1 .
Proof. (b) follows from (a), and (a) from (
Note that 1 n+1 takes into account the case where P 1 is not executed -(cond) fails.
(a) Let p, q 1 , . . . , q n be polynomials in poly(u), poly(v 1 ), . . . , poly(v n ) respectively. Then r ∈ poly(w), where r( X) := p(q 1 ( X), . . . , q n ( X)) and
Proof. Part (b) follows from (a). As for the proof of (a), we use Corollary 3.3 and distinguish several cases, where t, t 0 , j range over numbers in {1, . . . , n}. 
By the hypothesis, we obtain X t / ∈ p or X j / ∈ q t for all t, implying X j / ∈ r as required.
for some t 0 , and (u[t] = 0 or v t [j] = 0) for all t = t 0 . The hypothesis yields X t 0 ∈ s(p) or X t 0 / ∈ p, X j ∈ s(q t 0 ) or X j / ∈ q t 0 , and (X t / ∈ p or X j / ∈ q t ) for all t = t 0 . That implies X j ∈ s(r) or X j / ∈ r as required.
Preparing the construction of certificates for loop statements, suppose that Y is a certificate for the body Q of a loop statement. Clearly, by Lemma 3.9 the k-fold iteration of Q, that is, 
At some point in the construction of certificates for loop statements, we will proceed by induction on the partial ordering induced by the control of the certificate for the body of a given loop. According to the two forms of loop statements, there are two versions of the following Partial Ordering Lemma.
Of course, given a certificate Z for a program P, j → Z i means that X j may occur in p i ∈ poly(Z[i]) for a polynomial bound p on P, and in that sense may control X i in Z.
Then →M * is a partial ordering of {1, . . . , n}.
Proof. Reflexivity follows fromM * = m≥0 (1 n M ) m . As for transitivity, suppose that j →M * i and i →M * k. Then there exist a,
We obtain j →M * k as follows:
As for antisymmetry, we argue indirectly and assume j →M * i, i →M * j and i = j. Thus,
any k, and ∞ / ∈ Diag(M * ), we obtained as above the following contradiction:
Then → M * is a partial ordering of {1, . . . , n}.
Proof. Reflexivity of → M * follows from M * = 1 n M + , and transitivity follows as above,
As for antisymmetry, we argue indirectly and assume j → M * i and i → M * j and i = j. As above there exist a, b
Observe that each q ∈ poly( a) is a polynomial in those variables X i for which a i ≥ 1.
Lemma 3.14 (Certificate for loopI). Let P :≡ loopI X h [Q] be any program, and let Y be a certificate for Q such that ∞ / ∈ Diag(Ŷ * ). Then the matrix Z with rows
is a certificate for P, where z 1 , . . . , z n are defined as follows:
where for i = h (the case i = h falls under variable assignment) else(z i ) is defined by
Comments. The parts 1 n+1 [i] in the ith row of Z take into account that P is not executed. Furthermore, the names of the first three cases in the above definition of z i are not meant to cover the general situation but only refer to typical ones. In the variable assignment case, there exists a bounding polynomial on |X i | with simple variable occurrences only. As for the constant assignment case, there exists a constant bound on |X i |. The push/inc case deals with the situation where each execution of Q increases |X i | by a constant ≥ 1. In the else case, the idea is that because of ∞ / ∈ Diag(Ŷ * ) there exists a bounding polynomial of the form
Proof. By Lemma 3.12 we can define a strict partial ordering of {1, . . . , n} by setting
Thus, preparing the else case for z i , we first proceed by induction on Ŷ * showing:
Claim. There exist polynomials q 1 (m, X), . . . , q n (m, X) such that for i = 1, . . . , n,
Proof of the Claim. Consider any i ∈ {1, . . . , n}, and let i 1 , . . . , i l be those i j = i for which i j →Ŷ * i holds. As Y is a certificate for Q with ∞ / ∈ Diag(Ŷ * ), there exists a polynomial
yields a polynomial clearly satisfying (C) and (A), the latter by (1), and (B) holds because
Subcase l ≥ 1. Then i = h, for the requirement on loop statements and Lemma 4.5 imply that Q is nonsize-increasing w.r.t.
. Now, the induction hypothesis yields polynomials r i 1 , . . . , r i l such that for j = 1, . . . , l,
where X i j + r i j (m, X) is substituted for X i j just in case i j is among j 1 , . . . , j k .
As for (C), clearly k(q i ) = 0. To see X i / ∈ q i , we argue indirectly assuming X i ∈ q i . Then
As for the proof of (A), we proceed by induction on m ≥ 0, where base case m = 0 is obvious. For the step case m → m + 1, let u be the output size of X after m rounds of Q on input of size s. Furthermore, let v be the output size of X after another round of Q on input of size u. Then using monotonicity of polynomials (mono), we conclude the step case as follows:
by the I.H. for m, (IHA) and (mono)
As for (B), we know q i ∈Ŷ [i], and
As the zero polynomial belongs to each class poly( a), Lemma 3.9 yields r ∈ poly(w), where
with rows H, . . . , H, 0 n 1, and
Thus, for the proof of (B), it suffices to show ( * )
To see ( * ), we argue using Lemma 3.7. First observe thatŶ * =Ŷ e =Ŷ e+1 for some e ≥ 0, implying
as required. This completes the proof of the above claim. 2
Turning to the proof of the lemma, recall that we must prove the existence of polynomials
So consider any i ∈ {1, . . . , n}. As Y is a certificate for Q, there exists
According to the definition of z i , we consider four cases.
, and we conclude from (3) and Lemma 3.7 that
, and by (3) there exists a constant polynomial c in poly 
and by (3) and Lemma 3.7 there exists a polynomial
. Thus, the case i = h is appropriately treated in the variable assignment case. Now, let q i be the polynomial obtained from the above Claim, satisfying (A), (B), (C). The current case is then completed by setting
Obviously, (2) is true of p i by (A). To see p i ∈ poly(Z[i]) = poly(else(z i )), we argue using
, and as k(p i ) = 0, it suffices to consider the case j ∈ {1, . . . , n} \ {i, h}.
Lemma 3.15 (Certificate for loopII). Let P :≡ loopII X h [Q] be any program, and let Y be a certificate for Q satisfying
Then Y * is a certificate for P.
Proof. First we define polynomials q 1,m ( X), . . . , q n,m ( X) for m ≥ 0 such that for i = 1, . . . , n:
The proof that Y * is a certificate for P is then completed by setting (for i = 1, . . . , n)
because (B) and Lemmata 3.8(a), 3.7(a) imply
, and from (A), (C) we obtain {| X| = s}
As for the proof of (A) and (B), consider any i ∈ {1, . . . , n}. Since Y is a certificate for Q, there exist polynomials
We inductively define q i,m by
. . , r n ) where r js := q js,m for s = 1, . . . , k, and r t := 0 else.
One easily verifies (A) by induction on m ≥ 0, using (1) . To see that (B) is true of q i,m , observe that q i,0 ∈ poly(Y 0 [i]), and inductively r 1 , . . . , r n ∈ poly(Y m [i]), the hypothesis
As for (C), we associate to each q i,m a control tree CT i,m with root (label) and labels i, ⊥:
By Lemma 3.13 → Y * is a partial ordering of {1, . . . , n}, and Y ≤ Y + . Therefore, for every path in any CT i,m from the root to a leaf, each label can occur at most once. Hence each such path is of length at most n, implying that there are only finitely many control trees. Thus, to prove (C), it suffices to show that the mapping q i,m → CT i,m is injective, that is, for all m, m ≥ 0, and for i = 1, . . . , n:
The proof is by induction on the depth N of Now that we know how to construct certificates for psb basic instructions (Note 3.5), and for composed programs (Lemmata 3.9, 3.8, 3.14, 3.15), all ingredients are at hand to set up the method of certifying the psb property for the class of programs under consideration.
More precisely, we will define a certification method which assigns to each program P a value M (P), which is either the undefined value ⊥ or a certificate M (P) for P. As usual, we write M (P) ↓ for M (P) = ⊥. Furthermore, we say that a program P is certified iff M (P) ↓.
Definition 3.16 (Certification Method).
For any program P with variables among X = X 1 , . . . , X l , M (P) is defined inductively as follows.
• M (imp( X)) := imp( X), p for psb basic instructions imp( X) with polynomial bound p.
• If M (P 1 ) ↓ and M (P 2 ) ↓, then M (P 1 ; P 2 ) := M (P 2 ) ⊗ M (P 1 ).
• If M (P 1 ) ↓ and M (P 2 ) ↓, then M (if (cond) then P 1 else P 2 ) := M (P 1 ) M (P 1 ).
•
• If P :≡ loopI X h [Q], and if Y := M (Q) is a certificate for Q such that ∞ / ∈ Diag(Ŷ * ), then M (P) := Z as defined in Lemma 3.14.
• In all other cases of P, M (P) := ⊥.
Theorem 3.17 (Soundness). For every program P with psb basic instructions only, if M (P) ↓ then M (P) is a certificate for P, in other words, P is psb, too.
Proof. Following the cases of M (P) ↓, the statement of the theorem follows from Note 3.5 and Lemmata 3.9, 3.8, 3.14, and 3.15.
For reasons similar to those elaborated on in [16] , it is an undecidable problem whether a given program is psb. As a consequence, there is no limit to refining the above certification method so as to recognise more and more psb programs. We give three examples.
Suppose that P is a sequence P 1 ; P 2 such that P 2 is a loop with body Q and control variable X h , and M (P 1 ) ↓. If M (P 1 )[h] = 0 n+1 then Q will never be executed, thus P 2 can be ignored when computing M (P). Furthermore, if M (P)[h] = 0 n 1 then Q is executed at most once. In that case, we obtain (M (Q) 1 n+1 ) ⊗ M (P 1 ) as a certificate for P whenever M (Q) ↓.
Moreover, for nonsize-increasing basic instructions (cf. Def. 4.4) one obtains a certificate ≤ 1 n+1 . Those instructions can be ignored when computing M (P). However, it would be wiser to keep basic instructions like nil(X), for they can lead to better bounding polynomials.
4 Embedding stack and loop programs of µ-measure 0
In this section, we will show that all stack and loop programs of µ-measure 0 [16] are certified by the present method. That embedding will be used only to facilitate the proof of the characterisation theorems below. The strength of the present method, however, is not at all based on the measure µ. First we review stack programs and the measure µ.
Stack programs operate on stacks X, Y, Z, . . . over a fixed but arbitrary alphabet. Such programs are built from the usual basic instructions push(a, X), pop(X), nil(X) by sequencing P 1 ; P 2 , conditional statements if top(X) ≡ a then Q and loopI statements foreach X [Q] (read for each symbol in X do Q) provided that no push, pop or nil instruction with respect to the control stack X occurs in Q. The operational semantics of stack programs is standard, except possibly for loop statements foreach X [Q]: they are executed call-by-value such that during the execution, every symbol in X can be inspected while preserving its contents.
Central to the design of the measure µ is the notion of control.
Definition 4.1 (Control). Let P be any stack program, and let PUSH(P) be the set of all Y appearing as push(a, Y) in P. The control of P is the transitive closure P of the following governance relation → P .
Observe that Z → Q Z is precluded by the syntactic restrictions on loop statements.
Definition 4.2 (Measure µ).
For stack programs P, the µ-measure of P, denoted by µ(P), is inductively defined (and streamlined) as follows.
• µ(imp( X)) := 0 for every basic instruction imp( X)
where Q has a top circle if it contains a loop T :
and Z Q Y for some Z ∈ PUSH(R).
, and if Q is a sequence Q 1 ; . . . ; Q k with a top circle, then some component Q i contains a loop T :≡ foreach Y [R] such that µ(T) = µ(Q) and Z Q Y for some Z ∈ PUSH(R). The latter clearly shows that this measure µ admits more programs at any higher level than the original version in [16] does, for it requires the existence of a component Q i such that µ(Q i ) = µ(Q) and U Q i V and V Q −i U for some U, V, where
The measure µ on loop programs is defined in the same way, except that the size increasing instruction suc(X) plays the role of the push operation.
Loop programs are built from the basic instructions suc(X) (increment the number stored in X by one), nil(X) (set X to zero), and pred(X) (decrement the number stored in X by one), by sequencing P 1 ; P 2 and loopI statements loop X [Q] (execute Q x times whenever x is stored in X), provided that no instruction suc(X), nil(X) or pred(X) occurs in Q. Here variables serve as registers, storing natural numbers.
As shown in [16] , stack programs of µ-measure 0 compute precisely the functions in fptime, and loop programs of µ-measure 0 exactly compute the functions of the Grzegorczyk class E 2 which is identical to the class flinspace of the linear-space computable functions [32] .
To show that µ(P) = 0 implies M (P) ↓, we need to embed the analysis of control inherent in the measure µ in the certification method. Some technical lemmata are needed beforehand. 
and i 1 , . . . , i k are pairwise distinct, except for i 1 , i k .
Proof. We proceed by induction on m ≥ 1. The base case m = 1 holds by the hypothesis on M . As for the step case m → m + 1, first observe that M [n + 1] = 0 n 1 implies
and hence
[j] ≥ 1 for some e ∈ {1, . . . , n} by the hypothesis on M m+1 . The induction hypothesis yields i 1 = j, i 2 , . . . , i k = e such that j = i 1 → M i 2 → M . . . → M i k = e, and i 1 , . . . , i k are pairwise distinct, except for i 1 , i k .
Subcase j = e. If i / ∈ {i 1 , . . . , i k }, then we are done, as e → M i. Otherwise let l be minimal
Subcase j = e. Then we are done, since e → M i. 
Obviously, pop(X i ) and nil(X i ) are nonsize-increasing w.r.t. X i (cf. Section 5).
Lemma 4.5 (Nonsize-Increasing).
If a certified program P contains only nonsize-increasing basic instructions w.r.t. X i , then P is also nonsize-increasing w.r.t. X i .
Proof. The proof is by induction on the structure of P with Z = M (P). The case where P is a basic instruction follows from the hypothesis on P. 
as required. Note that Z[i] falls under the variable assignment case of Lemma 3.14.
by the induction hypothesis on Q. From the above we conclude that
Lemma 4.6 (Control Embedding). For any stack or loop program P with certificate Z = M (P), and for all i, j ∈ {1, . . . , n},
Note. To see that the two cases above are distinct, consider P :
Proof. The proof is by induction on the structure of P with Z = M (P). We treat only stack programs, as the proof for loop programs is almost identical. The case where P is a basic instruction holds by pure logic, since the hypothesis fails for M (P).
Case P is if top(X k ) ≡ a then Q. Then Z = M (Q) 1 n+1 , and the claim follows from the induction hypothesis, as
First consider the case where
for some e ∈ {1, . . . , n}. Then either i, j, e are distinct or e ∈ {i, j}. In either case, the induction hypothesis yields X e P 2 X i and X j P 1 X e , implying X j P X i as required.
So consider the case Z[i]
[i] = ∞. By ( * ) for i = j, we can consider two subcases.
[i] = ∞ for some e ∈ {1, . . . , n}. Then each factor is ≥ 1, and one is ∞. If e = i then X i P X i follows from the induction hypothesis on an ∞ factor. Otherwise the induction hypothesis yields X e P 2 X i and X i P 1 X e , implying X i P X i as required.
We may assume i = e. As each factor is 1, the induction hypothesis yields X e P 2 X i and X i P 1 X e . This implies X i P X i , concluding the current case P ≡ P 1 ; P 2 . 
Therefore, the induction hypothesis yields Proof. Induction on the structure of P with µ(P) = 0. We only treat stack programs, as the proof for loop programs is almost identical. The case where P is a basic instruction push, pop or nil is obvious.
Case P is if top(X k ) ≡ a then Q. Then µ(Q) = 0, and the I.H. yields M (P) = M (Q) 1 n+1 .
Case P ≡ P 1 ; P 2 . Then µ(P 1 ) = µ(P 2 ) = 0, and the I.H. yields M (P) = M (P 2 ) ⊗ M (P 1 ).
. Then µ(Q) = 0 and Q contains no (top) circle, that is, Q contains no variable X i such that X i Q X i . By the induction hypothesis Y := M (Q) is defined, and we must show ∞ / ∈ Diag(Ŷ * ). We argue indirectly and assumeŶ * [i][i] = ∞ for some i ∈ {1, . . . , n}. Note that i = h, since Q contains no push operation on the control stack X h of P, and hence Q is nonsize-increasing w.r. As for the step case m → m + 1, first observe thatŶ [n + 1] = 0 n 1 and i ∈ {1, . . . , n} imply:
In that case, Lemma 4.6 and Lemma 4.3 imply X e Q X i and X i Q X e , hence X i Q X i .
In that case, we may assume e = i, and we argue as in the previous subcase to show X i Q X i .
String programs and fptime
This section is concerned with showing that certified "string programs" exactly compute the functions in fptime.
Definition 5.1 (String programs).
A basic instruction imp( X) is admissible if it can be simulated on a Turing machine in polynomial time.
String programs are stack programs that have arbitrary admissible basic instructions and are extended by the following conditional with expected operational semantics:
Observe that admissible basic instructions are psb.
Examples of admissible basic instructions, where w is any word over Σ.
• The no operation nop satisfying { X = v} nop { X = v}
We use the following notations for simple certificates.
Definition 5.2 (Z i,j,a , A i,j,a , and f). For programs in variables X 1 , . . . , X n , let
• Z i,j,a result from 1 n+1 by replacing row i with 0 j−1 a0 n+1−j , and Certificates for some admissible basic instructions with variables among X 1 , . . . , X n .
• 1 n+1 is a certificate for both pop(X i ) and nop.
• One obtains a certificate S i,j for swap(X i , X j ) by swapping in 1 n+1 row i with row j.
• Using the notations in Definition 5.2,
is a certificate for push(a, X i ) A i,n+1,f(|w|) is a certificate for X i + = w A i,j,1 is a certificate for X i + = X j .
Observe that in the presence of the conditionals if top(X i ) ≡ a then P 1 else P 2 and nop, conditionals of the form if top(X i ) ≡ a then P 1 can be dispensed with, for they can be defined by if top(X i ) ≡ a then P 1 else nop with an identical certificate, if any.
and any choice of * 1 , . . . , * n+1 ∈ {0, 1, ∞}, we obtain a sharp form X # of X as a matrix inM n+1 [A] defined as follows:
4. An accumulator of X 1 , . . . , X n is any string program with variables among
is a certificate for that program, where C is obtained from 1 n+2 by replacing row n + 1 with 1 n+1 0.
Note that the certificate of an accumulator of X 1 , . . . , X n is a sharp form of 1 n+1 . The following program ADD is a typical example of an accumulator of X 1 , . . . , X n .
ADD :≡ X n+1 + = X 1 ; . . . ; X n+1 + = X n Lemma 5.5 (Sharp forms and accumulators). Let ACC be any accumulator of X := X 1 , . . . , X n , and let P be any string program in variables X such that M (P) ↓.
(c) If P # is obtained from P by replacing each admissible basic instruction imp( X) with the sequence imp( X); ACC, then M (P # ) is a sharp form M (P) # .
Proof. Both parts (a) and (b) hold by pure matrix multiplication, together with the fact
is a certificate for P as a program with variables among X, X n+1 . The proof of (c) is by induction on the structure of P, where the base case P ≡ imp( X) follows from (b).
If P is a sequence P 1 ; P 2 or a conditional if top(X i ) ≡ a then P 1 else P 2 , then P # is P ), too. Thus, M (P # ) is defined, and inspecting all cases in the construction of M (P # ) in Lemma 3.14, we see that M (P # ) is a sharp form M (P) # . Theorem 5.6 (Characterisation of fptime). Certified string programs exactly compute the functions in fptime.
Proof. As for the implication ⇐ , let f be any function in fptime. By [16] and Theorem 4.7 f can be computed by a stack program of µ-measure 0 such that M (P) ↓.
As for ⇒ , let P be any certified string program in variables X := X 1 , . . . , X n . Then let time P ( w) denote the number of steps in a run of P on input w, where a step is the execution of any admissible basic instruction imp( X). Observe that there is a polynomial q time ( n) such that each step imp( X) can be simulated by a Turing machine in time q time (| X|). Then let P # result from P by replacing each basic instruction imp( X) with the sequence imp( X); ADD, where ADD is the accumulator of X defined above.
By Lemma 5.5 we obtain that M (P # ) is a sharp form M (P) # . Thus, by Soundness (Theorem 3.17) there exists a polynomial q ∈ poly(M (P # )[n + 1]) such that
By the construction of P # we see that program TIME(P) :≡ nil(X n+1 ); ADD; P # satisfies { X = w} TIME(P) {|X n+1 | ≥ time P ( w)} and that p(| w|) := q(| w|, i |w i |) bounds the size of each stack at any time during the execution of P on input w. Thus, every step imp( X) in a run of P on input w can be simulated on a Turing machine in time q time (p(| w|), . . . , p(| w|)). Referring to standard simulations of string programs on Turing machines (e.g. cf. Section 7), the existence of a Turing machine which simulates P on input w in time O(p(| w|) · q time (p(| w|), . . . , p(| w|))) follows.
General loop programs and flinspace
In this section we will show that certified "general loop programs" exactly compute the functions in flinspace.
Definition 6.1 (General loop programs).
A basic instruction imp( X) is admissible if it can be simulated on a Turing machine in linear space.
General loop programs are loop programs that have arbitrary admissible basic instructions and are extended by the following conditional with expected operational semantics:
Examples of admissible basic instructions, where p is any polynomial in X.
• The basic instructions nil(X i ), pred(X i ), suc(X i ) of loop programs, just as nop and swap(X i , X j ), bearing in mind that now X serve as registers.
• The assignment statement
• The increase statement
In particular, the instructions X i = c and X i = X j , and as well X i + = c and X i + = X j are admissible basic instructions, where c is any constant.
Certificates for some admissible basic instructions with variables among X 1 , . . . , X n .
• The certificates for nil(X i ), pred(X i ), suc(X i ), nop, and swap(X i , X j ) are just those for nil(X i ), pop(X i ), push(a, X i ), nop, and swap(X i , X j ) as given in Section 6.
• One obtains a certificate for X i = p from 1 n+1 by replacing row i with p .
• By replacing in 1 n+1 row i with 1 n+1 [i] + p , one obtains a certificate for X i + = p.
Theorem 6.2 (Characterisation of flinspace).
Certified general loop programs exactly compute the functions in flinspace.
Proof. As for the implication ⇐ , let f be any function in flinspace. By [16] and Theorem 4.7 f can be computed by a loop program of µ-measure 0 such that M (P) ↓.
As for ⇒ , let P be any certified general loop program. By Soundness (Theorem 3.17) every f computed by P has a polynomial bound. Thus, by closure of E 2 under bounded simultaneous primitive recursion, we obtain inductively that every f computed by P is in E 2 = flinspace.
Power string programs and fpspace
This section concerns an extension of string programs we call power string programs such that certified power string programs exactly compute the functions in fpspace.
Definition 7.1 (Power string programs). A basic instruction imp( X) is ps-admissible if it can be simulated on a Turing machine in polynomial space.
Power string programs are string programs that are built from ps-admissible basic instructions and are extended by the following loopII statement we call power loop
which executes the body 2 |w| −1 times whenever w is initially stored in the control stack X h .
An example of a ps-admissible basic instruction used in the proof of the characterisation theorem above is the truncate instruction truncate(X i , X j ) satisfying
where truncate(u, v) := u if |u| ≤ |v|, and truncate(u, v) := u if u = u u and |u | = |v|.
Using the notation of Definition 5.2, we obtain Z i,j,1 as a certificate for truncate(X i , X j ).
If the method certifies a power string program P, then every function computed by P will be polynomially size bounded. However, when simulating P on a Turing machine sim(P), the space used by sim(P) might exceed the polynomial bounds provided by M (P). Therefore, to prove that power string programs with certificate M (P) can be simulated on a Turing machine sim(P) in polynomial space, we first standardise those simulations.
Given a power string program P with variables among X 1 , . . . , X n , the simulation sim(P) has an input/output tape, a working tape T (X i ) for each X i , and a reference tape R(X i ) for each occurrence of a loop controlled by X i .
Every run of sim(P) on input w i 1 # . . . #w i l is divided into three phases, where phase 1 or 3 can be skipped, depending on the use of sim(P) as a sub-program of another program: the initialisation phase, in which each component w i j is copied to the corresponding working tape T (X i j ), the step-by-step simulation phase, and the output preparation phase.
All cases of sim(P) are obvious, except possibly the case where P is a loop foreach
. Given sim(Q), let sim(Q) * result from sim(Q) by modifying its transition function such that every move w.r.t. T (X h ) becomes a move w.r.t. R(X h ).
sim(foreach X h [Q]) works on input w as follows: After the initialisation phase, the contents of tape T (X h ) is copied to the reference tape R(X h ), leaving its tape head on the top symbol of X h . Then for each inspected symbol on R(X h ) distinct from B, first call sim(Q) * , then delete the actual "top symbol" of tape R(X h ), and move its tape head one cell to the left.
sim(repeat Pow(X h ) [Q]) works on input w as follows: After the initialisation phase, write y := |w h | ones (the binary representation of 2 |w h | − 1) or y := 0 (in case of w h = ε) on the reference tape R(X h ). Then in an obvious loop of 2 |w h | − 1 rounds, first call sim(Q), and then compute the new y := bin((y) 2 − 1) on tape R(X h ) from the actual y.
Theorem 7.2 (Characterisation of fpspace). Certified power string programs exactly compute the functions in fpspace.
Proof. As for the implication ⇒ , we proceed by induction on the structure of certified power string programs P, showing S sim(P) (n) ≤ p(n) for some polynomial p(n).
The base case where P is a ps-admissible basic instruction holds by the fact that if a power string program can be simulated on a Turing machine in polynomial space, then it can also be simulated on a standardised Turing machine in polynomial space.
The cases where P is a sequence P 1 ; P 2 or a conditional if top(X i ) ≡ a then P 1 else P 2 follow easily by the induction hypothesis and closure of polynomials under composition.
Remaining cases where P is a loop statement foreach X h [Q] or repeat Pow(X h ) [Q] . By the induction hypothesis there exists a polynomial q(n) such that S sim(Q) (n) ≤ q(n). Furthermore, since M (P) is a certificate for P, there exists a polynomial b(n) built from those polynomials obtained in Lemma 3.14 or Lemma 3.15, respectively, such that
Then a straightforward induction on s h shows that
As for the proof of ⇐ , let f be any function in fpspace computed by a one-tape Turing machine M := (Q, Γ, Σ, q 0 , δ) such that S M (n) ≤ p(n) for some polynomial p(n). As M halts on every input, one can find another polynomial q(n) such that T M (n) ≤ 2 q(n) . Let b be the polynomial p q. To obtain a certified power string program P that simulates M , we follow [16] , [29] and modify the given stack program simulation of M as follows. 
Observe that apart from the use of the power loop and truncate, everything else in P belongs to the stack program world. In particular, the stack program COMPUTE-SPACE-BOUND(Y) computes in stack Y a word of size b(|w|), bounding the space that M uses on input w. As well, SIMULATE-MOVES is a stack program of µ-measure 0. Hence by Theorem 4.7 all of the components INIT, Q, and OUTPUT(R; O) are certified. Thus, to obtain a certificate M (P), it remains to verify that the certificate for Q satisfies the hypothesis of Lemma 3.15, that is,
First observe that TRUNCATE-ALL is the only place in P where truncate is used, and where Y appears in Q. Furthermore, by construction of the bound b none of those truncate operations changes the contents of any X i . However, assuming X n = Y (w.l.o.g.), and bearing in mind that Z i,n,1 is the certificate of truncate(X i , X n ), the effect of TRUNCATE-ALL is that
whatever the certificate of SIMULATE-MOVES. Thus, we conclude that (I) is true of M (Q).
Inspecting again the certificate M (Q) above, we see that for the proof of ⇐ , a trivialised hypothesis on the certificate of a loopII-body in Lemma 3.15 would have sufficed. But note again that the focus here is not on characterisation theorems but on certifying as many programs as possible, and that is why the hypothesis (I) in Lemma 3.15 is so valuable.
Applications
In this section, examples of certified natural algorithms are given, some of which are considered benchmark algorithms [14] in implicit computational complexity. Furthermore, one algorithm is given where the certification method correctly fails.
Basic arithmetical operations
For legibility, we write prog(X 1 , . . . , X r ; Y 1 , . . . , Y s ) for subprograms, where X act as read-only input parameters, and Y as output parameters. All variables of the subprogram not appearing among X, Y are local variables, and must be discharged at the end of the subprogram. That allows us to suppress in subprogram certificates all rows and columns corresponding to local variables.
The following programs are straightforward implementations of the school methods of basic arithmetical operations, and it is natural to use stacks of bits here. Accordingly, we use the following two kinds of variables:
• Variables A, B, S, . . . of data type "stack < bit >" with bit := {0, 1}, and as usual the size of a stack is the length of the word stored in it.
• Variables carry, sum bit of data type bit, and as usual the size of a bit is 1.
In addition to those admissible basic instructions and their certificates as shown in Section 5, we use the following admissible basic instructions, where b, S are aliases for X i , X j , and < BE > is any polynomial time computable boolean expression.
pushs the bit stored in b on S certificate: A j,n+1,1 reverse(S) reverses the word stored in S certificate: 1 n+1
Alternatively, using Lemma 3.14 and the above convention of suppressing local variables, one could implement reverse(S) with certificate 1 n+1 .
Binary addition uses A, B, S, A , B , carry and sum bit as aliases for X 1 , . . . , X 7 . nil(S); Initialises the result stack 8: carry=0; Initialises the carry 9: foreach B do 10: sum bit = top(A ) xor top(B ) xor carry;
11:
push(sum bit, S);
12:
carry = top(A ) and top(B ); 13: pop(A ); 14: if (carry) then 15: push(1, S); Now S holds the result string in reverse order 16: reverse(S);
17:
nil(A ); nil(B ) Discharge local copies
To compute the certificate, we refer to the following parts of the algorithm: P 1 for lines 2-8, P 2 for the loop with body Q, and P 3 for lines 14-17. For those parts the method yields:
Thus, we obtain Altogether, we obtain the following certificate for binary addition: The next algorithm Binary exponentiation, which on input n computes 2 n , uses A, B, aux and tmp as aliases for X 1 , . . . X 4 . foreach A do As ∞ ∈ Diag(Ŷ * ), Lemma 3.14 is not applicable, and hence the method correctly fails.
Insertion Sort
The previous examples show that our certification method appropriately processes sizeincreasing programs; the following certification of insertion-sort exemplifies that the method applies to non-size increasing programs, too. To our knowledge no implicit description of fptime includes a natural implementation of insertion-sort -Leivant's first-order tiered systems typically involve needing a second copy of the list to be sorted; Hofmann's [14] non-size increasing "coin" types require higher-type functionals. By contrast, our implementation modelled after (cf. [10] , page 8) stays in the realm of imperative programming, and in that way, some non-trivial headway has been made.
For simplicity, the insertion sort algorithm sorts arrays of natural numbers. Accordingly, we use the following two kinds of variables:
• Variables i, j, k, . . . of data type "Nat" store natural numbers, with logarithmic size measure |i| := log 2 (n + 1) whenever n is stored in i.
• Variables A, . . . of data type "array < Nat >" store sequences (of length len(A)) of natural numbers, with logarithmic size measure For the certificate of i = ones(len(A)), observe that |2 len(A) − 1| = len(A) ≤ |A|.
The insertion sort algorithm sorts an array A of type array < Nat >. i tmp = i; 13: inc(i tmp);
14:
A inc(j) Prepares the next round of the for loop
To compute the certificate for this algorithm, we refer to the variables A, len, rounds, j, i and i tmp as X 1 , . . . , X 6 respectively, and to the following parts of the algorithm: According to the method, we obtain the following certificates:
M (P 6 ) = 1 7 ⊗ Z 6,7,0 ⊗ 1 7 ⊗ A 6,7,1 ⊗ Z 6,5,1 = Z 6,7,0 M (P 5 ) = M (P 6 ) 1 7 = 1 7 M (P 4 ) = A 4,7,1 ⊗ Z 6,7,0 ⊗ 1 7 ⊗ A 6,7,1 ⊗ Z 6,5,1 = A 4,7,1 ⊗ Z 6,7,0 M (P 3 ) = 1 7 M (P 2 ) = 1 7 ⊗ 1 7 ⊗ Z 
Conclusion
We have presented a new method of certifying polynomial size boundedness for imperative programs under the natural assumption that the basic instructions are polynomially size bounded, too. Apart from that, there are no restrictions on the data structures involved. We proved that certified string programs exactly compute the fptime functions, certified general loop programs precisely compute the flinspace functions, and finally that certified power string programs exactly compute the fpspace functions. We also gave examples of certified "natural" implementations of algorithms such as insertion sort. Altogether, this can be considered a major step towards applicability of research in the evolving field of implicit computational complexity to daily programming practice. It seems that the future will see further work in this area.
