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  Abstmct．Learning process can be forma1ized as obtaining an e伍。ient description of
the structure or re1ation in the data from given training data．If the training data are
given random1y according to some probabilistic distribution，the resu1t of the1earning
becomes random variab1es．In this case，the1earning process shou1d be investigated as a
statistica1process．
 Recent1y，in the丘e1d of computationa11earning theory，a statistica1forma1ization of
1earning ca11ed“PAC（Probab1y Approximate1y Correct）Learning”was proposed and
investigated．Here，techniques of statistica1inference and statistica1mechanics are
p1aying important ro1eS．
 In this report，we give an overview of the statistica1forma1izations of1earning from a
rather genera1point of view．Some resu1ts on the re1ation between the size of training
samp1es and the goodness of the resu1t of1earning which are obtained by uniform conver－
gence method are a1so given as an examp1e．

















































              σ（ε）＝Prob〃、Q［R（乃（。Dm））くε］










 3．Uniform convergeme me此。d
 上のようだ課題を解決するために，さまざまな技法が用いられているが，中でもσ（ε）と学
習用データの教との関係を評価するための比較的汎用性の高い技法の一つに，Uniform con－
vergence methodがある（B1㎜er et a1．（1989））．
 σ（ε）の評価のめんどうさは，P（κ，ツ）が未知であることによる．そこで，学習用データに対
する誤り率
                    1 m               R，m力（ん）＝一Σ（yrん（ル））2
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 統計物理学における具体的た結果は応答関数，Green関数等の相関関数と速度分布，密度分
布等の分布関数で表わされる場合が殆どである．通常，与えられたモデル・ハミルトニアンか
らこれらの関数を求めることになるが，厳密解が得られる場合以外は，たんらかの近似を導入
することにたる．ハミルトニアンから得られるのは，Green関数等の運動方程式であり，それ
らは一般に積分方程式である．粒子間相互作用がある場合，例えば1体Green関数の積分方程
式は積分核に2体以上のGreen関数を含む．2体Green関数の方程式は積分核に3体以上の
Green関数を含む．このように，粒子間相互作用がある場合，Green関数の方程式系は閉じた
い（BBGKY）．実際の計算では，2体Green関数までしか考慮したい場合が普通である．この場
合3体Green関数を2体及び1体Green関数で近似することがまず行なわれる．その例として
は，Born－Kirkwood近似などが有名である．その結果，1体Green関数と2体Green関数から
たる方程式系が近似として得られる．問題は，このようにして得られた近似方程式系が元の厳
