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ABSTRACT 
For any vector norm, the function that assigns to a matrix A the “average” norm 
of Ax is a generalized matrix norm. Certain properties of such expected-value norms 
on matrices are noted, as well as a motivating example for error analysis in input-out- 
put models. For the 1, vector norm an explicit formula is given with respect to 
averaging over the Euclidean unit ball. 
INTRODUCTION 
Induced matrix norms are a very commonly used type of norm on 
matrices. Let M, be the set of complex k-by-k matrices, let M,,, be the set 
of complex k-by-l matrices, and let Ck be the set of all complex k-dimen- 
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sional vectors. If A E M, and /*II is a vector norm on Ck, then the matrix 
norm induced by 11. II is defined by 
IlA~ll 
Ill A Ill = ,,y=“1 ll~ll = max -x x+0 ll~ll . 
Induced matrix norms have a number of nice properties. One is that they are 
known to be minimal among matrix norms; i.e., for any matrix norm N(a) 
there exists an induced matrix norm 111 . 111 such that 11) A II( < N(A) for all 
A E M,; and for any induced matrix norm 111 . 111 and any matrix norm N( * ), 
we have N(A) < 111 A 111 f or all A E M, if and only if N(A) = 111 A 111 for all 
A E M,. [Horn and Johnson (1985, Chapter 5) contains an extensive discus- 
sion of norms on matrices, and concepts about norms not defined here may 
be found there.] 
In spite of the above attractive properties, induced norms may make 
matrices seem to be large in the following sense. The value of 111 A III records 
the “worst case” (extreme) value by which A stretches a vector in the norm 
II* 11, and this may be very large relative to the magnification of most vectors 
by A. In applications involving error analysis, minimization of 111 A 111 may be 
misleading in comparison with minimizing a more representative value of 
IIAr )I. Although all norms on a finite-dimensional vector space are compara- 
ble, our purpose here is to introduce another class of norms on matrices 
derived from norms on vectors. This class focuses upon an “average” value of 
IIArll, and we make several observations about it. 
EXPECTED-VALUE GENERALIZED MATRIX NORMS 
Let n,(a) and n,(e) be two vector norms on Ck. Let z be a random 
variable on Ck with a uniform distribution on the surface of the unit ball 
B(n,) of n2. The expected-value norm 
defined by 
G(A;n,,n,) = 
on Mk relative to n1 and n2 is then 
We will usually write G(A) instead of G(A; nl, n,). We note that if n1 and 
n2 are the same, then G(A)= E[n,(Az)]. 
It is clear that the function G is well defined, and we first note that G is 
a generalized matrix norm on Mk. Three properties are definitionally re- 
quired: 
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PROPERTY 1 (Nonnegativity). G(A) > 0 for all A E M,, with equality if 
and only if A = 0. 
PROPERTY 2 (Homogeneity). G(cuA)= /aI G(A) for all a EC and 
AEM,. 
PROPERTY 3 (Triangle inequality). G(A + B) Q G(A)+ G(B) for all 
A,BEM~. 
Clearly G(A) satisfies nonnegativity and homogeneity. It inherits the 
triangle inequality from ni: 
G(A + B) = -%((A + BMI ~ ~h(w+ no41 = G(A)+ G(B) 
E[n,(z)l E[n,(z)l 
In order to be a matrix norm, G(A) would have to enjoy one additional 
property: 
PROPERTY 4 (Submultiplicativity). G(AB) < G(A)G(B) for all A, B E 
Mk. 
The question of whether there exist ni and n2 such that G(A) is 
submultiplicative is addressed in the following observation. 
THEOREM 1. Fur no pair of vector norms n1,n2 on Ck is G(A; n,,n,) 
submultiplicative. 
Proof. Let 111 . 111 be the matrix norm induced by nI. Note that 
EM4 Ill A Ill1 = lll A ,,l 
’ E[n,(z)l 
However, as noted in the introduction, no matrix norm is less than or equal 
to an induced norm (other than the induced norm itself). But it is easy to see 
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that for any n,,n,, G is not identically equal to 111 * 111; so G(A) is not 
submultiplicative. n 
In fact, we conjecture that no expected-value norm G can be spectrally 
dominant [the spectral radius of A is < G(A) for all A E Mk], and this is 
easily proven when n1 is monotone. 
We note that G(A) = 111 A 111 can occur for some matrices. In particular, it 
is clear from the calculation in the proof of Theorem 1 that G(A) = 111 A 111 if 
and only if A is a multiple of an isometry for n,. 
The fact that G(A) is not submultiplicative might limit the usefulness of 
expected-value norms, except that they have the following closely related 
property. 
THEOREM 2. L.et n1 and n2 be vector norm.s on Ck, and let ((( . ((1 be the 
matrix norm induced by n 1. Then 
Proof. Observe that 
G(AB) = w 
The inequality in Theorem 2 is tight whenever A is a multiple of an 
isometry for nl. 
In some applications, the property given in the above theorem is as useful 
as submultiplicativity. For example, consider A E M, with ((1 A ((1 < 1. If we 
wanted a bound on 111 A + A’ + A3 + . . . 111, submultiplicativity (and the 
triangle inequality) would yield the following: 
Ill A Ill 
((I A + A” + A3 + . . . ((1 < -- 
l- Ill A Ill 
Similarly, the above theorem guarantees that 
G(A + A” + A” + . . . ) < 
G(A) 
l- Ill A Ill 
If we let A = LYI for (Y E C, ILYI < 1, then both sides of the above inequality 
have values of a/(1 - a>, so that the bound is tight. 
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THE EXPECTED-VALUE NORM RESULTING FROM ONE CHOICE 
OF hi AND rz2 
The value of G(A) could always be approximated for a given A by 
applying an integration algorithm to E[n,(Az)] and E[nJz>]. However, we 
give one example of ni and ns that allows G(A) to be expressed in closed 
form. 
We will let llxlls = (ZIX~I~)~‘~ denote the Euclidean vector norm and 
llxllr = C [xi1 denote the absolute-sum vector norm. We require two prelimi- 
nary lemmas. The first is well known. 
LEMMA 1. Let x E Ck with llrllz = 1, and let e(l) E Ck be thefirst vector 
in the standard basis of ck. There exists a unitary matrix V E M, such that 
Vx = e(l). 
LEMMA 2. Let z be a k-dimensional random variable with a uniform 
distribution on B(ll~lj2>. Let 4 E R be given by 
[= l . 
JL,,.,, 2 t dz
Let x E Ck. Then 
~[l~*zll = /8(,,,,, ;Slr*zl k = I1412/B(ll,, 514 k = I14i2E[kll~ 
2 2 
in which z, is the first coordinate of z. 
Proof. Let y = x / [Ix l12. The proof follows from a change of variable. 
Let V be a unitary matrix given by Lemma 1 for the vector y. Let r = Vz, so 
that z = V*r. Note that the Jacobian of this transformation equals 1, since V 
is unitary; note also that the region of integration B(ll. 11s) is unaffected by 
the change of variable, since unitary matrices are in the isometry group of 
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the Euclidean norm. Thus 
= IIXlln~(,,.,,.JI(~Y)*Cld’ 
= Ilq--,,,,, p A- 
2 
= II~ll~E[l~,ll~ n 
We note that E[lzll] j t ( IS us a complicated) constant, depending upon k, 
and that E[lzil]= E[lzll], i = l,..., k. We are not interested in its precise 
value, as it cancels out in the following calculations. 
THEOREM 3. Let A E M,, and partition A by rows, so that AT = [A, . . . 
Ak]. Then 
G(A~II~II,~II~II,) =; ,$ IIAillz~ 
t-l 
Proof. Note that 
E[llA-41 
G(A; II* 111’ II* 112) = ELllzll I 
1 
E[ IA;zl] + . . . + E[ IA;zl] 
= E[kll+ . . . + EhII 
E[ld + . . . + Ehl1 
= ; ,$ IIAillz~ 
I-1 
in which the third equality follows from Lemma 2. 
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AN APPLICATION: ERROR MATRICES IN INPUT-OUTPUT ANALYSIS 
Our interest in defining expected-value norms on matrices arose from 
recent research into the effect of aggregation in input-output modeling. In 
this section we will discuss the problems that arise from the use of induced 
norms in input-output aggregation, and how the expected-value norms solve 
these problems. 
An input-output model is a linear economic model showing the relation- 
ship between “intermediate demand, ” “final demand,” and output. Interme- 
diate demand is the use of a commodity directly in the production of another 
commodity; final demand is the use of a commodity for any purpose (con- 
sumption, government spending, investment, and net exports). The funda- 
mental assumption of input-output analysis is that intermediate inputs are a 
linear function of output. 
Suppose that there are n commodities. Let R” denote real n-dimensional 
space. Let x E R” be output by commodity; let y E R” be final demand by 
commodity; and let A = [aij] E M, be the “direct requirements” matrix, 
defined so that aij is the amount of good i required to produce a single unit 
of good j. 
In order for an economic system to be in equilibrium, there must be 
equality between the quantity of every commodity demanded and supplied. 
Thus equilibrium requires that output must equal the sum of intermediate 
demand and final demand for every commodity, so x = Ax + y, or 
y = (I - A)x. 
The above equation and its inverse, x = (I - A)- ’ y, are the two fundamental 
equilibrium conditions used in input-output analysis. 
Input-output analysis is done at various levels of aggregation; models 
range in size from several thousand commodities to fewer than ten. There is 
a large literature-almost exclusively theoretical-on the existence of aggre- 
gation error. Aggregation error is modeled in the following way. Consider a 
model with n microcommodities versus one in which the microcommodities 
have been aggregated into m macrocommodities, with m < n. For a given 
partition of the n microcommodities into a m macrocommodities, let S E M,,, 
be a 0, 1 matrix, with sij = 1 if microcommodity i is to be included in 
macrocommodity j, and 0 otherwise. Let A E M, and B E M, be the n- and 
m-commodity direct requirements matrices. Observe the matrix S performs 
aggregation, mapping n-dimensional microcommodity vectors into m-dimen- 
sional macrocommodity vectors. 
Suppose we are given the microcommodity output x and wish to compute 
the macro-commodity final demand from it. We could do this in either of two 
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ways: by computing S(Z - A)x, which uses the disaggregated model to 
compute the microcommodity final demand and then aggregates the result; 
or by computing (I - B)Sx, which computes the macrocommodity output and 
then uses the aggregated model to compute the final demand. Assuming 
that the disaggregated model is actually correct, the difference between 
these two is the aggregation error. That difference is the following: 
S(Z - A)x -(I - B)Sx = (BS - SA)x. 
The dependence of the above expression on the precise vector x is unfortu- 
nate, so it is usual to use 111 BS - SA 111, for some matrix norm 111 . 111. There 
are other matrices which norms are also used to measure aggregation error 
[see Howe and Johnson (1989a, b), which have extensive bibliographies of 
the aggregation literature]. The expression 111 BS - SA 111, however, is suffi- 
cient for the point we wish to make. 
Although there is a large theoretical literature on aggregation error (in 
which a number of prominent writers have called for aggregation error to be 
minimized), there has been little actual computational work done in error 
minimization. Three recent papers have appeared which deal computation- 
ally with the problem of minimizing aggregation error: Harrison and 
Manning (1987), Howe and Stabler (19891, and Howe and Johnson (1989b). 
The introduction above gave two motivations for expected-value norms; 
both had to do with aspects of induced norms that are unfortunate for some 
applications. One aspect is that since an induced norm of a matrix records 
the extreme value by which a matrix stretches a vector, it may be unrepre- 
sentative of the amount that a vector is typically stretched. Moreover, in 
applications where the norm, 1)) A ))I, f o a matrix is being minimized, mini- 
mization of (11 A 111 may be misleading in comparison with minimizing a more 
representative value of l/Axll. Both of these drawbacks are illustrated in 
Howe and Stabler (1989). That paper reports on aggregations of a multire- 
gional input-output model of Canada that minimize 111 BS - SA 111. The paper 
reports on the results of minimizing aggregation error for the reduction of the 
original matrix 176 microcommodities down to as few 34 macrocommodities. 
The norm used is the (induced) maximum-absolute-column-sum norm, I/( . ((I ,. 
The results that are reported are difficult to interpret and tend to be er- 
ratic-highly dependent on the precise specification of the problem. 
Difficulties with induced norms lead Howe and Stabler to adopt a simple 
expected-value norm E[ll(SS - SA)xll], w h ere x is a random variable with a 
specified distribution. The expected-value approach is then shown to yield 
results that are readily interpretable and less erratic. A similar expected-value 
approach was adopted by Harrison and Manning. 
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It is not desirable, however, to abandon the use of matrix norms, since 
matrix norms are useful in the theory of aggregation. 
Thus the preceding sections have established that the nicer computa- 
tional results associated with the expected-value approach can still be 
obtained within the context of a (generalized) matrix norm. Most of the 
theoretical value of the norm-based approach for input-output results from 
the use of the triangle inequality and submultiplicativity. The above class of 
expected-value norms has been shown (of course) to have triangle inequality; 
although it does not have submultiplicativity, the property given in Theorem 
1 is almost as useful. 
COMMENTS 
We note two alternative definitions of G also suggested by the motivat- 
ing discussion in the introduction. Again for norms n1 and n2 on Ck and 
A E Mk, define 
n,(h) 
G’(A;n,,n,)= E ~ 
[ 1 nl(z) 
and 
G”(A; n1,n2) = E[ n,(Az)] . 
In both cases, the expectation is taken relative to the uniform distribution on 
B(n,), as before. Each of these also gives a generalized matrix norm, but 
both seem less tractable analytically. 
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