We show how scale-free degree distributions can emerge naturally from growing networks by using random walks for selecting vertices for attachment. This result holds for several variants of the walk algorithm and for a wide range of parameters. The growth mechanism is based on using local graph information only, so this is a process of self-organisation. The standard mean-field equations are an excellent approximation for network growth using these rules. We discuss the effects of finite size on the degree distribution, and compare analytical results to simulated networks. Finally, we generalise the random walk algorithm to produce weighted networks with power-law distributions of both weight and degree.
Introduction
Many networks seen in the real world have a degree distribution which is a power-law for large degrees [1, 2, 3, 4, 5] , at least to some approximation. This means that there are many more vertices with large degrees, 'hubs' of a network, than one would find with the traditional Erdős and Rényi random graphs with their short-tailed Poisson degree distribution [6] . Such long tailed distributions have been of considerable interest for some time in a wide range of fields, see [7] for a brief overview.
On the theoretical side, scale-free graphs are generated in several models. Most are characterised by a probability, Π, for choosing a particular existing vertex in an existing graph to which a new edge is to be added. In particular, if a finite fraction of new edges are attached with probability proportional to the degree k of the existing vertices, Π(k) ∝ k, at least for large degree vertices, then the graph will be scale-free [1, 2, 3, 5, 7] . Such attachment of edges with probability proportional to degree of target vertices is often termed preferential attachment 1 . This is a feature of the model by Simon [8] and of the more recent Barabási and Albert model [9] .
However, a key result is that if the Π(k) ∝ k α , then for any α = 1 we do not get a simple power law degree distribution for large degree in the large graph limit [10] . So, if scale-free laws are often found in nature, where does the precisely linear preferential attachment with α = 1 come from? Further, it is crucial to know what the total number of edges is in a network to provide the normalisation for the linear preferential attachment probability. This is simple for numerical models and theoretical analysis. However, it is a piece of global information not usually available at nodes in real systems. The authors of web pages do not know, nor do they care, how big the web is for instance.
It is evident that the processes shaping networks in the real world are usually local, i.e. they rely mostly on structural properties of the networks in the neighbourhood of a vertex. Hence, realistic models of network evolution should likewise be based on local rules [11, 12, 13, 14] . Here, our focus is on random walks on networks [15, 16] . A random walk on a graph tends to arrive at a vertex with a probability proportional to the number of ways of arriving at that vertex, i.e. the degree of that vertex. A random walk can be viewed as natural way for preferential attachment to appear using only the local properties of a graph. For instance, consider the graph of vertices representing film actors, joined if they have appeared in the same film [3, 5] . One can imagine a new actor has one or two initial contacts with established actors. They may not know of any suitable jobs for the newcomer, but they pass the word on to their contacts. These in turn might pass the word on to their contacts, until by chance a suitable job is found. A new edge is formed to an existing node chosen by a walk along existing links in the network and this is equivalent to choosing a vertex proportional its degree. Indeed, in anthropology it has long been noted that providing access to a wider pool of resources than is locally available is often an important role of many kinship networks.
The random walk algorithm illustrates how the network structure can be driven naturally to a scale-free form as result of purely local microscopic processes. It is the very structure of the graph itself which guides the search, and thus it is not too surprising that the asymptotic limit has a common feature, a scale-free distribution. Although the algorithm itself is an idealisation, we argue that the scale-free nature of many real world networks is a consequence of network evolution driven by this type of mechanism. For this argument to hold, the details of the random walk mechanism should not change the outcome, i.e. the form of the resulting distributions should be robust to variations in the algorithm.
The purpose of this paper is to extend the work of Saramäki and Kaski [15] and to demonstrate the robustness of the walk algorithm. First, we will discuss the mean-field equations for the network evolution, the length scales present in finite-sized networks, and the form of the degree distribution for finite-size networks based on preferential attachment growth. Then, we will present the generalised random walk algorithm, and compare results from numerical simulations to theoretical ones. Finally, we will generalise the algorithm of [15] to the case of weighted graphs, yielding asymptotically scale-free distributions of both degree and weight.
Mean Field Equations
The mean field equations are a good approximation for the behaviour of degree distributions in many different algorithms. These will serve to fix our notation, but solutions to these approximate equations also match practical models and we will be referring to them later.
Consider a sequence of graphs {G(t)}, consisting of N(t) vertices and E(t) edges. Here t is a time-like integer parameter, where in going from t to t + 1 we add a vertex a fraction ǫ of the time, while each time adding on average a total of m edges 2 . The total number of vertices, N(t), and the total number of edges, E(t), grow on average as
where the degree of each vertex is k and the number of vertices of degree k at time t is n(k, t), the degree distribution. The probability degree distribution is just p(k, t) = n(k, t)/N(t). The average degree K tends to a constant with
The new edges added have one end attached to any new vertex if its created, then the remaining ends are attached to vertices of the existing graph chosen with the attachment probability Π. In the mean field approach, we assume that the average value for the degree distribution at any one time can be described by what happens to the graph on average. This also means that all the parameters ǫ, m could represent an average value for each time step, and the equations are still an approximation to such a growth. The evolution of the degree distribution is given in such a mean field approximation by
For the sake of simplicity, we will take the simple and often studied form for the attachment probability Π
This represents a combination of random and preferential attachment, such that existing vertices are chosen at random 3 p v of the time (first term), while preferential attachment is used (1 − p v ) of the time (second term). Note that both terms require global information on the network through their normalisations.
The network evolution is therefore governed by four parameters, r, m, ǫ, and p v . However, for almost all numerical runs we will work with ǫ = 1, p v = 0 which corresponds to pure preferential attachment in the mean field case.
With the attachment probability Π of the simple form (2.6), the mean-field equation can be solved exactly in the long time, large N limit. It is also straightforward to show that for a wider class of attachment probabilities 4 Π the solutions tend towards a power law form for large degree. In particular for the form (2.6) one finds [10, 17, 18, 19, 20, 21, 22] .
Since we study growing networks, 0 < ǫ ≤ 1, and since now 0 < p v ≤ 1, we have that 2 < γ < ∞. The lower limit of the power, γ = 2, can be linked to the requirement that the average degree is finite, that is the first moment of the probability degree distribution
As p v → 0 we get attachment to vertices chosen randomly, and the distribution turns into an exponential,
Although the attachment is random, this is not a standard Erdős-Renyí random graph. Note that (2.8) is a long time, large N solution. However, all numerical models and all data sets are of finite size. This introduces some natural scales and one would expect these to lead to deviations from a simple power law in practical examples. At low degree, the minimum number of edges added to a new vertex (here m) sets such a scale. However, most power laws refer to the large degree behaviour. There, for a real system, the continuous part of the spectrum ends around k cont , which can be defined through
That is for k k cont there will be some degree values in any one example with no vertices of that degree. Likewise, for k k cont , we expect all n(k) > 0. If we have a power law distribution, k cont should scale as k cont ∝ N 1/γ . Another large scale exists for long tailed distributions, such as a power law, where there are vertices with degree k ≫ k cont . For 3 If we do not specify, then random means we draw randomly from a uniform distribution. 4 Basically lim k→∞ Π ∝ k is all that is required.
instance, the vertex of largest degree is the rank one vertex, and its degree is likely to be k 1 , where
This scales as k 1 ∝ N 1/(γ−1) for a power law distribution. An approximate analytic finite time or size solution to the mean field equation (2.4) for the case of pure preferential attachment with number of edges equally the number of vertices (here m = 1, p v = 0, ǫ = 1) was given by Krapivsky and Redner [13] (see also [23, 24, 25] ). The form is
Asymptotically the finite size scaling function F s is a function of x = k/(2t 1/2 ) and it differs from one only for x 1. With γ = 3 for this case, we have that N ∼ t ∼ (k 1 ) 2 so F s ≈ 1 only for k k 1 . It also follows that it is sensitive to initial conditions since the vertices of biggest degree are the oldest. For the initial conditions n(k = m, t = 1) = 2 n(k = m, t = 1) = 0 and generalising the arbitrary m but keeping pure preferential attachment (p v = 0, ǫ = 1), we use the approach of [13] to find that
and it is made up of the complementary error function erfc and Hermite polynomials H n . The analytic form of the finite size function F s (2.14) is a good approximation to that found from a direct numerical solution of the mean field equations as figure 1 shows. 
The Generalised Walk Algorithm
The mean field equations (2.4) can be implemented in a straight-forward manner, by choosing vertices in the existing graph at random using the probability Π(k) implemented explicitly in an algorithm. This is done in most cases. As discussed in the introduction, the walk algorithm provides a natural mechanism for such a probability to emerge naturally from an intrinsic property of the graph. The basic walk algorithm we will consider is merely a generalisation of the original Saramäki and Kaski [15] algorithm 5 :
1. Start with any graph 6 G(t = 0) and start the time counter at t = 0.
2. With probability ǫ choose to add a new vertex v 0 . The remaining time, let v 0 be a random vertex in the graph chosen with probability Π. Now start adding new edges, counting from i = 1.
3. To start the random walk we choose a vertex v i in the existing graph, G(t). We will consider several different ways to do this.
4. Now make one step in a random walk on the graph by choosing one of the neighbours of v i at random 7 . Move to this neighbour and now set v i to be this vertex.
5. Repeat the previous step l times.
6. Repeat from step three m times, increasing i each time i = 1, 2, . . . , m.
7. Now create G(t + 1) by adding vertex v 0 and the edges {(v 0 , v i )|i = 1, 2, . . . , m} to the graph G(t). At this point one might also choose to reject some of potential edges and maintain some characteristic of the graph.
8. Increase t by one and repeat from second step.
There are several variations within the general algorithm which we will study. We will indicate our choices by the binary bits of a parameter v.
A The walks can be started from a vertex chosen randomly ((v&1) = 1), as done in [15] , or by taking a random end of a random edge ((v&1) = 0).
B One could start a new walk for every new edge ((v&2) = 1). Alternatively, as in [15] , we could start a new walk at each time step, the i = 1 edge, but then we take the end of the previous walk v i−1 to start the walk for the i-th edge ((v&2) = 0). 5 Preliminary studies of such models were also made independently by one of us, TSE, in collaboration with Klauke [16] . 6 In fact, the way the algorithm is phrased we require that no vertex has zero degree but with a small adjustment even this limitation could be dropped. 7 One can vary this aspect. By using a biassed walk, say choosing neighbours preferentially based on colour of vertices or weights of edges, or based on other vertex properties such as the degree or clustering of the target, one might get interesting variations.
C The length of the random walks can be fixed to be l as in [15] , ((v&4) = 0). This might not be realistic in many cases so we have also looked at the case where a further step on the walk is made with probability p l = l/(1 + l) so that the average walk length was l ((v&4) = 1).
D The number of edges could be fixed to be m at each time step as in [15] ((v&8) = 0). This could be varied in a similar manner to the walk length, with one edge always added (to ensure a connected graph) but subsequently another edge is added with probability p e = (m − 1)/m so on average m will be added ((v&8) = 1).
Intuitively, the initial point of the random walk should be immaterial for 'long' walks. In [15] it was indicated that for their algorithm (essentially the (v&1) = 1 choice here) long was just one step 8 . Presumably, this indicates that there is already little correlation between the connectivity of nearest neighbour vertices, and it is this correlation length, rather than mean shortest separation or diameter length scales, which is important. This is also an assumption behind the mean-field approximation, so we should expect that the mean field equations are a good approximation to graphs produced from random walk algorithms. This will be confirmed below.
For the stochastic choices in options C and D, the Markov process used here produces a large peak at small values. Thus for the walks of random length in case C, a fraction (1 − p l ) vertices are attached to the vertex at the start of the walk. If this initial vertex is chosen randomly ((v&1) = 1 in option A), and given that one step is often sufficient to produce reasonable scale-free behaviour, then we are actually reproducing the mixed preferential attachment and random attachment algorithms mentioned above with
This is yet another way that a walk algorithm might produce various powers γ as (2.8) indicates. Many other distributions could be tried for stochastic choices so the Markov process used here is merely exemplary.
If the length of the walk is zero then we get some special behaviour. If we choose the vertices v i at random, we are then generating a graph with an exponential distribution for n(k) (2.9). On the other hand, choosing to connect to vertices in the existing graph by choosing the random end of a random edge is guaranteed to generate a scale-free graph as noted in [23] . Thus we expect that with this start for the random walks, all graphs are scale-free whatever the walk length.
Finally, we note that one might often wish to limit the graphs generated to be simple, with no multiple edges between vertex pairs and no edges with the same vertex at both ends. We have done numerical simulations both with and without this limitation, and found that for N = 10 6 and other typical values used here, the difference is negligible with a very small fraction of edges rejected 9 . 
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Figure 2: Degree distributions for networks of size N = 10 6 , generated using random walks started from a random end of a randomly chosen edge. The left panel displays the raw degree distribution, and the right the degree distribution normalised by equivalent mean field t → ∞ solution p ∞ (k), with finite size correction F s visible for k > k cont . All variations with this initial condition (v&1 = 0) show the same behaviour. Here, one vertex (ǫ = 1) with two edges (m = 2) are added per time step. The results are shown for average walk lengths of 0,1 and 7 steps, with data averaged over 100 runs. In this example, a new walk is started for every new edge added.
Results for Unweighted Graphs

Degree Distributions
First, we will note how robust the walk algorithm is at producing scale-free networks. Figure 2 shows the degree distributions for an exemplary walk algorithm which started all random walks from a random end of a randomly chosen edge. This is equivalent to pure preferential attachment if no walk is made (l = 0). Longer walks or other variations in the algorithm do not alter this result.
More revealing are algorithms which start their walks from a randomly chosen vertex as seen in figure 3. As expected from the mean field approximation, starting from a random vertex but doing no walk (l = 0) produces an exponential distribution seen by the very short tailed distribution in all cases for the l = 0 lines of figure 3. This is also illustrated in the semi-log plot of Fig. 4 . On the other hand, any walk of l ≥ 1 produces a distribution with a power-law-like tail that is much longer than the exponential distributions (2.9) of the zero step walks. The (v = 1) variant of the algorithm, where a new walk is started only for every new vertex, with l, m, and ǫ fixed, produces very consistent degree distributions for l ≥ 1 (Fig. 3 , top left panel). This is essentially the algorithm used by Saramäki and Kaski [15] . When l is small, other variations of the walk have an effect on the slope of the degree distribution. In particular, the variants using a Markov process for a single step walk (e.g. l = 1, v = 15) fit a power-law in their tails which is closer to γ = 5 ( Fig. 3, bottom panel) . This value corresponds to the earlier discussion, where a probability (1 − p l ) of making a zero step walk from a random vertex start (in option C) can be taken as a first approximation to be equivalent to the Figure 3: Plots of log 10 (n(k)) vs log 10 (k) for N = 10 6 networks generated by random walks started from a randomly chosen vertex (v&1 = 1), with one vertex (ǫ = 1) and two edges (m = 2) added at each time step. In each graph, the results are shown for average walk lengths l of 0, 1 and 7 steps, with data averaged over 100 runs. In the top row, the walk length l is fixed, whereas in the middle row the length is chosen using a Markov process. In the left column all m new edges are attached to vertices chosen by one continuous walk, whereas in the right column a new walk is started for each edge added. The bottom figure has variable numbers of edges and variable walk length. Multiple edges are allowed here. Figure 4: Plot of log 10 (n(k)) vs k for N = 10 6 networks, generated using walks of fixed length started from a randomly chosen vertex for each new edge ((v&1) = 3), with ǫ = 1 and m = 2, and l = 0, 1, 7. Data are averaged over 100 runs. Multiple edges are allowed here.
probability p v for random vertex attachment in the mean field equations (2.6). Our one step Markov walk results (cases l = 1 and v = 5, 7, 15 in figure 3 ) support this and will be considered again with figure 8 below. Likewise the variation with the length of walk l is also shown in figure 10 below and different algorithms for the same long seven step walks, figure 9 will be discussed in more detail below.
In the case of l = 1, starting a new walk from a randomly chosen vertex for each of the m new links (v = 3) (Fig. 3 , top right panel) appears to result in a much smaller power than γ = 3, unlike in the (v = 1) case where the vertices are selected using one continuous walk. This is possibly because in the v = 3 algorithm all vertices chosen are only one step away from a randomly chosen vertex, while in the v = 1 case [15] , one vertex is one step and the other two steps, on average 1.5 steps, from a randomly chosen vertex. This suggests that there are weak correlations between properties of neighbouring vertices, but not between next to nearest neighbours. Thus the effective longer range of a v = 1 one step walk over a v = 3 one step walk accounts for the differences between these two variants.
Certainly, the longer the walk, the more the distributions become identical, whatever the details of the algorithm for our large N = 10 6 networks, with tails approaching a power law with powers around γ = 3.
Varying the average degree K, but holding the number of edges fixed shows nothing of note except when m = 1, i.e. where we generate a tree graph with no loops, as one can see in figure 5. twver2 E=2e6 v=3 l=7 m=1 m=2 m=4 m=8 m=16 m=20
Figure 5: The normalised degree distributions, log 10 (p(k)) vs log 10 (k), for fixed number of edges E = 2 × 10 6 , ǫ = 1, and varying average degree m. For random walks starting from a random vertex for every new edge and of fixed length l = 7. Averaged over 100 runs.
Finite-Size Effects
The degree distributions discussed above are not simple power laws. This is to be expected since the solutions to the mean field equations do not predict this as (2.12) shows. Also the mean field equation is itself an approximation, but it should be closest to models with genuine preferential attachment. Fig. 6 displays the degree distribution for networks generated with algorithms where the random walks start from an end of a randomly chosen edge ((v&1) = 0), compared against the numerical mean field solutions. The data fits the finite N mean field solutions well, with the deviation from mean field comparable to the apparent statistical variation and systematic effects from the logarithmic binning. However, its clear that the data has large fluctuations and so is poor for large degree, k > k cont .
Given that the mean field solutions (2.12) are an excellent representation of genuine preferential attachment models, it is interesting to see if this is useful for the results of all random walk models. However, before we look at more data we need to consider the sizes of the scales in our finite sized examples to understand deviations from a pure power law. For large scales, k k 1 , modifications to a pure power law result from a finite size correction similar to the F s (2.14) found for pure preferential attachment models. However, this correction is not of practical importance by definition there is essentially no data for k k 1 . The data is best for k k cont of (2.10) . In practice this scale is not large, for a million vertex graphs (few data sets have bigger graphs) k cont is only 10 of order 100. Thus most data sets, and certainly our model runs, are actually mesoscopic systems. It also means that there are significant deviations from a power law because of the small scale effects. For instance the mean field large time solution (2.13) shows deviations from the inverse cubic large degree behaviour for degree scales k ∼ O(1). These small scale deviations are finite N effects in the sense that k cont is finite only for finite N and is in practice close to one.
We can illustrate the problem by studying the mean field solutions, fitting a power law to neighbouring points and estimating the power γ through
In fact for pure preferential attachment models this effective measure of the power law coefficient γ is always below the large N value for any useful degree k since using (2.13) we have
For N = 10 6 (larger than most data sets) k cont ∼ 100 is the largest degree with useful data so we'd expect the local power to be at least of order one percent below the large N value associated with the formation mechanism for the graph. So even in this perfect pure preferential attachment model, simple power law fits to reasonable data sets are going to underestimate the power which in turn would lead to a misunderstanding of the underlying formation mechanism, e.g. though formulae such as (2.8). In practice, results are likely to be worse than this.
The discussion above highlights the problems in interpreting any power fitted to finite N data. With these warnings in mind let us now turn to more general random walk models k max = 388. and look at the power law behaviour, focusing more on the comparison between the various random walk algorithms. We will also compare against the appropriate numerical mean field equation solutions, for which we have a complete understanding of the finite size effects.
First it is interesting to note that, while even short walks have long tailed distributions that are well approximated by a power law (for N = 10 6 at least), the different algorithms do make a difference to the power. The best fit to the finite N mean field value is that using a walk of fixed length, fixed numbers of edges and vertices added each time and a new walk started only with every new vertex added (v = 1) which is essentially the original Saramäki-Kaski algorithm, as figure 7 shows. This has a power which is always below the large N prediction of 3 but it is close to the mean field solution. As was noted earlier, when a Markov process is used to choose walks of random length (option C) this simulates a mixed preferential attachment and random attachment algorithm. For such cases with an average walk of length l = 1 half the edges are connected to a random vertex so we would expect a power of five. Interestingly this is never quite reached so a network of a million vertices is still not large enough though the data are clearly tending towards this expected value, and it is certainly bigger than the γ = 3 power found when a fixed walk is used. Figure 8 shows this.
On the other hand, other variations of the walk algorithm, even for long walks, l = 7, while equally well approximated by power laws, have powers which can be consistently ten or twenty percent higher than the finite N mean-field solution as figure 9 shows. This effect mitigates the finite N reduction in the effective power as compared to the large N mean field prediction (here 3.0). It is clear from this that while changes in the random walk algorithm and parameters do not alter the shape of the distribution from one that is roughly approximated by a power-law, it does produce differences in the measured powers.
As noted the large N corrections occur at high degrees k ∼ k 1 where the data is poor The Markov process walk though is expected to be similar to a mixed random/preferential attachment algorithm with 1/2 = p l ≈ p v so we expect γ = 5 in the large N limit. Indeed the v = 15 example is tending towards this value and is certainly has much higher power. anyway, for all practical purposes we may as well compare against the long time mean field solution p ∞ (k) of (2.13). This is done in figure 9 for varying v and in figure 10 for varying l. Again the evidence for power law behaviour is clear from even the shortest walks, but only the longer ones come close to the exact mean field form expected for graphs of this type. Walks which contain some zero length walks (v = 7 and v = 15) show larger F_s analytic N=1E6 m=2 v=3 l=1 l=3 l=4 l=5 l=6 l=7
Figure 10: Data is for random walk algorithms starting a new walk from a new random vertex for every edge added, making a fixed length walk (v = 3), creating graphs of average degree 4 (m = 2) and N = 10 6 vertices. The length of the walk is varied from l = 1 to l = 7. Data is the average of 100 runs. Note that again there is clear evidence of good power law behaviour even for the short walks. However there is significant deviation from the form of the mean field solution for short walks, which decreases for longer walks. Also note evidence of some finite size features similar to F s for large degrees k ∼ 1000. The mean field solution for the equivalent graph is the continuous line in the centre. The mean field calculated values for k cont (left) and k 1 (right) are indicated by the vertical lines.
deviation reflecting the way they mimic mixed preferential and random attachment.
Overall we see that the appearance of a long tail and scale-free behaviour is a robust result of all non-trivial walk algorithms. This is presumably because the relevant scale is a correlation distance for the degree of vertices ξ steps apart, and it appears that ξ 1. However the power of the distribution is varies considerably and is sensitive to the details of the algorithm.
Global length scales
The diameter and average shortest path length were not studied in [15] . We note that in our random walk algorithm they show the expected behaviour of scaling as ln(N) as figure 11 shows. The average shortest distances between points and the diameters (a lower bound at least) are shown for different total numbers of vertices N, with the average degree held fixed (m = 2) and a walk length of seven (l = 7) for an exemplary algorithm. Both clearly scale with ln(N). Other variations of the walk algorithm show similar behaviour though the diameters and shortest distance measures do depend on the particular random walk algorithm used.
The next figure 12 shows how average shortest distances and the diameters are vary for different fixed numbers of vertices N = 10 6 , fixed average degree K = 4 but varying length for the random walk. Just as in the case of the clustering coefficient [15] there is an interesting pattern for odd and even walk lengths when the walks are of fixed length (here the v=3 runs). This is an artifact of the discrete nature of the algorithm because there is a good chance on short walks that one returns to the original vertex when the length of the walk is even. It is not seen in the smoother algorithm of the v=15 runs where the number of edges added and the number of steps taken is varied but the averages are kept the same. As the walk lengthens we are tending to a fixed value suggesting that the simplest algorithms generate some correlations for short walks.
Weighted Graphs
Many graphs are not simple graphs but their vertices and edges often carry other information. This is readily taken into account by considering the edges to be weighted [26, 27, 28, 29, 30] , so that every edge is characterised by its weight w. Then, a natural generalisation of vertex degree is the vertex strength s [27] , defined as the sum of weights of edges connected to the vertex. The weights provide an additional degree of freedom, and their dynamics can be coupled to network evolution. Recently, BBV (Barrat et al.) [28] proposed an algorithm where networks are grown based on a strength-driven preferential attachment rule. In the BBV model, new nodes joining the network are connected to vertices chosen with a probability proportional to their strength with links initially having unity weight. Then, an amount of δ * of extra weight is divided among the old edges of each parent vertex in proportion to their weights: w ij → w ij + δ * w ij /s i . This leads to asymptotic power-law distributions of both the vertex degrees and the vertex strengths, with an exponent γ = (4δ * + 3) / (2δ * + 1), i.e. the power law gets broader with increasing δ * . Also the distribution of weights follows an asymptotic power law, P (w) ∼ w −α , where α = 2 + 1/δ * . In the following, we will show that the walk algorithm can readily be generalised to the weighted case, providing a natural model for evolving weighted networks. We will focus just on the weight aspect of the problem and work in this section with a basic random walk algorithm, so that we always use walks of fixed lengths and at every time step add one vertex (ǫ = 1) and add a fixed number of edges m, each attached at one end to the new vertex.
The algorithm we use is as follows. The network dynamics is divided into two aspects: i) network growth and ii) modification of the existing weights, which both take place successively during each time step t. Both cases are based on random walks, where we modify the random walking rule so that the next step in the walk is always chosen so that the probability of following a link is directly proportional to its weight, i.e. if the walker is located at vertex v i , it next moves to vertex v j with the probability w ij / k w ik , where the sum is over all neighbours of v i .
With the exception of the above modification, the network growth phase proceeds as detailed earlier, so that the m vertices are chosen using random walks of length l. If we assume that there is no correlation between the strength of neighbouring vertices, this reduces to the simple case of Π = s/S(t),
that is, we will have pure preferential attachment in terms of strength rather than degree. When the parent vertices have been selected, an initial weight of w 0 is assigned to the new edges. Then, we modify the existing weights by performing a second type of walk so that 1. To start the random walk we choose a vertex v j in the existing graph, G(t), choosing at random from a uniform distribution.
2. Now make one step in a random walk on the graph by choosing one of the neighbours of v j at random using the above biasing rule. The edge we follow has its weight increased by δ.
3. Repeat the previous step l d times.
The strength distribution in the mean field approximation follows a similar equation as for the degree, namely
3)
The total strength S(t) is given by
while now N(t) = N(0) + t. The analysis of the strength distribution is then exactly as before, and for large graphs we find that the asymptotic form for the distribution is a power law
Note the relation to the BBV model's exponent for the strength distribution [28] , γ BBV = (4δ * + 3)/(2δ * + 1). The total increase of weight in the modification phase equals ∆ = mδ * in the BBV model, and ∆ = l d δ in our weighted walker model. Both exponents can be rewritten using this quantity as γ = (3m + 4∆)/(m + 2∆). Now, we may expect that for individual vertices k ∝ s, because in the network growth phase the probability that a random walk arrives at a given vertex is proportional to its strength. Substituting this as an ansatz we find that the degree distribution also follows a power law with γ k = γ s . Note that the same the exponents also emerge from analysis based on continuum mean-field rate equations in the same manner as done in Ref. [28] .
It is also possible to apply the mean field approach to the weights on each edge. In the limit of N → ∞, t → ∞ we again find a power law for the distribution of weights of
with the exponent α = 2 + m/(l d δ). This also reproduces the form found in [28] . We can conclude that the main characteristic distributions of networks grown with the weighted walker model are equivalent to the ones of the BBV model. However, the models are not identical. We have deliberately chosen to start the weight modification walks from randomly selected vertices, instead of ones connected to newly joined vertices. This illustrates that the distributions are of a general nature and a result of strengthdriven attachment in combination with preferential increase of weights -strong weights get stronger, a feature that is implicitly present in the BBV model in the form of dividing the weight increase proportionally among edges. Furthermore, as shown for unweighted networks elsewhere in this paper and in Ref. [15] , we expect other characteristics such as the degree of clustering and the network diameter to depend on the random walk lengths. Especially, with short growth-phase random walk lengths l, the networks are expected to show high degrees of clustering, a feature found in several real-world networks. We choose to leave further investigations of these issues for future work. Figure 13 illustrates the probability distribution for strength p(s) calculated from simulating the random walker network growth process, together with the mean-field prediction of (5.2). The networks were grown to size N = 2 × 10 5 , with l = 15, l d = 30, m = 4 and δ as illustrated. The results are averages over 1, 000 realisations. They fit the mean field power laws of the form (5.6) as figure 13 shows.
Numerical Results
As noted, we expect in this algorithm that the degree distribution in this weighted random walk algorithm to show the same form as the strengths and this is seen in figure  14 . Finally, figure 15 illustrates the power law distribution of weights. Also in this case the slopes match the mean-field approximation of 5.7.
Conclusions
Random walks on graphs provide a variety of different types of network, as seen in the variations in distance scales 11 . However, apart from some special cases in the limit of zero length (no) walks, they are invariably characterised by having a degree distribution with a very long tail, and a power law will often be a sufficiently good description of this tail.
We have stressed that most networks in numerical studies or in studies of real systems are mesoscopic systems. That is even for systems of the order of a million vertices, finite size effects are noticeable. For instance a simple power law fit to data from a theoretical model should give a power that is anywhere from 0.1% to 10% below that expected for the infinite sized graph due to the effects of small degree deviations from simple power laws. Further our numerical studies are idealised with 100 or 1000 examples used so we expect real noisy single data sets will be harder to interpret. Note also that such differences from an exact power law are hard to detect by eye on log-log plots of distributions, even in our idealised situations. Thus while power-laws reported in the literature may be an 'acceptable' description of a data set in many circumstances, it may be difficult to distinguish between different underlying processes or even between different types of degree distribution [7] .
However, given that proviso, we believe that the a random walk algorithm does provide one of the few realistic explanations why so many different systems have degree distributions which are consistent with power-laws. Further we suggest that many of these real world networks are in fact genuine scale-free networks and would have pure power laws in the infinite time, infinite graph limit. We have studied a wide set of variations on the basic random walk algorithm of Saramäki and Kaski [15] , including an extension to more realistic weighted graphs. In almost all cases we have found power laws emerge naturally. Various powers for the power law are possible depending on the algorithm and on its parameters but a power-law like distribution is an extremely robust result of the generic random walk algorithm. The random walk algorithm exploits the structure of the graph 12 yet it requires no global information to operate. This in sharp contrast with most numerical and algebraic analyses, for example [8, 9, 28] , where preferential attachment is assumed and implicit global information is used in the normalisation. Thus in this sense we see the random walk algorithm as a process of self-organisation, the very structure of the graph inevitably leads microscopic local processes to a scale-free form.
While this may be a useful way to understand why so many scale-free networks are seen in the real world, the walk algorithm could be a useful in practical problems. Due to its robustness and purely local nature, the random walk algorithm could be used to engineer new networks which self-organise to a scale-free form. For instance this might be of use for distributed computing and peer-to-peer network problems.
A Mean Field Finite Size Calculations
The mean-field equation for the degree distribution for a network grown with mixed random and preferential attachment was given in (2.4). In the long time, large graph limit for pure preferential attachment (corresponding to our parameters p v = 0, ǫ = 1) the solution is p(k, t) = p ∞ (k)F s (k, t) (2.12) where the finite size corrections to the infinite time distribution p ∞ are contained in the function F s . A solution for the case where the average degree of the network tends to two (m = 2 here) was given by Krapivsky and Redner [13] (see also [23, 24, 25] ). We have followed the approach of [13] and generalised this to arbitrary m. We define a generating functional
Switching to variables x and y where
the mean field equation (2.4) becomes 1 2
which has the solution
Now one must impose some initial conditions to provide the boundary conditions needed to find the explicit solution. The first vertices tend to be the largest degree vertices in the long run and so the shape of scaling function F s is sensitive to this choice. We choose
which gives
The integral can be performed in terms of a variable q = e x ′ + e y . Now starting from (A.1) we see that by substituting in the form (2.12) we can show that .8) where N 0 = 1 is the number of vertices at t = 0. Working in terms of variables ǫ = e −2x e −2y = (1 − w) and η = e y e −x = (1 − z)/z we are interested in the limit where w, z → 1 or equivalently ǫ, η → 0 such that η/ǫ 1/2 = s is constant. In this limit we find that the left-hand side of (A.8) can be written as .10) for m = 1, 2, 3, 4 and we conjecture the same for higher m. The m = 1 value coincides with that in [13] . Now we look at the right-hand side of (A.8) assume that the scaling function is of the form F s = F s (k/t 1/2 ). We are interested in the large degree and time effects so we can approximate the sums by integrals from zero to infinity over the variables ξ = kǫ 1/2 (for the k sum) and τ = tǫ (for the t sum). In the same way we can approximate w t ≈ e where ζ = τ /η 2 . By treating this as the Laplace transform in ζ of a function G(ζ) = ζF s (ζ −1/2 ) with respect to a variable p = ξ 2 we just have to use inverse standard Laplace transforms to produce the answer (2.14).
B Supplementary Material
These are provided for information and will not be in the journal version. Figure 16 shows the algorithms which have walks of various lengths starting from a random end of a randomly chosen edge. tr3 N=1e6 m=2 v=6 l=0 l=1 l=7 Figure 16 : Plots of log 10 (n(k)) vs log 10 (k) for walks started from a random end of a randomly chosen edge. All with one vertex (ǫ = 1) and two edges (m = 2) added at each time step and a total of 10 6 vertices added. In each graph the results are shown for average walk lengths, l = s, of 0,1 and 7 steps with data averaged over 100 runs and the data are binned with bins chosen such that k max /k min ≈ 1.1. On the left runs have fixed walk length while on the right a random length is chosen using a Markov process. The top row does one per at each time step, while the bottom row starts a new one for each edge added. Multiple edges are allowed here. Figure 17 helps us to see the exponential nature of the zero step walks when we start from a randomly chosen vertex, i.e. l = 0 walks.
B.1 Degree distributions for even v algorithms
B.2 Semi log plots
B.3 Finite Size Effects
As discussed in the text, it is best to use data from as high a scale as possible to avoid the finite size effects coming from the small scales. We can use the effective local power (4.2) as a good measure of the finite size deviations by looking at the numerical (exact) solution to the mean field equations, which are in turn an excellent approximation to pure preferential attachment models (e.g. our random walk models with a random edge start (v&2) = 0). We can see that even in this perfect case fitting a simple power law will not produce a good result as figure 19 shows.
We can consider the effective power γ eff (k) at the characteristic scales k cont and k 1 and also at k max the degree with the largest power below k 1 . The fractional error between γ eff (k) for finite N and infinite N power value of three, ((γ eff (k)/3.0 − 1)), is tending Figure 17: Semi log plots of log 10 (n(k)) vs k for algorithms v = 0 top left v = 1 top right and then in order down to v = 7 bottom right. All with one vertex (ǫ = 1) and two edges (m = 2) added at each time step and a total of 10 6 vertices added. In each graph the results are shown for average walk lengths (denoted by s = l) of 0,1 and 7 steps with data averaged over 100 runs and the data are binned with bins chosen such that k max /k min ≈ 1.1. Multiple edges are allowed here. Figure 18: Semi log plots of log 10 (n(k)) vs k for algorithm v = 15. With one vertex (ǫ = 1) and two edges (m = 2) added at each time step and a total of 10 6 vertices added. In each graph the results are shown for average walk lengths (denoted by s = l) of 0,1 and 7 steps with data averaged over 100 runs and the data are binned with bins chosen such that k max /k min ≈ 1.1. Multiple edges are allowed here. The vertical axis is log 10 (1 − γ eff (k)/3.0), the log of the fractional deviation of the mean field power γ eff (k) results from the large N theoretical prediction of a constant value of three. The power γ eff (k) is obtained by fitting a power law to neighbouring points in the mean field solution. This is plotted against log 10 (k/k 1 ) where k 1 should be the degree of the largest vertex, i.e. the rank one vertex.one of the scales implicit in any finite size sample. Another scale, k cont , which should be the end of the continuous degree spectrum (p(k cont ) = 1/N), is also indicated.
towards the large N value as a power of N as figure 20 shows 13 . Its interesting to note though that for k < k 1 , the power is always below the large degree large N value. It is closest to that theoretical value at k max in a region a little above k cont .
Good quality data is only available for k k cont and the effective power obtained 13 The results for the mean field model solution (2.13) with m = 2 are as follows. For N = 10 5 k cont = 105 and γ eff (k cont ) = 2.971 while for k 1 = 796 γ eff (k 1 ) = 2.506 with a peak between these two values of γ eff (k max ) = 2.976 at k max = 149. For N = 10 6 k cont = 227 and γ eff (k cont ) = 2.511 while for k 1 = 2520 γ eff (k 1 ) = 2.987 with a peak between these two values of γ eff (k max ) = 2.991 at k max = 388. when fitting these finite size but pure theoretical model results over a range of degrees around k cont is more likely to be 1% (for N = 10 6 ) or 10% (for N = 10 5 ) below the large N prediction. Further, the data in figure 6 was for one run of a model which best represents the mean field equations and this shows we must in practice expect larger deviations from the large N pure power law result (2.8).
B.4 Power law fits
Further figures showing how the data fits the finite N solutions to the mean field equations well, but that these are not pure power laws figure 21.
B.5 Large degree scales
It is useful to use the characteristic degree scales of k cont (2.10) and k 1 (2.11) which mark the region where the largest k values can be extracted from the data. Since γ = 3 is the infinite N solution for the parameter values used here (ǫ = 2, p v = 1), the degree scales might be expected to vary as k cont ∝ N 1/3 and k 1 ∝ N 1/2 and indeed we see this scaling in figure 22 .
B.6 Distance measures
We can look at the diameter and the average shortest distance between points for different algorithms, see figure 23. 
