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Abstract
We apply differential equations technique to the calculation of the one-loop massless diagram
with one offshell legs. Using reduction to -form, we managed to obtain a simple one-fold integral
representation exact in space-time dimensionality. Expansion of the obtained result in  and
analytical continuation to physical region are discussed.
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I. INTRODUCTION
In this paper we consider the one-loop integral with massless internal lines and one off-
shell leg exactly in the dimension of space-time, which we call below the pentagon integral.
This type of integrals arises for example in a system of differential equations on one loop
master integrals with massless internal lines and with more than five legs, for example on
massless on-shell hexagon integral. Also exact expression for the one-loop pentagon integral
is needed to calculate the MHV multiloop amplitudes in the planar limit of perturbation
theory, using Bern–Dixon–Smirnov (BDS) ansatz [1].
The expression for pentagon integral has been known in the expansion in  up to 0
for a long time [2]. In Ref. [2], it was shown that up to 0 order the pentagon integral in
d = 4 − 2 can be expressed via box integrals with one and two off shell legs. Also in [2]
it was shown that higher order terms are related to the expansion of the same pentagon
integral in d = 6− 2 dimensions.
In the previous paper [3] we considered the pentagon integral with all on-shell legs exactly
in d dimensions. In this paper we use the same algorithm of calculation as in [3].
The result has a one-fold integral representation. We consider the pentagon integral in
a subregion of Euclidean region and then perform the analytical continuation to all regions
with real invariants.
In the second chapter, we introduce the notation and present the result for the Pentagon
integral. The third chapter is dedicated to bringing the system of differential equations on
the Pentagon to the e-form and obtain solutions of this system. In the fourth chapter, we
discuss the analytic continuation to physical region of invariants. The fifth chapter is the
conclusion. In Appendix A, we discuss the computation of the triangle master integral with
all off-shell legs. In Appendix B and C we present the calculation of the easy box and the
hard box master integrals respectively.
II. DEFINITIONS AND RESULT
The pentagon integral is defined as
P (d) (s1, s2, s3, s4, s5) =
∫
ddl
i pid/2
∏4
n=0 (l
2
n + i0)
, (1)
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where
ln = l −
n∑
i=1
pi , (2)
and pi are the incoming momenta,
p21 = m
2
1 = µ1 , p
2
i = 0 (i = 2, . . . , 5) ,
5∑
i=1
pi = 0 , (3)
and the invariants si are defined as
sn = (pn−2 + pn+2)2 , s ≡ (s1, s2, s3, s4, s5, µ1). (4)
Here we adopt cyclic convention for indices, e.g. sn±5 = sn. We find it convenient to use the
following notation
rn = −s1µ1 +
4∑
i=0
(−1)isn+isn+i+1 , n = 1, 3, 4 ,
r2 = −2µ1s1s2
s4
+ s1µ1 +
4∑
i=0
(−1)is2+is3+i , r5 = −2µ1s1s5
s3
+ s1µ1 +
4∑
i=0
(−1)is5+is6+i ,
∆ = det (2pi · pj|i,j=1,...4) , S = 4s1s2(s3s4 − s1µ1)s5
∆
,
∆3 = 4s2s5 − (µ1 − s2 − s5)2 , S3 = 4s2s5µ1
∆3
.
(5)
Using techniques described in detail in the next sections, we obtain the following result (6)
exact in d representation for P (6−2) for real si in non-equivalent regions Ri. These regions
defined by the list
(
sign(s1), sign(s2), sign(s3), sign(s4), sign(s5), sign(µ1)
)
. Solution for other
regions can be obtained using symmetry s2 ↔ s5, s3 ↔ s4 and the identity P (6−2)(s) =
3
eipi
[
P (6−2)(−s)
]∗
following from Feynman parametrization.
P (6−2)(s) =
2C()

[
−
∑
i=1,3,4
(−si)−Re
∫ ∞
1
dt t−1
bi(t)
(
arctan
ri
bi(t)
− arctan gi(t)
bi(t)
)
+
+ (−s2)−Re
∫ ∞
1
dt t−1
b2(t)
(
arctan
r4
b2(t)
− arctan g2(t)
b2(t)
)
+
+ (−s5)−Re
∫ ∞
1
dt t−1
b5(t)
(
arctan
r3
b5(t)
− arctan g5(t)
b5(t)
)
−
− (−µ1)−Re
∫ ∞
1
dt t−1
b6(t)
(
arctan
r1
b6(t)
− arctan g6(t)
b6(t)
)
+
+ Θ(−s2)Θ(−s5)Θ(−µ1)
(
Θ(s5 − s2 − µ1) + Θ(s2 − s5 − µ1) + Θ(µ1 − s5 − s2)− 2
)
×
× (−S3)−Re
∫ ∞
1
dt t−1
b0(t)
(
arctan
g−(t)
b0(t)
− arctan g+(t)
b0(t)
)
+
(−S)−√
∆
pi
3
2
Γ(1/2− )
Γ(1− ) Θ(∆)B(s)
]
,
(6)
where
bi(t) =
√
∆(S t/si − 1) , b6(t) =
√
∆(S t/µ1 − 1) , b0(t) =
√
∆(S t/S3 − 1) , (7)
C() =
Γ2(1− )Γ(1 + )
Γ(1− 2) , (8)
g1(t) = r1 + 2s2s5(1− t) ,
g3(t) = r3 + (1− t)2s2(s3s4 − s1µ1)
s3 − µ1 , g4(t) = r4 + (1− t)
2s5(s3s4 − s1µ1)
s4 − µ1 ,
g2(t) = r4 +
(s3s4 − s1µ1)
µ1
(s2 − s5 − µ1)
[
1−
√
1 +
4s5µ1
(s2 − s5 − µ1)2 (t− 1)
]
,
(9)
g5(t) = r3 +
(s3s4 − s1µ1)
µ1
(s5 − s2 − µ1)
[
1−
√
1 +
4s2µ1
(s5 − s2 − µ1)2 (t− 1)
]
,
g6(t) = r1 + s1(µ1 − s2 − s5)
[
1−
√
1 +
4s2s5
(µ1 − s2 − s5)2 (t− 1)
]
,
g±(t) = −s2s3 + s3s4 − s4s5 ± s1
√
∆3(t− 1) ,
(10)
and factor B(s) is shown in Table I. By Re
(
arctan(
√
x/r)/
√
x
)
we understand the function
f(x, r) =

1√
x
arctan(
√
x
r
) , x > 0
1
2
√−x log
∣∣∣ r+√−xr−√−x∣∣∣ , x < 0 . (11)
4
region B(s)
R1 (−−−−−−) Θ(s3s4 − s1µ1)
[
Θ(µ1 − s3) + Θ(µ1 − s4) + Θ(σ5) + Θ(σ2)− 2
]
R2 (+−−−−−) 0
R3 (−+−−−−) Θ(s1µ1 − s3s4)
[
Θ(µ1 − s3)−Θ(µ1 − s4) + Θ(S − S3)Θ(s2s3 − s3s4 + s4s5)− 1
]
R4 (−−+−−−) 0
R5 (−−−−−+) 1
R6 (+ +−−−−) Θ(s3 − µ1)−Θ(s4 − µ1) + Θ(S − S3)Θ
(
s3s4(s5 − s2)/µ1 + s2s3 − s4s5
)
R7 (+−+−−−) Θ(s1µ1 − s3s4)
[
Θ(s4 − µ1)−Θ(σ2)−Θ(σ5) + 1
]
R8 (+−−−−+) 0
R9 (−+−−−+) 0
R10 (−−+−−+) Θ(s3s4 − s1µ1) + Θ(s1µ1 − s3s4)
(
Θ(s3 − µ1)− 1
)
R11 (−+ +−−−) −Θ(s1µ1 − s3s4)−Θ(s3s4 − s1µ1)
(
Θ(s4 − µ1)− 1
)
R12 (−−+ +−−) Θ(s3s4 − s1µ1)
[
Θ(σ2) + Θ(σ5)
]
R13 (−+−+−−) −Θ(s3 − µ1) + Θ(S − S3)Θ
(
s3s4(s5 − s2)/µ1 + s2s3 − s4s4
)
R14 (−+−−+−) Θ(s3s4 − s1µ1)
[
Θ(s3 − µ1) + Θ(s4 − µ1)
]
R15 (+ + +−−−) Θ(s3s4 − s1µ1)Θ(µ1 − s4)−Θ(s1µ1 − s3s4)
R16 (+ +−+−−) Θ(s3s4 − s1µ1)
[
−Θ(µ1 − s3) + Θ(S − S3)Θ(s2s3 − s3s4 + s4s5)
]
R17 (+ +−−+−) 1
R18 (+ +−−−+) Θ(s3s4 − s1µ1) + Θ(s1µ1 − s3s4)Θ(s2s3 − s3s4 + s4s5)
R19 (+−+ +−−) 0
R20 (+−+−−+) 0
TABLE I. Coefficient B(s) for non-equivalent regions Ri. Each region is marked by the list(
sign(s1), sign(s2), sign(s3), sign(s4), sign(s5), sign(µ1)
)
.
In order to crosscheck our result, we have performed comparison with the results for the
pentagon obtained using Fiesta 4.1 [4] (we compared only two orders in ), and found
perfect agreement.
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FIG. 1. Pentagon, B1 easy box, B2,5 hard boxes, B3,4 boxes, T triangle and bubble integrals.
III. DIFFERENTIAL EQUATIONS IN -FORM
In this section we consider integrals in d = 4− 2 dimensions in “Euclidean” region
s1 < 0, s2 < 0, s3 < 0, s4 < 0, s5 < 0, µ1 < 0.
We use integration by part (IBP) reduction, as implemented in LiteRed package, Ref. [5],
to obtain the system of partial differential equations for the pentagon integral P and twelve
simpler master integrals, see Fig. 1. Introducing the column-vector of master integrals
J =
(
P,B1, B2, B3, B4, B5, T, R1, R2, R3, R4, R5, R6
)T
, (12)
we can represent the system of differential equations in the matrix form
∂
∂si
J = Mi(s, )J , i = 1, . . . , 5 ;
∂
∂µ1
J = M6(s, )J , (13)
where Mi(s, ) are upper-triangular matrices of rational functions of sj, µ1 and .
We know the simpler master integrals, which are the bubbles
Ri = R(si) =
∫
ddl
ipid/2l2i+1l
2
i+3
=
C()
(1− 2)(−si)
− , i = 1, . . . , 5 ,
R6 = R(µ1) =
∫
ddl
ipid/2l2l21
=
C()
(1− 2)(−µ1)
− ,
(14)
the triangle integral with all off-shell legs (see Appendix A)
T = T (s2, s5, µ1) =
∫
ddl
ipid/2l2l21l
2
3
, (15)
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and the box integrals
Bi =
∫
ddl
ipid/2
∏6
k=3 l
2
i+k
, (16)
where B1 is the easy box (see appendix B), B2,5 are hard boxes (see appendix C) and B3,4
are boxes with one off-shell leg. The representation of the easy box and the boxes with one
off-shell leg in terms of hypergeometric functions were obtained in [2, 6]. The representation
of the box integral with one off-shell leg has the form
B(s, t, µ) =
2C()
2s t
{
(−µ)− 2F1
(
1,−; 1− ; µ(s+ t− µ)
s t
)
−
− (−s)− 2F1
(
1,−; 1− ; s+ t− µ
t
)
− (−t)− 2F1
(
1,−; 1− ; s+ t− µ
s
)}
.
(17)
In order to reduce the system of differential equations to -form we find the appropriate
basis
P =
C()
2s1s2(s3s4 − s1µ1)s5
(√
∆P˜ +
1
2
5∑
i=1
riB˜i
)
,
B1 =
C()
2(s3s4 − s1µ1)B˜1 , Bi =
C()
2si+2si−2
B˜i , i = 1, . . . , 5 ,
T =
C()
2
√
∆3
T˜ , Ri =
C()
(1− 2)R˜i .
(18)
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The differential equations in the new basis can be written in d log -form
dP˜ = −
{
P˜ d
(
logS
)
+
5∑
i=1
B˜id
(
arctanhai
)
− T˜ d
(
arctan y
)
+
+ 2
∑
i=1,3,4
R˜id
(
arctanhai − arctanhai+2 − arctanhai−2
)
+
+ R˜2d
(
arctanha2 − 2arctanha4 − arctanha5
)
+
+ R˜5d
(
arctanha5 − 2arctanha3 − arctanha2
)
+
+ R˜6d
(
2arctanha1 + arctanha2 + arctanha5
)}
;
dB˜1 = −
{
B˜1d log(−S(1)4 )− 2R˜1d log
(S(1)4
s1
− 1
)
− 2R˜6d log
(S(1)4
µ1
− 1
)
+
+ 2R˜3d log
(S(1)4
s3
− 1
)
+ 2R˜4d log
(S(1)4
s4
− 1
)}
;
dB˜2 = −
{
B˜2d log(−S(2)4 )− 2T˜ d arctan b2 + 2R˜3d log
(S(2)4
s3
− 1
)
−
− R˜2d log 1 + b
2
2
(b2 − x2)2 + R˜6d log
1 + b22
(b2 + x6)2
+ R˜5d log
1 + b22
(b2 + x5)2
}
;
dB˜3 = −
{
B˜3d log(−S(3)4 )− 2R˜3d log
(S(3)4
s3
− 1
)
+ 2R˜1d log
(S(3)4
s1
− 1
)
+
+ 2R˜5d log
(S(3)4
s5
− 1
)}
;
dT˜ = −T˜ d log
(
−S3
)
− 2R˜2d arctanx2 − 2R˜5d arctanx5 − 2R˜6d arctanx6 ;
dR˜i = −R˜id
(
log si
)
, i = 1, . . . , 5 , dR˜6 = −R˜6d
(
log µ1
)
.
(19)
We also need the equations for B˜4 and B˜5, which have the same form as the equations for
B˜3 and B˜2. In Eq. (19) we use the following denotations
y =
1√
∆∆3
(
−µ21s1 + 2µ1s1s2 − s1s22 − µ1s2s3 + s22s3 + µ1s3s4 − s2s3s4 + 2µ1s1s5+
+ 2µ1s2s5 + 2s1s2s5 − s2s3s5 − µ1s4s5 − s2s4s5 − s3s4s5 − s1s25 + s4s25
)
, ai =
ri√
∆
,
S
(1)
4 =
s3s4 − s1µ1
s1 + µ1 − s3 − s4 , S
(2)
4 = −
s2s
2
3
(s3 − µ1)(s3 − s5) + s2s3 , S
(3)
4 =
s1s5
s3 − s1 − s5 ,
x2 =
s2 − s5 − µ1√
∆3
, x5 =
s5 − s2 − µ1√
∆3
, x6 =
µ1 − s2 − s5√
∆3
,
b2 =
2s2µ1
s4
√
∆3
+ x5 , b5 =
2s5µ1
s3
√
∆3
+ x2 .
(20)
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Let us fix the region of invariants R where solutions for triangle and hard boxes are more
simple
R = {s| s1 < 0, s2 < 0, s3 < 0, s4 < 0, s5 < 0, µ1 < 0,
∆ > 0, s3s4 − s1µ1 > 0,∆3 > 0, x2 > 0, x5 < 0, x6 > 0} .
(21)
Here the signs of ∆ and s3s4 − s1µ1 fix the sign of S.
Let us now split the above differeintial system. Given a system dJ˜ = dMJ˜ , we schemat-
ically depict the matrix dM by replacing each nonzero element with “∗”. For system (19)
we have:
dM =

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ 0 0 0 0 0 ∗ 0 ∗ ∗ 0 ∗
0 0 ∗ 0 0 0 ∗ 0 ∗ ∗ 0 ∗ ∗
0 0 0 ∗ 0 0 0 ∗ 0 ∗ 0 ∗ 0
0 0 0 0 ∗ 0 0 ∗ ∗ 0 ∗ 0 0
0 0 0 0 0 ∗ ∗ 0 ∗ 0 ∗ ∗ ∗
0 0 0 0 0 0 ∗ 0 ∗ 0 0 ∗ ∗
0 0 0 0 0 0 0 ∗ 0 0 0 0 0
0 0 0 0 0 0 0 0 ∗ 0 0 0 0
0 0 0 0 0 0 0 0 0 ∗ 0 0 0
0 0 0 0 0 0 0 0 0 0 ∗ 0 0
0 0 0 0 0 0 0 0 0 0 0 ∗ 0
0 0 0 0 0 0 0 0 0 0 0 0 ∗

. (22)
Then we interpret this schematic form as adjacency matrix of the directed graph, with “∗ij”
denoting a directed edge i→ j. In general, the node i is said to be an ancestor of the node
j if there is a directed path from i to j. A leaf is a node which is not an ancestor of any
other node. To each leaf we associate the subgraph consisting of the leaf itself and of all its
ancestors. For each such subgraph, we search for a solution of the original system having
the form of the column vector with zeros put in all entries except the ones corresponding
to the nodes of the subgraph [3]. The general solution of differential system is written as
the sum over different leaves. Here we have six leaves, Ri; i = 1, . . . , 6. We search for the
solution in the form
J˜ =
6∑
i=1
J˜(i) , (23)
9
where
J˜(1) =
(
P˜ (1), B˜
(1)
1 , 0, B˜
(1)
3 , B˜
(1)
4 , 0, 0, R˜1, 0, 0, 0, 0, 0
)T
,
J˜(2) =
(
P˜ (2), 0, B˜
(2)
2 , 0, B˜
(2)
4 , B˜
(2)
5 , T˜
(2), 0, R˜2, 0, 0, 0, 0
)T
,
J˜(3) =
(
P˜ (3), B˜
(3)
1 , 0, B˜
(3)
3 , 0, B˜
(3)
5 , 0, 0, 0, R˜3, 0, 0, 0
)T
,
J˜(4) =
(
P˜ (4), B˜
(4)
1 , B˜
(4)
2 , 0, B˜
(4)
4 , 0, 0, 0, 0, 0, R˜4, 0, 0
)T
,
J˜(5) =
(
P˜ (5), 0, B˜
(5)
2 , B˜
(5)
3 , 0, B˜
(5)
5 , T˜
(5), 0, 0, 0, 0, R˜5, 0
)T
,
J˜(6) =
(
P˜ (6), B˜
(6)
1 , B˜
(6)
2 , 0, 0, B˜
(6)
5 , T˜
(6), 0, 0, 0, 0, 0, R˜6
)T
.
(24)
Equation for P˜ (k), k = 1, 3, 4.
Let us consider the differential equation for P˜ (k) with k = 1, 3, 4. This equations is the
same as for the massless pentagon case [3] (in that work we had a slightly different basis):
dP˜ (k) = −
{
P˜ (k)d
(
logS
)
+
∑
i=k,k±2
B˜
(k)
i d
(
arctanhai
)
+
+ 2R˜kd
(
arctanhak − arctanhak+2 − arctanhak−2
)}
.
(25)
From Eq. (17) we can identify B˜
(k)
i :
B˜
(k)
i = 2(−1)(k−i)/2(−sk)−Re 2F1
(
1,−; 1− ; sk
S
(
1− a2i
))
=
= 2(−1)(k−i)/2(−sk)−
{
1− (1− a2i )Re
∫ ∞
1
dt t−1
t S/sk − 1 + a2i + i0
}
.
(26)
Using the integral representation for B˜
(k)
i we arrive at the following differential equation for
P˜ (k):
d
(
(−S)P˜ (k)
)
= H
(k)
k dak +H
(k)
k+2dak+2 +H
(k)
k−2dak−2 ,
H
(k)
i = 2
2(−1)(k−i)/2
( S
sk
) ∫ ∞
1
dt t−1
t S/sk − 1 + a2i
,
S
sk
= 1 + ak−2ak+2 − ak(ak−2 + ak+2) , k = 1, 3, 4.
(27)
The right-hand side of (27) depends only on free dimensionless variables an, (n = i, i ± 2).
It is easy to check that (27) is a total differential. Then from the differential equation we
have (as in the article [3])
(−S)P˜ (k) =
∫ ak
−σk∞
H
(k)
k (a, ak+2, ak−2)da+ g(ak+2, ak−2, ) , (28)
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where σk = sign(ak+2 + ak−2). Next, we can check that g depends only on :
∂g(ak+2, ak−2, )
∂ak±2
= H
(k)
k±2(ak → −σk∞) =
22
− 1
(−ak(ak+2 + ak−2))−1∣∣∣
ak→−σk∞
= 0 . (29)
Substituting the explicit form of H
(i)
i , we have
(−S)P˜ (k) = 22Re
∫ ak
−σk∞
da
∫ ∞
1
(
K(a)
) dt t−1
K(a)t− 1 + a2 + i0 + g() ,
K(a) = 1 + ak−2ak+2 − a(ak−2 + ak+2) .
(30)
Note that K(a) > 0 in the whole integration domain. After making the substitution t →
t/K(a), changing integration order we have and integrating over a we have
P˜ (k) = 22(−sk)−
√
∆Re
∫ ∞
1
dt t−1
bk(t)
{
arctan
rk
bk(t)
− arctan gk(t)
bk(t)
}
, (31)
where
bk(t) =
√
∆
( S
sk
t− 1
)
, gk(t) = rk +
S∆
sk(rk+2 + rk−2)
(1− t) . (32)
Equation for P˜ (j), j = 2, 5, 6.
Recall that we are working in the region (21). The equation for P˜ (2) (and equations
for P˜ (5), P˜ (6) ) is more complicated than the equation for P˜ (1) and has four independent
variables a2, a5, a4 and y:
dP˜ (2) = −
{
P˜ (2)d
(
logS
)
+ B˜
(2)
2 d
(
arctanha2
)
+ B˜
(2)
5 d
(
arctanha5
)
+ B˜
(2)
4 d
(
arctanha4
)
−
− T˜ (2)d
(
arctan y
)
+ R˜2d
(
arctanha2 − 2arctanha4 − arctanha5
)}
,
(33)
where from equations (17), (C18) and (A8) we have
T˜ (2) = −2(−S3)−Re
∫ x2
+∞
(1 + z2)−1dz , S3 = s2(1 + x22) ,
B˜
(2)
2 = 2(−S3)−Re
∫ x2
+∞
(1 + z2)
b2 + z + i0
, B˜
(2)
5 = 2(−S3)−Re
∫ x2
+∞
(1 + z2)
b5 − z + i0 ,
B˜
(2)
4 = 2(−s2)−Re 2F1
(
1,−; 1− ; s2
S
(1− a24)
)
=
= 2(−s2)−
{
1− Re
∫ ∞
1
(1− a24) dt t−1
t S/s2 − 1 + a24 + i0
}
.
(34)
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The native variables for the hard boxes and the triangle are b2, b5 and x2. We have to
express them through independent variables a2, a4, a5 and y. From equalities
S
s2
= (1 + x22)
1− a22
1 + b22
= (1 + x22)
1− a25
1 + b25
, y =
b2b5 − a2a5
b2a5 + a2b5
,
b2 + x2
b5 − x2 =
a2 − a4
a5 + a4
(35)
we can express b2, b5, x2:
b2 = a2y + a5
√
(1 + y2)
1− a22
1− a25
, b5 = a5y + a2
√
(1 + y2)
1− a25
1− a22
,
x2 = −a4y + (a2 − a4 − a5 + a2a4a5)
√
1 + y2
(1− a22)(1− a25)
.
(36)
The relationship between variables b2, b5, x2 and a2, a4, a5, y can be obtained using Gro¨bner
basis. Another way to derive the relationship is to use relations (35).
Equations for P˜ (5) and P˜ (6) can be found from the equation for P˜ (2). The equation for
P˜ (5) we obtain by replacing a2 ↔ a5, a4 → a3 (or x2 → x5, b2 ↔ b5) in (33). The equation
for P˜ (6) we derive by replacing P˜ (2) → −P˜ (6), y → −y, a2 → −a2 and a4 → a1 (or x2 → x6,
b5 → −b5) in (33). Using expressions (34) we arrive at the following differential equation for
P˜ (2):
d
(
(−S)P˜ (2)
)
= H1dy +H2da2 +H4da4 +H5da5 ,
H1 = − 2
2
1 + y2
(
1− a22
1 + b22
)
Re
∫ x2
+∞
(1 + z2)−1dz ,
H2 = −22 (1− a
2
2)
−1
(1 + b22)

{
(1 + x22)

2
+ Re
∫ x2
+∞
(1 + z2)dz
b2 + z + i0
}
,
H4 = −22
(
(1 + x22)
1− a22
1 + b22
)−1
Re
∫ ∞
1
t−1dt
t− (1−a24)(1+b22)
(1−a22)(1+x22) + i0
,
H5 = −22 (1− a
2
5)
−1
(1 + b25)

{
(1 + x22)

2
+ Re
∫ x2
+∞
(1 + z2)dz
b5 − z + i0
}
.
(37)
Let us integrate equation ∂
∂a4
(
(−S)P˜2
)
= H4 (as simplest equation):
(−S)P˜ (2) =
∫ a4
+∞
H4(a2, z, a5, y)dz + g(a2, a5, y, ) (38)
where g(a2, a5, y, ) is some function to be fixed. It is easy to check that g depends only on
:
∂g(a2, a5, y, )
∂a2,5
= H2,5(a4 → +∞) = 0 , ∂g(a2, a5, y, )
∂y
= H1(a4 → +∞) = 0 . (39)
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The limit a4 → +∞ corresponds to the limit x2 → +∞
x2
∣∣∣
a4→+∞
≈ (−µ1)
√
∆
(s3s4 − µ1s1)
√
∆3
a4 → +∞ . (40)
Substituting the explicit form of H4, we have
(−S)P˜ (2) = −22
∫ a4
+∞
dzRe
∫ ∞
1
(
tK(z)
)−1
dt
t− (1− z2)/K(z) + i0 + g() . (41)
Here we introduce function K(z) (this function is an analog of function K(a) in the [3]):
K(z) = K(z0)
(
1 + A2(z − z0)2
)
, K(a4) ≡ S
s2
=
1− a22
1 + b22
(1 + x22) ,
K(z0) =
1− a22
1 + b22
=
s1(s3s4 − µ1s1)∆3
µ1∆
, A =
b2 + b5
a2 + a5
=
µ1
√
∆
(s3s4 − µ1s1)
√
∆3
,
x2 = −A(a4 − z0) , z0 = a2b5 − a5b2
b2 + b5
=
s3s4(s2 − s5) + µ1(s4s5 − s2s3)
µ1
√
∆
.
(42)
Note that K(z) > 0 in the whole integration domain. Making substitution t→ t/K(z) and
changing the order of integration we have
P˜ (2) = 22(−S)−
∫ ∞
K(a4)
dt t−1Re
∫ a4
K−1+ (t)
dz
t− 1 + z2 + i0 + g()(−S)
− ,
K−1± (t) = z0 ±
√
1
A2
[
t
K(z0)
− 1
]
.
(43)
After integration (43) over z and change of variable t→ tK(a4) we obtain
P˜ (2) = 22(−s2)−Re
∫ ∞
1
dt t−1√
K(a4)t− 1
(
arctan
a4√
K(a4)t− 1
−
− arctan a4 + x2
(
1−√t+ (t− 1)/x22)/A√
K(a4)t− 1
)
+ g()(−S)− =
= 22(−s2)−
√
∆Re
∫ ∞
1
dt t−1
b2(t)
(
arctan
r4
b2(t)
− arctan g2(t)
b2(t)
)
+ g()(−S)− ,
b2(t) =
√
∆
( S
s2
t− 1
)
, g2(t) = r4 + x2
r2 + r5
b2 + b5
(
1−
√
t+
t− 1
x22
)
,
(44)
where b2(t) is defined in (32). It is easy to see that this solution has the same form as P˜
(1)
( the difference is only in the function g2(t), which is not linear with respect to t). Let us
represent the solution in the form
P˜ (2) = (−s2)−F (a2, a5, a4, y) . (45)
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Then solutions for P˜ (5) and P˜ (6) are
P˜ (5) = (−s5)−F (a5, a2, a3, y) , P˜ (6) = −(−µ1)−F (−a2, a5, a1,−y) . (46)
Solution for P˜ (5) we can be obtained by replacing s2 ↔ s5 and s3 ↔ s4 in (44). For P˜ (6)
replacement a4 → a1, a2 → −a2 and y → −y corresponds to x2 → x6 and b5 → −b5.
Constant g()
Using equations (18), (23) we can write the solution for the pentagon integral in the form
P =
C()
√
∆
2s1s2(s3s4 − s1µ1)s5
( 6∑
i=1
P˜ (i)+g()(−S)−
)
+
r1
2s5s1s2
B1+
s3s4
s3s4 − s1µ1
5∑
i=2
ri
2si−1sisi+1
Bi .
(47)
Let us fix the constant g(). Note that the condition ∆ = 0 implies the existence of a linear
relation between p1, . . . , p4, therefore we can express the pentagon integral at ∆ = 0 in terms
of the box integrals. Moreover, ∆ = 0 is not a branching ponit of P . The only way to satisfy
these two conditions is to require that
6∑
i=1
P˜ (i) + g()(−S)−
∣∣∣
∆→0
→ 0 . (48)
Consider limit ∆→ 0 in the case s1 → 0 with condition s2s3 − s3s4 + s4s5 = 0. In the limit
s1 → 0 we have
P˜ (1) ∼ P˜ (5) ∼ P˜ (6) ∼ ∆ 12− → 0 , P˜ (2) → 22pi 32 Γ(1/2− )
Γ(1− ) ,
P˜ (3) → −22pi 32 Γ(1/2− )
Γ(1− ) Θ(µ1 − s3) , P˜
(4) → −22pi 32 Γ(1/2− )
Γ(1− ) Θ(µ1 − s4) .
(49)
Therefore from Eq. (48) we obtain
g() = 22pi
3
2
Γ(1/2− )
Γ(1− )
(
Θ(µ1 − s3) + Θ(µ1 − s4)− 1
)
. (50)
Solution for d = 6− 2
Let us consider now the dimensional recurrence relation
P (6−2) =
s1s2(s3s4 − s1µ1)s5
∆
(
P (4−2)− r1
2s1s2s5
B
(4−2)
1 −
s3s4
s3s4 − s1µ1
5∑
i=2
ri
2si−1sisi+1
B
(4−2)
i
)
.
(51)
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This relation can be easily obtained with the LiteRed [5]. Comparing (47) and (51), we get
P (6−2) =
C()
3
√
∆
[ 6∑
i=1
P˜ (i) + 22pi
3
2
Γ(1/2− )
Γ(1− )
(
Θ(µ1 − s3) + Θ(µ1 − s4)− 1
)]
. (52)
Next, we write the solution for the pentagon in d = 6− 2 in the region R (21)
P (6−2) =
2C()

[ 6∑
i=1
P̂i −H(s, )
(
Θ(µ1 − s3) + Θ(µ1 − s4)− 1
)]
, (53)
where H(s, ) is the homogenius solution of the differential equation for the pentagon:
H(s, ) = pi 32 Γ(1/2− )
Γ(1− )
(−S)−√
∆
, (54)
and P̂i are
P̂i = (−1)αi(−si)−Re
∫ ∞
1
dt t−1
bi(t)
[
arctan
rk(i)
bi(t)
− arctan gi(t)
bi(t)
]
,
αi =
0 i = 2, 51 i = 1, 3, 4, 6 , k(i) = i, i = 1, 3, 4; k(2) = 4, k(5) = 3, k(6) = 1 ,
(55)
gi(t) = ri +
4s1s2(s3s4 − s1µ1)s5
si(ri+2 + ri−2)
(1− t) , i = 1, 3, 4 ,
g2(t) = r4 +
(s3s4 − s1µ1)(s2 − s5 − µ1)
µ1
[
1−
√
1 +
4s5µ1
(s2 − s5 − µ1)2 (t− 1)
]
,
g5(t) = r3 +
(s3s4 − s1µ1)(s5 − s2 − µ1)
µ1
[
1−
√
1 +
4s2µ1
(s5 − s2 − µ1)2 (t− 1)
]
,
g6(t) = r1 + s1(µ1 − s2 − s5)
[
1−
√
1 +
4s2s5
(µ1 − s2 − s5)2 (t− 1)
]
.
(56)
Here we assume that s6 ≡ µ1 and bi(t) =
√
∆
(
S t/si − 1
)
.
IV. ANALYTICAL CONTINUATION
The real part of the integrals (55) is equivalent to half of the sum of the integrals over a
contour passing above the singular points and the contour passing under the singular points.
Let us introduce a new representation for integrand (55):
P̂i = (−si)−Re
∫ ∞
1
dt t−1Wi(s, t)
ReWi(s, t) =
1
2
∑
±
{
1
rk(i)
f
(
r2k(i)
∆ S
si
(t± i0)−∆
)
− 1
gi(t± i0)f
(
gi(t± i0)2
∆ S
si
(t± i0)−∆
)} (57)
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where function f(z) =
√
z arctan(
√
z) is defined on the complex plane with a cut going from
−∞ to −1. The Riemann surface, corresponding to the multivaluated function F (z) [3]
with the main branch defined by F (0)(z) = f(z), is glued of set of sheets numbered by n ∈ Z
with two cuts. On the n-th sheet the function is defined as
F (n)(z) = −
√−z
2
ln
1 +
√−z
1−√−z + ipin
√−z , n ∈ Z ,
F (n)(x± i0) =

√
x arctan
√
x± pin√z = F (−n)(x∓ i0), x > 0
−1
2
√−x ln 1+
√−x√−x−1 + ipi(n± 1/2)
√−x = F (n±1)(x∓ i0), x < −1
.
(58)
The integrand of (57) has the following branching points on the real axis of t:
• t = 0 is a branching point of the t−1,
• t∗i = siS3 , i = 2, 5, 6 are the branching point of the function gi(t), i = 2, 5, 6 (branching
point of the square root),
• tai = siS
(
1− r
2
k(i)
∆
)
, where the argument of the first function in (57) becomes −1,
• tbi and tci: g2i (tbi,ci) = −∆
(
S
si
tbi,ci − 1
)
, where the argument of the second function
in (57) becomes −1 (points tbi and tci for i = 2, 5, 6 can be in different sheets of
function gi(t), i = 2, 5, 6 thanks of the square root),
• t0i: gi(ti0) = 0, where the argument of the second function in (57) becomes 0,
• t∞i = siS , where the arguments of both functions in (57) become ∞.
We will carry out an analytic continuation from the region R (21) to the region of interest
by the paths lying in the region D = {s|Imsi > 0} as in [3].
Analytical continuation in Euclidean region
Let us now discuss the analytical continuation of the result obtained in the region (21)
to the whole Euclidean region.
Consider the analytical continuation of P̂5 integral from region x2 > 0, x6 > 0 and x5 < 0
to x5 > 0. We put s5 − s2 − µ1 = reiφ and change φ form pi to 0 taking r sufficiently small
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FIG. 2. The figure shows the movement of the singular point t∗5 and the transformation of integra-
tion contour.
so that the singular point t∗5 was the closest singular point to t = 1. Then, only one singular
point t∗5 is moving around point t = 1, see Fig 2:
(s5 − s2 − µ1)2 + 4s2µ1(t∗5 − 1) = 0 , t∗5 = 1−
r2
4s2µ1
e2iφ . (59)
From Fig. 2 you can see how the path of integration changes, hence our integral transforms
to
P̂5 → P̂5 + (−s5)−
∫ ∞
t∗5
dt t−1
b5(t)
[
arctan
g5(t)
b5(t)
− arctan g¯5(t)
b5(t)
]
, (60)
where g¯5(t) has a different sign before the square root in contrast to g5(t)
g¯5(t) = r3 +
(s3s4 − s1µ1)(s5 − s2 − µ1)
µ1
[
1 +
√
1 +
4s2µ1
(s5 − s2 − µ1)2 (t− 1)
]
. (61)
The additional integral in (60) we can rewrite in the following form
(−s5)−
∫ ∞
t∗5
dt t−1
b5(t)
[
arctan
g5(t)
b5(t)
− arctan g¯5(t)
b5(t)
]
=
= (−S3)−
∫ ∞
1
dt t−1
b(t)
[
arctan
g−(t)
b(t)
− arctan g+(t)
b(t)
]
−H(s, ) = G(s, )−H(s, )
(62)
where we introduce denotations
b(t) =
√
∆
( S
S3
t− 1
)
, g± = −s2s3 + s3s4 − s4s5 ± s1
√
∆3(t− 1) . (63)
We can generalize the considered case to analytic continuation for any sign of x2, x5, x6 in
the Euclidean region. In transition from a region of one sign xi to the region with the other
sign of xi, the singular point t
∗
i = si/S3 completely bypasses the point t = 1 meshing with
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the contour of integration as shown in Figure 2. Hence we can write our solution for any
sign of σi = sign(xi) for Euclidean region:
P =
2C()

{ 6∑
i=1
P̂i +
(
Θ(σ2)−Θ(−σ5)−Θ(−σ6)
)
G(s, )+
+H(s, )
(
Θ(−σ2)−Θ(σ5)−
[
Θ(µ1 − s3) + Θ(µ1 − s4)− 1
])}
.
(64)
Let us consider analytical continuation to the region with s3s4 − s1µ1 < 0 and ∆ > 0.
We start from region R, µ1 > s3, µ1 > s4 and go to s3s4− s1µ1 < 0 by path s1 = s3s4µ1 − reiφ,
where φ changes from 0 to −pi. Hence we have
P̂1 → P̂1 + ipi
2
(−s1)−
∫ +∞
ta1
dt (t− i0)−1√
∆
(
1− S
s1
t
) , P̂3 → P̂3 − ipi2 (−s3)−
∫ +∞
tb3
dt (t− i0)−1√
∆
(
1− S
s3
t
) ,
P̂4 → P̂4 − ipi
2
(−s4)−
∫ +∞
tc4
dt (t− i0)−1√
∆
(
1− S
s4
t
) , P̂2 → P̂2 , P̂5 → P̂5 ,
P̂6 → P̂6 + ipi(−µ1)−
∫ ∞
t∞6
dt (t− i0)−1√
∆
(
1− S
µ1
t
) − ipi2 (−µ1)−
∫ ta6
+∞
dt t−1√
∆
(
1− S
µ1
t
) .
(65)
Using relations
ta6
µ1
=
ta1
s1
=
tb3
s3
=
tc4
s4
,
ipi(−si)−
∫ ∞
t∞i
(t+ i0)−1dt√
∆
(
1− S
si
t
) = pi 32 eipi S−√
∆
Γ(1/2− )
Γ(1− ) = H(s, ) ,
(66)
the sum of P̂i in (65) is transformed to
6∑
i=1
P̂i →
6∑
i=1
P̂i +H(s, ) , P̂ →
6∑
i=1
P̂i . (67)
Therefore all terms with the homogenius solution vanish. For other subregions of Euclidean
region analytical continuation is performed in the same way. Hence we can write the solution
for the whole Euclidean region
P (6−2) =
2C()

( 6∑
i=1
P̂i +
(
Θ(σ5)−Θ(−σ2)−Θ(σ6)
)
G(s, )+
+ Θ(s3s4 − s1µ1)
(
Θ(−σ2)−Θ(σ5)−Θ(µ1 − s3)−Θ(µ1 − s4) + 1
)
H(s, )
)
.
(68)
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0 plus 1 plus 2 plus 3 plus
R1 (−−−−−−)
R2 (+−−−−−)
R3 (−+−−−−)
R4 (−−+−−−)
R5 (−−−−−+)
R6 (+ +−−−−)
R7 (+−+−−−)
R8 (+−−−−+)
R9 (−+−−−+)
R10 (−−+−−+)
R11 (−+ +−−−)
R12 (−−+ +−−)
R13 (−+−+−−)
R14 (−+−−+−)
R15 (+ + +−−−)
R16 (+ +−+−−)
R17 (+ +−−+−)
R18 (+ +−−−+)
R19 (+−+ +−−)
R20 (+−+−−+)
TABLE II. 20 non-equivalent regions of invariants.
Analytical continuation to other regions
Here we consider analytical continuation from Euclidean region to regions with positive
sign of invariants. We have 26 regions of invariants with sign + or −, but we have symmetry
of the integral and the identity
P (s1, s2, s3, s4, s5, µ1) = P (s1, s5, s4, s3, s2, µ1) , P
(6−2)(s) = eipi
[
P (6−2)(−s)
]∗
. (69)
Therefore there are 20 non-equivalent regions of invariants (see table II). In the table we use
the denotaion for regions
(
sign(s1), sign(s2), sign(s3), sign(s4), sign(s5), sign(µ1)
)
.
Let us consider the analytic continuation into the most interesting region with s2 > 0. We
start from Euclidean region with x2 > 0, x5 < 0, x6 > 0, ∆ > 0 and s3s4 − s1µ1 < 0, where
there is no homogeneous solution. We put s2 = |s2|eiφ and change φ from pi to 0. While
changing φ, we track the motion of the singular points tai, tbi, tci, t0i, t∞i, t∗i and deform the
integration contours over t in such a way that they do not cross these singular points (and
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also t = 0 ). In final position, when φ = 0 the integrals are written as
P̂1 → P̂1 + pi
2
(−s1)−√
∆
(
i
∫ t∞1
tb1
dt t−1√
1− S/s1t
+
∫ ∞
t∞1
dt t−1√
S/s1t− 1
)
,
P̂2 → P̂2 ,
P̂3 → P̂3 + pi
2
(−s3)−√
∆
(
−i
∫ t∞3
tb3
dt t−1√
1− S/s3t
−
∫ ∞
t∞3
dt t−1√
S/s3t− 1
)
,
P̂4 → P̂4 + pi
2
(−s4)−√
∆
(
−i
∫ t∞4
ta4
dt t−1√
1− S/s4t
+
∫ ∞
t∞4
dt t−1√
S/s4t− 1
)
,
P̂5 → P̂5 + ipi
2
(−s5)−√
∆
∫ t5∞
tb5
dt t−1√
1− S/s5t
− 1
2
G(s, ) ,
P̂6 → P̂6 − pi
2
(−µ1)−√
∆
∫ ∞
t∞6
dt t−1√
S/µ1t− 1
+
1
2
G(s, ) .
(70)
Using the relations
ta1
s1
=
tc3
s3
=
tb4
s4
=
ta6
µ1
=
s3 + s4 − s1 − µ1
s3s4 − s1µ1 ;
tb1
s1
=
ta2
s2
=
ta4
s4
=
s1 + s2 − s4
s1s5
;
tc1
s1
=
ta3
s3
=
ta5
s5
=
s1 + s5 − s3
s1s5
;
t2b
s2
=
t3b
s3
=
t5b
s5
=
t6b
µ1
=
s2s3 + (µ1 − s3)(s5 − s3)
s23s2
;
t2c
s2
=
t4c
s4
=
t5c
s5
=
t6c
µ1
=
s4s5 + (µ1 − s4)(s2 − s4)
s24s5
,
(71)
the sum of the terms in (70) is transformed to
∑6
i=1 P̂i without the homogeneous solution.
Analytical continuation in other regions can be performed in a similar way. Since there are
a lot of regions, it is a difficult task. To simplify the analytical continuation it is possible
to use the fact that the pentagon must be finite for d > 4 as  → 0. Then we look for a
solution in an arbitrary domain in the form of
P̂ =
6∑
i=1
P̂i + aG(s, ) + bΘ(∆)H(s, ) , (72)
where coefficients a, b are integers. One can pick coefficients a and b with the help of
numerical calculation of the formula (72) and demanding that the result should be of order
0. In each non-equivalent region (see table I or II) there are subregions defined by the
following thresholds (signs of the following expressions)
• sign(s3s4 − s1µ1) affects position of t∞i singular points,
• sign(s3− µ1) and sign(s4− µ1) affect the location of the singular points in the P̂3 and
P̂4,
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FIG. 3. Schematic representation of the Triangle master integral
• sign(s2 − s5 − µ1), sign(s5 − s2 − µ1) and sign(µ1 − s2 − s5) affect the location of t∗i
singular points,
• S−S3 > 0 together with sign(s2s3−s3s4 +s4s5) and sign(s3s4(s5−s2)/µ1 +s2s3−s4s5)
determine the possibility that the integration contour crosses the cut from singular
point t∞i.
We have to pick the coefficients a and b for each subregion of region Ri. The result for
analytical continuation into the different regions of invariants can be found in the table I.
V. CONCLUSION
In this work we have calculated the pentagon integral using a system of differential
equations that was solved by bringing it to the -form. Solution for the integral is a sum
of one fold integrals. In dimension d > 4 the pentagon integral is finite and trivial for 
expansion.
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Appendix A: Triangle integral
We use IBP reduction to obtain the system of partial differential equations for the triangle
integral T and three simpler master integrals R2, R5, R6, where
R2,5 = R(s2,5) , R6 = R(µ1) . (A1)
For the triangle integral we introduce the column-vector
JT = (T,R2, R5, R6)
T .
Next, we find an appropriate basis to reduce the system to -form
T =
C()
2
√
∆3
T˜ , Ri =
C()
(1− 2)R˜i . (A2)
The differential equations in the new basis can be written in d log-form
dT˜ = −T˜ d log
(
−S3
)
− 2R˜2d arctanx2 − 2R˜5d arctanx5 − 2R˜6d arctanx6 ,
dR˜i = −R˜id log si , i = 2, 5 , dR˜6 = −R˜6d log µ1 .
(A3)
where
x2 =
s2 − s5 − µ1√
∆3
, x5 =
s5 − s2 − µ1√
∆3
, x6 =
µ1 − s2 − s5√
∆3
. (A4)
We search solution in the form J˜T = J˜
(1)
T + J˜
(2)
T + J˜
(3)
T , where
J˜
(1)
T = (T˜
(2), R˜2, 0, 0)
T , J˜
(2)
T = (T˜
(5), 0, R˜5, 0)
T , J˜
(3)
T = (T˜
(6), 0, 0R˜6)
,. (A5)
Therefore we arrive at the following differential equation for T˜1 (the other equations are the
same):
d
(
(−S3)T˜ (2)
)
= −2(S3/s2)d arctanx2 . (A6)
The right-hand side of Eq. (A6) depends only on x2. In particular
S3 = s2(1 + x
2
2) = s5(1 + x
2
5) = µ1(1 + x
2
6) . (A7)
Let us consider the region of invariants x2 > 0, x5 < 0, x6 > 0, ∆3 > 0. Then from the
differential equations we have
T˜ (2) = −2(−S3)−Re
∫ x2
+∞
(1 + z2)−1dz , T˜ (5) = −2(−S3)−Re
∫ x5
−∞
(1 + z2)−1dz
T˜ (6) = −2(−S3)−Re
∫ x6
+∞
(1 + z2)−1dz
(A8)
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FIG. 4. Schematic representation of the easy box master integral
Our solution has the following form
T =
C()
2
√
∆3
(
T˜ (2) + T˜ (5) + T˜ (6) + g()(−S3)−
)
, (A9)
where g() is a constant of integration. In the limit ∆3 → 0 the triangle integral can be
expressed as a linear combination of three bubble integrals
T
∣∣∣
∆3→0
≈ − C()
(1− 2)
(
(−s2)−
s2 − s5 − µ1−
(−s5)−
s5 − s2 − µ1 +
(−µ1)−
µ1 − s2 − s5
)
+
C()g()
2
√
∆3
(
−4s2s5µ1
∆3
)−
.
(A10)
Therefore g() = 0 and for x2 > 0, x5 < 0, x6 > 0
T =
C()
2
√
∆3
(
T˜ (2) + T˜ (5) + T˜ (6)
)
. (A11)
Appendix B: Easy box
In this section we consider Easy box master integral in d = 4 − 2 dimensions in “Eu-
clidean” region s1 < 0, µ1 < 0, s3 < 0, s4 < 0 (see Fig. 4). For the easy box integral we
introduce the column vector
JE =
(
B1, R(s1), R(µ1), R(s3), R(s4)
)T
. (B1)
Next, we find an appropriate basis to reduce the system to -form
B1 =
C()
2(s3s4 − s1µ1)B˜1 , R(si) =
C()
(1− 2)R˜(si) , R˜(si) = (−si)
− . (B2)
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The differential equations in the new basis have -form and can be written in d log-form
dB˜1 = −
{
B˜1d log(−S4e)− 2R˜(s1)d log(y1 − 1)− 2R˜(µ1)d log(y2 − 1)+
+ 2R˜(s3)d log(y3 − 1) + 2R˜(s4)d log(y4 − 1)
}
,
(B3)
where
(−S4e) = s3s4 − s1µ1
s3 + s4 − s1 − µ1 = (−s1)y1 = (−µ1)y2 = (−s3)y3 = (−s4)y4 . (B4)
We search solution in the form J˜4e =
∑4
i=1 J˜
(i) where
J˜ (1) = (B˜
(1)
1 , R˜(s1), 0, 0, 0), J˜
(2) = (B˜
(2)
1 , 0, R˜(µ1), 0, 0),
J˜ (3) = (B˜
(3)
1 , 0, 0, R˜(s3), 0), J˜
(4) = (B˜
(4)
1 , 0, 0, 0, R˜(s4)),
(B5)
hence for B˜
(1)
1 we have the following equation
d
(
(−S4e)B˜(1)1
)
= 2
(S4e
s1
)
d log(y1 − 1) = 2y1d log(y1 − 1) . (B6)
Then from the differential equation we have
B˜
(1)
1 = 2 (−S4e)−Re
∫ y1
∞
ydy
y − 1 + i0 = −2(−s1)
−Re
∫ ∞
1
zdz
z − s1/S4e + i0 =
= 2(−s1)−Re 2F1
(
1,−; 1− ; s1
S4e
)
,
(B7)
B˜
(1)
1 = 2(−s1)−Re 2F1
(
1,−; 1− ; s1
S4e
)
, B˜
(2)
1 = 2(−µ1)−Re 2F1
(
1,−; 1− ; µ1
S4e
)
,
B˜
(3,4)
1 = −2(−s3,4)−Re 2F1
(
1,−; 1− ; s3,4
S4e
)
.
(B8)
We can write the solution for the easy box integral in the form
B1 =
C()
2(s3s4 − s1µ1)
( 4∑
i=1
B˜
(i)
1 + g()(−S4e)−
)
. (B9)
Let us consider Gramm determinant for the easy box
∆4e = det
(
2(pi, pj)
)
= −2(s3 + s4 − s1 − µ1)(s3s4 − s1µ1) . (B10)
Therefore in the limit ∆4e → 0 (S4e → 0) we have
B˜
(1)
1 → 2 (−S4e)−Γ(1− )Γ(1 + ) . (B11)
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Since ∆4e = 0 is not a branching point of B1 hence g() = 0.
Solution for the easy box has the form
B1 =
2C()
2(s3s4 − s1µ1)
{
(−s1)−Re 2F1
(
1,−; 1− ; s1(s1 + µ1 − s3 − s4)
s3s4 − s1µ1
)
+
+ (−µ1)−Re 2F1
(
1,−; 1− ; µ1(s1 + µ1 − s3 − s4)
s3s4 − s1µ1
)
−
− (−s3)−Re 2F1
(
1,−; 1− ; s3(s1 + µ1 − s3 − s4)
s3s4 − s1µ1
)
−
− (−s4)−Re 2F1
(
1,−; 1− ; s4(s1 + µ1 − s3 − s4)
s3s4 − s1µ1
)}
.
(B12)
Appendix C: Hard box
Our hard box integral depends on four variables s, t, m21 = µ1, m
2
2 = µ2 (see Fig. 5). In
this section we consider integrals in d = 4− 2 dimensions in “Euclidean” region s < 0, t <
0, µ1 < 0, µ2 < 0. Let us introduce useful equalities
∆4h = −2s
(
(t− µ1)(t− µ2) + s t
)
, S4h =
2s2t2
∆4h
, ∆3 = 4µ1µ2− (s− µ1− µ2)2, S3 = 4sµ1µ2
∆3
.
(C1)
We use IBP reduction to obtain the system of partial differential equations for the hard box
integral H and five simpler master integrals. Introducing the column-vector
JH =
(
H,T,R(s), R(t), R(µ1), R(µ2)
)T
, (C2)
we may represent the system in the matrix form
∂JH
∂si
= Mi(s, )JH , s = (s, t, µ1, µ2) . (C3)
We find an appropriate basis in order to reduce the system to -form:
H =
C()
2 s t
H˜ , T =
C()
2
√
∆3
T˜ , R(si) =
C()
(1− 2)R˜(si) . (C4)
The differential equation in the new basis can be written in d log-form
dH˜ = −
(
H˜d log(−S4h)− 2T˜ d arctan b+ 2(−t)−d log(a− 1)−
− (−s)−d log 1 + b
2
(b− x3)2 + (−µ1)
−d log
1 + b2
(b+ x1)2
+ (−µ2)−d log 1 + b
2
(b+ x2)2
)
,
(C5)
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FIG. 5. Schematic representation of the hard box master integral
where we use denotations
x1 =
µ1 − µ2 − s√
∆3
, x2 =
µ2 − µ1 − s√
∆3
, x3 =
s− µ1 − µ2√
∆3
,
b =
t(s− µ1 − µ2) + 2µ1µ2
t
√
∆3
, a =
s t
(t− µ1)(t− µ2) + s t ,
S4h = (−t)a = (−s)1 + x
2
3
1 + b2
= (−µ1)1 + x
2
1
1 + b2
= (−µ2)1 + x
2
2
1 + b2
= (−S3) 1
1 + b2
.
(C6)
We search for the solution in the form
J˜H =
4∑
i=1
J˜ (i) , (C7)
J˜ (3) =
(
H˜(3), T˜ (3), R˜(s), 0, 0, 0
)
, J˜ (1) =
(
H˜(1), T˜ (1), 0, 0, R˜(µ1), 0
)
J˜ (2) =
(
H˜(2), T˜ (2), 0, 0, 0, R˜(µ2)
)
, J˜ (4) =
(
H˜(4), 0, 0, R˜(t), 0, 0
)
.
(C8)
Let us consider the following region of invariants: ∆3 > 0, x1 > 0, x2 < 0, x3 > 0. Therefore
the triangle integral has form
T˜ =
3∑
i=1
T˜ (i), T˜ (3) = −2(−S3)−Re
∫ x3
+∞
(1 + z2)−1dz ,
T˜ (1) = −2(−S3)−Re
∫ x1
+∞
(1 + z2)−1dz, T˜ (2) = −2(−S3)−Re
∫ x2
−∞
(1 + z2)−1dz ,
(C9)
where
S3 =
4µ1µ2s
4µ1µ2 − (s− µ1 − µ2)2 = (−s)(1 + x
2
3) = (−µ1)(1 + x21) = (−µ2)(1 + x22) . (C10)
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Using the expression for the triangle integral we arrive at the following differential equa-
tions for H˜(i)
d
(
(−S4h)H˜(i)
)
= G(i)(xi, b)db+ F
(i)(xi, b)dxi , i = 1, 2, 3 , (C11)
d
(
(−S4h)H˜(4)
)
= −2ad log(a− 1) , (C12)
where
F (1,2)(x1,2, b) = 2
(
1 + x21,2
1 + b2
)
1
b− x1,2 , F
(3)(x3, b) = −2
(
1 + x23
1 + b2
)
1
b+ x3
, (C13)
G(1,2)(x1,2, b) = 2(1 + b
2)−1−(1 + x21,2)

(
−2
∫ x1,2
±∞
(1 + z2)−1dz
(1 + x21,2)

+ b− 1 + b
2
b− x1,2
)
,
G(3)(x3, b) = 2(1 + b
2)−1−(1 + x23)

(
−2
∫ x3
+∞
(1 + z2)−1dz
(1 + x23)

+ b− 1 + b
2
b+ x3
)
.
(C14)
It is easy to check that (C11) is a total differential
∂F (i)(xi, b)
∂b
=
∂G(i)(xi, b)
∂xi
(C15)
as it should be. Then from differential equation ∂H˜
(i)
∂xi
= F (i), i = 1, 2, 3 we have
(−S4h)H˜(i) =
∫ xi
sign(xi)∞
F (i)(z, b)dz + g(b, ) . (C16)
It is easy to check that g(b, ) depends only on . Indeed,
∂
∂b
(
(−S4h)H˜(i)
)
=
∫ xi
sign(xi)∞
∂F (i)(z, b)
∂b
dz +
∂g(b, )
∂b∫ xi
sign(xi)∞
∂F (i)(z, b)
∂b
dz =
∫ xi
sign(xi)∞
∂G(i)(z, b)
∂z
dz = G(i)(xi, b)−G(i)(xi → sign(xi)∞, b) = G(i)(xi, b) ,
(C17)
where we use asymptotic G(i)(xi → sign(xi)∞, b) = 2b(1 + b2)−1−|xi|2 → 0. Therefore
g(b, ) = g(). Substituting the explicit form of F (i) we have
H˜(1) = 2(−S3)−Re
∫ x1
+∞
(1 + z2)dz
b+ z + i0
, H˜(2) = 2(−S3)−Re
∫ x2
−∞
(1 + z2)dz
b+ z + i0
H˜(3) = 2(−S3)−Re
∫ x3
+∞
(1 + z2)dz
b− z + i0 .
(C18)
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Let us integrate the differential equation for H˜(4) (C12). We have
H˜(4) = −2(−S4h)−Re
∫ a
+∞
zdz
z − 1 + i0 = −2(−t)
−
(
1− 
a
Re
∫ ∞
1
z−1dz
z − 1/a+ i0
)
=
= −2(−t)−Re 2F1
(
1,−; 1− ; 1
a
+ i0
)
.
(C19)
It is easy to see that H˜4 is expressed by the same function as in the easy box or the box
with one off-shell leg. Using equations (C4), (C18), (C19) we can write the solution for the
hard box integral in the form
H =
C()
2s t
( 4∑
i=1
H˜(i) + g()(−S4h)−
)
. (C20)
Let us calculate the constant g() in the limit ∆4h → 0. We assume that (x1 > 0, x2 <
0, x3 > 0)
t = −√µ1µ2 , s = −(
√−µ1 −
√−µ2)2(1 + δ) , δ → 0 . (C21)
In the limit δ → 0 we have
H˜(1) ≈ (−µ1)− , H˜(2) ≈ (−µ2)− , H˜(3) ≈ (−s)− , H˜(4) ≈ −2(−t)− . (C22)
Therefore from (C20) we obtain
H ≈ C()
2s t
(
(−µ1)− + (−µ2)− + (−s)− − 2(−t)− + g()
(√µ1µ2
δ
)−)
. (C23)
Since ∆4h = 0 is not a branch point, then g() = 0 . Our solution for the hard box integral
in the Euclidean region and for x1 > 0, x2 < 0, x3 > 0, ∆3 > 0 has the following form
H =
C()
2s t
4∑
i=1
H˜(i) . (C24)
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