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a b s t r a c t 
Stream-mining approach is defined as a set of cutting-edge techniques designed to process streams of data in real time, in order to extract 
knowledge. In the particular case of classification, stream-mining has to adapt its behavior to the volatile underlying data distributions, what has 
been called concept drift. It is important to note that concept drift may lead to situations where predictive models become invalid and have 
therefore to be updated to represent the actual concepts that data poses. In this context, there is a specific type of concept drift, known as 
recurrent concept drift, where the concepts represented by data have already appeared in the past. In those cases the learning process could be 
saved or at least minimized by applying a previously trained model. 
To deal with the aforementioned scenario, meta-models can be used in the process of enhancing the drift detection mechanisms used by data 
stream algorithms, by representing and predicting when the change will occur. There are some real-world situations where a concept reappears, 
as in the case of intrusion detection systems (IDS), where the same incidents or an adaptation of them usually reappear over time. In these envi-
ronments the early prediction of drift by means of a better knowledge of past models can help to anticipate to the change, thus improving 
efficiency of the model regarding the training instances needed. 
Furthermore, as a complement of meta-models, a mechanism to assess the similarity between classifica-tion models is also needed when dealing 
with recurrent concepts. In this context, when reusing a previously trained model a rough comparison between concepts is usually made, 
applying boolean logic. The intro-duction of fuzzy logic comparisons between models could lead to a better efficient reuse of previously seen 
concepts, by applying not just equal models, but also similar ones. 
This work faces the aforementioned open issues by means of the MM-PRec system, that integrates a meta-model mechanism and a fuzzy 
similarity function. The theoretical proposal of MM-PRec is also validated in this paper by means of different experiments using both synthetic 
and real datasets. 
1. Introduction 
This work is framed within the scope of data stream classifica-
tion (Gaber, Zaslavsky, & Krishnaswamy, 2007), which aims to learn a 
classification model incrementally from a stream of training records 
in order to use it later to predict the class of unlabeled records with 
high accuracy. Most of these kinds of classification models lack of an 
efficient adaptation to the environment where they are implemented 
which, in most cases, is constantly changing. For this reason, coping 
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with the improvement and adaptation of classification algorithms on 
data streams is still a great challenge, as long as data stream mining 
imposes some requirements that have to be accomplished, namely: 
maintaining an efficient behavior in the system, i.e. stable computa-
tional and memory load; while providing suitable quality in the clas-
sification process, i.e. high accuracy of predictions. 
Concept drift techniques have been extensively applied to cope 
with changes in the underlying distribution of records over time, al-
lowing classification models to be able to adapt their behavior when 
needed (Gama, Medas, Castillo, Rodrigues, & Labidi, 2004; Tsymbal, 
2004; Žliobaite˙ , 2010). 
In cases where concepts reappear, a mechanism could be applied 
to allow them to be remembered, thus improving the performance 
of the learning algorithm. A concept drift means that the system is 
behaving in a different way from that expected, that is, a new kind 
of concept is probably taking place. But that is not always the case, 
as normal behavior can also change over t ime (Lane & Brodley, 1999). 
That is why an adaptive model should achieve a suitable accuracy in 
the classification process in case of a concept drift, adapting its be­
havior to a new situation when a malfunctioning of the system takes 
place. This means that the classification model should be adapted 
to provide a high level of accuracy by means of training on the new 
context. However there are situations in which a new training is not 
needed, as the new concept is equal or similar to a previous one. In 
these cases we could reuse a previously-trained model, saving com­
putation costs and thus providing an efficient method to undertake 
this new context. But it is not just a question of reusing a previous 
model. It is also important to be able to detect in a proactive manner, 
and based on an evaluation of the behavior of the system, which is 
the most suitable model for a certain situation or context. If we had 
the possibility of training a meta-model representing the pattern of 
changes in the system, we would be able to predict the most similar 
model representing the current behavior, reaching an early detection 
of drift capability and saving computational costs in terms of training 
instances needed. 
In real-world domains, most concepts are recurrent (Harries, Sam-
mut, & Horn, 1998; Widmer, 1997). This means that a previously seen 
concept may reappear in the future and probably in a similar con­
text (Harries et al., 1998; Widmer, 1997). However, only a few ap­
proaches explore it (Gama & Kosina, 2009, 2014; Gonçalves & Bar-
ros, 2013; Katakis, Tsoumakas, & Vlahavas, 2010; Widmer & Kubat, 
1996; Yang, Wu, & Zhu, 2005). In these cases, concept changes are 
generally the result of context changes. If context information were 
available, it could be used to better understand recurring concept 
changes. However, only a small number of techniques explore context 
information when dealing with recurring concept changes (Gama & 
Kosina, 2014; Gomes, Sousa, & Menasalvas, 2010; Harries et al., 1998; 
Widmer, 1997). 
Extending this idea, in this work we propose MM-PRec as a novel 
data-stream learning system to aid in the process of concept drift 
management while simultaneously learning a meta-model to predict 
when the drift will occur as well as the most suitable model to be 
reused if necessary. 
MM-PRec implements a Hidden Markov Model (HMM) to train the 
meta-model. To deal with recurring concepts, we propose to send a 
set of instances representing the drift process to the HMM getting, 
as a result, the prediction of the most probable model to be reused 
from those stored in a repository. In case of a false alarm regarding a 
drift, the HMM would return the same model that is currently being 
used. 
In addition, MM-PRec also implements a fuzzy logic function 
(Kosinski, Prokopowicz, & Slezak, 2005) to decide the level of simi­
larity between models. This is a crucial aspect to improve the storing 
process in the repository effectively. When a model has to be stored 
in the repository, it is required to know if the concept that the model 
is representing is recurrent or not. In case of a recurrent concept, it 
should not be stored, as there are already previous models represent­
ing it. Moreover, this fuzzy function is used when HMM is not avail­
able, being useful also for recurrence detection. 
This process helps the system as a whole to save memory con­
sumption, as long as just the models needed are stored in the repos­
itory. In this way, the proposed mechanism makes it feasible to work 
with complex data-stream environments where an overloaded repos­
itory would make it difficult to achieve a suitable quality of the sys­
tem. 
Due to the versatility of wrapper methods, the approach we pro­
pose is based on a wrapper mechanism, avoiding to solve the problem 
just for a specific algorithm. 
This work presents several contributions: (i) integration of a 
HMM based meta-model to aid in the prediction drift process; 
(ii) integration of contextual information both when detecting drift 
and when retrieving models; (iii) use of a fuzzy similarity function to 
compare concepts. 
To the best of our knowledge, this is the first work to deal with 
concept drift by means of the use of meta-models based on Hid­
den Markov Models and fuzzy logic to predict similar previously seen 
concepts. 
Experiments performed with different real and synthetic datasets 
show the reduction of training records needed by MM-PRec with 
no loose of accuracy in comparison with other approaches of the 
literature. 
The rest of the paper is organized as follows. In Section 2, we sum­
marize related work on concept drift and context-aware approaches 
in recurring concepts, the use of sequence classifiers, and concept 
similarity, which is followed in Section 3 by the preliminaries of the 
approach where the motivation, challenges and problem definition 
are stated. Furthermore, in Section 4, we propose MM-PRec as a solu­
tion to work in recurring concept drift environments, with a detailed 
description of its components and the algorithm used. Section 5 
presents the results obtained by the experimentation phase. Finally 
Section 6 presents the main conclusions and discussion of future lines 
of research. 
2. Related work 
The approach that we propose in this paper relies on a sequence 
classifier meta-model to be trained while the base learner algorithm 
deals with recurring concepts from the incoming data stream. The 
trained meta-model has all the context information associated with 
previously learnt concepts in a way that will make it easy to retrieve 
a previously built model that represents a concept similar to the cur­
rent one. A fuzzy logic function is used to achieve this goal. 
Consequently, in this section we review and compare our proposal 
with methods that address the problems of: data stream classifica­
tion; recurring concepts; context-aware approaches; sequence clas­
sification and conceptual equivalence. 
An overview of the learning process under concept drift is pre­
sented in Žliobaite˙ (2010). Moreover a recent review of the litera­
ture related to the problem of concept drift is presented in Gama, 
Žliobaite˙ , Bifet, Pechenizkiy, and Bouchachia (2014), including a sur­
vey of adaptive learning processes. Existing strategies for handling 
concept drift and an overview of the most representative, distinct, 
and popular techniques and algorithms are also presented, covering 
the different facets of concept drift. 
In particular, among the different challenges for adaptive learning 
systems published in Žliobaite˙ et al. (2012), our approach goes into 
two of them in depth: 
•
 It facilitates the study of the model to understand its behavior in 
concept drift scenarios over time. 
•
 It develops an adaptive tool, rather than an adaptive algorithm. 
This provides a better stability and robustness over time. 
2.1. Data stream classification 
There have been several techniques developed to achieve the chal­
lenge that arises when dealing with concept drift, be they algo­
rithms adaptations or wrapper mechanisms (adaptive tools). New al­
gorithms have appeared during the last years Gaber et al. (2007); 
Gama et al. (2004); Hulten, Spencer, and Domingos (2001); Street 
and Kim (2001); Tsymbal (2004); Žliobaite˙ (2010); Widmer and Ku-
bat (1996), but some other related challenges have received far less 
attention. Such is the case of situations where the same concept or a 
similar one reappears, and a previous model could be reused to en­
hance the learning process in terms of accuracy and processing time 
as in the case of Gama and Kosina (2009); Gomes et al. (2010); Katakis 
et al. (2010); Ramamurthy and Bhatnagar (2007); Yang et al. (2005); 
2006). 
In this way, most existing proposals do not exploit this aspect and 
have to learn new concepts from scratch even if they are recurrent as 
it is the case of Brzezinski and Stefanowski (2011) and Brzezinski and 
Stefanowski (2013) where an ensemble mechanism is used to deal 
with concept drift. Similarly, in Katakis et al. (2010) an ensemble is 
also used, but incremental clustering is performed to maintain in-
formation on historical concepts. In this way, the proposed frame-
work captures batches of examples from the stream into conceptual 
vectors. Conceptual vectors are clustered incrementally according to 
their distance and for each cluster a new classifier is learnt. Classi-
fiers in the ensemble are then learnt using the clusters. The work 
of Elwell and Polikar (2011) proposed Learn++.NSE, an extension of 
Muhlbaier, Topalis, and Polikar (2009) for non-stationary environ-
ments. Learn++.NSE is also an ensemble approach that learns from 
consecutive batches of data without making any assumptions on the 
nature or rate of drift. The classifiers are combined using dynamic 
weight majority and the major novelty is on the weighting function 
that uses the classifiers time-adjusted accuracy on current and past 
environments. To deal with resource constraints Hosseini, Ahmadi, 
and Beigy (2012) proposes a novel algorithm to manage a pool of 
classifiers when learning recurring concepts. More recently, Haque, 
Parker, Khan, and Thuraisingham (2014) presented a multi-tiered en-
semble based method HSMiner to address the challenges that ex-
ist when labelling instances in an evolving Big Data Stream. The 
method isvery costlyasi trequires building large numberofAdaBoost 
ensembles for each of the numeric features after receiving each 
new data chunk. Thus, three approaches to build these large num-
ber of AdaBoost ensembles using MapReduce based parallelism are 
presented. 
Furthermore, in Hewahi and Elbouhissi (2015) a new approach 
called Concepts Seeds Gathering and Dataset Updating algorithm 
CSG-DU is presented to deal with data stream classification. CSG-DU 
is concerned with discovering new concepts in data stream and aims 
to increase the classification accuracy using any classification model 
when changes occur in the underlying concepts. The paper presents 
experimentation on synthetic and real datasets showing that the clas-
sification accuracy increased from low values to high and acceptable 
ones. 
Moreover, in Mena-Torres and Aguilar-Ruiz (2014) a new tech-
nique, named Similarity-based Data Stream Classifier (SimC)is intro-
duced. This technique achieves good performance by introducing a 
novel insertion/removal policy that adapts quickly to the data ten-
dency and maintains a representative, small set of examples and es-
timators that guarantees good classification rates. The methodology 
is also able to detect novel classes/labels, during the running phase, 
and to remove useless ones that do not add any value to the clas-
sification process. Statistical tests were used to evaluate the model 
performance, from two points of view: efficacy (classification rate) 
and efficiency (online response time). Five well-known techniques 
and sixteen data streams were compared, using the Friedman’s test. 
Also, to find out which schemes were significantly different, the Ne-
menyi’s, Holm’s and Shaffer’s tests were considered. The results show 
that SimC is very competitive in terms of (absolute and streaming) ac-
curacy, and classification/updating time, in comparison to several of 
the most popular methods in the literature. 
Finally, in Kosina and Gama (2015) the very fast decision rules 
(VFDR) algorithm is presented together with interesting extensions to 
the base version. As algorithms designed to work with data streams 
should be able to detect changes and quickly adapt the decision 
model, in the paper the adaptive extension (AVFDR) to detect changes 
in the process generating data and adapt the decision model is also 
presented. Detecting local drifts takes advantage of the modularity of 
the rule sets. In AVFDR, each individual rule monitors the evolution 
of performance metrics to detect concept drift. AVFDR prunes rules 
whenever a drift is signaled. The experimental evaluation shows that 
the presented algorithms achieve competitive results in comparison 
to alternative methods and the adaptive methods are able to learn 
fast and compact rule sets from evolving streams. 
The main drawback of these methods, apart from the computa-
tional process time needed, is the need of constantly train the models 
used being them recurrent or not. 
2.2. Recurring concepts 
Regarding similar methods to the one presented in this paper, able 
to deal with concept recurrence, these are their main characteristics: 
•
 In the approach proposed in Gomes et al. (2010) context-concept 
relationships are learnt from the concept history. A model from 
a previously learnt concept associated with a particular context 
is reused in situations of recurrence. Moreover, the proposed 
method does not require the partition of the dataset into small 
batches. The concept representations are learnt by a base learner 
algorithm from an arbitrary number of records. These concept 
boundaries are determined when a drift detection method signals 
a change/drift. To improve Gomes et al. (2010), which relies on 
a single classifier (Naive Bayes) to deal with recurring concepts, 
the use of ensembles has been proposed in Gomes, Menasalvas, 
and Sousa (2011). The main difference between this system and 
the one proposed in this paper is the similarity function, that in 
our case allows to better fit the equivalence between classifica-
tion models. Moreover, the implementation of meta-models al-
lows to come early to recurrent drift detection, improving the es-
timation of recurrence provided by a single classifier as it is the 
case of Naive Bayes. However, both systems are composed by a 
two level framework: a base learner where an incremental algo-
rithm learns the underlying concept; and a detection drift layer 
where the relations context-concepts are learned. 
•
 RCD (Gonçalves & Barros, 2013) is a recent recurring concept 
drift framework that uses a non-parametric multivariate statis-
tical tests to check for recurrence. In the case of RCD, statisti-
cal comparisons are made in order to detect recurrence, so it is 
needed to store different models and the buffer of instances as-
sociated to them. While this is also needed in the system pre-
sented in this paper, the implementation of meta-models avoid 
the need to make statistical comparisons with all the previously 
seen stored models to detect recurrence, as it is the case of RCD. 
Furthermore, the use of meta-models allows to better represent 
the context associated to concepts, in contrast to what occurs with 
raw buffers of instances. 
•
 In the work of Ramamurthy and Bhatnagar (2007) the authors 
present an ensemble approach that exploits concept recurrence, 
using a global set of classifiers learned from sequential data 
chunks. If no classifier in the ensemble performs better than the 
error threshold, a new classifier is learned and stored to repre-
sent the current concept. The classifiers with better performance 
on the most recent data form part of the ensemble for labeling 
new records. The main drawback of this system compared to the 
MM-PRec presented in this paper is the computational resources 
needed to execute the ensemble method. Furthermore, the effi-
ciency of the ensemble method depends on the number of clas-
sification models used. In contrast, the meta-model presented in 
this paper, while posing some computational restrictions, allows 
to centralize the concept recurrence prediction by means of the 
Hidden Markov Model. 
•
 A system that monitors the evolution of the learning process is 
presented in Gama and Kosina (2014). The system uses meta-
learning techniques that characterize the domain of applicabil-
ity of previously learned models. The meta-learner can detect 
recurrence of contexts, using unlabeled examples, and take pro­
active actions by activating previously learned models. However, 
the main difference between this system and the one proposed in 
this paper is that MM-PRec needs only one meta-learner, while 
the former develops one meta-model attached to each model be­
ing learned. Furthermore, MM-PRec meta-learner is based on a 
multi-instance classifier, allowing to accurately represent the pat­
terns of drifts and their context information, while the meta-
models proposed in Gama and Kosina (2014) are based on single-
instance classifiers. 
•
 The method proposed by Yang et al. (2005) consists of using a 
proactive approach to recurring concepts, which means reusing 
a concept from the concept history. This concept history is repre­
sented as a Markov chain which allows the most probable concept 
to be selected according to a given transition matrix. This could 
be seen as simplification of a meta-model just representing the 
changes from one concept to another. However, the MM-PRec pre­
sented in this paper allows to generate a context-concept relation­
ship in a way such that it is possible to predict not the next state 
of a Markov chain, but the most appropriate model to be used for 
a specific context using pattern recognition techniques. Further­
more, the concept history storage is also improved by MM-PRec 
thanks to the fuzzy similarity function, that avoids duplicate sim­
ilar classification models. 
In sum, in this paper we present the use of a meta-model based on 
Hidden Markov models to predict future similar behaviors regarding 
concept drift. Hidden Markov models have been proved to accurately 
deal with pattern recognition, and therefore in this paper they are 
used to represent and detect the patterns associated to contexts. Fur­
thermore, the fuzzy similarity function improves any other similarity 
function based on crisp logic, allowing also to go deep into the vari­
ables that characterize different classification models. Having men­
tioned the main differences between the MM-PRec system presented 
here and other similar methods, it is important to note that the main 
drawback of MM-PRec is the training process of the meta-model, that 
must be done in a batch mode. As a consequence, the preprocess­
ing of the context information and the training process of the Hidden 
Markov Model may delay in some cases the stream mining learning 
process. 
2.3. Context-aware approaches 
Context dependence has been recognized as a problem in sev­
eral real world domains (Harries et al., 1998; Turney, 1993; Widmer, 
1997). Turney (1993) was among the first to introduce the problem of 
context in machine learning, where he presented a formal definition 
in which the notions of primary, contextual and context-sensitive fea­
tures were introduced. Such notions are based on a probability distri­
bution for the observed classes given the features. 
Widmer (1997) exploits what is referred to as contextual clues 
(based on the Turney definition of primary/contextual features 
(Turney, 1993)) and proposes a meta-learning method to identify 
these clues. Contextual clues are context-defining attributes or com­
binations of attributes whose values are characteristic of the under­
lying concept. When more or less systematic changes in their values 
are observed this might indicate a change in the target concept. The 
method automatically detects contextual clues on-line, and when a 
potential context change is signaled, knowledge of the recognized 
context clues is used to adapt the learning process in some appro­
priate way. However, if the hidden context is not represented in the 
contextual clues, that is, if the reason behind the change is not repre­
sented in the feature space, it is not possible to detect or adapt to the 
change. 
In Zliobaite et al. (2012) the authors aims to identify the key re­
search directions to be taken to bring the adaptive learning closer to 
application needs identifying six challenges: making adaptive sys­
tems scalable, dealing with realistic data, improving usability and 
trust, integrating expert knowledge, taking into account various ap­
plication needs, and moving from adaptive algorithms towards adap­
tive tools. 
The conceptual clustering approach proposed by Harries et al. 
(1998), identifies stable hidden contexts from a training set by clus­
tering the instances assuming that similarity of context is reflected 
by the degree to which instances are well classified by the same con­
cept. A set of models is constructed based on the identified clusters. 
This idea has proven to work well with recurring concepts and real 
world problems. However, its main drawback is the off-line training 
required to obtain the conceptual clusters, as these could lead to inac­
curacy with concepts or patterns that were not seen during training. 
More recently in Žliobaite˙ , Bifet, Read, Pfahringer, and Holmes 
(2015) the authors theoretically analyze evaluation of classifiers on 
streaming data with temporal dependence suggesting that the com­
monly accepted data stream classification measures, such as classi­
fication accuracy and Kappa statistic, fail to diagnose cases of poor 
performance when temporal dependence is present. Therefore they 
should not be used as sole performance indicators. The authors de­
velop a new evaluation methodology for data stream classification 
that takes temporal dependence into account proposing a combined 
measure for classification performance, that takes into account tem­
poral dependence. 
Finally, in Forkan, Khalil, Tari, Foufou, and Bouras (2015) pat­
tern recognition models for detecting behavioral and health-related 
changes in a patient who is monitored continuously in an assisted liv­
ing environment is described. The early anticipation of anomalies can 
improve the rate of disease prevention. In the paper a Hidden Markov 
Model based approach for detecting abnormalities in daily activities, 
a process of identifying irregularity in routine behaviors from statis­
tical histories and an exponential smoothing technique to predict fu­
ture changes in various vital signs is presented. The outcomes of these 
different models are then fused using a fuzzy rule-based model for 
making the final guess and sending an accurate context-aware alert 
to the health-care service providers. In the paper the authors also 
evaluate some case studies for different patient scenarios in ambi­
ent assisted living. Although this work is similar to this paper in the 
sense that it implements Hidden Markov Models and fuzzy logic, the 
main difference is that in this work these components are used to de­
tect drifts as an external layer. In contrast, the work of Forkan et al. 
(2015) use them as a base learner, detecting abnormal behaviors for 
a specific context as it is the case of health problems and therefore it 
is not suitable to deal with concept recurrence. 
2.4. Sequence classification 
There are several works available dealing with the classification of 
sequences (Xing, Pei, & Keogh, 2010). Among these, some of them use 
hidden Markov models (Bicego, Murino, & Figueiredo, 2004; Blasiak 
& Rangwala, 2011; Rabiner, 1989). These models are widely used in 
pattern recognition environments related to handwriting (Hu, Brown, 
& Turin, 1996), gestures (Eickeler, Kosmala, & Rigoll, 1998) or image 
recognition (Ghoshal, Ircing, & Khudanpur, 2005). However, to the 
best of our knowledge, there are no mechanisms that use this kind 
of systems to deal with concept drift comprehension. 
2.5. Conceptual equivalence 
To determine whether a certain model represents a new concept 
or a reappearing one, a similarity measure is required. The current 
work is an improvement of the Conceptual equivalence measure pro­
posed by Yang, Wu, and Zhu (2006) where a fuzzy logic function 
(Mendel, 1995) is used to better represent the relationship between 
different concepts. 
3. Problem definition and preliminaries 3.2. Real world cases 
This section provides the necessary background to understand 
MM-PRec system. We start by motivating and defining the problem, 
explaining some real world situations where a system like the one 
proposed in this paper could be useful, as well as some basic defini-
tions to understand the basics of the solution proposed. All the chal-
lenges that we have had to face during the development and imple-
mentation of MM-PRec are outlined. 
From now on we assume that the data streams that are used as 
input in the MM-PRec model are already preprocessed and adapted 
to work well with incremental data stream classification processes. 
In this way, we can then assume that we do not need to preprocess 
the data streams, this work being out of the scope of this paper. 
3.1. Motivation 
Data stream mining algorithms must come up with the problem 
of having to keep in memory just a limited number of records to train 
their models. That is why these algorithms have to cope with the 
task of processing each training record only once, while maintaining 
a suitable quality on the resulting model. This is the main difference 
from traditional data mining algorithms, where multiple passes over 
data are common. 
In particular, that leads to classification techniques on data 
streams where models have to be learned incrementally with each 
incoming record. With the availability of these kinds of models, it 
is feasible to predict the class of unlabeled records anytime from an 
early stage. Obviously, the more training records the better precision 
values obtained. 
However, in scenarios where the data distribution changes the ac-
curacy of the classification is expected to decrease. In these cases, to 
continuously maintain the quality of the models, it is also important 
for them to be able to detect and adapt anytime to changes in the 
underlying concept that they represent (Tsymbal, 2004). 
The aforementioned changes in the underlying concept can be 
caused by different factors. In the present work we focus in the fol-
lowing ones: 
•
 Context changes, either hidden or explicit (Gama et al., 2004; 
Harries et al., 1998; Tsymbal, 2004; Widmer & Kubat, 1996) that 
lead to concept drift. 
•
 Recurring concepts, as a particular type of the aforementioned 
concept drift (Gama & Kosina, 2009; Katakis et al., 2010; Widmer 
& Kubat, 1996; Yang et al., 2005) where a previous learned con-
cept is expected to reappear. 
We envisage that recognizing and predicting already learned con-
cepts might help the system to better adapt to future changes where 
these concepts reappear. With that recognition task in place, it would 
be possible for the algorithms to avoid relearning something from 
scratch that has been already learned (Gama & Kosina, 2009, 2014; 
Gomes et al., 2010; Gonçalves & Barros, 2013; Katakis et al., 2010; 
Widmer & Kubat, 1996; Yang et al., 2005). This same idea has been 
already explored in Gomes et al. (2010), where concepts are able to 
be saved in a repository. Actually, MM-PRec can be seen as an exten-
sion of the MRec system presented in Gomes et al. (2010). 
However in our approach we propose a fuzzy based mechanism to 
decide about similarity of models, improving the storage of the mod-
els. On the other hand, our approach also differs from that presented 
in Gomes et al. (2010) as in our case we add a meta learner that is able 
to predict when recurring concepts will occur. Therefore we can an-
ticipate to recurrent drifts choosing also the most appropriate model 
for the incoming context. As a result, the number of instances needed 
for the training process is expected to decrease when recurring con-
cepts appear. 
3.2.1. Intrusion detection system 
An intrusion detection system (IDS) is a typical monitoring prob-
lem which aims to detect cyber incidents. In this case, a trained clas-
sification model could send alerts to the operator when a malfunction 
in the system occurs. But to use such a classification model for an IDS 
effectively, we must ensure that the IDS is able to adapt to concept 
drift. A concept drift in an IDS means that the system is behaving in a 
different way from that expected. But that different behavior may be 
caused by a new kind of intrusion that is probably taking place, or be-
cause the system monitored is changing in a controlled environment 
(no intrusion is taking place). 
In any case, the IDS should adapt its classification model to the 
new situation. If we were able to store all the patterns that represent 
the different situations of the system monitored (its concepts), we 
could reuse previously seen models easily. In this way, imagine the 
case of a central models manager to which each individual IDS con-
nects to in order to check if a specific concept is recurrent or not. In 
a system like this, the central component would be responsible for 
executing and training the meta-model. The meta-model would be 
trained based on the information sent by the different IDS. Therefore, 
local IDS would be responsible for sending the different patterns as-
sociated to a specific concept or situation. As a result, the local IDS 
would benefit from the knowledge hold by the meta-model, saving 
training instances when dealing with recurrent drifts, and improving 
their behavior in a collaborative way. 
3.2.2. Fraud detection 
A similar situation like the one explained in the case of IDS, would 
be the case of a set of systems dealing with fraud detection. Taking 
into account that each different fraud detection system should be 
able to deal with concept drift, the context associated to each con-
cept managed by them could be sent to a central mechanism. This 
central mechanism could use the information provided by the differ-
ent local systems to develop a meta-model able to detect similar and 
recurrent concepts. In a system like this, the individual fraud detec-
tion systems would benefit from the experience of the rest of systems 
when dealing with drift along time. 
3.3. Preliminaries 
3.3.1. Learning with concept drift 
Let X be the space of attributes with its possible values; Ythe set 
of possible discrete class values. Let D be the data stream of training 
records arriving sequentally Xi = (xi , yi) with xi ∈ X (feature space) 
and yi ∈ Y, where xi is a vector of the attribute values and yi is the 
(discrete) class label for the ith record in the stream. In order to train 
a base learner based on a classification model m incrementally, these 
records are processed by m with the goal of predicting the class label 
of a new record x ∈X, so that m ( x ) =y ∈ Y. 
As stated in Yang et al. (2006), the concept term is more subjective 
than objective. That is why in the scope of this paper a concept is rep­
resented by the learning results of the classification algorithm used 
as a base learner, such a Hoeffding Tree (Domingos & Hulten, 2000). 
In this field, we consider that a stable concept has been learned 
when the records used during a given period k are independently and 
identically distributed according to a probability distribution Pk(x, y). 
In these situations where concept change, Pkix^y ) = Pk+1 ( x,y ) . 
We have to take into account that a change of concept can be 
abrupt or gradual. Not all the solutions presented to deal with change 
of concepts are suitable both to abrupt and gradual changes. In grad­
ual concept changes is where we can get the most out of MM-PRec. 
This is because the meta-model of the MM-PRec, as will be detailed 
later, has to be trained with the records involved at the time in which 
concept drift takes place. Therefore in case of an abrupt change of 
concept, the meta-model will not have enough records to be trained 
and the goodness of the MM-PRec will not be as appropriate as in 
gradual changes. 
3.3.2. Recurring concepts 
A recurring concept change can be detected when the input 
records during a period k are generated based on the same dis­
tribution as a previously observed period, in a way that P^( x,y ) = 
Pk-j ( x,y ) . To deal with these kinds of situation, the model mk learned 
from a certain period k could be saved to be reused later if it is 
needed. This would avoid the need to learn a new model representing 
the same concept as mk. With this solution the continuous learning 
process improves its behavior, not requiring a previously learned con­
cept to be learnt from scratch. In addition this approach needs fewer 
training records to be processed than other approaches that do not 
deal with recurrent concepts. However, to better calculate whether a 
concept is recurrent or not, a similarity function is usually used. This 
is the case of the similarity function proposed in Yang et al. (2006), 
which is the starting point in developing the new fuzzy similarity 
method proposed in this paper. 
3.3.3. Hidden Markov models 
Hidden Markov Models (HMM) are known to work extremely well 
in practice as prediction, recognition, and identification systems, etc., 
in a very efficient manner. These kinds of system are developed un­
der the assumption that the process they have to represent can be 
well characterized as a parametric random process. Taking into ac­
count that HMM are a good resource in dealing with pattern recogni­
tion, here they are used to recognize the patterns that arise from each 
concept drift that appears in a data stream classification model. 
A Markov process is one for which its output is related to a set of 
states at each instant of time, where each state corresponds to a phys­
ical and observable element. HMM extend that case to include situa­
tions where the observation is a probabilistic function of the state. 
In order to implement HMM in a specific scenario, we have to de­
cide what the states in the model are, and how many of them should 
be in the model. Therefore there are multiple HMM models to solve 
a specific problem, but practical considerations impose some strict 
limitations on the size of models that we can consider. An HMM is 
made up of the following (Rabiner, 1989): 
• JV, as the number of states in the model. Although these states 
are “hidden”, there is often some physical significance attached 
to the set of states of a model. It is common to allow states to 
interconnect in such a way that any state can be reached from 
any other state, which it is commonly known as “egordic” models. 
Individual states are denoted as S = {S1, S2, ... ,SN}, and the state 
at time t as qt. 
• M, the number of distinct observation symbols per each state, i.e., 
the discrete distinct concepts learned. These symbols correspond 
to the physical output of the system being modeled, being de­
noted as V= {v1, v2, ...,vM}. 
• The state transition probability distribution A = {oy} where oy = 
P[<Jt+1 = Sj | qt = Sj], 1 ≤ i,j ≤ JV. 
• The probability distribution for each observation symbol in state 
j , B = {bj(fe)}, where b,(k) = P[v/( at t | qt = S,], 1 ≤j≤Nand 1 ≤ k 
≤M. 
• The initial state distribution IT = P[q1 = Sj], 1 ≤ i,j ≤ JV. 
To reach a complete specification of a HMM, we should provide 
the following parameters: number of states of the model (JV); num­
ber of output values (M); specification of observation values used as 
input; and specification of the three probability measures (A, B and 
n). 
With a specific HMM being defined, three main challenges must 
be addressed if we want the model to be useful in real-world appli­
cations. These main challenges are: 
1. The evaluation problem, referring the computation of the proba­
bility of an input sequence observations by a HMM. The probabil­
ity here refers to the likelihood of an observation sequence of be­
ing produced by the HMM, which is also known as the test phase 
of a classifier model. 
2. The problem of finding the optimal-state sequences for a specific 
input observation sequence. This problem deals with the chal­
lenge of uncovering the hidden part of the HMM. 
3. The problem of optimizing the model parameters to best describe 
how a given observation sequence comes about. This problem is 
related to the training process of a classifier model. 
One of the main contributions of this paper is focused on provid­
ing an effective approach for training and testing a HMM while as­
suming the limitations that this model poses, as it has been proven 
that HMM models provide excellent results in real world scenarios. 
The main aforementioned limitations are referred to: 
• HMM models are based on the assumption that consecutive ob­
servations are independent, and therefore the probability of a se­
quence of observations P(O1, 02, ...,0T) can be written as the 
product of probabilities of individual observations in a way such 
P(O1, 02, .. .,07) = n = 1 P(Oi). 
• Another limitation comes from the Markov assumption itself. This 
assumption refers to the fact that the probability of being in a 
given state at time t only depends on the state at time t - 1, not 
taking into account dependencies between several states. 
In the scope of this work, the use of HMM has resulted in the im­
provement of concept-drift detection and prediction. 
Further below we explain the rest of the challenges related to de­
tecting and predicting recurrent concept drift on data-stream envi­
ronments. 
3.4. Challenges 
The main challenges we deal with in this paper are: 
• Learning a meta-model trained with information related to the 
drifts that have occurred in the history of the system. The meta-
model will be able to predict similar drifts in the future. 
• Arranging a fuzzy similarity function in order to better calculate 
the level of similarity between different concepts. 
• Detecting concept drift as soon as possible. 
• Adapting as soon as possible to recurrent concept drift by using 
the aforementioned meta-model. 
• Setting up a tool to better understand concept drifts by means of 
the meta-model. 
MM-PRec approach faces these challenges by training a HMM for 
the implementation of the meta-model and a fuzzy function to deal 
with concept similarities evaluation. 
3.5. MM-PRec 
MM-PRec is made up of two main elements depicted in Fig. 1: 
• A meta-model based on a sequence classification algorithm using 
Hidden Markov Models (HMM). This component allows MM-PRec 
system to predict both when the drift will happen and the most 
suitable concept for each situation if it is recurrent. In order to do 
so, a repository of previous models is used. 
• A concept similarity function based on fuzzy logic. This function 
is used to determine the level of similarity between concepts. This 
fuzzy similarity function is crucial to solve the problem of decid­
ing not just which is the most suitable model, but also if the stor­
age of a specific model in the repository is required. 
Fig. 1. MM-PRec Components. 
This is therefore a substantial improvement in the work presented 
in Gomes et al. (2010), where the problem of concept drift in recur-
ring scenarios was solved in a similar way also by using a repository of 
concepts and a crisp similarity function, but with the lack of a meta-
model to explain and predict concept drifts at an early stage. 
The proposed MM-PRec system allows us to better deal with re-
current situations in a classification problem in data streams, helping 
the evolving base learner to adapt to drifts. This is achieved by pre-
dicting when the drift will happen from a bunch of records at a par-
ticular t ime; and also by getting a similarity level between concepts 
from an improved fuzzy similarity function. All these new features 
make MM-PRec an effective system to obtain the most suitable model 
for a given context. Hence the MM-PRec system is a feasible tool to be 
used in a wide range of real application scenarios. 
3.5.1. Concept similarity 
We propose a concept similarity function that uses fuzzy logic and 
it is based on that presented in Yang et al. (2006). This function is 
defined by the following parameters: 
•
 A conceptual degree of equivalence based on the matching of two 
different models classifying many instances, even when their clas-
sifications are both wrong. It is not therefore an accuracy equiva-
lence, but a measure of the level of both models to classify in the 
same way. 
•
 A measure that represents the difference in the number of records 
used to train each model. This parameter is intended to provide a 
measure on the maturity and stability of the model. 
From the aforementioned two parameters, a fuzzy (Zadeh, 1965) 
similarity value is estimated from a previously defined set of rules, 
making it possible to obtain the poor, average or high values. 
The meta-model proposed is able to predict recurrent drifts as 
well as the most appropriate model to be used. However there are 
two situations where a similarity function is required in a comple-
mentary way: 
1. A model must be stored in the repository of previously trained 
concepts: in this case the fuzzy similarity function is used to as-
sess the need to store a new model. If there is a similar model in 
the repository, storing a similar one would not improve the qual-
ity of the classification process while unnecessarily increasing the 
memory consumption. 
2. A drift is taking place, there is no meta-model available, and it is 
time to decide whether the new concept is recurrent or not: in 
this case, taking into account that the meta-model is not ready, 
the system has been training two different models in parallel to 
adapt to the drift in a recurrent way (the current model and a new 
one). 
3.5.2. Meta model 
Let S be the space of attributes representing sequential records 
(appearing during concept drift) with their possible values; Z the 
set of possible discrete class values representing the new concept to 
which the model has been adapted (therefore there is not a direct re-
lationship between Z and Y, the later representing the class values of 
the original dataset). S being the space of sequential record attributes, 
this space is made up of several values of the feature space Xf = (xj) 
with Xj e X presented in Section 4.2.2. 
Let W be the window of sequential records involved in the pro-
cess of concept drift Sf = (sj , z{) with Sj e S (feature space) and z, 
s Z, where s\ is a vector of attribute values and zf is the (discrete) 
class label (representing the new concept associated to the sequen-
tial records) for the ith record in the stream. With this information a 
meta-model can be trained each time a concept drift is detected. In 
this way, a classification (meta) model p is trained by processing the 
incoming sequential records s*e S. Once the meta-model p has been 
trained, it could be possible to predict the class label (new concept to 
be used) from the new record used as input, such as p ( s ) =z eZ. 
The benefits of having a meta-model arise from the utility of using 
the training records that appear during concept drift to learn what is 
going on in this drift. With this goal in mind, two main benefits are 
provided by the proposed meta-model: 
• First of all, the meta-model can be used to predict similar concept 
drifts to those previously learnt. 
• The meta-model can also be used to better understand the process 
of each concept drift, through the study of its internal behavior 
and representation through a meta learner algorithm. This would 
allow a “white box” instead of a “black box” to be used. 
In this context, the records needed to train the proposed meta-
model are not typical independent instances but a bunch of instances 
that represent a new concept itself (the concept drift). Therefore to 
train the meta-model it is better to use a mechanism that takes this 
issue into account. This is the case in the aforementioned Hidden 
Markov Models, that are able to learn sequential data (Bicego et al., 
2004; Dietterich, 2002) in order to predict similar situations in the 
future based on the information provided during the training phase. 
This could produce an increment on the evaluation time needed by 
the model because of this additional training. 
4. Implementation of the solution proposed 
As in the case of the MRec system proposed in Gomes et al. (2010), 
MM-PRec can be seen as a two-layer framework: 
1. A basic layer where an incremental learning algorithm is able 
to represent the underlying concept by means of a classification 
model. 
2. An extended layer in which detection and adaptation to concept 
changes takes place. The detection of recurrent concepts is imple-
mented in this layer. It is also at this level where MM-PRec imple-
ments its meta-model and fuzzy similarity mechanisms. 
However, as can be seen from Fig. 1, MM-PRec presents two main 
improvements from the system proposed in Gomes et al. (2010), 
namely: 
1. Implementation of a meta-model to represent, detect and predict 
recurrent drifts, by means of a HMM. 
2. Implementation of a fuzzy similarity method to represent equiva-
lences between different models. 
To provide an in depth knowledge of the implementation of the 
MM-PRec system proposed in this paper, first the learning process 
is described in Section 4.1; the implementation of the meta-model 
learning process is described in Section 4.2; finally, the description of 
the fuzzy similarity concepts is presented in section 4.3. 
4.1. The learning process 
This section presents the way in which MM-PRec is integrated in 
the learning process of a data mining system. As a consequence, it 
shows how all the aforementioned elements that compose MM-PRec 
are used during the learning process. 
The continuous learning process with the intervention of MM-
PRec comprises the following steps: 
1. The base learner processes the incoming records from data 
streams by means of an incremental learning algorithm to gener-
ate a decision model currentClassifier representing the underlying 
concept. Therefore this model will be used to classify unlabelled 
records. 
2. A repository MR is created to allow concept representation stor-
age. 
3. A drift detection method DriftDetection is continuously monitor-
ing the error-rate of the learning algorithm Gama et al. (2004). 
When the error-rate goes beyond some predefined levels, the 
drift detection method signals a warning (possible drift) or a 
drift. In case of a warning signal, a newLearner is trained to deal 
with the new coming concept, and a WarningWindow is activated 
to store the context information. However, as it can be seen in 
Section 4.2.2, any other drift detection method might be used. 
4. At the same time a meta-model is trained from the context in-
formation provided by the drift detection method stored in the 
aforementioned warning window. In this way, and taking into ac-
count that the meta-model is a batch learner, the multi-instance 
training dataset must be adapted to each training phase, and the 
meta-model has to evolve at the same time as new concept drifts 
appear. 
5. Throughout the life cycle of the system, three different cases may 
be used to adapt to changes in the underlying concept, depending 
on the availability or not of a trained meta-model: 
(a) The concept similarity method detects that the underlying 
concept is new, and the base learner has to learn it by process-
ing the current incoming labelled records in an incremental 
way. 
(b) The fuzzy concept similarity method detects that the underly-
ing concept is recurrent, and a previous model is applied. 
(c) The meta-model is able to predict the recurrent concept, de-
termining the best model to be used from the repository MR. 
It is important to note that the main advantage of reusing previously 
seen models is that they are no longer trained as they are stable mod-
els that represent adequately specific concepts. Therefore, in those 
cases where models are reused, the learning process is speed up and 
the number of needed training instances decrease. 
The details of the on-line learning process for the proposed global 
learning system, as well as the method to detect and adapt to recur-
rent concepts are detailed in Algorithm 1. Let X be the set of stream 
instances that the learning system handles. In this context, specific 
records in the form Xi = {x, y} with x s X are processed as they come, 
being x the set of attributes of the instance and y the class value as-
sociated to it. 
During the stream processing of the learning system, different 
steps are accomplished to detect and manage recurrent drift. This be-
havior can be summarized as follows, referring to specific lines of the 
algorithm 1: 
• In line 4, the drift detection method identifies the suitable drift 
level (stable, warning or drift). 
• If the process is at the normal level (line 7), the base learner rep-
resented by the currentClassifier is updated with the new training 
record. This is the same behavior as in any other traditional data 
mining model ready to work with data streams. 
• In the case of a warning level (line 8), if the repository does not 
have the currentClassifier, or a similar one as referred to in Section 
4.3, the currentClassifier is stored in the repository MR. The stor-
age process and the similarity check are implemented by means 
of the fuzzy similarity function. In addition (line 13) if there are 
enough records (it may vary for each problem to be solved) to 
send to the meta-model as multi-instance data, this data is sent 
to it in order to predict a recurrent concept as well as the best 
model to use from the repository as detailed in Section 4.2. If the 
meta-model returns a recurrent model to be used (line 14), this 
model is set as the currentClassifier, the drift detection method 
is restored to start with the information provided by this new 
model, and the meta-model is trained with the current meta-data. 
Still at this warning level (lines 19, 20 and 21), a newLearner is up-
dated with the training record; the training record is also added to 
a warningWindow; and the dataset used to train the meta-model 
(meta-data) is updated with the information provided by the 
Algorithm 1 Data Stream Learning Process. 
Require: Data stream DS, ModelRepository MR 
1: repeat 
2: Get next record Xj from DS; 
3: prediction = currentClassifier.classify(Xi); 
4: DriftDetection.update(prediction); 
5: switch DriftDetection.level 
6: case Normal 
7: currentClassifier.trainfXi); 
8: case Warning 
9: if ¬MR.containsSimilar ( currentClassifier ) then 
10: MR.store(currentClassifier); 
11: end if 
12: if history(c0) > p then 
13: predictedModel = meta-model.getPrediction(history(c0)); 
14: if ¬predictedModel.isEmptyQ then 
15: currentClassifier = predictedModel; 
16: meta-model.Update(); 
17: end if 
18: end if 
19: WarningWindow.addfXi); 
20: newLearner.train(Xi); 
21: meta-model.addlnstances(Xitnewlearner.lD); 
22: case Drift 
23: repeat 
24: WarningWindow.addfXi); 
25: newLearner.train(Xi); 
26: until WarningWindow.size > r //Stability Period 
27: if ¬MR.containsSimilar ( newLearner ) then 
28: currentClassifier = newLeamer; 
29: else 
30: currentClassifier = MR.getEquivalent(newLearner); 
31: end if 
32: meta-model.addInstances(Xi,currentClassifier.ID); 
33: meta-model.Update(); 
34: case FalseAlarm 
35: WarningWindow.c/earO; 
36: newLearner.delete(); 
37: end switch 
38: until END OF STREAM 
current warningWindow and the ID of the newLearner as the 
class of the meta-model. The warningWindow contains the latest 
records (which should belong to the most recent concept), and 
will also be used to calculate the conceptual equivalence and esti-
mate the accuracy of models stored with the current concept. 
•
 When drift is signalled (line 22), the newLearner is trained un-
til a stability period is reached. This stability period is a variable 
that defines the number of instances that must be processed by 
the warningWindow during the drift level to make the newLearner 
suitable to deal with the new concept. When the stability period is 
over (line 26) it is compared with models stored in the repository 
MR. These comparisons are made in terms of conceptual equiva-
lence as stated in Section 4.3, specifically by means of the fuzzy 
similarity function. If the underlying new concept is recurrent, a 
stored model is reached from the repository. This stored model 
is therefore used to represent the recurring underlying concept. 
In case there are not any equivalent model in the repository, the 
newLearner is finally used to deal with the new concept. It is im-
portant to remark that the benefit of implementing a previously 
seen model is that it does not need to be trained again, as it is 
supposed to be a stable model. When using the newLearner, it 
needs to be constantly trained during the learning process as it is 
still an immature model. Therefore, if newLearner is used there is 
not a decrease in the number of training instances needed. How-
ever, the risk of reusing a not suitable recurrent model is still la-
tent. In those cases, the accuracy of the classification base learner 
would drop. Also at this stage the warningWindow is added to the 
dataset used to train the meta-model in the form of a bag of multi-
instance data linked to the ID of the new learner used (i.e. the 
newLearner or that restored from the repository). Note that the 
algorithm will use this drift signal just in the case there are no 
meta-model available, or that the meta-model has not predicted 
any suitable model for the current underlying concept. 
•
 A false alarm (line 34) case is used when a warning is signaled but 
then the learner returns back to normal without achieving drift. 
In those cases, both the warningWindow and the newLearner are 
cleared. 
4.2. The metamodel approach 
In order to learn a meta-model from the context information pro-
vided each time a concept drift takes place, a HMM is used. The rea-
son for using a HMM is that these kinds of model have proved to 
be an excellent mechanism to deal with pattern recognition. In this 
work we therefore assume that a concept drift can be seen as a bunch 
of records representing a pattern from which it may be possible to 
predict similar ones. HMM are used here then as a sequential clas-
sification mechanism trained from the records involved in a concept 
drift. 
As was stated in Section 3.3.3, to let HMM be useful we must carry 
out three main tasks, namely: a training phase of the HMM from se-
quential data; a testing phase where the system returns the proba-
bility of a new sequence having been generated from the HMM, and 
therefore it can also be used as a prediction measure; and the estab-
lishment of the hidden part of the system, which refers to the differ-
ent states and the possible probability connections between them. 
This work is focussed on the training and prediction capacities of 
HMM, so below you will find all the details of the implementation 
used in the MM-PRec system. 
4.2.1. HMM training 
The meta-model implementation of MM-PRec needs to manage 
context-concepts associations not just to train the (meta) classifier, 
but also to predict recurrent drifts. Taking into account that in the 
case of MM-PRec the context information used is composed by the se-
quence of training instances used during the time in which the drift 
is taking place, MM-PRec needs to implement a mechanism to deal 
with the representation of the association that exist between a set of 
instances (bag) and a class value. This scenario is based in the “collec-
tive assumption”, that states that the class label of a bag is a property 
that is related to all the instances within that bag. As a consequence, 
a multi-instance classification algorithm must be trained to allow the 
meta-model being effective. In the case of the work presented in this 
paper, the training process of the meta-model is achieved as follows: 
1. Each time a concept drift is detected by the drift detector (no mat-
ter what detection mechanism is used), an additional base learner 
newLearner is trained to deal with the new concept. Therefore, 
during the time in which the drift is taking place, two parallel base 
learners are being trained (one to deal with the “old” concept, and 
the other to deal with the new appearing concept). 
2. Once the newLearner fits to the new concept, improving the preci-
sion results provided by the original base learner, we can state 
that drift has taken place and newLearner becomes the unique 
base learner of the system. In this step, the warning window (set 
of instances that are being used when drift is appearing) associ-
ated to the drift is attached to the identification number (ID) of 
the newLearner as the class. This data is ready to be used as a sin-
gle record in HMM and therefore is added to the dataset used as 
the training set for the meta-model. 
3. If the MM-PRec requires the meta-model to be trained, the train-
ing dataset of the meta-model is used to accomplish that task. 
A minimum number of instances to train the meta-model must 
be set, taking into account that an insufficient number of training 
records can lead to unstable prediction models Rabiner (1989). 
During the training process of the meta-model, some issues may 
arise: 
•
 In those cases where there is just one record attached to a specific 
ID, the meta-model will not be able to be trained appropriately. 
This scenario would lead to the training of an over fitted classifi-
cation model for the affected class value. Therefore, in those cases 
the meta-model is not able to predict similar contexts to the one 
associated to the class value, as long as there is just one record to 
represent it. In sum, this scenario would lead to a misunderstand-
ing of the meta-model behavior, and as a result the HMM returns 
an error when this situation appears. 
•
 In some cases the ID attached to the records refers to a model 
that has finally not been stored in the repository. Two different 
scenarios might be the cause of this issue: 
•
 Scenarios in which there is not a stable model during drift. 
As it has been already mentioned, when drift is detected by 
the drift detector, a parallel newLearner is created. During this 
process, noise may appear, which leads to a situation where 
that newLearner is replaced by different newLearner during 
time, until stability in the precision results is reached. In those 
cases, different warning windows representing the new ap-
pearing context may be associated to the first newLearner that 
was trained. However, when drift ends, we realize that the 
newLearner that must be linked to all those previous warning 
windows (that represent the context information) is the last 
one. 
•
 Scenarios in which similar models to the newLearner being 
created are already stored in the repository. Once the bags of 
instances representing context are linked to an ID class value 
that identifies a classification model, by means of the similar-
ity function we can state that such ID refers to a model equiva-
lent to another stored in the repository. In those cases, the clas-
sification model stored in the repository prevails, so its model 
ID is the one that must be used, and not the one associated to 
the newLearner. 
In order to deal with the aforementioned problems regarding 
the training phase of a meta-model, a pre-processing of the train-
ing meta-model dataset has to be developed. In this case, the pre-
processed dataset is the result of applying two stages: 
1. To deal first with the cases where IDs refer to non-existent mod-
els in the repository, two different solutions are implemented de-
pending on the origin of the problem: 
(a) In those cases where the problem is due to the nonexistence of 
a stable model during drift, the affected IDs are changed with 
the value of the next model used in a stable way. This is done 
to deal with those situations in which a concept drift passes 
through the warning phase several times before being effec-
tive. In those situations, some multi-instance records related 
to the same concept drift may refer to different model IDs that 
were temporary. That is why we need to adapt the class value 
to the last stable model used. 
(b) If the cause is due to the existence of similar models in the 
repository, the affected IDs are changed with the ID value of 
the equivalent model stored in the repository. As it has been 
mentioned, as long as the model stored in the repository over-
comes others being similar, the IDs must be adapted in that 
way. 
2. Besides, once the adaptation phase has taken place, we have to 
deal with the problem of “isolated” IDs, referring to those records 
where the ID used as class appears in them just once. In these 
cases, assuming that the ID they refer to are correct (the associ-
ated model exists in the repository), we have no other option than 
to erase them. However, they are erased temporarily just for the 
current training process. If there is a new training and new records 
attached to previously “isolated” IDs appear, they will take part in 
the training process. 
During the meta-model training phase, the multi-instance algorithm 
is used as a batch classification learner that can be updated dynam-
ically any time a drift is detected. However, a continuous re-training 
of the meta-model may lead to an overloaded system. Being aware of 
that, the approach presented in this work includes the definition of a 
MM-PRec parameter representing the minimum number of instances 
needed before training. Therefore, this parameter sets the number of 
instances that have to be processed by MM-PRec before committing 
a new training of the meta-model. This parameter allows to adapt 
MM-PRec suitably to the different real-problems in which recurrence 
could be used, fitting the training of the meta-model to the scenario 
where it is being used. 
4.2.2. Drift detection mechanism 
The MM-PRec system needs to know when a concept drift is tak-
ing place from the behavior of a base learner. For this purpose MM-
PRec uses the method proposed by Gama et al. (2004). This method 
is based on the constant observation of the precision values of the 
base learner, calculating the error-rate of the learning process. This 
method is also based on a forgetting mechanism in which when drift 
appears, a new model is created to represent the new appearing con-
cept. 
Furthermore, as the most interesting feature of this method, it dis-
tinguishes three different stages or “drift levels”. From those different 
drift levels we can determine the best moment when the meta-model 
could be asked to predict drift, taking into account that the context 
information associated to drift must be sent. In particular, the warn-
ing level refers to the moment when the error-rate starts to rise. That 
is the moment when the warning window starts to be filled with in-
stances that could be sent to the meta-model in order to predict re-
current drifts. Besides, the out of control level is used to store in the 
repository the new learner created to deal with the drift, in those 
cases where the meta-model has not predicted recurrence. 
In short, the following characteristics of this method are used in 
MM-PRec: 
•
 The system assumes the observation of periods of stable concepts 
followed by changes that lead to new stable periods with different 
underlying concepts. 
•
 The error-rate of the base learning algorithm is considered as a 
random variable from a sequence of Bernoulli trials. 
•
 The general form of the probability of detecting an error is given 
by means of a binomial distribution. 
•
 Three different drift levels are defined to manage concept 
changes: stable or at a control level, warning level and drift or 
out of control level. These levels represent the confidence of the 
mechanism of having detected a concept drift. 
However, as the main focus of MM-PRec is dealing with recur-
rent concept drifts, this method has been extended to provide the re-
quired connection with the other elements that compose MM-PRec 
system. The solution presented in this paper is based on that pre-
sented in Gomes et al. (2010) in which a similarity function is used 
to assess whether the coming concept is recurrent or not. The solu-
tion presented in MM-PRec extends that function using fuzzy logic to 
improve the similarity detection and meta-models to predict drifts, 
overcoming the problems that the solution of Gomes et al. (2010) 
possess. 
It is also important to note that other similar drift detection meth-
ods can be used in MM-Prec. Since the MM-PRec system has been de-
veloped as a wrapper mechanism, the specific method used for it is 
transparent, so it is not necessary to change the learning process. 
4.3. Concept similarity 
There are two situations in which MM-PRec has to decide if a con-
cept is recurrent or not: 
• When a model representing a concept is going to be stored in the 
repository. In this case, if the concept has appeared before, the 
model should not be stored as it would lead to duplicate models. 
• When a new learner is trained to deal with the drift. In this case, 
MM-PRec must check with the models in the repository if the con-
cept is recurrent or not. 
In both cases, a similarity function is required to achieve the pur-
pose of comparing different models determine an equivalence de-
gree. An innovative feature of this research is the proposal of a fuzzy 
logic system Cox (1992) to calculate the Conceptual equivalence mea-
sure between classification models. 
The term “fuzzy logic” was introduced in Zadeh (1965), and is a 
way of representing many-valued logic, allowing approximate rea-
soning to be applied through the definition of variables with several 
truth ranges (from 0 to 1) and rule sets. A rule set determines which 
fuzzy operator must be used in each case. 
By means of using fuzzy logic, it is easy to deal with the concept 
of partial truth, where a truth value may range from completely true 
to completely false. In fuzzy logic applications it is common to use 
linguistic variables to facilitate the implementation of rules and truth 
values. In this way, a linguistic variable may have several truth values 
in the same system. These truth values can be seen as subranges of a 
continuous variable. 
In the proposed MM-PRec system, three linguistic variables are 
defined: 
• The variable equal_classified, used to represent the similarity in 
the classification behavior of two different models, may take the 
values: poor, good and excellent. 
• The variable diff_training, used to represent the difference that 
exist in the number of training records used between two differ-
ent models, may take the values: small and big. 
• The variable similarity, a variable use to calculate the output of the 
fuzzy system based on the aforementioned variables, may take the 
values: poor, average and high. 
The variable equal_classified is based on the method proposed by 
Yang et al. (2006) to calculate its conceptual equivalence. In our case, 
as it has been outlined, the equivalence between two models when 
dealing with classification similarity is treated as one parameter of 
the global fuzzy function. This parameter is calculated as follows: 
1. Given two classification models m1,m2 and a sample dataset Dn of 
n records, it is possible to calculate for each instanceXi=(xi ,yi) a 
score, score(Dn) = +1 if (prediction(m1(xi)) = prediction(m2(xi ))) 
2. score(Dn) is used to represent the degree of equivalence in the 
classification process between m1 and m2. 
3. The final classification equivalence ce value, that is a continuous 
value score with range [0,1], is calculated by 
score(Dn) 
ce = 
N 
Depending on the value of ce, equal_classified will take one or an-
other membership value, as represented in Fig. 2, where we can see 
Fig. 2. Membership function of variable equal_classified. 
the values this variable may take. The larger the output value of ce, 
the higher the degree of classification equivalence. For the records in 
Dn it compares how m1 and m2 classify the records. As in Yan g et a l. 
(2006), the similarity in the classification processes is not necessar-
ily related to the accuracy attribute. This means that two models that 
present low accuracy for a set of records will have a high ce value, and 
therefore a high equal_classi f ied value. 
As regards the variable dif f_training, its value represents the dif-
ference in the number of instances used to train each model we are 
trying to compare. In Fig. 3 we can see the membership values this 
variable may take. 
The defuzzification method “Center Of Gravity” presented in Cox 
(1992) is used to calculate the final value of the similarity variable rep-
resenting the conceptual equivalence, it being a very popular method 
in which the “center of mass” of the result provides the crisp value. 
The rule set is defined as follows: 
1. I F equal_classi f ied IS poor OR dif f_training IS big THEN similarity 
IS poor. 
2. IF equal_classi f ied IS good AND di f f_training IS big THEN similar-
ity IS poor. 
3. IF equal_classi f ied IS good AND di f f_training IS small THEN simi-
larity IS average. 
4. IF equal_classi f ied IS excellent AND di f f_training is big THEN sim-
ilarity is average. 
5. IF equal_classi f ied IS excellent AND di f f_training is small THEN 
similarity is high. 
From the crisp value returned by the defuzzyfication method, we 
evaluate if it is above a predefined threshold. In that case, we assume 
that the models are similar and thus represent the same underlying 
concept. 
Fig. 3. Membership function of variable diff_training. 
5. Experiments 
In order to validate the MM-PRec method, and taking into account 
that MM-PRec is an extension of the MRec method cited in Gomes 
et al. (2010), three different experiments have been developed: 
1. Experiment 1: The goal of this experiment is to prove that the pre-
cision of MM-PRec is similar to the MRec method, and no worse 
than other methods able to deal with concept drift. In order to do 
so, accuracy and kappa statistic measures are evaluated. 
2. Experiment 2: The goal of this experiment is to prove that the 
training instances needed by MM-PRec when drifts appear are 
fewer than the ones needed when using MRec. Also an increment 
on the evaluation time needed is expected when using MM-PRec 
because of the meta-model training. 
3. Experiment 3: The goal of this experiment is to prove that MM-
PRec provides better precision results than an Active Classifier us-
ing the same percentage of instances. 
In addition a statistical analysis has been developed to validate the 
results provided by the execution of experiments 1, 2 and 3. 
To sum up, the main goal of this experimentation phase is to test 
the feasibility of using a fuzzy similarity procedure and a meta-model 
to predict similar previously seen concept drifts, testing its suitability 
when dealing with different kind of drifts. 
5.1. Parameters setting 
To develop the aforementioned experiments, both synthetic and 
real datasets have been used. A description of the different datasets 
applied is presented below along with the specific similarity thresh-
old values set in each case for the MRec and MM-PRec methods. This 
similarity threshold must be established to afford the comparison 
process between models, so different values are set depending on 
the type of the dataset used. This is important because we must as-
sure that the reused models really fit the context of the data during 
the learning process. Hence, lower values of the similarity threshold 
would lead to reuse models that may be not appropriate to the new 
concept in course. In contrast, higher values would make MRec and 
MM-PRec to look for previously seen models that really fit the con-
cept represented by data. In situations where noise could be present 
in the data, it is important to set higher similarity threshold values to 
avoid misconceptions. 
Furthermore, as stated in Section 3.3.3, to reach a complete speci-
fication of a HMM we should provide the following parameters: num-
ber of states of the model (N); number of output values (M); specifi-
cation of observation values used as input; and specification of the 
three probability measures (A, B and TT). In all the experiments, N=5 
and M will vary in each training phase depending on the number of 
models that are stored in the repository. As regards the probability 
measures, they are randomly initialized. 
Below a description of the different datasets used during the ex-
perimentation phase is made. 
5.2. Datasets 
5.2.1. SEA dataset 
This synthetic dataset is made up of 5M of records as a result of the 
merge process of five different SEA (Street & Kim, 2001) datasets, each 
of them containing 1M of records. Besides, each of the 5 SEA datasets 
are characterized by extended periods without drift with occasional 
concept changes, and the last one is characterized by a higher level of 
noise. In particular, each individual dataset was created varying the 
function parameter of the SEA generator. As long as there are four 
different values, the first dataset was created with a function value 
of 1, the second with a function value of 2, the third with a function 
value of 3, the fourth with a function value of 4 and the fifth with 
a function value of 1 again. In this last case, the noisePercentage pa-
rameter was set to 30 while in the other datasets the noisePercentage 
was established to its default value of 10. 
The merge process of such five original SEA datasets results in a 
unique dataset characterized by abrupt drifts. 
In order to better assess the behavior of each algorithm when 
dealing with this merged dataset, the analysis of the experiments 
made with it is separated into five different data chunks. The simi-
larity threshold used is set to 0.8 both in MM-PRec and MRec meth-
ods. Taking into account the occasional soft drifts and the noise in the 
data, this value guarantees a high precision rate while reusing similar 
models. 
5.2.2. Hyperplane dataset 
A different synthetic dataset with gradual drifting concepts 
was created based on a moving hyperplane. A hyperplane in d-
dimensional space is denoted by equation: J2di=1 aixi = a0. Instances 
are labeled as positive if Yldi=1 aixi > a0, and as negative if YA=1 aixi 
< a0. Hyperplanes have been used to simulate time-changing con-
cepts because the orientation and the position of the hyperplane can 
be changed in a smooth manner by changing the magnitude of the 
weights (Hulten et al., 2001). This dataset contains 170,000 instances 
and it represent different recurrent drifts. In particular, it is composed 
of 9 different concepts of 10,000 instances each where 8 of them are 
recurrent (they appear 2 times). The parameters used for the Hyper-
plane generator in MOA were: 2 classes, 10 attributes, 2 attributes 
with drift, a noise percentage of 10 and the sigma percentage varying 
from 10 to 50. More specifically, the first 10,000 instances were cre-
ated with a sigma value of 10, the second with a value of 15, the third 
with a value of 20 and so on. 
Taking into account that some noise has been introduced to the 
dataset, a threshold value of 0.9 is set to ensure that the reused mod-
els really fit the concept represented by the data when drifts happen. 
5.2.3. Airlines dataset 
This real dataset was first used for classification purposes in 
Žliobaite, Bifet, Pfahringer, and Holmes (2011), and contains 539,384 
records. It represents whether a flight was delayed or not from some 
information about it, i.e. the airline, the airports involved, or the day 
of week. 
As long as it is difficult to establish what the actual concept drifts 
are, a generic assessment is made on the entire dataset. In this way, 
taking into account that we have no evidences of recurring concept 
drifts, we set a similarity threshold value of 0.7 to let the implemen-
tation of previously trained models that represented concepts similar 
to the existing one every moment. A higher value would restrict the 
use of previously seen models. 
5.2.4. Electricity dataset 
The Electricity Market Dataset (Elec2) (Harries, 1999) is a real 
dataset that uses data collected from the Australian New South Wales 
Electricity Market, where the electricity prices are not stationary and 
are affected by the market supply and demand. The market demand 
is influenced by context such as season, weather, time of the day and 
central business district population density. In addition, the supply is 
influenced primarily by the number of on-line generators, whereas 
an influencing factor for the price evolution of the electricity market 
is time. During the time period described in the dataset, the electric-
ity market was expanded with the inclusion of adjacent areas (Victo-
ria state), which led to more elaborate management of the supply as 
oversupply in one area could be sold interstate. 
The Elec2 dataset contains 45,312 records obtained from 7th May 
1996 to 5th December 1998, with one record for each half hour (i.e., 
there are 48 instances for each time period of one day). The class la-
bel identifies the change in the price related to a moving average of 
the last 24 hours. As shown in Harries (1999), the dataset exhibits 
substantial seasonality and is influenced by changes in context. Tak-
ing into account that this dataset is expected to have gradual or soft 
drifts, a similarity threshold of 0.9 is used for this dataset in order to 
force both MRec and MM-PRec to reuse just the models associated to 
concepts really similar to the new appearing one in case of a drift. 
5.2.5. Poker dataset 
Poker-Hand dataset is a real set of 829,201 instances composed 
by 11 attributes. Each record of the dataset is an example of a hand 
consisting of five playing cards drawn from a standard deck of 52. 
Each card is described using two attributes (suit and rank), for a total 
of 10 predictive attributes. There is one class attribute that describes 
the “Poker Hand”. The dataset used is the one normalized available 
on the MOA (Holmes, Kirkby, & Pfahringer, 2007) webpage. 
Being difficult to establish what the actual concept drifts are and 
taking into account that we have no evidences of recurring concept 
drifts, we set a similarity threshold value of 0.7 to let a more flexible 
implementation of previously trained models. 
5.2.6. Sensor dataset 
Sensor stream (Zhu, 2010) is a real dataset that contains informa-
tion (temperature, humidity, light, and sensor voltage) collected from 
54 sensors deployed in Intel Berkeley Research Lab. The whole stream 
contains consecutive information recorded over a 2 months period (1 
reading per 1–3 min) which makes a total of 2,219,803 instances. The 
learning task of the stream is to correctly identify which of the 54 
sensors is associated to the sensor information read. The goal of this 
experiment is to effectively detect and adapt to the multiple concept 
drifts that this dataset contains. 
Taking into account that recurrent drifts are expected to appear in 
this dataset, a similarity threshold of 0.9 is set in order to force both 
MRec and MM-PRec to use previously seen models just in case there 
were a high level of certainty of equivalence between concepts. 
5.3. Environment 
The implementation of the MM-PRec learning system was devel-
oped in Java, using the MOA (Holmes et al., 2007) environment as 
a test-bed. The specific components implemented in MM-PRec were 
developed using jFuzzyLogic (Cingolani & Alcala-Fernandez, 2012) for 
the fuzzy similarity function and Weka-HMM (Gillies, 2010) for the 
meta-model development. 
During the execution of the different experiments, the following 
MOA evaluation features were established: 
1. T h e Prequential-error method (Holmes et al., 2007) as the main 
evaluation technique. 
2. The HoeffdingTree (Domingos & Hulten, 2000) class as base 
learner. 
3. The SingleClassifierDrift class as the method in charge of detecting 
drifts. This class implements the drift detection method of Gama 
et al. (2004) and adapts to drift by learning a new classifier (i.e., 
discards previous concept representations). 
It is important to note that just one system has been used to 
implement both the base learner and the meta-model in MM-PRec 
method, so no distributed environment has been available for the ex-
ecution of the experimentation phase. 
In order to develop the statistical analysis R (Te am , 2010) software 
was used with the “coin” and “multcomp” packages. Taking into ac-
count that when comparing several methods over multiple datasets 
a post-hoc analysis is usually desired, in this case the post-hoc 
tests would be developed if needed using the Wilcoxon–Nemenyi– 
McDonald–Thompson test (Hollander & Wolfe, 1999), using the code 
of (Galili, 2010). 
Finally, it is important to note that during the precision results the 
Kappa statistic (Cohen, 1960) values are included. Cohen’s kappa co-
efficient is a statistic which measures inter-rater agreement for items. 
It is generally thought to be a more robust measure than simple per-
cent agreement calculation, since takes into account the agreement 
occurring by chance. 
As it is stated in Bifet and Frank (2010), accuracy is only appropri-
ate when all classes are balanced, and have (approximately) the same 
number of examples. In order to cover the rest of cases, the authors 
propose the Kappa statistic as a more sensitive measure for quanti-
fying the predictive performance of streaming classifiers. Just like ac-
curacy, Kappa needs to be estimated using some sampling procedure. 
Standard estimation procedures for small datasets, such as cross-
validation, do not apply. In the case of very large datasets or data 
streams, there are two basic evaluation procedures: holdout evalu-
ation and prequential evaluation (the one used in the experiments 
of this paper). Only the latter provides a picture of performance over 
time. In prequential evaluation (also known as interleaved test-then-
train evaluation), each example in a data stream is used for testing be-
fore it is used for training. In sum, the authors argue that prequential 
accuracy is not well-suited for data streams with unbalanced data, 
and that a prequential estimate of Kappa should be used instead. For 
that reason, and in order to better assess precision values, we have 
included both values (accuracy and kappa) when dealing with preci-
sion analysis. 
5.4. Results 
A description of the results obtained during the execution of the 
different experiments presented in the beginning of Section 5 is made 
below. All the experiments have been executed on the datasets pre-
sented in Section 5.2. 
5.4.1. Experiment 1 
The goal of this experiment was to prove that the precision values 
(accuracy and kappa statistic) provided by MM-PRec were similar to 
ones provided by the MRec method, and no worse than other differ-
ent methods able to deal with concept drift. 
Specifically, apart from the MM-PRec, the methods used to evalu-
ate the results of accuracy and kappa statistic provided by the execu-
tion of this experiment have been: 
1. The Hoeffding Tree Adaptive method (HT-ADWIN) presented in 
Bifet and Gavaldà (2009). 
2. The AUE ensemble method (AUE method has been proved to 
deal well with recurrent concept drifts, although it does not pro-
vide a reduction of the training instances needed) presented in 
Brzezinski and Stefanowski (2013), using 10 Hoeffding Tree clas-
sifiers on it. 
3. RCD method presented in Gonçalves and Barros (2013) using Ho-
effdingTree classifier. 
4. MRec presented in Gomes et al. (2010) with HoeffdingTree class 
as base learner. 
When applying this experiment to the SEA dataset, we can see 
from the measures represented in Table 1 that the AUE ensemble 
method provides the better results on both accuracy and kappa. Look-
ing closely at the behavior of MM-PRec on the different chunks that 
shape this dataset we can state that: 
1. During the first chunk the behavior of the three algorithms mea-
sured is quite similar. The reason why MM-PRec behaves in this 
way may be due to the fact that it has not yet detected recurrent 
drifts during the learning process. 
2. During the second chunk MRec provides a lower precision rate, 
while MM-PRec behaves still well. Although AUE is the most pre-
cise method, the values provided by MM-PRec during this chunk 
denote that this method is not too far from it. Thanks to the fuzzy 
similarity function implemented, the MM-PRec method is able 
to deal with the abrupt drift presented in the beginning of this 
chunk, improving the precision values provided by MRec. 
Table 1 
SEA dataset precision. 
Table 2 
SEA dataset 
Chunk 
1M 
2M 
3M 
4M 
5M 
TOTAL 
Chunk 
1M 
2M 
3M 
4M 
5M 
TOTAL 
performance. 
HT-ADWIN 
Time(s.) 
58.67 
60.11 
58.77 
62.89 
61.2 
301.65 
Table 3 
Datasets 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev 
Training Inst. 
1M 
1M 
1M 
1M 
1M 
100% 
precision. 
Dataset 
Airlines 
Elec2 
Poker 
Sensor 
Hyperplane 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
Mean 
Std.Dev. 
HT-ADWIN 
Acc. 
89.46 
0.87 
89.46 
0.93 
89.54 
0.93 
89.43 
0.97 
79.59 
1.47 
87.49 
4.09 
AUE 
Time(s.) 
810.95 
1034.05 
968.88 
972.74 
868.21 
4,654.83 
Kappa 
76.51 
1.97 
78.31 
1.93 
73.56 
2.33 
78.68 
1.97 
59.17 
2.93 
73.25 
7.61 
AUE 
Acc. 
89.69 
1.23 
89.72 
0.93 
89.76 
1.06 
89.69 
1.18 
79.86 
1.44 
87.74 
4.11 
Training Inst. 
1M 
1M 
1M 
1M 
1M 
100% 
HT-ADWIN 
Acc. 
63.63 
4.82 
83.88 
5.18 
63.62 
10.49 
61.2 
30.18 
84.69 
5.28 
Kappa 
18.19 
7.22 
63.02 
10.8 
25.54 
16.35 
61.19 
30.98 
69.35 
10.57 
AUE 
Acc. 
66.66 
4.69 
77.54 
6.69 
67.27 
11.73 
82.50 
16.17 
84.28 
7.22 
Kappa 
77.01 
2.43 
78.83 
1.97 
74.11 
2.47 
79.21 
2.45 
59.72 
2.88 
73.78 
7.66 
RCD 
Time(s.) 
33.16 
91.38 
245.45 
428.72 
509.77 
1,308.48 
Kappa 
22.16 
9.1 
52.27 
14.74 
27.03 
18.58 
82.01 
16.67 
68.53 
14.46 
RCD 
Acc. 
88.15 
0.95 
88.11 
1.16 
83.36 
2.31 
79.43 
1.56 
78.62 
1.31 
83.53 
4.36 
Kappa 
73.25 
2.17 
75.29 
2.43 
61.33 
4.5 
57.72 
3.1 
57.23 
2.62 
64.98 
8.37 
Training Inst. 
1M 
994,003 
1M 
1M 
1M 
99.88% 
RCD 
Acc. 
65.08 
5.39 
79.2 
7.18 
76.07 
10.52 
52.51 
19.57 
68.46 
10.97 
Kappa 
22.26 
6.54 
56.22 
15.43 
47.07 
17.85 
51.32 
20.1 
36.91 
21.92 
MRec 
Acc. 
89.41 
0.95 
42.97 
4.23 
89.04 
5.06 
79.6 
1.3 
79.75 
1.35 
76.15 
17.41 
MRec 
Time(s.) 
52.9 
61.42 
92.15 
64.35 
63.96 
334.78 
MRec 
Acc. 
64.65 
5.74 
84.74 
4.15 
73.23 
9.65 
82.88 
18.2 
89.63 
1.96 
Kappa 
76.39 
2.15 
0.63 
6.3 
72.83 
6.55 
58.08 
2.57 
59.49 
2.69 
53.48 
27.75 
MM-PRec 
Acc. 
89.41 
0.95 
89.28 
1.12 
81.7 
1.17 
81.49 
1.1 
78.92 
1.36 
84.16 
4.49 
Training Inst. 
1M 
9000 
984000 
11000 
0 
Kappa 
76.39 
2.15 
77.92 
2.36 
58.2 
2.61 
62.1 
2.18 
57.84 
2.73 
66.49 
9.17 
MM-PRec 
60.42 
136.57 
140.15 
108.8 
2,229.87 
40.08% 2,675.81 
Kappa 
20.49 
7.9 
67.94 
9.45 
40.21 
17.18 
82.41 
18.67 
79.24 
3.91 
MM-PRec 
Acc. 
64.85 
5.36 
85.2 
3.54 
74.44 
6.61 
85.72 
13.76 
90.09 
1.35 
Kappa 
20.92 
9.01 
69.05 
7.31 
40.64 
16.65 
85.31 
14.21 
80.17 
2.69 
1M 
996,995 
3,988 
0 
0 
40.02% 
3. During the third chunk the precision values of MM-PRec drop. 
In this case, the similarity function has reused a previously seen 
model that does not fit completely the actual concept. 
4. During the fourth chunk the precision values of MM-PRec remain 
low. While dealing well with the abrupt drift in the beginning of 
this chunk, the MM-PRec method cannot recover the precision 
rate provided during the first and second chunks because it is 
again using a previously seen model. However, in this case the 
model used fits well with the actual concept. 
5. During the fifth chunk of data characterized by a high level of 
noise, the precision values of all the methods assessed drop but 
being similar. 
means that MM-PRec is the more precise method evaluated and also 
the one that provides a smoother behavior when using these datasets, 
specially when dealing with gradual datasets. 
To sum up, we can conclude that MM-PRec provides similar val-
ues not just to MRec but also to the rest of methods compared. Fur-
thermore, we can state that in all the datasets used, MM-PRec never 
obtains fewer precision values than MRec. When comparing the pre-
cision results of RCD, it is important to note that just in two cases 
MM-PRec provides lower rate than RCD (Airlines and Poker datasets). 
However in both cases the difference is not to large and it is caused 
by the presence of abrupt drifts, where RCD behaves better than MM-
PRec. 
A similar behavior of MM-PRec occurs when using the Airlines 
dataset, as can be seen in Table 3 . Although both MRec and MM-
PRec have a slightly smaller accuracy and kappa statistic values than 
the AUE algorithm, MM-PRec provides higher precision values than 
MRec. 
For the rest of the datasets represented in Table 3 we can see that 
by using MM-PRec method the higher values on accuracy and kappa 
are obtained, while keeping a low level of dispersion on them. That 
5.4.2. Experiment 2 
The goal of this experiment is to prove that the training instances 
needed by MM-PRec when drifts appear are fewer than the ones 
needed when using MRec and RCD. Also an assessment of the eval-
uation t ime of MM-PRec is made. 
In the case of the SEA dataset, we can see in Table 2 that MM-PRec 
uses in total less training instances than MRec and RCD. Regarding 
MM-PRec, the bigger amount of instances needed while training are 
Table 4 
Datasets performance. 
Dataset 
HT-ADWIN AUE RCD MRec MM-PRec 
Time(s.) Training Inst.(%) Time(s.) Training Inst.(%) Time(s.) Training Inst.(%) Time(s.) Training Inst.(%) Time(s.) Training Inst.(%) 
Airlines 
Elec2 
Poker 
Sensor 
146.98 
1.14 
13.97 
195.01 
100 
100 
100 
100 
Hyperplane 3.35 100 
2560.75 100 
9.55 100 
105.55 100 
1,750.64 100 
26.3 100 
1,304.57 55.17 
40.6 100 
133.89 83.06 
1,037.11 100 
14.63 100 
613.8 93.1 
9.7 88.11 
785.79 51.4 
4,038.19 89.95 
6.15 61.01 
2005.94 93.1 
264.88 87.72 
12,194.9 4.12 
15,697.42 85.06 
5,682 5 9 . 8 6 
•Accuracy(K) TrainingInstances ]%] 
Fig. 4. SEA accuracy vs training instances. 
•Accuracy {%) ^^Traming instances [%I 
Fig. 5. Airlines accuracy vs training instances. 
related to the first 2 chunks of data, which means that the prediction 
process during that time was not fitted yet to predict previously seen 
concepts. 
Regarding the rest of the datasets presented in Table 4, we can 
see that in all cases MM-PRec uses fewer instances than MRec, ex-
cept in the case of the Airlines dataset where MRec and MM-PRec use 
the same percentage and where RCD use fewer amount of training 
instances. 
In Figs. 4, 5, 6, 7, 8, and 9 we can see a comparative of the ac-
curacy of MM-PRec and the training instances needed during the 
learning process. Concept drifts are signaled by vertical lines, where 
the red dotted ones represent drifts where a new model is learned 
and the black dotted ones represent recurrent models (no training is 
needed). 
When comparing the evaluation time presented in Table 2 for the 
SEA dataset and in Tables 4 and 5 for the rest of datasets, we can state 
that MM-PRec needs extra computational t ime in all cases. Further-
more, MM-PRec is the method that takes longer when evaluating the 
different datasets, except in the SEA and Airlines datasets, where AUE 
algorithm consumes more evaluation t ime than it. The cause of this 
increment in the time needed by MM-PRec is directly associated to 
the training time of the HMM meta-model. As long as the rest of al-
gorithms assessed do not need any extra cost on processing streams, 
MM-PRec needs to keep the meta-model up to date. In fact MM-PRec 
makes a preprocessing of data in order to adapt the instances to the 
multi-instance environment needed in Weka-HMM which also in-
creases the time needed by this method. 
The conclusion of this experiment is that MM-PRec is the method 
that makes the most efficient use of training instances. However, it 
needs extra computational t ime when comparing it with the rest of 
the methods assessed, because of the preprocessing and training time 
needed by the meta-model. 
"Accuracy (%) ^ ^ r r a l " ing Instances 1%) 
Fig. 6. Electricity accuracy vs training instances. 
Sensor Dataset 
Fig. 7. Sensor accuracy vs training instances. 
Poker Dataset 
•Accuracy!*) ^^"Tfainint;lnslances I%| 
Fig. 8. Poker accuracy vs training instances. 
5.4.3. Experiment 3 
The goal of this experiment is to prove that MM-PRec provides 
better precision results than an Active Classifier using the same per­
centage of instances. In order to do so, apart from the MM-PRec 
method, an Active Classifier method presented in Žliobaite˙ et al. 
(2011) in the assessment of this experiment. This Active Classi-
fier is parametrized to use the same percentage of instances than 
MM-PRec. 
When using the SEA and Airlines datasets, MM-PRec does not pro­
vide a great added value when comparing it with the Active Clas­
sifier as long as both methods provide similar precision values, as 
it is shown in Table 5. In the case of the Airlines dataset, MM-PRec 
•Accuracy (%) ^^Trairting Instances |%| 
Fig. 9. Hyperplane accuracy vs training instances. 
Table 5 
Active classifier and MM-PRec compar ison. 
Dataset 
SEA 
Airlines 
Elec2 
Poker 
Sensor 
Hyperplane 
Inst. used (%) 
40 
93 
88 
4 
85 
60 
Active classifier 
Acc. 
83.54 ± 2.16 
64.91 ± 5.39 
79.47 ± 7.07 
59.4 ± 13.9 
52.12 ± 20.3 
84.47 ± 6.89 
Kappa 
65.21 ± 4.45 
21.96 ± 6.52 
56.81 ± 14.49 
14.9 ± 13.31 
50.96 ± 20.79 
68.9 ± 13.78 
Time(s) 
334.78 
384.98 
0.78 
8.97 
271.13 
3.67 
MM-PRec 
Acc. 
84.16 ± 1.14 
64.85 ± 5.36 
85.2 ± 3.51 
74.44 ± 6.61 
85.72 ± 13.76 
90.09 ± 1.35 
Kappa 
66.49 ± 2.4 
20.92 ± 9.01 
69.05 ± 7.23 
40.64 ± 16.65 
85.31 ± 14.21 
80.17 ± 2.69 
Time(s) 
2675.81 
2005.94 
264.88 
12194.9 
15697.42 
5682 
provides slightly fewer precision values because of the use of previ-
ously seen concepts that do not exactly fit the actual concept. These 
behaviors reinforces the idea that not existing a big number of grad-
ual drifts the concepts can be represented effectively by the Active 
Classifier with fewer training instances selected randomly. 
Regarding the rest of datasets, the fact is that in all cases MM-
PRec provides better precision measures than the Active Classifier. In 
most cases this improvement is due to the existence of gradual con-
cept drifts. In those cases, the Active Classifier cannot deal with in an 
effective manner by selecting instances randomly. 
To sum up, we can conclude here that MM-PRec provides gener-
ally better precision results than an Active Classifier, mostly in those 
cases where gradual drifts appear. 
5.5. Statistical analysis 
To validate the results obtained when executing the aforemen-
tioned experiments, a statistical analysis has been developed. 
In order to do so, the results presented in the previous sections 
have been used. 
5.5.1. Hypothesis 
The main goal of this statistical analysis is to prove the following 
hypothesis: 
•
 H1: There is a low rate variation when comparing the precision 
values of MM-PRec and those provided by the different methods 
evaluated in experiment 1 (HT-ADWIN, AUE, RCD and MRec). 
•
 H2: There is a high rate variation when comparing the precision 
values of MM-PRec and those of the Active Classifier in particular. 
•
 H3: The training records needed by MM-PRec are significant fewer 
than the ones needed by MRec. 
5.5.2. Statistical tests 
In order to prove the aforementioned hypothesis, the following 
tests have been used: 
1. The Frie dman test (Friedman, 1937) is used based on Demšar 
(2006) regarding the most suitable tool to compare several meth-
ods over multiple datasets, and a post-hoc analysis is developed. 
Friedman test is safer than parametric tests since it does not as-
sume normal distributions or homogeneity of variance. This is a 
non-parametric statistical test similar to the parametric repeated 
measures ANOVA, it is used to detect differences in treatments 
across multiple test attempts. The procedure involves ranking 
each row (or block) together, then considering the values of ranks 
by columns. 
2. The Wilcoxon signed ranks test (Wilcoxon, 1945) according to 
(Demšar, 2006) is a test to be used when dealing with two meth-
ods comparison over multiple datasets. The Wilcoxon test is a 
non-parametric test which ranks the differences in performances 
of two classifiers for each data set, ignoring the signs, and com-
pares the ranks for the positive and the negative differences. This 
test is characterized by its sensitivity. It assumes commensurabil-
ity of differences, but only qualitatively: greater differences still 
count more, which is probably desired, but the absolute magni-
tudes are ignored. From the statistical point of view, the test is 
safer since it does not assume normal distributions. Also, the ex-
ceptionally good or bad performances on a few data sets have low 
effect on the test. 
Friedman test has been used in this work to validate hypothesis 
H1. Wilcoxon test has been used to validate hypothesis H2 and H3. 
5.5.3. Results 
The results obtained by the execution of the different statistical 
tests with a significance level of 0.05 are as follows: 
1. When executing Friedman test for the precision values related to 
hypothesis H1, a p-value of 0.079 is obtained. Therefore, as the 
p-value is greater than the significance level, the results were not 
significant and no post-hoc analysis is needed. As a consequence, 
the hypothesis H1 can be validated. 
2. When executing the Wilcoxon signed-ranks test to evaluate the 
difference between the precision values of MM-PRec and the Ac-
v 
tive Classifier (hypothesis H2) the p- alue returned is 0.49 × 1 0 - 3 , 
which demonstrates that the precision values of both methods are 
significantly different. In fact, MM-PRec provides better precision 
results than the Active Classifier when using the same percent-
age of instances. Consequently, the hypothesis H2 is statistically 
validated. 
3. When executing the Wilcoxon signed-ranks test to evaluate the 
training instances values of both MM-PRec and MRec (hypothesis v H3) the p- alue obtained is 0.48 × 1 0 - 3 , which demonstrates that 
the training instances of both methods are significantly different. 
Consequently, the hypothesis H3 is statistically validated. 
6. Conclusions and future lines of research 
In this paper the MM-PRec system, an extension of MRec, has been 
described as a mechanism to deal with concept drift in recurring sit-
uations. 
The main contributions of MM-PRec are: 
1. The implementation of a new similarity concept function using 
fuzzy logic techniques, which helps in the assessment of similarity 
between concepts in an improved way. 
2. The implementation of HMM as a meta-model representing the 
underlying concept drifts detected throughout the lifetime of the 
base learner, by means of a sequence classification mechanism as 
it is the case of Hidden Markov Models. 
3. The development of MM-PRec as a wrapper mechanism, allowing 
it to be used in an easy way with different base learners and drift 
detector methods. Furthermore, this wrapper mechanism allows 
the behavior of the meta-model and the similarity concept func-
tion to be parametrized depending on the needs of each dataset 
or real-world environment. 
MM-PRec has been tested on different synthetic and real datasets, 
and comparisons have been made with other similar context-aware 
algorithms. The main conclusions obtained from those experiments 
are that: 
•
 MM-PRec needs less training instances as long as it reuses previ-
ously seen models. This aspect has been validated by the experi-
ment 2. 
•
 The fuzzy similarity function helps to find the most appropriate 
model without loosing precision. This aspect has been validated 
by experiment 1. 
•
 MM-PRec does not decrease the precision values of the model ob-
tained. This aspect has been validated by experiments 1 and 3. 
When comparing MM-PRec with other similar methods, like 
MRec, RCD or AUE, we can state that in most cases MM-PRec is able 
to behave in a smoother way, maintaining great precision values, spe-
cially in cases where gradual drifts are common. Furthermore, MM-
PRec is able to reduce the training instances during the learning pro-
cess, improving also the repository management in the case of MRec. 
However, it lacks on efficiency when dealing with abrupt datasets, as 
long as the meta-model is not useful in most of those cases. 
In the particular case of the MRec method presented in Gomes 
et al. (2010) that relies on a single classifier to represent context-
concept relations and on a crisp similarity function to calculate the 
equivalence between models,it hasbeen provedthat MM-PRec meta-
model concept-context representation is able to better deal with con-
cept recurrence. Furthermore, when gradual drifts appear, MM-PRec 
is able to better adapt to them maintaining appropriate precision 
values. Furthermore, in the specific case of the classification models 
repository, MM-PRec improves also its management comparing with 
the work done by MRec thanks to the fuzzy similarity function. 
Regarding the behavior of MM-PRec when comparing it with RCD 
method, we can state that MM-PRec improves in most cases the pre-
cision values while reducing the training instances needed. More-
over, it is important to note that just in two cases (Airlines and Poker 
datasets) the accuracy is better using RCD. This is due to the presence 
of abrupt drifts. As long as RCD behaves in a better way when abrupt 
drifts appear, and in contrast the strong point of MM-PRec is deal-
ing with gradual drifts, RCD is able to better fit its behavior with this 
specific dataset. 
When comparing MM-PRec with MRec and RCD, we can state that 
the former behaves better than the other when dealing with grad-
ual drifts. This is because the meta-model is able to get the most of 
the context information associated to drifts, and in gradual cases the 
context information is greater. However, thanks to the fuzzy similar-
ity function, in cases where the meta-model is not used (abrupt drift 
mainly), MM-PRec is able to provide similar precision values to those 
provided by MRec and RCD. 
The main drawback of MM-PRec though, is the extra computa-
tional resources required to train the meta-model. However, this is 
an obvious fact and the main goal of the paper was to show the fea-
sibility of the solution in terms of reducing the number of records 
trained without loosing precision, what has been validated by the ex-
perimental work presented. In order to deal with the performance 
issues we are currently working on implementations of the approach 
in a distributed environment. 
Finally, some future lines of research from the work presented in 
this paper are: (i) analysis of mechanisms to improve performance of 
the method, in particular the behavior in a distributed environment 
(ii) analysis of a loss function to improve the accuracy of HMM model. 
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