Mathematical models of cognition often contain unknown parameters whose values are estimated from the data. A question that generally receives little attention is how informative such estimates are. In a maximum likelihood framework, standard errors provide a measure of informativeness. Here, a standard error is interpreted as the standard deviation of the distribution of parameter estimates over multiple samples. A drawback to this interpretation is that the assumptions that are required for the maximum likelihood framework are very difficult to test and are not always met. However, at least in the cognitive science community, it appears to be not well known that standard error calculation also yields interpretable intervals outside the typical maximum likelihood framework. We describe and motivate this procedure and, in combination with graphical methods, apply it to two recent models of categorization: ALCOVE (Kruschke, 1992) and the exemplar-based random walk model (Nosofsky & Palmeri, 1997). The applications reveal aspects of these models that were not hitherto known and bring a mix of bad and good news concerning estimation of these models.
Due to the advent of fast computers, the statistical estimation of parameters in mathematical models of cognition is nowadays a feasible option (e.g., Ashby & Maddox, 1992; Kruschke, 1992; Lamberts, 2000; Nosofsky & Palmeri, 1997) . If one estimates the parameters of a model, it is of interest to know how informative each estimate is for its corresponding parameter-in other words, how accurately each parameter has been estimated. In most applications, the latter issue is overlooked. Obtaining an estimate of this accuracy is the topic of the present article.
In the maximum likelihood framework, accuracy of a parameter estimate is usually assessed with a standard error. A standard error is the standard deviation of the distribution of parameter estimates over multiple samples, and hence, a small standard error implies high accuracy of estimation. However, it turns out that the procedure for calculating a standard error is also meaningful without this multiple-sample interpretation. Specifically, a confidence interval is also the set of (parameter) points that have a criterion value on the optimized function (e.g., the likelihood function or the least squares loss function) that deviates from the optimal value by no more than a fixed value. This fact is useful, first, in a maximum likelihood context because it allows evaluation of the precision of an estimate if the usual assumptions that are needed for the multiplesample interpretation of a standard error (e.g., the consistency of the maximum likelihood estimate; see Schervisch, 1995) are not met or cannot be checked. Second, it allows evaluation of the precision of a parameter estimate if one does not or even cannot perform maximum likelihood estimation but has to resort to, for example, least squares estimation. Each of the two settings (maximum likelihood and least squares) will be illustrated with examples from the categorization literature.
An independent issue that, in principle, has to be ascertained before the parameters of a model are estimated is identification of the model-that is, whether there is precisely one set of parameters that optimizes the criterion function. If several different parameter values yield the same optimal fit, parameter interpretation becomes awkward, because one's conclusions may depend on the particular set of parameters that was (arbitrarily) chosen (see Crowther, Batchelder, & Hu, 1995 , for a detailed discussion of this issue). Although it is, in general, difficult to prove that a model has been identified (i.e., has a single set of optimal parameters), standard errors often give a good indication as to whether or not a model has been identified. In particular, if standard errors are extremely large, the criterion (likelihood) function may be flat in one or more directions in the parameter space, thus suggesting a lack of identification. This issue will also be illustrated.
The remainder of this article is organized as follows. We first will review briefly the usual methodology of standard error calculation for model parameters. Second, we will 1
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show why this is also a useful procedure if the multiplesample interpretation of a standard error cannot be assumed. Then, we will apply this method to two categorization models, ALCOVE and the exemplar-based random walk (EBRW) model, and will show that the method yields insights in these models that have not been described before.
Precision of Parameter Estimates in the Maximum Likelihood Framework
Standard errors can be computed in the following way (see Mood, Graybill, & Boes, 1974 , or Schervisch, 1995 , for more details). Suppose one has a vector of parameters q 5 (q 1 , . . . , q N ), which is estimated by the maximum likelihood estimatorq. If the model is correct and if some regularity conditions hold, the estimator q has asymptotically a (multivariate) normal distribution with a mean of q and a covariance matrix of C. The diagonal elements of C contain the variances of the different estimates, or in other words, the squared standard errors. To obtain an estimate of these standard errors, one needs to calculate the Hessian matrix. This is the N 3 N matrix containing, at row i and column j, the derivative of log L( q ) toward parameters q i and q j , where log L( q ) is the logarithm of the likelihood function (the log likelihood) evaluated in the estimateq. For example, if n independent samples x i are taken from a normal distribution with a mean of m and a known standard deviation of s, then In this case, the second derivative toward parameter m becomes 2n/s 2 .
The importance of this Hessian matrix H resides in the fact that minus its inverse (i.e., 2H 21 ) is approximately the covariance matrix C. Hence, in the example from the previous paragraph, the second derivative of log L(m) equals 2n/s 2 , and it follows that Ö(2H H 21 ) 5 s/Ön, the usual formula for the standard error of the (estimate of the) mean of a normal distribution. In this case, the approximation is actually exactly the true standard error, but this is not so in general. This procedure allows construction of confidence intervals; for example, a 95% confidence interval for q i would be (1) where [(2H) 21 ] ii is the ith diagonal element of the estimated covariance matrix.
An alternative way to estimate standard errors is to perform a bootstrap, a method that has been applied, for example, in psychophysics to generate confidence intervals of estimated parameters (e.g., Wichmann & Hill, 2001 ). This procedure rests on fewer assumptions than the one described above, but it also requires a distributional (multiple-sample) framework and can be very time consuming for complex models. For this reason, bootstrap methods will no longer be considered here.
The Confidence Interval Reconsidered
The procedure described in the previous section can be extended to settings other than maximum likelihood by, essentially, a redefinition of the concept of a confidence interval. More specifically, a confidence interval can be considered as the set of points whose criterion function value deviates from the optimal value by no more than a fixed (appropriately chosen) constant. This redefinition is useful because it allows interpretation of such intervals outside the context of maximum likelihood estimation.
We first will explain the reasoning in the one-dimensional case. Suppose we intend to maximize a (log) likelihood function f (q ), where q is a (one-dimensional) parameter and q 0 is the optimal point (i.e., it maximizes f ). A second-order Taylor approximation of this function yields (2) where f 9 denotes the derivative of f. Consider now the point q that is m standard errors removed from q 0 (with m . 0), so q 5 q 0 6 m 3 SE, where SE denotes the standard error. A conventional choice is m 5 1.96, but other values are possible as well. Clearly, f 9(q 0 ) 5 0, and the previous section suggests the Hessian approximation SE 5 {[2f 0(q 0 )] 21 } 1/2 . Combining these, Equation 2 can be rewritten as (3) Equation 3 shows that moving m standard errors away from the optimal point amounts to decreasing the likelihood value by m 2 /2. Furthermore, to the extent that the approximation in Equation 2 is valid, all points in between (e.g., between q 0 and q 0 1 m 3 SE) have a likelihood value that is in between f (q 0 ) and f(q 0 ) 2 m 2 /2. By using this, all the points from q 0 to q 0 6 m 3 SE can be considered acceptable points, in the sense that their likelihood value differs from the optimal value f (q 0 ) by no more than m 2 /2. In other words, a confidence interval is the set of parameters that decreases the criterion value by no more than m 2 /2 from the optimal value. Of course, different values of m can be chosen depending on what decrease in likelihood is still considered acceptable.
The advantage of the latter formulation is that it applies to any continuous function that is optimized, as long as the approximation in Equation 2 is valid. This assumption is weaker than the usual assumptions needed for interpretation of a confidence interval (Schervisch, 1995) . For example, it also applies to (least squares) error functions, whereas traditionally, confidence intervals are restricted to a maximum likelihood context. Moreover, the assumption embodied in Equation 2 is easily checked graphically, as will be described below.
We now turn to the multidimensional case. Suppose we want to maximize a continuous function f(q ), where q is an arbitrary point in an N-dimensional parameter space. Furthermore, q 0 is the point that maximizes f. In analogy
with the one-dimensional case, we consider all points q with a fixed distance | f(q) 2 f (q 0 ) | 5 m 2 /2. To the extent that the Taylor approximation of f is valid (the multivariate version of Equation 2; see, e.g., Schervisch, 1995) , all such points lie on an ellipsoid (Press, Flannery, Teukolsky, & Vetterling, 1989) . All the points in this ellipsoid have a distance | f (q ) 2 f (q 0 ) | smaller than m 2 /2. Figure 1 plots this situation for a two-dimensional optimization problem. As for the one-dimensional case, all points q in the ellipsoid can again be called acceptable points, in the sense that their function value f (q) is not too different from that of f (q 0 ).
What we want now is the range of acceptable points for each parameter separately. Indeed, plotting the appropriate ellipsoid is difficult for three parameters and impossible for more than three parameters. Also, individual (onedimensional) intervals are easier to interpret than a (multidimensional) ellipsoid. How are these individual ranges for each parameter to be found? Projecting the ellipsoid onto a single dimension of interest, one should construct a box, as in Figure 1 , and for each dimension (parameter) look at the range of the box. For example, for the first parameter (represented on the abscissa), the range extends from the arrow indexed as 1 to the arrow indexed as 2. The distance from q 0 to, for example, the right-hand side of the box turns out to be mÖ [(2H) 21 ] ii for the ith dimension (in the example, i 5 1). Since, as was noted above, the factor Ö[(2H) 21 ] ii is an approximation of the standard error of the ith parameter estimate, it follows that a confidence interval (q 0 2 m 3 SE, q 0 1 m 3 SE) is a projection of a confidence ellipsoid on a particular dimension, where the confidence ellipsoid contains the set of points that deviate no more than m 2 /2 with regard to the criterion (e.g., likelihood) function value. The fact that the matrix H can be used to construct ellipsoid contours of equal function value (and projections of these contours) is well known (e.g., Ashby & Maddox, 1992) . Press et al. (1989; see also Martin, 1971 ) applied this to chi-square minimization problems, but it may be usefully applied to any criterion function that is optimized, as long as the Taylor expansion (e.g., Equation 2 in the one-dimensional case) is a good approximation of the function.
Following the procedure described above, it becomes meaningful to apply confidence interval calculation outside the maximum likelihood framework, as we will see in the second application with Nosofsky and Palmeri's (1997) EBRW model. This is useful, because it is extremely difficult to estimate this model with maximum likelihood but relatively simple with least squares. First, however, we will apply the methodology in a maximum likelihood framework with the ALCOVE model (Kruschke, 1992) of categorization.
Application 1: ALCOVE
The ALCOVE model is a network model of categorization containing three layers of nodes. In the first, or input, layer, one node is used per input dimension characterizing the stimulus. For example, the input dimensions may code for such features as the color or the size of the stimulus. The second layer is an exemplar layer, and each node in this layer codes for one exemplar (i.e., combination of input values), which is why the model is called an exemplar model. Specifically, suppose each node in the exemplar layer corresponds to an exemplar h j 5 (h j1 , . . . , h jD ) if D dimensions are used in the stimulus coding. Then, when stimulus x is presented in the input layer, node j in the exemplar layer has an activation value as follows: (4) where
. Exemplar node j corresponds to exemplar h j , in the sense that A j ex is maximally activated when stimulus x 5 h j 5 (h j1 , . . . , h j D ) is presented. The parameters p and r determine the similarity decay function and the metric, respectively; here, we will assume that p 5 1 (exponential decay function) and r 5 1 (city block distance metric). This is in line with standard assumptions (e.g., Kruschke, 1992; Nosofsky, Kruschke, & McKinley, 1992) . The parameter a d is the attention assigned to dimension d. The parameter c is a sensitivity parameter, indicating how sensitive an exemplar node is to the distance function.
The third, or output, layer contains a node for each possible category to which a stimulus can be assigned. The output from the exemplar layer to the category K node (K 5 A or B, if there are two categories 1 ) is a linear function of activations A j ex as follows:
where it is assumed that there are J exemplars. The parameter w j K is the connection between exemplar j and category K. Finally, the probability of choosing category A is
There are four estimable parameters in this model. First, there is the parameter c (as in Equation 4). Second, there is a scaling parameter j (Equation 5). Finally, there is a parameter l a that determines the learning rate of the attention values (a d ) and a parameter l w that determines the learning rate of the weights w j K . All of these parameters are assumed to be positive valued. We will now describe a simulation that was conducted to evaluate the informational value of ALCOVE's parameters.
Model fitting procedure. We generated 100 stimuli that were randomly generated from a two-dimensional normal distribution with a mean of zero on both dimensions, a standard deviation of one half on both dimensions, and a zero correlation. The coordinates of these stimuli will be denoted x 1 and x 2 for the first and the second dimensions, respectively. If x 1 . x 2 , a stimulus was assigned to category A; otherwise, it was assigned to category B.
Nine exemplars were placed in this two-dimensional space. The coordinates were approximately evenly spaced over the interval (20.5, 0.5) for each parameter, while avoiding that the two dimensional values should be equal (since x 1 5 x 2 is the boundary separating categories A and B). Note that the term exemplars refers to the points placed in the two-dimensional space (the points h j , mentioned above) that are used for classification of the 100 stimuli in the pseudo-experiment. Hence, the nine exemplars are incorporated in the model prior to the pseudoexperiment and are used for purposes of classifying the 100 stimuli. The true vector of parameters was (c, l w , l a , j) 5 (3, 0.1, 0.1, 4). Data were sampled for 100 pseudoparticipants. The initial values a d were set at zero.
To estimate the parameters of the model, we started at the true parameter point q 5 (c, l w , l a , j) 5 (3, 0.1, 0.1, 4) and applied a steepest ascent algorithm to find the point that maximized the log likelihood function. Of course, any other algorithm that finds the optimal point (grid search, Newton-Raphson, etc.) is acceptable for this purpose (but see below). The optimal point was found to be q 0 5 (3.000, 0.104, 0.101, 3.952) .
Using the method described in the previous section, we constructed confidence intervals containing 2 3 1.96 standard errors (so m 5 1.96). The intervals for the four parameters are shown in the left-hand part of Table 1 . For l w and j, these ranges are satisfactory. However, the parameter range for c and l a is extremely large, given their parameter values. For example, both intervals contain negative values, which makes their interpretation impossible.
Contour plots. From the present analysis alone, it is not possible to determine whether ALCOVE is not identi- Figure 2 . The curves of equal log likelihood in this case take the form of closed curves around the point (0.104, 3.952) . In this and in the following plots, adjacent contour lines have a difference in criterion value of 1.92 ( 5 1.96 2 /2), and the most interior contour line corresponds to a difference of 1.92 from the optimal value. 2 The plot suggests that the log likelihood function has an isolated maximum in that point (if the function is restricted to vary over these two dimensions only). The same, however, is not true for the parameters c and l a . These parameters were found to have extremely large conf idence intervals. Figure 2 (lower panel) shows why: These parameters are in a tradeoff relation. In the neighborhood of the point (3, 0.101) (the optimal values for these parameters; see above), contour lines take the form of nonclosed parallel curves. There is one such curve crossing the "optimal" point (3, 0.101) itself, so that more than one pair of parameter values (in fact, infinitely many) optimize the likelihood function. Contour plots for all other pairs of parameters [e.g., (c, j)] looked like those of l w and j. Hence, it seems that the problem is restricted to the combination of c and l a .
Contour plots cannot be used to construct confidence intervals, because they lack precision and condition on fixed values of all parameters not appearing in the particular (two-dimensional) plot. However, in some cases, these contour plots provide useful information, as in the case of the parameters c and l a , described above, where due to problems of numerical imprecision, it was not clear whether the range of a parameter is infinitely large or just very (finitely) large. We recommend using the two procedures together to exploit the strength of each technique. The method of using contour plots to check the precision of estimates has been used before (Nobel & Shiffrin, 2001 ). Nobel and Shiffrin constructed contour plots for two parameters by fixing the two parameters at different values and optimizing a criterion function over the remaining parameter(s). For each such pair of parameters, it was evaluated whether the resulting criterion value was significantly worse than the optimal value. A confidence interval was then constructed by taking all those twodimensional points at which the boundary between significance and nonsignificance was crossed. However, we think the method discussed in the present article has extra merits: It is linked more tightly to standard procedures of confidence interval calculation, it does not require the possibility of statistical testing, and it is more easily interpretable.
Local maxima. If there is more than one set of parameters optimizing the likelihood function, why did we find an estimate that was close to the true parameter point? The reason is that the optimization started from the true parameter point. Indeed, when we started the analysis from an arbitrary starting point, the algorithm did not converge to the true parameter point. In fact, the algorithm did not even converge to another parameter vector that optimized the likelihood function, but to one of a few local maxima (with much lower likelihood values than the optimal value). Hence, it appears that the algorithm cannot find one of the optimal values but is, instead, strongly attracted toward some suboptimal hills in the optimization landscape. This observation is in line with that of Nosofsky, Gluck, Palmeri, McKinley, and Glauthier (1994) , who combined a hill-climbing method in combination with grid search to avoid these local attractors. However, these authors applied such a combination algorithm only for the rational model (Anderson, 1991) , whereas they applied hill climbing for the other models under investigation. Our results suggest that the combination (hill climbing and grid search) is also useful for other, seemingly "wellbehaved" models, such as ALCOVE.
Restriction of parameters. Calculation of the confidence intervals indicated that there is a problem with the parameters c and l a . The contour plots suggested that the problem is one of identification. This in turn suggested that one should restrict one of the parameters c or l a before model estimation. Indeed, even if the complete model is identified, the (quasi-) tradeoff makes it impossible to interpret the estimates of the two parameters. When we did the analysis on the same data with l a restricted to its true value 0.1, intervals were (2.917, 3.101), (0.098, 0.109), and (3.885, 4.019) for c, l w , and j, respectively. Hence, the problem is solved by restricting l a to a fixed constant. By setting the parameter l a to values other than 0.1 (e.g., 0.3, 0.5, or 0.7), the same maximum likelihood value was obtained as for l a 5 0.1 with six-digit accuracy. This again suggests that the unrestricted ALCOVE model is not identified.
The phenomenon described above is not an artifact of one particular data set. Although only one data set is focused on here for illustration purposes, many data sets were generated (with either the same or different parameter settings), and the same phenomenon was observed in each. To further explore the generality of this finding, different factors were varied to see whether the same conclusion would hold. We tried setting the initial values of a d at 0.1 (instead of zero), a different number of persons (1,000 instead of 100), and different category structures, where attention should not be distributed evenly across dimensions but, instead, more attention was needed for one of the two dimensions. All these simulations yielded similar results. One small change in the original ALCOVE model, however, did have an important impact. This will be described in the next section.
Normalized ALCOVE. Although it deviates from the original procedure proposed by Kruschke (1992) , many authors have normalized attention in ALCOVE in one way or another (e.g., Johansen & Palmeri, 2002; Kruschke & Johansen, 1999; Nosofsky & Kruschke, 2002) . The most straightforward normalization, and the one we focus on here, is to assume that all attention values are nonnegative and sum to one.
Two procedures have been proposed to enforce such a normalization. The first (Johansen & Palmeri, 2002) is to leave the ALCOVE attention change equation (Kruschke, 1992, p. 24, Equation 6 ) intact but to normalize attention before plugging it into Equation 4 by dividing each attentional value a d by the sum of the attention values. A second procedure is that proposed by Kruschke and Johansen (1999) (Kruschke & Johansen, 1999 , p. 1096 , and error derivatives are computed for these parameters g d (rather than for a d ; see Kruschke & Johansen, 1999 , for details). The first procedure seems unsatisfactory because the weight adaptation steps taken by ALCOVE can no longer be interpreted as (approximations of ) gradient descent steps. We therefore follow the procedure outlined by Kruschke and Johansen. The same conclusion as that reported below holds, however, if the procedure followed by Johansen and Palmeri is used.
Data were generated using the normalized ALCOVE model for 100 persons and 100 items. The parameters used were c 5 3, l w 5 0.1, l g 5 0.1, and j 5 4. (Note that the learning rate parameter l a is now replaced with a learning rate parameter for the g values, denoted l g .) Stimuli were sampled from the same distribution as that discussed before, and the same exemplars were used.
The results are given in the middle part of Table 1 . As is clear from this table, the problem that characterized the standard, nonnormalized ALCOVE model is now solved. All the parameter estimates are very accurate: The confidence intervals contain the true values, and the intervals are narrow. Moreover, starting from different initial points always resulted in the same optimal value, suggesting that the model is also globally identified.
In Figure 3 we plot the contours of the likelihood function for parameters c and l g (comparable to c and l a , the parameters that caused problems in the standard AL-COVE; see the lower panel of Figure 2 ). This plot also clearly shows that the identification problem is solved by normalizing the attention weights in ALCOVE. Plots for all other pairs of parameters were similar to the one shown in Figure 3 . Note that the log likelihood values for the two ALCOVE versions cannot be meaningfully compared, since the normalized model is not a special case of the nonnormalized version (or vice versa).
The plot in Figure 3 suggests that the Taylor approximation (the multivariate extension of Equation 2) is quite accurate: Indeed, this approximation implies isocentric contour lines. 3 Figure 3 suggests that this implication is quite reasonable. This illustrates our statement above, that the assumption needed to calculate such intervals is easily checked graphically.
Theoretical implications. In our opinion, the analysis in the previous paragraph provides a rationale for performing attention weight normalization in the ALCOVE model. Indeed, interpretation of the model's performance is awkward if there is a tradeoff between two of the parameters. For example, Dixon, Koehler, Schweizer, and Guylee (2000) presented data of a visual agnosia patient who had problems learning two-dimensional XOR categorization tasks, but not one-dimensional tasks. Normal control participants had difficulties with neither categorization problem. The authors simulated (nonnormalized) ALCOVE performance on this task, with either a high or a low value of the specificity parameter c (all other parameters constant). It was found that, with a high value, the model had no difficulties with these tasks but that, with a lower value (resulting in more overlap in perceptual space), the model had difficulties with the XOR task (but not the one-dimensional task). It was suggested that the patient had a problem disambiguating stimuli in perceptual space (low-specificity parameter c). However, due to the tradeoff relation, it could just as well be argued that the patient had a slow attentional-learning parameter (l a ).
Another example is from the original paper by Kruschke (1992) : He simulated performance of ALCOVE on the classic Shepard, Hovland, and Jenkins (1961) data and plotted ALCOVE simulations for "an intermediate attentional-learning rate" (Kruschke, 1992, p. 29) . However, this statement makes little sense if the parameter c is not specified at the same time. Exactly the same behavior can be generated by the model with high or low attentionallearning rates if the parameter c is adjusted accordingly.
Yet another problem emerges when one wants to determine the number of free parameters of the model. It is generally stated that ALCOVE has four free parameters (e.g., Kruschke, 1992, p. 25) , although there are actually only three free parameters if the nonnormalized version of AL-COVE is used. This should be taken into account, for example, when calculating Akaike's information criterion for goodness of fit (Akaike, 1974) , in which a model is penalized for having a large number of free parameters.
These problems disappear when the normalized version of ALCOVE is used. Moreover, not only is the normalized model identified, but also the confidence intervals of the model are quite narrow (see Table 1 ). Hence, parameter interpretation is well justified in the normalized version of the model. To sum up, our combination of analytical and graphical methods showed precisely where the weakness lies in estimation of the original ALCOVE model. It was shown that normalization solved this problem. In the next section, another categorization model will be examined in this respect.
Application 2: Exemplar-Based Random Walk Model
Like ALCOVE, EBRW model (Nosofsky & Palmeri, 1997 ) is a model of categorization. However, unlike AL-COVE, it attempts to model response times (RTs) as well as choice data. In this model, stimuli and exemplars are represented in a common multidimensional space (as in ALCOVE). Each exemplar also has a corresponding category label (e.g., A or B, if there are two categories). Upon presentation of a stimulus, all exemplars perform a race, and the race time of each exemplar follows an exponential distribution in which the mean RT is a function of the distance between the stimulus and the exemplar. If an exemplar with a category A label wins the race, a random walk counter is incremented by 1; if an exemplar of category B wins, the counter is decremented by 1. This process continues until the counter reaches an upper boundary (in which case, category A is chosen) or a lower boundary (in which case, category B is chosen).
The model explains RT speedup because it is assumed that the memory strength of the exemplars increases over time. In this way, the random walk process becomes more consistent, and each response step takes less time (Nosofsky & Alfonso-Reese, 1999) . For simplicity, we assume that each time an exemplar is presented, its strength in memory increases by one (see Nosofsky & Palmeri, 1997, p. 267, Equation 3 ). Initial memory strengths start out with a value of 1; this corresponds to the assumption that a first block of stimuli was administered that is not used in fitting the data.
The parameters in this model are the following. First, in calculating the distance between the stimulus and the exemplar, each dimension d is assigned a dimension weight w d . These dimension weights add to one, so if there are only two dimensions (as in the study reported here), there is only one free attention weight w 1 (and w 2 5 1 2 w 1 ). Second, to compute a race parameter (hazard rate of the exponentially distributed race time) for each exemplar, the distance between stimulus i and exemplar j (d ij ) is transformed to a similarity measure as follows: h ij 5 exp(2c 3 d ij ). Thus, the specificity parameter c is the second parameter of the model. Third, the time needed for the random walk counter to take a step is T step 5 b 1 t, where t is the time needed to complete the exemplar race. The parameter b is interpreted as some extra (constant) time to perform this step.
The times generated by the model are not scaled with the actual RTs. Therefore, to put the two sets of RTs (actual and simulated) on the same scale, a linear regression is performed. This introduces two extra parameters, a slope and an intercept. In all, there are five parameters: w 1 , c, b, slope, and intercept. Following Nosofsky and Palmeri (1997) , we used only the RTs in fitting the data (and not the choice data; but see below).
Model-fitting procedure. As before, we simulated data to see how much information each particular parameter estimate provides. Data were generated using upper and lower boundaries 1 4 and 24, respectively. The real parameter values were c 5 1, b 5 5, w 1 5 0.5, slope 5 1, and intercept 5 0. It was assumed that each exemplar starts with a memory strength of 1.
We sampled 1,800 data points for one pseudo-participant, to keep the amount of data equal to that used by Nosofsky and Palmeri (1997) in their estimation procedure. Unlike Nosofsky and Palmeri, we did not first aggregate RTs for the purpose of parameter estimation but, rather, treated each RT as a separate data point, which is a more standard procedure. We will discuss their procedure in a later paragraph.
Following Nosofsky and Palmeri (1997) , a least squares error function was minimized to estimate the parameters. Indeed, maximum likelihood estimation would be very difficult in this case, because the distribution of RTs has to be derived. In contrast, for least squares error minimization, only the mean of the RT is required, which is relatively straightforward (see Nosofsky & Palmeri, 1997, Equation 15 ). We estimated the parameters c, b, and w 1 , and the slope and intercept parameters (five parameters). To keep b nonnegative and w 1 between zero and one, instead of estimating b and w 1 directly, we estimated parameters b * and w 1 * such that exp(b *) 5 b and exp(w 1 *)/[1 1 exp(w 1 *)] 5 w 1 . Afterward, the values b * and w 1 * were retransformed into b and w 1 , respectively. All the other parameters can, in principle, take any real value.
The confidence intervals obtained from these data are given in the right-hand part of Table 1 . Some of the intervals are extremely large. Nevertheless, the contour plots give no suggestion of lack of identifiability (see Figure 4) . Plots are shown for two pairs of parameters in Figure 4 ; plots for other pairs were similar to these. Hence, whereas nonnormalized ALCOVE is not identified and normalized ALCOVE is (well) identified, the EBRW model appears to be, at least for some parameters, weakly identified.
Three of the parameters have especially large intervals in the EBRW: b, the slope, and the intercept. Moreover, for two of these three parameters, the confidence intervals do not contain the true parameter value (specifically, for b and the slope). It may be argued that these three parameters in the model take care of the scaling between actual and simulated RTs. Besides the slope and the intercept, also the constant step parameter b performs this function, since increasing this parameter will always increase each (simulated) RT. This (quasi-) tradeoff relation may be the reason why estimation of these three parameters was unsatisfactory. The same is not true for the other two parameters, w 1 and c. It is reassuring that the two most important parameters from a psychological point of view, w 1 and c, are exactly those that have the small confidence intervals (i.e., they can be estimated accurately).
Restriction of parameters. Just as for the ALCOVE model, one might wonder how many parameters need to be restricted to yield small confidence intervals. Since the b, slope, and intercept parameters were the most problematic in this respect, we focused on restricting one or more of these. It was found that the intercept parameter had to be restricted to yield small confidence intervals overall (which also contain the true values). Moreover, in addition to the intercept parameter, at least one of the two other parameters (b or slope) needed to be restricted.
Other estimation procedures. There are a number of other ways for estimating this model. For example, data could first be aggregated over persons before the error function is calculated, or data for the same stimulus could be aggregated over different trials. One such aggregation scheme was carried out by Nosofsky and Palmeri (1997) . We were hesitant about using such aggregation procedures, since they underestimate the amount of noise present in the data (see Lorch & Myers, 1990 , for a similar problem in the context of analysis of variance). However, initial explorations revealed that the problem mentioned above is not easily solved with appropriate aggregation procedures.
Yet another way of estimating the model is by incorporating choice data; Nosofsky and Alfonso-Reese (1999) pursued this approach in order to make predictions about both RT and choice data with the model. We tried this for the present data, but it did not solve the problem of weak identification.
Nosofsky and Alfonso-Reese (1999) also estimated the boundaries by treating them as continuous values and interpreting their values as mixtures (e.g., an upper boundary of 4.5 would mean that a participant sometimes used a boundary of 4 and sometimes a boundary of 5). They also added a background noise parameter and made slightly different assumptions about the number of exemplars than we did (see their note 2, p. 92). Furthermore, they used a large number of participants to estimate the parameters. Clearly, the procedure we have followed is only one of many possible estimation procedures. However, the important thing to note is that it should not be taken for granted that parameter estimates can be interpreted; it is useful and possible to check this first.
Discussion
In this article, we have focused on assessment procedures to evaluate the informational value of parameter estimates in cognitive models. Since the computation and evaluation of conventional standard errors in the maximum likelihood framework is conditional on a number of regularity conditions that may not always hold, and since many models of cognition cannot be optimized with the maximum likelihood method, it is useful that the notion of standard error yields interpretable intervals also in settings in which the assumptions of maximum likelihood asymptotic theory do not hold or are difficult to check. We have shown that this is the case and how such intervals may be calculated.
The procedure was applied to two prominent categorization models. First, we showed that ALCOVE (Kruschke, 1992) , a very successful connectionist model for categorization, was not identified in the standard (nonnormalized) version but had small confidence intervals in the normalized version. Second, we showed that the EBRW model (Nosofsky & Palmeri, 1997 ) had large confidence inter-vals for some of the parameters and small intervals for others. The parameters with small intervals (i.e., those that could most reliably be estimated) were also those that are most important for purposes of psychological interpretation of the categorization data. The remaining parameters were shown to be less accurately estimable, but these parameters have less substantial representational or processing interpretations. In conclusion, we think that these applications show the usefulness of this procedure in determining just how much can be concluded from numerical parameter values in formal models of cognition.
Although we have focused on the models of Kruschke (1992) and Nosofsky and Palmeri (1997) , this article should not be interpreted as a critique directed specifically at these models. On the contrary, we want to stress the applicability of the procedure for evaluating parameter estimates in any formal model of cognition. The models we evaluated in this article were chosen because they have been proven to be both tractable and very successful in fitting empirical data in the area of categorization. It remains to be seen how other models fare in this respect.
