)>IJH=?J We study interrelations of generalized splines in Euclidean spaces and linear optimal control problems.
Introduction
The theory of splines has been a useful mathematical technology in several applied areas of mathematics such as numerical analysis, computer graphics and approximation theory. In recent years, however, there has been great e®orts to combine ideas of splines and control theory in order to have new mathematical tools in areas such as aircraft control, guidance and robotics path planning. This goal motivates the generalization of the traditional splines and often requires the curves to live in Riemannian manifolds such as spheres and Lie groups. Some of the most important papers which use a generalization of splines to non-Euclidean spaces include: Jackson and Crouch [5] and [6] , Noakes, Heinzing er and Paden [12] , Crouch and Silva Leite [7] and [8] , Park and Ravani [13] .
In the present paper, however, our main interest is to show the relationship between splines in Euclidean spaces and dynamic interpolation problems. This term was¯rst used by Crouch and Jackson in a series of papers ( [4] , [5] , [6] and [9] ), to describ e a kind of optimal control problems in which certain dynamic variables of state trajectories were forced to pass through speci¯c points, by suitable choices of con-¤ Work supported in part by ISR and PRODEP grant. y Work supported in part by ISR, project ERBFMRXCT970137 and a research grant from Gulbenkian Foundation, while the author was visiting the Systems Science and Engineering Research CenterArizona State University z Work supported in part by ISR and project ERBFMRXCT970137.
trols. As far as we know, Crouch and Jackson [4] was the¯rst paper dealing with Euclidean splines and optimal control. However they have imposed the rather restrictive condition that the admissible controls must be piecewise polynomials. Nevertheless, the ideas contained in the paper openned up a new area of research. Later on, in 1995, Martin, Enqvist, Tomlinson and Zhang [11] gave an important contribution to interrelations of splines and control. Their main objective was to show that spline constructions and basic linear controllability are manifestations of the same phenomena.
Our objective here is to rewrite the paper of Martin, Enqvist, Tomlinson and Zhang [11] , in order to clarify certain aspects. In particular we give a precise de¯nition of a generalized spline, present an alternative formulation that reinforces the main ideas in that paper and get rid of unnecessary technical details that, in our oppinion, partially hide the beauty of the subject.
Our treatment is sketchy in places due to editing limitations, but we will try to give at least the gist of the main arguments, so that interrelations between generalized splines and optimal control are emphasized and become more visible. The organization of the paper is as unknowns. Solving this system is all that one needs to determine the corresponding generalized spline. 3 An optimal control problem with interpolation conditions
We refer to Brockett [3] and Luenberger [10] for a general treatment of linear control systems.
Consider (3) and such that x(t ) = x ; x(T ) = x 6 ; (4) y(t k ) = ® k ; k = 1; 2; : : : ; n ¡ 1: (5) The following theorem, characterizing the optimal control for problem (2 ) , can be found in [11] . The proof is based in a well known technique to obtain the solution of certain problems of minimum norm in Hilbert spaces. From (6) it is easy to derive an alternative expression for the optimal control. Martin et al. [11] , used the result in theorem 3.2 to compute the optimal control. This control was then plugged in the expression for the solutions of (2) and, since the output is just the¯rst component of the state, they have arrived to the conclusion that the corresponding output function is a linear combination of the entries of some matrix exponential functions. They termed these output functions, generalized splines, although the authors did not seem to be aware of the existing literature on this subject. After presenting the main theoretical results, their paper concentrates on constructing the output function for the case m = 2. The computations are rather long and repetitive, the connections with generalized splines are not transparent and the systematic use of the Jordan normal form contributes for the strong believe, expressed by the authors, that the general situation for large m is very complicated and is di±cult to describe precisely.
In the rest of this section our objective is to show how to inverte this situation. For that, we next include two results which are the bridge between the optimal control problem studied here and the generalized splines presented in section 2. These results provide a simple way to construct the optimal control and corresponding output function, even for large values of the state space dimension and make more visible the relationship between the optimal control problem and the generalized splines.
Note that system (2) may be written as Ly(t) = u(t); t [t ; T ];
where L is the diferencial operator The next result shows that the output function associated with the optimal control problem is indeed a generalized spline. Proof An immediate consequence of (7) Our methodology has a great advantage over the methods presented in Martin et al. [11] , since it avoids reduction to Jordan normal forms and matrix exponentials computations, and also makes the general situation, for arbitrary dimension of the state space, clearly understood and easily implemented.
Examples
The¯gures presented at the end of the paper show the graphs of the output functions associated with the optimal control problem (2 ), for a bidimensional system. We consider 3 cases only. Other cases may be treated similarly, as described above. Now, using 7), (8) and (9) it is clear that the optimal control (2 ) may be formulated as the following equivalent variational problem 2 . = ; (13) &t [t k¡ ; t k ]; k = 1; 2; : : : ; n:
Assume that there exists a j B1; 2; : : : ; nC such that (13) does not hold in [J j¡ ; t j ]. Taking into consideration that the left hand side of (13) Proof This follows immediately from theorem 4.2, from the conditions imposed on the problem and also from the theory outlined in section 2. The ideas contained in this section may be further exploited to formulate new and rather interesting optimal control problems, associated with other classes of splines not included in this article. This will appear in a forthcoming paper. 
