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Structural Health Monitoring (SHM) is central to the goal of maintaining civil
engineering structures saftely and efficiently, and thereby securing people’s lives and
property. Furthermore, it plays an essential role in infrastructure design at a fraction
of the capital cost of construction. In this thesis, we seek to address two of the
central concerns of the SHM: parametric system identification and damage detection.
The first proposed method seeks to identify the physical parameters of an
analytical model. First, the connection coefficients for the scaling function were
developed for deriving the responses of the velocity and displacement from the
acceleration responses. Next, defining the dominant sets based on the relative
energies of the Wavelet Components of the acceleration responses, the equations of
motion of the system in the time domian were converted to a reduced representation
of the equations of motion in terms of the DWT and of the DWPT. Finally, the
least square error minimization was conducted over the dominant sets to estimate
the best estimation of the physical parameters.
The second proposed method seeks to detect damage in a structure. Motivated
by the fact that the Empirical Mode Decomposition is seen to have different features
from the Discrete Wavelet Transform when one investigates nonstationary signals,
we have combined the Empirical Mode Decomposition with the Discrete Wavelet
Transform to enhance the performance of the proposed method for identifying damage
in the structure.
Numerical verification showed that the performance of our two proposed methods,
tested across various simulation cases, was quite satisfactory.
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This chapter presents a brief introduction to system identification and damage detec-
tion, the contributions made by this study, and the organization of this dissertation.
In Sections 1.1 and 1.2, the general ideas of system identification and damage detec-
tion are discussed, respectively. In Section 1.3, the contributions of this dissertation
to our understanding of system identification and damage detection through the use
of the Wavelet theory are described. Finally, in Section 1.4, the organization of the
dissertation is outlined.
1.1 System Identification
System identification refers to the problem of deriving or improving mathematical
models of dynamic systems based on a set of inputs and corresponding outputs.
System identification methods can be applied to: (1) estimation of the dynamic
system’s properties such as natural frequencies, damping ratios, stiffness and so on;
(2) nondestructive damage evaluations, where input and output measurements are
used to determine nondestructively the location and severity of damage in an existing
structure; (3) health monitoring of the local or global conditions of structures; and
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(4) vibrational control for minimizing the risk of structural failure and for improving
the integral performance of structural systems. Over the past three decades, the
interest in the general issue of system identification has increased greatly. Ghanem
and Shinozuka [29] investigated the application of numerous system identification
methods to the problems associated with civil engineering structures. Excellent
recent studies of the issue have been done by Chassiakos and Masri [13], Gurley and
Kareem [31], Loh et al. [58], Masri et al. [65], Hung et al. [45], and Kijewski and
Kareem [47].
Basically, system identification methods can be classified as parametric and
nonparametric, depending on the basis of their search space. Parametric methods
seek to determine the values of physical parameters such as mass, damping, and
stiffness in an assumed model of the system. In short, they search the appropriate
value in a more or less physical parameter space, while nonparametric methods aim
to produce the best functional representation of the physical system without making
any a priori assumptions about it. In other words, they search the functional space;
e.g., the Volterra series, Chebyshev polynomial series, and so on.
Widely used system identification methods for linear structural systems are based
on parametric methods. The mathematical model of linear structural systems is
usually expressed by means of the second-order differential equations related to mass,
damping, and stiffness matrices. The identification problem seeks to estimate these
matrices by using system responses, natural frequencies and corresponding mode
shapes derived from experiments. Two optimization approaches to solve the problem
associated with the identification method are (1) to minimize an objective function
that quantifies the difference between the simulated (estimated) and the measured
system responses from the tests, and (2) to minimize an objective function that
quantifies the difference between the analytical and the measured eigenvalues and/or
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eigenvectors.
Schwibinger and Nordmann [89] presented a procedure to identify a reduced-order
model with linear springs for torsional vibration of a large steam-turbine generator.
The basic idea was to minimize the residuals between the natural frequencies of
the finite element (FE) model and those of the reduced-order model for the lowest
few modes of vibrations. A weighted frequency-domain least squares approach and
an iterative numerical algorithm were used to identify stiffness parameters for the
reduced model. Lingener and Doege [57] developed a parametric system identification
method in the time domain to identify linear stiffness and damping properties for
the supports of a nuclear reactor. The optimization problems were solved through
the use of a gradient method. In addition, Agbabian et al. [1] identified structural
parameters by using the measured excitation and acceleration response to estimate
the changes of those parameters before and after damage.
An alternative solution of the parametric structural identification problem can
be derived through the use of neural networks. Yun and Bahng [120] presented
a method for estimating the stiffness parameter of a complex structural system
by utilizing a back-propagation neural network with natural frequencies and mode
shapes as inputs. Wu et al. [112] developed a decentralized stiffness identification
method based on neural networks with the relationship between the restoring force
and the inter-story displacement of a multi-degree-of-freedom (MDOF) structure.
Xu et al. [113] proposed a parametric method featuring a novel neural network-based
strategy for the direct identification of structural parameters such as stiffness and
damping coefficients. Based on dynamic responses from a target structure, this
method allowed one to dispense with the modal analysis and optimization process
commonly required for inverse identification problems.
Unlike parametric methods, nonparametric methods present the best functional
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representation, implicitly containing the displacement and velocity-dependent restor-
ing forces of structural elements of the system and making no priori assumptions
about the system model. The identification problem entails finding the coefficients
of the function to serve as an optimal match to the system response. This function
can be represented by several types of polynomials such as the Volterra series [22],
the power series [118], and the Chebyshev polynomials [63].
Masri and Caughey [63] utilized regression analysis to identify coefficients of the
Chebyshev polynomial series and thereby approximate the unknown restoring force
of single-degree-of-freedom (SDOF) systems. Udwadia and Kuo [106] extended this
method in [63] to MDOF systems and generalized it by replacing the Chebyshev
polynomials with arbitrary orthogonal functions. Also, Yang and Ibrahim [118] used
power series to achieve nonparametric system identification of nonlinear structures.
Masri et al. [64] proposed a method based on artificial neural networks for
the identification of nonlinear oscillatory dynamic systems. The proposed method
was applied to the damped Duffing oscillator under deterministic excitation. The
representation of the restoring force was given by the network topology with its
weights, as opposed to by Chebyshev polynomials. The identification problem was to
find optimal weights to reduce the least-squares error of the restoring force. They also
discussed a comparison of the proposed method, based on the neural networks, with
the method suggested in the previous paper [63] authored by Masri and Caughey.
Argoul and Jezequel [3] presented an interpolation procedure which improved
identification of the nonlinear part of lumped parametric systems in the state space
fields where experimental data were insufficient. A modal representation was used
and was approximated by two-dimensional Chebyshev polynomials, while in [63] by
Masri and Caughey, it was the restoring force that was approximated via Chebyshev
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polynomials. Two examples were provided: a Van der Pol oscillator and a Duffing-
type nonlinear oscillator.
Ni et al. [73] proposed a nonparametric identification method for nonlinear
hysteretic systems. Using the Duhem hysteresis operator, the hysteretic restoring
force was mapped onto two single-valued surfaces in an appropriate subspace in terms
of the state variables-displacement and hysteretic restoring force. The functions
describing the surfaces could be identified by fitting the surfaces with the generalized
orthogonal or non-orthogonal polynomials, in terms of the displacement and the
hysteretic restoring force.
1.2 Damage Detection
Damage is often observed in civil engineering structures during their service life. It is
induced either through sheer deterioration over time or owing to excessive structural
loads such as winds, earthquakes, or traffic. In order to improve public safety
and maintainability of new and existing structures, Structural Health Monitoring
(SHM) has become increasingly important as a reliable, efficient and economical
approach to monitoring the structural performance, detecting damage, evaluating the
structural integrity and serviceability, and making well-informed and hence accurate
maintenance decisions. An ideal SHM process detects structural damage in its early
stage, well before a catastrophic failure, yields valuable information to be used in the
post-event damage assessment, and helps engineers to develop the optimal condition
based structural maintenance procedures.
Central to SHM is assessing whether there has been damage to the structure and
if so, determining where it has occurred. Rytter [87] proposed four levels of damage
identification, as follows:
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• Level 1: Determination that damage is present in the structure
• Level 2: Determination of the geometric location of the damage
• Level 3: Quantification of the extent of the damage
• Level 4: Prediction of the remaining service life of the structure
Most nondestructive damage detection methods can be divided into the two
categories of either local or global, depending on the scale level at which they operate.
Local damage detection methods refer to non-destructive methods, where the
existence and location of local damage can be detected. Visual inspection was once
the most commonly used method for observing structural damage; as structures
have become more complicated, however, the efficiency of the conventional visual
inspection has decreased. Also, it is impossible to identify damage that is hidden
or invisible to human eyes, and thus other local methods such as the acoustic or
ultrasonic, magnetic-field, radiographic, eddy-current, and thermal-field methods
are utilized as better alternatives. One of the main advantages of these methods
is that they require data obtained strictly from the damaged structure, with no
need for information drawn from the intact/healthy structures. Nevertheless, these
methods are effective only on small and simple structures. Some knowledge of
damage location is required when one is assessing large and complicated structures
to avoid an expensive and time-consuming process.
Global damage detection methods, such as vibration-based damage detection
methods, have been used to detect damage across the whole structure by using
dynamic characteristics of the structures (e.g., natural frequencies, mode shapes and
modal damping). The basic idea behind global damage detection methods is that
structural parameters change once damage has occurred in a structure, and that
change will consequently alter its dynamic properties. Thus it is the fact that the
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structural state can be assessed globally, by monitoring the changes in its dynamic
properties, which makes these the optimal methods. Over the last three decades,
these vibration-based damage detection methods have elicited significant interest
from members of the civil, mechanical, and aerospace engineering communities and
that interest in turn has prompted the extensive research conducted by Doebling
et al. [23] and Sohn et al. [93]. In both of those articles, the features extracted for
damage detection were considered in order to classify the vibration-based damage
detection methods.
Among those methods, which one would choose in accordance with the particular
dynamic characteristics one was dealing with, are the following: natural frequency-
based methods; mode shape-based methods; mode shape curvature-based methods;
modal strain energy-based method; and flexibility matrix-based methods.
Natural frequency-based damage detection methods utilize the change in the
natural frequencies as the basic feature for identifying damage. One of the main
reasons for this is that natural frequencies are relatively simple, and thus convenient,
to measure so as to arrive at a prompt diagnosis. Significant damage may, however,
produce very small changes in natural frequencies, particularly for large structures.
Moreover, changes in natural frequencies yield us no spatial information about
structural damage. A number of researchers have attempted to detect and localize
structural damage by using changes in natural frequencies (Cawley and Adams [11];
Stubbs and Osegueda [99]; Salawu [88]).
Compared to natural frequency-based methods, mode shape-based methods,
which use mode shapes as the basic feature of damage detection, have the advantage
of being spatially specific. Since mode shapes are spatially distributed quantities,
they give information useful in locating damage. A large number of measurement
locations can be required, however, to accurately characterize the mode shapes and
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to provide sufficient resolution to determine the damage location. By using the
Modal Assurance Criteria (MAC), West [109] was able to show how systematically
mode shapes can be used to locate structural damage without the use of a prior FE
model. Rizos and Aspragathos [83] used changes in mode shapes to detect damage
in beams by measuring displacements at two points. Mayes [66] developed a method
for model error localization based on mode shape changes, known as Structural
Translational and Rotational Error Checking (STRECH).
An alternative approach to using mode shapes to obtain spatial information
about structural damage entails utilizing the mode shape curvatures, or the modal
strain energy. Mode shape curvature can be computed by numerically differentiating
the obtained mode shape twice so as to arrive at an estimate of the mode shape
curvature. Since the modal strain energy can be derived directly from mode shape
curvatures, the modal strain energy-based method can also be seen as a special
case of, or a subset within the mode shape curvature-based method. Mode shape
curvature-based methods derive their effectiveness from the fact that the second
derivative of the mode shape is much more sensitive to small perturbations in the
system than is the mode shape itself. Their application is limited, however, since their
estimation from experimental data is very difficult. Pandey et al. [77] first introduced
the mode shape curvature and demonstrated that absolute changes can be a good
indicator of damage in an FE beam structure. Ho and Ewins [37] presented the
mode shape curvature squared-based method as an improvement on the mode shape
curvature-based method. Chance et al. [12] showed that numerically calculating
curvature from mode shapes resulted in significant errors, whereas measuring strains,
as opposed to measuring curvature directly, brought improved results. More recently,
Stubbs and Kim [98] and Shi et al. [90] showed how directly a change in modal
strain energy can be used as a damage indicator.
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Methods based on changes in the flexibility matrix constitute yet another group
of damage detection methods. This flexibility matrix can be constructed out of the
mass-normalized measured mode shapes and natural frequencies. Its main advantage
lies in the fact that it can be formulated out of a few of lower modes with sufficient
accuracy and can be set up at any arbitrary set of degrees. Pandey and Biswas
[75, 76] presented methods for locating damage in beam-type structures by noting
changes in the flexibility matrix of the structure. Zhao and DeWolf [123] showed
that the modal flexibility-based methods were very sensitive to local damage.
Along with vibration-based damage detection methods, the problem of structural
damage detection falls chiefly within the framework of model updating methods. In
deed, a good deal of the research on vibration-based damage detection has contributed
to model updating methods, all of which seek to reproduce as closely as possible
the measured response of the damaged system, by determining the perturbations
of such structural model matrices as mass, stiffness, and damping. In other words,
the perturbations of structural model matrices, as an indicator of damage, can be
used to estimate the location and extent of the damage. An excellent survey of
model updating methods has been provided by Mottershead and Friswell [68, 69]. In
general, model updating methods for damage detection can be classified as optimal
matrix update, sensitivity-based model update, and eigenstructure assignment.
Optimal matrix update methods seek to estimate, by using a closed-form direct
solution, the physical parameter matrices of the damaged structure or the matrix
perturbations caused by the damage. Basically, the optimal matrix update problem,
as it has been formulated by such researchers as Kabe [46] and Berman and Nagy [9],
is to minimize the Frobenius norm, a common cost function, of the global parameter
matrix perturbations under the constraints of zero modal force error and preservation
of the matrix symmetry.
1. Introduction 10
Sensitivity based model update methods are based on the solution of a first-order
Taylor series that minimizes an error function of the physical parameter perturbation.
Generally, the sensitivity matrix is calculated by using an analytic model to find
derivatives of the natural frequencies with respect to stiffness perturbations at each
potential damage location. The updating process typically iterates the solution until
the damage variables have satisfactorily converged to the true system perturbations.
This formulation only works, however, if the structural modification (that is, the
amount of damage) is small. Ricles and Kosmatka [82] presented a sensitivity-based
matrix approach to identify structural damage based on the first-order Taylor series.
Hemez and Farhat [35] presented a sensitivity-based matrix procedure that formulates
the sensitivities at the element level, with the advantage of being computed more
efficiently than the sensitivities at the global matrix level.
Eigenstructure assignment methods, based on control-system theory, are com-
monly used to force a structure to respond in a pre-set way by estimating a pseudo
control. A desired eigenstructure (eigenvalues and eigenvectors) is constructed on
the basis of modal test data and a pseudo control is then used as matrix adjustment
as applied to an initial FE model. Therefore, by inspecting the changes in the
matrices of the model, the extent of damage can be estimated. Prominent among the
researchers who have formulated such methods based on eigenstructure assignment
theory are Zimmerman and Widengren [125], Zimmerman and Kaouk [124], and Lim
and Kashangaki [56].
Computational intelligence methods, such as the neural networks and genetic
algorithm, also have been applied to the problem of damage assessment, thanks
to their excellent pattern recognition capability. Recently, many authors delved
into the optimization problem using neural networks [105] and genetic algorithms
[62, 34], by studying the variation of localized damage as a function of modal data.
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Unlike the traditional mathematical methods, one of the important characteristics
of computational intelligence methods is their effectiveness and robustness when it
comes to coping with uncertainty, insufficient information, and noise.
Neural networks (NNs) can be applied to the damage diagnosis of structures
since the neural networks have the versatility in dealing with various types of input
and output and quick computational capability. Wu et al. [110] applied the back
propagation NNs technique to the task of recognizing the locations and the extent
of individual member damage within a simple three-story frame. Yun and Bahng
[120] proposed a sub-structural identification method for complex structures by
using multilayer perceptron. Lee et al. [52] applied the NN technique to the health
monitoring of bridges using ambient vibration data.
Genetic algorithms (GAs) have long been used in civil engineering for purposes
of structural optimization and identification. Recently, interest has been increasing
in using them to design an effective damage detection procedure. Mares and Surace
[62] employed GAs to identify structural damage from identified natural frequencies
and mode shapes. Friswell et al. [25] used the GA and eigensensitvity algorithms to
identify the location and extent of damage in a structure by optimizing a discrete
weighted objective function based on the error between identified and analytical
frequencies and mode shapes with a penalty term. Chou and Ghaboussi [17] utilized
a GA as a damage detection method by optimizing fitness functions that were
formulated based on static measured displacements in a truss structure. Hao and Xia
[34] used a GA to identify damage in structures by minimizing objective functions
in terms of frequency changes, mode shape changes, and a combination of the two,
thereby directly comparing the changes in vibration data before and after the damage.
These researchers have deomonstrated that this method, based upon a GA, provided




The primary objective of this dissertation is to develop methods of system identifica-
tion and damage detection based upon the Wavelet theory. With these developed
methods, it is possible to investigate the occurrence, location, and severity of dam-
age, in addition to the time of occurrence. The first of them, called the Wavelet
Energy-based system identification method, is developed to identify such physical
parameters of a structure as mass, damping and stiffness. The second method, called
the Empirical Mode Decomposition (EMD)-based Wavelet damage detection method,
is presented for damage detection, assessing the time when damage occurs and its
location within the structure.
The proposed Wavelet Energy-based system identification method includes three
steps. The first step is to derive the velocity and displacement time-histories from
recorded acceleration time-history, since response signals from a structure are usually
measured in the form of accelerations. This process is based on the connection
coefficients for the scaling function. The second step consists of selecting dominant
components (sub-signals) drawn from the distribution of the relative energies of the
components by the Discrete Wavelet Transform (DWT) and by the Discrete Wavelet
Packet Transform (DWPT) in order to reduce data size without losing any important
feature of the system. This process is often referred to as “feature extraction.”
The extraction of discriminatory features from the signal enhances length-reduction
of the data by eliminating redundancy in the signal. In short, the energy of the
components plays a critical role in decision-making for determining the importance
and priority of the components. The third and final step is that of implementing
the least square method. Here, the components come from the second step, and
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one seeks to determine the physical parameters in their relation to the number of
dominant components in terms of the DWT and DWPT, respectively.
The proposed EMD-based Wavelet damage detection method takes advantage of
the Discrete Wavelet Transform with the help of the Empirical Mode Decomposition.
The general outline of this algorithm consists of first applying the EMD to the
measured signal, then using the DWT for wavelet analysis of the sub-signals coming
from the EMD. The specific role played by the EMD in this method is not only that
of increasing the number of (sub)signals that can be analyzed in terms of the DWT,
but also of reducing the noise effect during the identification of damage.
In this dissertation, the proposed Wavelet Energy-based system identification
and EMD-based Wavelet damage detection methods are developed and analyzed
in order to optimally address the occurrence, location, and severity of damage for
a structure. Starting from the existence and time of damage that the proposed
damage detection method identifies in a structure, the structural parameters before
and after damage has occurred, are identified and, by comparing such parameters, it
is possible to analyze the location and severity of damage in the structure.
1.4 Organization
The remainder of the thesis is organized as follows:
Chapter 2 provides a general description of the theoretical basis of the Wavelet
theory. First, the Continuous Wavelet Transform (CWT) is investigated with the
basic characteristics of wavelet functions. Second, it is shown how the Discrete
Wavelet Transform (DWT) is developed from the CWT in accordance with Frame
theory by introducing scaling functions. Third, a multiresolution analysis is presented
in order to explain the roles played by the wavelet and scaling functions. Finally,
the Discrete Wavelet Packet Transform (DWPT) is discussed.
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Chapter 3 presents a comprehensive review of the literature related to system
identification and damage detection methods based on the Wavelet theory. In light
of system identification, CWT- and DWT-based system identification methods for
various types of models are reviewed. With respect to damage detection, methods
based on the Wavelet theory only, and on a combination of that theory and other
applications, are reviewed.
Chapter 4 gives the formulations of the proposed Wavelet Energy-based system
identification method for identifying the physical parameters of a structure, and
of the proposed EMD-based Wavelet damage detection method for detecting the
damage done to a structure. The Wavelet Energy-based system identification
method is analyzed in its relation to three vital concepts: the connection coefficients
for the scaling function, the energy concept of the components in terms of the
DWT and DWPT, and the least square method. The EMD-based Wavelet damage
detection method is explained by offering a brief introduction to Empirical Mode
Decomposition.
Chapter 5 is dedicated to validate the two proposed methods by means of
numerical examples. First, mathematical models are constructed to assess a range of
damage scenarios. Second, the Wavelet Energy-based system identification method is
applied to simulated models having various conditions such as different loading cases,
noise levels, and so on, and its performance is evaluated. Finally, the EMD-based
Wavelet damage detection method is applied to simulated damaged models with
various scenarios such as different damage times, locations, quantifications, etc, and
its performance is evaluated.
In Chapter 6, the reader is offered some concluding remarks as to the merits
and limitations of this dissertation’s theoretical framework, and some directions for




This chapter aims to convey a general idea of the Wavelet theory. Starting with
overviews of the Fourier Transform and the short-time Fourier Transform, we provide
the ideas, goals, and an outline of the properties of wavelets and Wavelet Transform.
Firstly, we investigate the Continuous Wavelet Transform with the general charac-
teristics of wavelet functions. Secondly, we develop the Discrete Wavelet Transform
by discretizing the Continuous Wavelet Transform in accordance with the frame
theory, and introduce the basic features of scaling functions. Thirdly, we present a
multiresoultion analysis, a key concept to the Wavelet theory, for explaining the roles
of the wavelet functions and scaling functions in the analysis of a signal. Finally,
we discuss the Discrete Wavelet Packet Transform, seen as the general form of the
Discrete Wavelet Transform.
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2.1 Overviews of the Fourier Transform and the short-
time Fourier Transform
In structural dynamics, a significant issue is to identify certain properties of a
dynamic system, such as modal parameters (e.g., natural frequencies, damping ratios,
and mode shapes) as well as physical parameters (e.g., stiffness, mass, and etc), from
its responses in the time domain. Since there are many classes of problems that
are difficult to solve for representing the essential characteristics of response signals
in the time domain, integral transforms (e.g., the Fourier Transform, short-time
Fourier Transform, and so on) are required to convert the response signals in the
time domain to another domain.
The most commonly used transformation techinque in signal processing and
analysis is the Fourier Transform (FT). The basic idea of the FT is to represent
a signal in terms of an infinite series of trigonometric functions. However, since
trigonometric functions have infinite time length, the Fourier Transform does not
provide information about how the frequency contents of the signal change over
time. Therefore, the Fourier analysis is not particularly appropriate for dealing with
non-linear and non-stationary problems.
The short-time Fourier Transform (STFT) is an alternative to overcome the
handicap of losing the time information of a signal in the Fourier Transform, and
the first important step in the analysis of the signal in the time-frequency domain.
The basic concept of the STFT is to multiply a signal by a window function which
is nonzero for only a short period of time and to take the FT of the resulting signal.
However, one of the limitations of the STFT is that it has a fixed resolution since
the STFT is associated with a window function of fixed width. In short, the width of
the window function affects how the signal is represented. The STFT using a wide
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window function provides better frequency resolution but poorer time resolution
than using a narrow window function. Thus, the STFT cannot satisfy both good
time resolution and good frequency resolution. This is one of the main reasons for
the creation of the Wavelet Transform.
2.2 The Continuous Wavelet Transform
2.2.1 The Wavelet
Historically, the concept of “wavelets” began to appear only in the early 1980s. In
1982, Jean Morlet, French geophysical engineer, discovered the idea of the Wavelet
Transform to analyze seismic signals. The wavelet analysis has now been applied
in the investigation of a multitude of diverse physical phenomena such as climate,
financial indices, rotational machinery, seismic signals, video images, and so on.
Physically speaking, a wavelet (function) is a localized small wave centered around
a given position in time with a fast decay to zero away from the center. The support
of a wavelet function is defined as the interval outside of which wavelet has zero
values. In mathematical terms, the wavelet is said to have compact support (i.e., a
closed and bounded support). In addition, a wavelet function can be complex or real.
A complex wavelet function is preferable for capturing the oscillatory behavior of
a signal since a complex wavelet has information about both amplitude and phase,
while a real wavelet function is often utilized to isolate peaks or discontinuities.
In [59] and [61], a wavelet family ψs,τ (t) is defined as the set of basis functions
generated by scaling (dilating or compressing) and translating (time-shifting) the
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Figure 2.1: The real parts of the Mother Wavelet function and of the Baby
Wavelet functions of the Morlet Wavelet function at varying s and τ
where s and τ are real positive numbers (s, τ ∈ R+) and stand for the scale parameter
and translation parameter, respectively, while ψ(t) represents the Mother Wavelet
function. For a given pair of s and τ , ψs,τ (t) represents a single wavelet function,
called the Baby Wavelet function. The translation parameter τ specifies the location
of the Baby Wavelet function ψs,τ (t) along the time axis. On the other hand, the
scale parameter s controls the width or support of the Baby Wavelet function ψs,τ (t).
As the scale parameter s increases, its Baby Wavelet function ψs,τ (t) is stretched
over the time axis and its amplitude gets lower because of the multiplying factor
1√
s
, while, as the scale parameter s decreases, its Baby Wavelet function ψs,τ (t) is
contracted and its amplitude increases. Figure 2.1 shows how the scale parameter s
and the translation parameter τ affect the shape of the Baby Wavelet function: here,
the graphic representations of the real part of the Mother Wavelet function ψMor1,0 (t)
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Figure 2.2: The Fourier Transforms of the Mother Wavelet function and of
the Baby Wavelet functions of the Morlet wavelet function at varying s and
τ .
and the Baby Wavelet functions ψMor1
2
,8
(t), ψMor1,16 (t), and ψ
Mor
2,26 (t) are presented, where
the Morlet Wavelet function ψMor (t) is a complex wavelet function, given by
ψMor (t) = eiω0te−t
2/2 (2.2)
with ω0 = 8 rad/sec. It has been suggested that ω0 must be larger than 5 rad/sec in
order to avoid problems with the Morlet Wavelet function at low ω0. From Figure
2.1, it is evident, by looking at the representation of the Baby Wavelet functions, that
their frequency contents are different. Figure 2.2 illustrates how the scale parameter
s influences the Baby Wavelet functions ψs,τ (t) from a frequency point of view with
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where ΨMor(ω) is the Fourier Transform of ψMor(t). As the scale parameter increases
(s=0.5, 1, 2), the central frequency ωc and the frequency band ∆ω of the Fourier
Transform of the Baby Wavelet function are lower and narrower, respectively. Note
that the FTs of the Baby Wavelet functions with the same scale parameter are
identical, and the frequency band of every Baby Wavelet function does not include
the zero frequency.
From Figures 2.1-2, it can be concluded that the Baby Wavelet functions with
smaller scales increase the frequency support but decrease the time support, while
those with larger scales decrease the frequency support but increase the time support.
2.2.2 Definition of the Continuous Wavelet Transform





A signal f(t) is said to be square integrable if Ef is finite, that is, f(t) is in the Hilbert
space L2(R). Note that energy in this context is not the same as the conventional
notion of energy in other areas of science.
The Continuous Wavelet Transform (CWT) of a signal f(t) ∈ L2(R) is defined
as the correlation between the signal f(t) and the family wavelet ψs,τ (t) for each s
and τ in Equation (2.1)[60]:















=< f(t), ψs,τ (t) > (2.5)
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where the symbols ∗ and <,> denote complex conjugate and inner product, respec-
tively. CWT (s, τ) is called the CWT coefficient at s and τ . Note that, although
wavelets are usually used to analyze signals in the time domain, spatially distributed
signals f(x) can be equally analyzed with wavelets ψs,χ(x) in terms of the spatial
variable x by simply replacing time t with a spatial coordinate x in Equations
(2.1) and (2.5), where s and χ are the scale and (space) translation parameters,
respectively.
As shown in Figures 2.1-2, the time duration (time support) of a Baby Wavelet
function is inversely proportional to the frequency bandwidth (frequency support) of
the Baby Wavelet function. Based on this fact, the CWT analyzes the localized high-
frequency components of a signal by using the Baby Wavelet functions with small
scale parameters, which means that, for small scale parameters, the time resolution of
the CWT becomes very fine and correspondingly, the frequency resolution decreases.
On the other hand, the CWT analyzes the low frequency trends of the signal by
using the Baby Wavelet functions with large scale parameters, which implies that,
for large scale parameters, the frequency resolution of the CWT becomes very good
and correspondingly, the time resolution decreases. Therefore, the CWT provides
good time resolution in the high-frequency range of a signal and good frequency
resolution in the low-frequency range of the signal.
In general, there are a number of basis functions that can be utilized as Mother
Wavelet function ψ(t) for the Continuous Wavelet Transform (CWT). The charac-
teristics of the CWT are dependent on a given Mother Wavelet function ψ(t) since
the Baby Wavelet functions ψs,τ (t), employed in the CWT, are generated from their
Mother Wavelet function ψ(t) using the scale and translation parameters. Therefore,
the features of the Mother Wavelet function determine the characteristics of the
corresponding CWT.
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We now consider several properties [60] that a wavelet function ψ(t) must have in
order to become the basis function used in the Wavelet Transform. First, a wavelet
ψ(t) must have zero mean: ∫ ∞
−∞
ψ(t)dt = 0 (2.6)





where Eψ is the energy of a wavelet function ψ(t). Equation (2.7) means that a
wavelet function is also square integrable, that is, ψ(t) ∈ L2(R). Often, in practice,




|ψ(t)|2dt = 1 (2.8)
In the rest of this thesis, we consider that the wavelet function has unit energy so
that the energy of the Wavelet Transform of a signal will equal the energy of the







dω satisfies 0 < Cψ <∞ (2.9)
where Ψ(ω) denotes the Fourier Transform of ψ(t). Cψ is called the admissibility
constant and, for ψ(t) to be admissible, it must be a positive number. From Equation
(2.9), it is clear that such a constant depends on the wavelet ψ(t) used. In this
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given that Cψ for a certain wavelet ψ(t) exists. The admissibility condition ensures
the existence of the Inverse Continuous Wavelet Transform (ICWT). The final
property of interest to our study is that a wavelet ψ(t) has its vanishing moments,





A wavelet ψ(t) is said to have n vanishing moments if
∫∞
−∞ t
kψ(t)dt = 0 for k = 0, 1, 2, . . . , n− 1 (2.12)
A wavelet ψ(t) with n vanishing moments is also said to have cancellations up to
order n. Suppose that f(t) ∈ L2(R) is a piecewise polynomial function of degree
n − 1 and ψ(t) has n vanishing moments with compact support. Then, when we
take the CWT of the polynomial parts of f(t) on the support of the wavelet ψs,τ (t)
at the specific scale and translation parameter, the corresponding CWT coefficient
becomes zero. However, if the support of ψs,τ (t) contains a point of discontinuity
of f(t), that is, a point where f(t) changes from one polynomial to another, the
corresponding coefficient becomes nonzero.
2.3 The Discrete Wavelet Transform
2.3.1 Discretizing the Continuous Wavelet Transform
The Continuous Wavelet Transform maps a one-dimensional function f(t) onto a
two-dimensional function CWT (s, τ) with two parameters s and τ . However, the
CWT has informational redundancy because the number of the resulting CWT
coefficients in the scale-time domain is much larger than the number of time samples
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in the original signal f(t). In general, redundancy is not desirable since more
computations and more memory are necessary to process a signal with redundancy.
However, redundancy can be helpful for some applications, such as singularity and
cusp extraction, time-frequency analysis of nonstationary signals, and self-similarity
analysis of fractal signals. In order to remove the difficulty in the numerical operation
and the redundancy of the resulting coefficients in the CWT, the Discrete Wavelet
Transform is introduced by discretizing the continuous scale s and translation τ
parameters.
A practical way to sample the continuous parameters s and τ is to use a loga-
rithmic discretization of the scale parameter s and associate the scale, in turn, with
the size of steps taken between τ locations. In other words, the scale parameter
s is discretized first on a logarithmic grid. The translation parameter τ is then
discretized with respect to the scale parameter s, i.e., a different sampling rate is
used for every scale parameter. Therefore, the form of the Baby Wavelet function










with the appropriate replacements for s and τ as
s = sj0, τ = kτ0s
j
0, for s0 > 1, τ0 ≥ 1 j, k ∈ Z (set of integers) (2.14)
For computational efficiency and practical purpose, the discrete parameters s0 and
τ0 in Equation (2.13) are commonly used to be 2 and 1, respectively. This leads to a
binary scaling of 2j and a dyadic translation of k2j . Substituting s0 = 2 and τ0 = 1
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= 2−j/2ψ(2−jt− k) (2.15)
To distinguish the Baby Wavelet function ψj,k(t) in Equation (2.13) for the DWT
from the Baby Wavelet function ψs,τ (t) in Equation (2.1) for the CWT, we call
ψj,k(t) in Equation (2.13) the k
th translation of the Baby Wavelet function at scale
index j. Using discrete Baby Wavelet functions in Equation (2.13), the Discrete
Wavelet Transform (DWT) is defined as:
DWT (j, k) =
∫ ∞
−∞
f(t)ψ∗j,k(t)dt =< f(t), ψj,k(t) > (2.16)
where DWT (j, k) is called the DWT coefficient at a scale-translation sampling
set j and k. In short, the DWT in Equation (2.16) is generated by sampling the
corresponding CWT. Such a DWT is specified by the choice of a scale-translation
sampling set, j and k, and by an analyzing wavelet ψ(t). However, these choices
cannot be made arbitrarily. Thus, in the next section, we investigate conditions for
the discretization of the CWT.
2.3.2 The Fundamentals of Frame Theory
In order to determine how “good” the representation of a signal is in the wavelet
domain by discretizing the Continuous Wavelet Transform, as shown in Section 2.3.1,
we can resort to the Frame theory which provides a general framework for studying
the properties of discrete wavelets. The concept of frames in the Hilbert space was
originally introduced by Duffin and Schaeffer in [24] in the context of nonharmonic
Fourier series. In signal processing, the concept has become useful in analyzing the
completeness and stability of linear discrete signal representation.
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In Frame theory, the sequence {ψj,k(t)}j,k∈Z, i.e. the family of wavelet functions,
in L2(R) is called a frame (Riesz sequence) if there exist positive numbers A and B,






| < f(t), ψj,k(t) > |2 ≤ BEf (2.17)
where A and B are frame bounds, and Ef is the energy of f(t) in L
2(R)[10]. Equation
(2.17) is called the frame condition. The values of the frame bounds A and B depend
upon both the parameters s0 and τ0 and the wavelet function ψ(t) used. If A = B,









< f(t), ψj,k(t) > ψj,k(t) (2.18)
A tight frame with A(= B) > 1 is considered redundant, with A being a measure of
the redundancy. However, when A = B = 1, the wavelet family defined by the frame
forms a Riesz basis, or equivalently, an orthonormal basis. It has been shown, for
the case of a family of Daubechies wavelet functions (the dbN wavelets), that setting
s0 = 2 and τ0 = 1 for a family of Daubechies wavelet functions leads to A = B = 1.
In other words, with dyadic-orthonormal wavelet functions, the set {ψj,k(t)}j,k∈Z in
case of the dbN wavelets, the original signal f(t) can be reconstructed in terms of the







< f(t), ψj,k(t) > ψj,k(t) (2.19)
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This is called the Inverse (dyadic-orthonormal) Discrete Wavelet Transform (IDWT).








< f(t), ψj,k(t) > ψj,k(t) (2.20)
where f ′(t) is the reconstruction signal which differs from the original signal f(t)
by an error which depends on the values of the frame bounds. The error becomes
acceptably small for practical purposes when the ratio B/A is near unity. For
example, if we use s0 = 2
1/v with v ≥ 2, and τ0 ≤ 0.5 for the Mexican hat wavelet,
given by
ψMex (t) = (1− t2)e−t2/2 (2.21)
the frame is nearly tight. Particularly, setting s0 = 2
1/2 and τ0 = 0.5 leads to
A=13.639 and B = 13.673 and the ratio B/A equals 1.002. Therefore, the Discrete
Wavelet Transform with the Mexican hat wavelet with s0 = 2
1/2 and τ0 = 0.5 results
in a highly redundant representation of the signal but with very little difference
between f(t) and f ′(t).
In summary, for the DWT in Equation (2.16), the transform integral remains
continuous but is determined only on a discretized grid in terms of scales and
translations. We can then use the DWT coefficients in Equations (2.18), (2.19), or
(2.20) to get the original signal back with the frame bounds A and B. Specifically,
the dyadic-orthonormal DWT in Equation (2.19) is an important part of the future
work in this dissertation.
2.3.3 Scaling Function
In order to give a physical interpretation of Equation (2.19), expressing a signal f(t)
only in terms of the Baby Wavelet functions and the corresponding coefficients, let
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us assume that a signal f(t) has a finite duration [0, tf ] and a finite spectrum [0, ωf ].
Translations of the Baby Wavelet function at the given scale index j are limited by
the duration of the signal f(t). In other words, we can analyze the signal with a
limited number of Baby Wavelet functions at a given index j. In fact, as the scale
index j of the Baby Wavelet function decreases, the spectrum of the Baby Wavelet
function expands and can cover up to the maximum frequency ωf of the signal f(t).
On the contrary, as the scale index j of the Baby Wavelet function increases, the
spectrum of the Baby Wavelet function approaches zero, but does not include the
zero frequency, as shown in Section 2.2.1. To tackle this problem, it is convenient to
introduce the scaling function that can help us cover the zero frequency.
The scaling function φ(t), introduced by Mallat [59] and commonly referred to
as the Father Wavelet function, has the following properties:
Property 1: ∫ ∞
−∞
φ(t)dt = 1 (2.22)
Property 2: there exists a sequence {c(k)}k∈Z ∈ L2(Z), where Z indicates the set of





Such a property, expressed by Equation (2.23), is called the two-scale relation for
the scaling function φ(t).
Property 3: {φ(t− k)}k∈Z is a Riesz sequence.
Property 4: the Fourier Transform Φ(ω) of φ(t) is continuous at the zero frequency
and not equal to zero at this point.
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Similarly to the Baby Wavelet function in Equation (2.15), it is possible to define









= 2−j/2φ(2−jt− k) (2.24)
where φj,k(t) is called k
th translation of the Baby Scaling function at scale index j.
Since the set of the Baby Scaling functions at the scale index 0, equvalent to
{φ0,k(t)}k∈Z, is a Riesz sequence in Property 3, the set {φ0,k(t)}k∈Z satisfies the




| < f(t), φ0,k(t) > |2 ≤ BEf (2.25)
where A and B are frame bounds. In addition, a reconstruction formula of the signal






< f(t), φj,k(t) > φj,k(t) (2.26)
In contrast to Equations (2.18), (2.19) and (2.20), Equation (2.26) shows that a
signal f(t) can be expressed only in terms of the Baby Scaling functions and the
corresponding coefficients, which means that the scaling function plays a role in
representing the signal f(t). In the next section, we investigate how to represent a
signal f(t) in terms of the combination of the Baby Wavelet functions and of the
Baby Scaling functions.
2. The Wavelet Theory 30
2.4 Multiresolution Analysis
2.4.1 Definition of Multiresolution Analysis, Scale Subspace, and
Approximation Function
Meyer [67] and Mallet [59] elaborated the concept of a multiresolution analysis
(MRA) for square-integrable signals in the context of wavelet analysis. The MRA
concept leads to a rich theory of the scale-based structure of signals by representing
a function as a limit of successive approximations, which respond to different level of
resolutions. Moreover, the MRA establishes a set of rules for building a wide range
of orthonormal wavelet bases.
A multiresolution analysis can be defined as a chain of closed subspaces {Vj}j∈Z
in L2(R) such that the following conditions hold:












(d) f(t) ∈ Vj if and only if f(2t) ∈ Vj−1 for all j ∈ Z
(e) There exists a function (called a scaling function) φ(t) such that {φ(t− k)}k∈Z
is an orthonormal basis for V0
Condition (e) indicates that V0, the subspace of L





In addition, since φ0,k(t) ∈ V0 for all k ∈ Z and {φ0,k(t)}k∈Z is an orthonormal basis
for V0 and φ(2
−jt − k) ∈ Vj from conditions (d) and (e), {φj,k(t)}k∈Z is also an
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The subspace Vj is called the scale subspace at scale index j.
Mathematically, the orthogonal projection of f(t) ∈ L2(R) onto a scale subspace
Vj is called the approximation (function) of a signal f(t) at the scale index j, or fj(t)




where PVjf(t) indicates the orthogonal projection of f(t) onto the space Vj . The k
th





Furthermore, conditions (b) and (c) imply that the orthogonal projections of f(t)
onto V∞ and V−∞, respectively, are
lim
j→∞
PVjf(t) = 0 and lim
j→−∞
PVjf(t) = f(t) (2.31)
Since V0 ⊂ V−1 in condition (a), the scaling function φ(t) that leads to a
basis for V0 also resides in V−1. In addition, since φ(t) ∈ V−1 and {φ−1,k(t)}k∈Z






where c(k) are the coefficients for the two-scale relation for the scaling function φ(t).
In summary, the MRA suggests that the scaling functions play a key role in the
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piecewise approximation of the continuous function f(t) in L2(R) and, depending
on the scale index of the scale subspace that is approximated in, the quality of
approximations of the continuous function f(t) can vary. Therefore, the MRA is
often called multiresolution approximation analysis.
2.4.2 Detail Subspace and Detail Function
The nested sequence {Vj}j∈Z of MRA subspaces in Section 2.4.1 motivates the
definition of the difference space Wj between the two-scale subspaces Vj−1 and Vj
and the construction of the basis that spans such a difference space Wj . We define
this difference space Wj , called the detail subspace, such that
Vj−1 = Wj
⊕
Vj for j ∈ Z (2.33)
where
⊕
indicates the orthogonal sum. Equation (2.33) implies that the scale
subspace Vj and the detail subspace Wj are orthogonal. This gives rise to an










where jmax > j and jmax and j are integers. Furthermore, an orthogonal decomposi-








denotes the orthogonal sum of the detail subspaces from scale index
j = −∞ to j =∞. Note that V∞ is equivalent to {0}, due to conditions (a) and (c)
in Section 2.4.1.
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Similar to condition (e) for the scaling function in Section 2.4.1, there exists a
function ψ(t) ∈W0 such that {ψ0,k(t)}k∈Z constitutes an orthonormal basis for W0.
The function ψ(t) is called the wavelet function. In short, W0, the subspace of L
2(R),








In addition, due to the orthonormality of the scale subspace and the detail
subspace at the same scale index j in Equation (2.33), the Baby Wavelet functions
at the scale index j are orthonormal to the Baby Scaling functions at the same index
j, that is
< 2−j/2φ(2−jt− k), 2−j/2ψ(2−jt− l) >= 0 for j, k, l ∈ Z (2.38)
Since the Baby Wavelet functions at a given scale index are orthogonal to each
other, and Wk and Wl are orthogonal for k 6= l in Equation (2.34), the Baby Wavelet
functions ψj,k(t) have the relation as
< 2−k/2ψ(2−kt−m), 2−l/2ψ(2−lt− n) >=

1 k = l and m = n
0 otherwise
(2.39)
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Similar to Equation (2.29), the orthogonal projection of f(t) onto a detail subspace
Wj is called the detail (function) of a signal f(t) at the scale index j, or gj(t)




where PWjf(t) indicates the orthogonal projection of f(t) onto the space Wj . The





From Equation (2.33), it follows that the relation between the scale subspace
and the detail subspace can be expressed as:
Wj ⊂ Vj−1 (2.42)
which, for j = 0, becomes W0 ⊂ V−1. This relation suggests that, since ψ(t), one
of the basis vectors in W0, resides in V−1, ψ(t) can be represented in terms of





where Equation (2.43) is called the two-scale relation for the wavelet function ψ(t)
and {b(k)}k∈Z ∈ L2(Z) are the coefficients for this relation. Equation (2.43) is similar
in appearance to Equation (2.32).
From Equations (2.29), (2.33), and (2.40), it follows that the orthogonal projection
of f(t) ∈ L2(Z) onto Vj is the sum of the orthogonal projection of f(t) onto Vj+1
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and the orthogonal projection of f(t) onto Wj+1: that is,
fj(t) = fj+1(t) + gj+1(t) (2.44)
In addition, since fj+1(t) can be decomposed into fj+2(t) and gj+2(t) from Equation
(2.44), fj(t) can be written as
fj(t) = fj+2(t) + gj+2(t) + gj+1(t) (2.45)
Generally, the approximation function fj(t) can be expressed as














where jmax > j and jmax and j are integers. In other words, fj(t) can be seen
as the sums of the orthogonal projection of f(t) onto the detail subspaces Wi for
i = j+1, j+2, . . . , jmax and the scale subspace Vjmax for the given jmax. Furthermore,










2.4.3 Daubechies Wavelet Systems
Among the most commonly used wavelets in the multiresolution analysis, the or-
thonormal Daubechies wavelet systems were developed by Daubechies in [19, 20, 21].
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Figure 2.3: The Daubechies wavelet functions db1, db2, db3, and db6.
Daubechies wavelet systems include the Daubechies scaling functions and wavelet
functions and are the first example of wavelets with the compactly supported prop-
erties, implying that a sequence {c(k)}k∈Z in Equation (2.32) has a finite number of
non-zero coefficients. The N th order family of Daubechies wavelet systems, denoted
by dbN , has no explicit expression with the order N (N is the order of vanishing
moments), except for db1, which is sometimes called the Haar wavelet system. For
the N th order family, the support size of the scaling function and wavelet function
is 2N − 1. Figures 2.3-4 illustrate the dbN wavelet functions and the dbN scaling
functions for N=1,2,3, and 6, respectively. It is interesting to note that, as the
number of vanishing moments increases, the wavelet function becomes smoother.
2.4.4 The Fast Wavelet Transform
Most of the scaling functions and wavelet functions used in the DWT have the two-
scale relations for the scaling function φ(t) and wavelet function ψ(t) in Equations
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Figure 2.4: The Daubechies scaling functions db1, db2, db3, and db6.
(2.32) and (2.43), respectively, since they do not have their explicit expressions. In
other words, to find a scaling function φ(t) and the corresponding wavelet function
ψ(t), the two-scale relations in Equations (2.32) and (2.43) should be utilized.
Therefore, certain conditions or requirements on the sequence c(n) and b(n) result in
certain characteristics of the scaling function φ(t) and of the wavelet function ψ(t).
The coefficients c(n) and b(n) of two-scale relations for the dbN wavelet systems in
Section 2.4.3 are given in Table 2.1 for N=1, 2, 3, and 6.
Substituting t
2j+1
−m for t in Equations (2.32) and (2.43), respectively, brings
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Table 2.1: The coefficients of two-scale relations for db1, db2, db3, and db6
scaling functions and wavelet functions.
n c(n) b(n) n c(n) b(n)
db1 0 1 1 db6 0 0.157742432 -0.001523533
1 1 -1 1 0.699503814 -0.006756062
db2 0 0.6830127 -0.1830127 2 1.062263759 0.000783251
1 1.1830127 -0.3169872 3 0.445831322 0.044663748
2 0.3169873 1.1830127 4 -0.319986598 0.038923209
3 -0.1930127 -0.6830127 5 -0.183518064 -0.137888092
db3 0 0.4704672 0.0498175 6 0.137888092 -0.183518064
1 1.1411169 0.1208322 7 0.038923209 0.319986598
2 0.6503650 -0.1909344 8 -0.044663748 0.445831322
3 -0.1909344 -0.6503650 9 0.000783251 -1.062263759
4 -0.1208322 1.1411169 10 0.006756062 0.699503814
5 0.0498175 -0.4704672 11 -0.001523533 -0.157742432





















c(n− 2m)a(j − 1, n) (2.52)
Equation (2.52) shows that, by knowing the coefficients c(n) in Equation (2.32), it is
possible to obtain the coefficients a(j,m) at scale index j from the coefficients a(k,m)
at scale index k, k < j, by repeating the process described in Equation (2.52).
Similar to Equation (2.52), with the knowledge of the coefficients b(n) in Equation
(2.43), we can obtain the coefficients d(j,m) at scale index j from the coefficients










b(n− 2m)a(j − 1, n) (2.53)
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Technically, once the approximation coefficients at a specific scale index j have been
obtained, the two-scale relations for the scaling function and the wavelet function
in Equations (2.32) and (2.43) allow us to compute the approximation and detail
coefficients at any scale index bigger than j. This decomposition algorithm is called
the Fast Wavelet Transform (FWT).



















Since fj(t) can be expanded in terms of a(j, n) and φj,n(t) from Equation (2.29),
Equation (2.54) can be rewritten as:
a(j, n) = a˜(j + 1, n) + d˜(j + 1, n) (2.55)
where





a(j + 1, l)c(n− 2l) (2.56)





d(j + 1, l)b(n− 2l) (2.57)
Basically, Equation (2.55) indicates that, at the scale index j, the approximation
coefficients can be reconstructed in terms of the combination of approximation and
detail coefficients at the scale index j + 1. This reconstruction algorithm is called
the Inverse Fast Wavelet Transform (IFWT).
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In order to interpret the FWT and the IFWT from a digital filtering point of







; h˜0(n) = h0(−n); h˜1(n) = h1(−n) (2.58)








a(j − 1,m)h˜1(2n−m) (2.60)
Equation (2.59) suggests that a(j, n) is obtained from the convolution of a(j − 1,m)
with the sequence h˜0(k) and by retaining only the even indexed samples. It means
passing a(j − 1,m) through a digital filter H˜0 with impulse response h˜0(k), followed
by down-sampling by a factor of 2. Similarly, Equation (2.60) indicates that d(j, n)
is obtained by the convolution of a(j − 1,m) with a digital filter H˜1 with impulse
response h˜1(k) and down-sampling by a factor of 2.
By using Equation (2.58), Equations (2.56) and (2.57) can be written as
a˜(j + 1, n) =
∑
l∈Z
a(j + 1, l)h0(n− 2l) (2.61)
d˜(j + 1, n) =
∑
l∈Z
d(j + 1, l)h1(n− 2l) (2.62)
Equations (2.61) and (2.62) can be interpreted as inserting zeros between adjacent
samples of the sequences a(j + 1, l) and d(j + 1, l), i.e. up-sampling, and filtering
the resulting sequences with the filters H0 and H1 with impulse responses h0(k) and
h1(k), respectively. Therefore, the reconstructed approximation coefficients a(j, n)
can be obtained by the sum of two resulting sequences a˜(j + 1, l) and d˜(j + 1, l) in
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Figure 2.5: The Fast Wavelet Transform and Inverse Fast Wavelet Transform
from a digital filter point of view.
Equations (2.61) and (2.62). Figure 2.5 shows the implementations of FWT and
IFWT, the general structure of decomposition and reconstruction in terms of the
analysis filter bank H˜0 and H˜1 in Equations (2.59) and (2.60) and the synthesis filter
bank H0 and H1 in Equations (2.61) and (2.62).
2.4.5 Sub-band Coding
Multiresolution signal analysis always starts with the approximation of continuous
functions or signals. In real life applications, however, only sampled values of signals,
measured at a given time interval ∆t, are available. Then it is not possible to
accurately compute such approximation coefficients of discrete signals. In short, one
might wonder how the set of approximation coefficients is evaluated from the discrete
signals so that it can be used in the multiresolution analysis. In practice, since
the scaling function acts as the “Dirac Delta Function” for a small scale index and
convolving a continuous function f(t) with the time-delayed Dirac Delta Function
is equal to time-delay f(t) by the same amount, the approximation coefficients at
that scale index can be considered simply a sampling of f(t). If the sampling of































































Figure 2.6: Schematic diagram of the Discrete Wavelet Transform or the
FWT at level 3.
f(t) is above the Nyquist rate, the samples can be considered the approximation
coefficients at a certain scale index, implying no detail coefficients are necessary at
that scale index. For example, if a signal is defined in the time interval 0 ≤ t < 1 sec,
and sampled at 1
210
, the samples of this discrete signal can be seen as approximation
coefficients in the expansion of the original continuous signal in terms of the Baby
Scaling functions at scale index j = −10, which is the set {φ−10,k(t)}k=0,1,2,3,...,210−1.
Therefore, the Fast Wavelet Transform in Section 2.4.4 can be applied to a discrete
signal since the discrete signal can be seen as approximation coefficients at a certain
scale index. If the sampling rate of a discrete signal X[n] is known, the highest
frequency that the signal X[n] can have is determined. As shown in Figure 2.5, this
discrete signal with known sampling rate can be applied to the half band low-pass
filter H˜0 and high-pass filter H˜1, followed by down-sampling by 2. This is sometimes
called Sub-band coding, equivalent to the FWT in the wavelet literature.
As shown in Figure 2.6, the Sub-band coding algorithm supposes that the discrete
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signal X[n] to be decomposed has 2n sampling points, spanning a frequency band
from zero to the maximum frequency fmax. H˜0 and H˜1 are a low-pass and high-pass
filter, respectively. The signal X[n] is passed through the low-pass filter H˜0 and high-
pass filter H˜1, followed by down-sampling by 2. The output of the high-pass filter H˜1,
followed by down-sampling by 2, has 2n−1 samples and it can only span the frequencies
between fmax2 and fmax. These samples are called the DWT coefficients or the detail
coefficients at level 1, denoted by D1[n]. Similarly, the output of the low-pass filter H˜0,
followed by down-sampling by 2, has 2n−1 samples and only contains the frequencies
between 0 and fmax2 , representing the approximation coefficients at level 1, denoted by
A1[n]. At the next level, only approximation coefficients, A1[n], are passed through
the low-pass filter H˜0 and high-pass filter H˜1, followed by down-sampling by 2,
respectively, and detail coefficients D1[n] are simply transferred down, unchanged,
to level 2. In short, at level 2, the discrete signal X[n] can be represented with
approximation coefficients at level 2, denoted by A2[n], with 2
n−2 samples and the
frequency range [0, fmax4 ] and the DWT coefficients at level 2, denoted by D2[n], with
2n−2 samples and the frequency range [fmax4 ,
fmax
2 ], and the DWT coefficients D1[n]
with 2n−1 samples and the frequency range [fmax2 , fmax]. This operation can continue
until approximation coefficients at a certain level disappear. At the end, at level Nd,
the original discrete signal X[n] will result in the sets {ANd, DNd, DNd−1, . . . , D2, D1}
where the frequency range of ANd is [0,
fmax
2Nd
] and the frequency range of Dj for
1 ≤ j ≤ Nd is [fmax
2j
, fmax
2j−1 ]. In a more compact notation, the decomposition signal
at level Nd can be expressed as the set {W iw,Nd}i=1,2,...,Nd+1, where the subscript w
indicates the DWT or FWT. For example, the set {A3, D3, D2, D1} will be the same
as the set {W 1w,3,W 2w,3,W 3w,3,W 4w,3}.
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Figure 2.7: Schematic diagram of the Discrete Wavelet Packet Transform
at level 3
2.5 The Discrete Wavelet Packet Transform
The Discrete Wavelet Packet Transform (DWPT) can be seen as a generalization of
the Discrete Wavelet Transform or of the Fast Wavelet Transform. The difference
between the DWT and the DWPT is that, in the DWPT decomposition, both the
approximation and detail coefficients are further decomposed at each level. This leads
to the decomposition tree structure depicted in Figure 2.7. Compare this structure
with the Discrete Wavelet Transform decomposition, shown in Figure 2.6. At each
stage in the DWT algorithm, the detail coefficients are simply transferred down,
unchanged, to the next level. However, in the DWPT algorithm, all the coefficients
at each stage are further decomposed. A new notation is introduced in Figure 2.7
to explain the processes that have been performed on each set of coefficients: the
letter A produces the approximation components of the previous set of coefficients
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by low-pass filtering with H˜0, followed by down-sampling by 2, and the letter D
indicates the detail components through high-pass filtering with H˜1, followed by
down-sampling by 2. The letter A or D are added to the left of the coefficient name to
indicate the most recent filtering procedure. For example, the original signal X[n] can
be decomposed into the set {AAA,DAA,ADA,DDA,AAD,DAD,ADD,DDD},
or {W iwp,3}i=1,2,...,8 in a more compact notation, at level 3 by the DWPT. In general,
the decomposed signals at level Nd, that is, W iwp,Nd for i = 1, 2, 3, ..., 2
Nd, where








] given that the original discrete signal X[n] has 2n samples,
spanning a frequency band from zero to the maximum frequency fmax.
2.6 Summary
In this section, let us briefly summarize the main features of wavelets and the
principal aspects of the Wavelet theory.
Due to the fact that wavelets have the property of vanishing moments and of
localization in time, wavelets are capable of representing certain functions (e.g.,
piecewise polynomials) in a sparse manner. Technically, as the Wavelet Transform
coefficients, calculated at locations where the function is smooth, will be zero, only
a few significant coefficients will be used to accurately approximate the function.
In addition, the simultaneous localization in time and frequency of wavelets makes
them potentially useful “building blocks” for non-stationary signals whose spectral
characteristics change over time.
In general, three different kinds of the Wavelet Transform can be distinguished:
the Continuous Wavelet Transform (CWT), Discrete Wavelet Transform (DWT) and
Discrete Wavelet Packet Transform (DWPT). The CWT is performed by the inner
product of a signal and Baby Wavelet functions. The resulting CWT coefficient at
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a certain set of the specific scale and translation parameter indicates a measure of
the similarity between the signal and the Baby Wavelet function with the set of the
scale and translation parameter. In terms of the DWT, the multiresolution structure
inherent to orthogonal wavelets serves two useful purposes: it can construct fast
decomposition and reconstruction algorithms, and it can analyze dynamic state of
system simultaneously at several scales selected to reflect the actual physical processes
underlying the observed behavior as closely as possible. The DWPT presents the
detailed information of a signal in the high-frequency region, thereby overcoming the
limitation that the DWT suffers from a relative low resolution in the high-frequency
region.
In this chapter, wavelet theory and its applications which are of most interest
for system identification and damage detection have been mentioned. However,
wavelet analysis has a wide range of applications such as numerical analysis, signal
analysis, control applications and audio applications. Wavelet theory can be applied
in numerical analysis for solving ordinary and partial differential equations. For
signal analysis, the WT coefficients of signals can be manipulated in many ways
to achieve some results, e.g., for compression, denoising, classification, and feature
extraction. Also, wavelet analysis can be used for the modeling and control of
the dynamical behavior of systems and the partitioning and decoupling of system





This chapter presents a review of the literature on system identification and damage
assessment in the context of the Wavelet theory. Specifically, in Section 3.1, we see
how the different types of the Wavelet Transforms, e.g., the Continuous Wavelet
Transform and the Discrete Wavelet Transform, have been used in the identification
of linear time-invariant and time-varying systems as well as nonlinear systems. In
Section 3.2, we see studies done on damage detection methods based on the Wavelet
theory only and on combinations of that theory and other methodologies (e.g., Hilbert
Transform and neural networks).
3.1 Literature Review of System Identification
Recently, wavelet theory has emerged as a powerful tool that allows researchers to
analyze temporal variations in the frequency content of vibration signals. It was
Newland [70, 71, 72] who first saw the potential in the Wavelet Transform and
introduced wavelet functions to vibration analysis. Zeldin and Spanos [122] then
applied the Wavelet theory to random field synthesis. Basu and Gupta analyzed the
non-stationary seismic responses of dynamical linear [5, 6] and non-linear systems
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[7, 8] by using wavelet functions. Also, Chatterjee and Basu [14] used wavelet
functions to investigate the dynamic seismic responses of soil-structure interaction
systems.
A commonly adopted approach to the identification of a structural system is
through modal analysis. Identification of the modal characteristics of a structure can
be carried out either by time-domain or frequency-domain methods, and quite recently,
methods that merge the two domains have been developed and used for identification
purposes. Among them, wavelet analysis has been extensively studied in the last
decade, with applications to linear and non-linear systems thanks to its capability of
retaining local frequency content information and its variation with time, together
with the advantage of flexible windowing over short-time Fourier Transform (STFT).
In problems related to system identification, the use of the Wavelet Transform is
particularly advantageous. The properties of frequency localization, for example, can
be useful in detecting and separating individual vibration modes of multi-degree-of
freedom (MDOF) linear systems. During the process of identification, the property
of multiresolution analysis in the Discrete Wavelet Transform can filter out the
measurement noise from the system response without the use of additional filters.
Furthermore, the coefficients of the Wavelet Transform can be associated directly
with the system parameters.
There are two approaches to system identification based on the Wavelet theory:
the Continuous Wavelet Transform (CWT)-based approach and the Discrete Wavelet
Transform (DWT)-based approach. CWT-based approaches are related to the “ridges”
and “skeletons” in the modulus of the CWT. The modulus (absolute value) of the
CWT of a signal, namely the scalogram, indicates the energy density distribution of
the signal over the wavelet (time-scale) domain. From the scalogram, the ridge of
the CWT of the signal can be extracted for each time by finding the scale parameter
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where the scalogram is a local maximum. The coefficient of the CWT along the
ridge is known as the skeleton of the CWT or the wavelet skeleton. At that ridge,
the real and imaginary components of the skeleton can approximate the signal and
its Hilbert Transform (HT). In short, the concepts of ridges and skeletons can be
used to estimate the instantaneous frequencies and amplitude envelopes of the free
vibration response of the system. For linear systems, each ridge is a straight line, and
the corresponding instantaneous frequency can be regarded as the natural frequency.
Initially, it was the CWT-based approaches that were utilized to identify linear
systems. Ruzzene et al. [86] and Staszewski [95] developed such approaches based on
the ridge and skeleton of the CWT by using the Morlet wavelet function to identify
the natural frequencies and damping ratios of a structural system by considering its
impulse response. More specifically, Ruzzene et al. [86] demonstrated that when high
damping was present in a system, the HT-based approach produced more errors in
estimating the envelope and the instantaneous frequency. A consistent improvement
can be achieved when the CWT-based approach was used, rather than the HT,
to approximate the envelope signal and its instantaneous frequency while seeking
to identify modal parameters. Staszewski [95] showed that the CWT approach
can be employed to identify the damping ratios and natural frequencies of MDOF
systems having either close or well-separated vibrational modes. This was done
by decoupling the impulse response of MDOF systems into the time-scale domain
and then identifying each damping ratio for each decoupled signal; such identified
damping ratios were shown to be quite accurate.
Gouttebroze et al. [30] went on to develop a CWT approach to the identification
of the damping ratios of closely spaced mode systems, an approach that used a
modified Morlet wavelet function and showed much better resolution than the CWT
approach developed by Staszewski [95]. Lardies et al. [49] applied the approach in
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[30] to the ambient vibration measurements of a tower excited by wind in order to
identify damping ratios, while Slacvic et al. [92] used a CWT approach based on
the Gabor wavelet function to estimate damping ratios. The authors of [30, 49, 95]
applied their identification methods to proportionally damped MDOF systems, but
made no attempt to identify the mode shapes. Argoul and Le [4], however, presented
a method based on the Cauchy wavelet function to identify natural frequencies and
damping ratios, as well as the mode shapes of viscous damped MDOF systems.
The accuracy of identified modal parameters depends on how well ridges in the
wavelet domain are extracted. In fact, the essence of ridge extraction can be seen as
a way to isolate single modes of vibration; the identification procedure is then easier,
because it is performed separately on the amplitude and phase of one component of
the measured signal as it is for single-degree-of-freedom (SDOF) systems. There are
different algorithms for ridge extraction. It was proved by Tchamitchian et al. [104]
that the way of ridge extraction based on the phase function of the CWT was more
accurate than that on the modulus of the CWT.
An extension toward application of the CWT to the identification of time-varying
systems or non-linear systems was suggested by Ruzzene et al. [86], Yan and
Miyamoto [115], and Staszewski [97]. In [86, 115], it was demonstrated that the
CWT approach using the Morlet wavelet function performed better than the HT or
Hilbert-Huang Transform (HHT) in estimating the modal parameters. Staszewski
[97] showed two simulated examples with the Morlet wavelet function. The first
investigated a SDOF system with Coulomb friction and cubic stiffness nonlinearities,
while the second was a 2DOF system with cubic stiffness nonlinearities: such
nonlinearities were identified but not quantified.
Other research work aimed at identifying nonlinear systems by using the CWT
can be found in Kijewski and Kareem [47], Argoul and Le [4], Garibaldi et al. [26],
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Lenaerts et al. [53], and Ta and Lardies [50, 103]. Kijewski and Kareem [47] presented
guidelines for selection of the central frequency of the Morlet wavelet function and
its use in modal separation; they also developed a padding scheme to account for
end effects. In [4], Argoul and Le investigated acceleration responses of a clamped
beam by using the Cauchy wavelet function. They proposed four instantaneous
indicators to characterize nonlinear structures on the basis of their transient responses.
Garibaldi et al. [26] identified only nonlinear damping mechanisms based on the
CWT, while Lenaerts et al. [53] identified a nonlinear system with its free response
by using a method based on the CWT and another method using the restoring force
surface. Lardies and Ta [50] used the modified Morlet wavelet function to analyze the
case of nonlinear damping by using one method based on cross-sections of the CWT
and another method based on ridges and skeletons. They concluded that the method
based on ridges and skeletons was the preferable one when there was measurement
noise in the data. In another paper [103], Ta and Lardies took a close look at systems
having the polynomial type of nonlinearity on damping and stiffness. They showed
the application of the procedure on systems having symmetric polynomial sort of
stiffness nonlinearities.
DWT-based approaches, also based on the Wavelet Transform, can be used
to identify the modal parameters of systems. For linear time-invariant systems,
Robertson et al. [84, 85] presented a DWT-based approach to extract impulse
response functions from the measured inputs and responses of linear dynamic systems.
They then used this approach, along with the Eigensystem Realization Method, to
estimate the damping parameters and mode shapes of a system subjected to various
excitations. Similar to the logarithmic decrement formula for free vibration of a
SDOF system, Lamarque et al. [48] introduced a logarithmic decrement formula
having the CWT coefficients. They were able to derive a discrete wavelet-logarithmic
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decrement formula using the approximation coefficients of the DWT to estimate the
damping of MDOF systems. Also, Hans et al. [33] used the method shown in [48]
to estimate the damping of a building subjected to harmonic and shock excitations.
Huang et al. [41] combined the concept of multiresolution analysis in the DWT
with the discrete equation (Leuridan [54]) that closely resembled the time-series
AutoRegressive with eXternal input (ARX) model, in order to estimate such modal
parameters as natural frequencies, damping ratios, and mode shapes of structures.
Additionally, DWT-based approaches for the identification of linear time-varying
and nonlinear systems were suggested by Ghanem and Romeo [27, 28], Chen et al.
[16], and Pawlak and Hasiewicz [78]. In [27], Ghanem and Romeo represented the
equation of motion in terms of wavelets and by using Daubechies wavelet functions,
were able to solve the inverse problem of time-varying systems and thereby obtain the
structural parameters. The method proved to be accurate for both free and forced
vibration responses. They also arrived at an accurate estimation of the damping and
stiffness parameters of a simple linear time-invariant system. In another paper [28],
Ghanem and Romeo developed a formulation for nonlinear systems. Chen et al. [16]
developed an approach based on the DWT by using the Haar wavelet function to
identify linear time-varying systems. Similarly, Pawlak and Hasiewicz [78] applied
the multiresolution analysis of the Haar wavelet function to the construction of
nonparametric identification techniques of nonlinear systems.
3.2 Literature Review of Damage Detection
Although for the most part damage-detection algorithms [23, 79, 81] have focused
on modal analysis of response signals in the time domain by extracting frequency
and mode shape information, in recent years we have seen a rapid growth in the
application of algorithms based on the Wavelet theory to damage assessment.
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Early damage detection analyses employing wavelets were conducted by Surace
and Ruotolo [102], Wang and McFadden [108], and Staszewski and Tomlinson [96].
More specifically, Surace and Ruotolo [102] used the Wavelet Transform to show
how the simulated vibration response signal of a cracked beam can be used to detect
the presence of cracks. Wang and McFadden [108] used the Wavelet Transform to
analyze actual gearbox vibration signals in the time domain and thereby find their
local features. It was shown that the gear damage could be correlated to features in
the wavelet domain. Also, Staszewski and Tomlinson [96] used visual inspection of
the modulus and phase of the Wavelet Transform to detect the fault in a spur gear.
The studies in [102, 108, 96] were all based on the Wavelet Transform in the time
domain. An application of the Wavelet theory in the space domain to the detection of
cracks in structures was proposed by Liew and Wang [55], Wang and Deng [107], and
Quek et al. [80]. Technically speaking, instead of working in the time domain, these
approaches based on the wavelets in the space domain replaced the time variable
with a spatial coordinate so as to investigate a signal in the space domain. Liew and
Wang [55] were able to scrutinize the Wavelet Transform along the length of the
beam by obtaining the numerical solution for the deflection of the beam. In order to
locate the crack from the coefficients of the Wavelet Transform, they used an initial
displacement that oscillated rapidly along the length of the beam to excite the beam.
Wang and Deng [107] discussed the feasibility of the DWT of spatially distributed
structural response measurements. They found that the presence of a crack can be
detected by observing sudden changes in the spatial variation of the decomposed
response. However, no discussion on how to quantify damage extent was provided.
As for Quek et al. [80], by using Haar and Gabor wavelet functions, they were able
to show how the sensitivity of a wavelet approach can be used to detect cracks in
beam structures. Also investigated were the effects of such crack characteristics as
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length, orientation, width of slit, and boundary conditions.
As mentioned above, while much research has been conducted on the damage
detection of beams by using wavelets, very few studies have been carried out on how
to estimate the severity of the damage. Hong et al. [38], however, were able to develop
a consistent mathematical framework for the wavelet analysis of damaged beams.
They showed by utilizing the Mexican hat wavelet function that the singularity of
the vibration modes can be described in terms of Lipschitz regularity, a concept also
encountered in the theory of differential equations, and that the magnitude of the
Lipschitz exponent can be employed as a useful indicator of damage extent. More
specifically, they found that the Lipschitz exponent became smaller as the damage
grew more severe.
Following up on the assumption that a change in structural stiffness introduces a
discontinuity or singularity in the response signal in the time domain, Al-khalidy
et al. [2] used the Wavelet Transform to detect the fatigue damage in structures,
modeling that damage as a random impulse in the input signal. Hou et al. [40]
showed that structural damage can be identified by details at level 1 from the DWT
of the response signal, with the spike at the details at level 1 indicating the instant
in time at which damage occurs. Hera et al. [36] applied the DWT approach to the
FEM model of the ASCE Structural Health Monitoring Benchmark Study. They
found, similar to [40], that the time when the damage occurs can be detected by
looking at the spike of the details at level 1 from the DWT, while the damage location
can be identified by looking at patterns in the spatial distribution of spike; in other
words, the distribution of spikes in the response signals was found to be related to
how close the response signals were to the damage location.
Although stand-alone CWT- or DWT-based approaches have been shown to be
beneficial for damage assessment, more recently wavelet analysis has been extended to
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the Discrete Wavelet Packet Transform (DWPT)-based approaches and to approaches
incorporating the WTs with other methodologies – e.g., statistical theory, the HT,
HHT, Empirical Mode Decomposition(EMD), and neural networks–to arrive at a
more effective algorithm for damage detection by bringing forth the strengths of
each application.
Nikolaou and Antoniadis [74] used the Discrete Wavelet Packet Transform
(DWPT), instead of the DWT, to detect faults by analyzing vibration signals
coming from bearings having localized defects. Yan et al. [116] used the DWPT
and its energy analysis to detect structural cracks via an FE dynamic model of a
honeycomb sandwich plate. Basically, the energy of the response of cracked struc-
tures, as compared to that of the response of the intact structure in some special
frequency bands, exhibited some remarkable differences, since the structural damage
suppressed or enhanced some components of response in special frequency bands.
In other words, these researchers found that the energies of the various Discrete
Wavelet Packet Transform Components (DWPTC) yielded ample information on
structural damage, and that the energy variation of one or several components can
indicate a special status of structural damage; therefore, the index extracted from
the Discrete Wavelet Packet Transform Component Energy (DWPTCE) can be
utilized to reveal the special characteristics of a damage case. Moreover, Law et al.
[51] presented a DWPT sensitivity-based method to detect damage in a structure.
Measured response signals from a structure were first decomposed into the DWPTCs.
Then components that contained much of the structural system information were
identified, and their energy and first-order sensitivity to local damage were computed.
In short, the sensitivity of the DWPTCE with respect to local change in the system
parameters was derived analytically to detect damage in structures.
A combination of the DWPT and the neural network (NN) approaches to damage
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diagnosis was utilized by Yen and Lin [119], Sun and Chang [100], and Yam et
al. [114]. Sun and Chang [100] combined the DWPT and neural-network models
to assess structural damage. First, the energies of the DWPTCs were calculated,
then those that were both significant in value and sensitive to change in structural
rigidity were selected as damage indices and were employed as inputs into the NN
models. The numerical simulations were conducted by using a three-span continuous
bridge under impact excitation. It was concluded that the DWPTCE was a sensitive
condition index for structural damage assessment, and that this index was sensitive
to changes in structural rigidity but insensitive to measurement noise. Yam et al.
[114] also presented an approach based on the DWPT and neural networks. They
constructed a non-dimensional damage feature proxy vector to be used in detecting
damage in composite structures. The damage feature proxy vector was calculated
based on energy variation in the DWPTCs of the structural response before and
after the occurrence of damage, and neural networks were used to establish the
mapping relationship between the damage feature proxy and damage status (i.e.,
damage location and severity). This approach required accurate model information
for both the healthy and the damaged conditions in order to train the neural networks;
that proved to be difficult and challenging in practice, especially for complicated
structures.
The feasiblilty of damage assessment based on statistical analysis combined
with the DWPT was shown by both Sun and Chang [101] and Han et al. [32]. In
[101], Sun and Chang proposed for damage-detection purposes a statistical pattern
classification method based on the DWPT. The DWPTCEs of the acceleration signals
of a structure, excited by a pulse load, were calculated and sorted according to their
magnitudes. Components having only slight signal energy were discarded, since they
were easily contaminated by measurement noise. The remaining dominant energies
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were defined as constituting the Wavelet Packet Signature (WPS). Two damage
indicators were then formulated, based on the WPS. Basically, these two indicators
quantified the deviations of the WPSs from the baseline reference. The statistical
control process was used to determine the threshold value for the damage indicators
and to monitor any changes in them. Any indicator that exceeded the threshold
would set off a damage alarm. Furthermore, Han et al. [32] proposed a damage
detection index, called the Discrete Wavelet Packet Energy Rate Index (DWPERI),
for use in detecting damage in beam structures. To establish threshold values for
damage indexes or DWPERIs, they constructed X-bar control charts, which use
the probabilistic control limits based on the estimate of the process mean, and set
one-sided confidence limits as damage-alarming thresholds. The proposed approach
was applied across three damage scenarios in the laboratory to a simulated simply
supported beam and to steel beams. Both the simulated and the experimental
studies showed that the DWPT-based energy rate index was a good candidate index,
sensitive to local structural damage.
Prominent among the researchers who have sought to achieve enhanced algorithms
for damage assessment by combining the Wavelet theory with some other signal
processing technique (e.g., the HT, HHT, or EMD) are Shinde and Hou [91], Hou et
al. [39], and Chen et al. [15].
Shinde and Hou [91] incorporated a DWPT-based sifting process into the Hilbert
Transform to achieve structural health monitoring, through their new technique
called the improved shifting process. Both the energy entropy and the Shannon
entropy were used as sifting criteria. The dominant components of the DWPT
of a signal were sifted out based on the percentage contribution of entropy of an
individual component, to the total one of the signal. The dominant component of
the signal drawn from the DWPT-based sifting process had a quite simple frequency
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characteristics and was suitable for use with the HT. The instantaneous frequency of
the component was obtained from the phase curve of the component’s HT. Since, for
an undamaged structure, the associated instantaneous frequency was time-invariant,
any reduction in the instantaneous frequency could be used as an indicator of
structural damage. The viability of the proposed sifting process, used both for
detecting abrupt loss of structural stiffness and for monitoring development of
progressive stiffness degradation, was demonstrated by means of two case studies.
Furthermore, Hou et al. [39] applied this improved shifting process in [91] to the
structural health monitoring of earthquake-excited structures; they used the concept
of the confidence index (CI) to validate the results obtained for normalized mode
shapes.
Chen et al. [15] introduced an improved Hilbert-Huang Transform (HHT) to
detect crack damage in a cantilever composite wingbox. The improved HHT was
composed of the HHT with the DWPT and a simple but effective method of selecting
intrinsic mode function (IMF). First a signal was decomposed into its DWPTCs.
These were then further decomposed by the EMD into multiple IMF components.
The IMF selection criterion was then applied to eliminate the unrelated IMF compo-
nents. The retained components were transformed by using the HHT to obtain the
instantaneous energy of all the sub-signals. These researchers found, by comparing
the instantaneous energy corresponding to the IMFs of an intact wingbox with that
of a damaged one, that some instantaneous energy was obviously changed. Based on
this fact, they defined the variation quantity of instantaneous energy as a feature
index vector, and showed that this vector was sensitive to even very slight damage.
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3.3 Conclusion
Numerous researchers have demonstrated how beneficially multiple formulations of the
Wavelet theory can be utilized to achieve system identification and damage detection
for Structural Health Monitoring (SHM), thereby overcoming the limitations of other
signal processing techniques in structural dynamics. A substantial amount of research
conducted over the last decade has indisputably shown that the Wavelet theory can
be used to achieve satisfactory system identification and damage detection.
This chapter has provided the reader with a comprehensive review of literature
on the Wavelet theory in its relation to system identification and damage detection.
A brief description of each issue was presented to show the various ways in which
the Wavelet theory has been applied to solve the typical problems associated with
system identification and damage detection. This review has classified into various
system types the WTs (e.g., the CWT, and DWT) used in system identification,
and has taken the reader across the whole range of applications of the WTs to the
damage diagnosis of structures of different scales ranging from relatively small (e.g.,
gear boxes) to notably large (e.g., buildings and bridges).
Furthermore, this chapter has scrutinized the various features of the Wavelet
theory and has shown how researchers have utilized these features to achieve system
identification and damage detection. Stand-alone wavelet-based methods have shown
themselves to be efficient ways at performing system identification and damage
detection, and it has become obivious that, under different performance environments,
better results were obtained when the Wavelet theory was combined with some other
signal processing techniques, neural networks, statistical theory, or any other, thereby
overcoming the difficulties and inherent limitations of each individual application.
Although much research has been done in this area, there is still a significant need
for further study for the Wavelet theory to be utilized as a widespread method of
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This chapter describes the formulations of (1) the proposed Wavelet Energy-based
system identification method for identifying the physical parameters of a structural
system, and of (2) the proposed EMD-based Wavelet damage detection method for
detecting damage that has occurred in a structural system. In Section 4.1, dealing
with parametric system identification, we first convert the equations of motion in the
time domain into those in the wavelet domain by using the connection coefficients of
the scaling function. Next, we introduce the concept of energy of the components
(sub-signals) in terms of the Discrete Wavelet Transform and of the Discrete Wavelet
Packet Transform in order to define the dominant sets, and construct the equations
of motion in the wavelet domain accounting for the dominant sets. Finally, the
physical parameters, identified by repeating the least square error minimization
method over the dominant sets, are shown to converge to the correct ones. In Section
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4.2, an introduction to Empirical Mode Decomposition is provided, and the role it
plays in the proposed EMD-based Wavelet damage detection method—to identify
the presence of damage and the time of its occurrence— is explained.
4.1 Wavelet Energy-based System Identification
In general, two issues arise when one is identifying physical parameters such as
mass, damping, and stiffness from the equations of motion of a dynamic system.
One issue is associated with the fact that, in most dynamic analyses, measured
responses come in the form of acceleration time-histories, and thus the corresponding
velocity and displacement time-histories have to be derived from the acceleration
time-histories through integration. It is not an easy task to retrieve the velocity and
displacement time-histories from the acceleration ones, since the degree of accuracy
of the integrated signal depends on factors such as sampling rate, frequency content,
and nature of the signal. The other issue is represented by the way that input data
(e.g., accelerations, velocities, displacements, and excitations) can be manipulated
without losing important information about the system.
This section reveals how (1) the scaling function plays a key role in deriving
the velocity and displacement time-histories from the given acceleration ones; (2)
the full set of the Wavelet Components (i.e., sub-signals derived from the DWT
and the DWPT), representing the acceleration time-histories, can be transformed
into a reduced representation set of energy features of the Wavelet Components
by defining dominant sets based on the distribution of the relative energies of the
Wavelet Components; and (3) the best estimates of the physical parameters can be
obtained by performing the least square error minimization method just using the
dominant sets.
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4.1.1 The Equation of Motion in terms of the Scaling Function
The differential equations governing the motion of an N -DOF linear system can be
expressed as:
Mx¨(t) + Cx˙(t) + Kx(t) = f(t) (4.1)
where M, C and K are the N×N mass, damping, and stiffness matrices, respectively;
x¨(t), x˙(t), x(t), and f(t) are the length-N vectors of acceleration x¨h(t), velocity
x˙h(t), displacement xh(t), and external force fh(t) time-histories at the h
th degree-
of-freedom (for 1 ≤ h ≤ N), respectively.
With a given mother scaling function φ(t) and the corresponding wavelet function
ψ(t) in Daubechies’ wavelet system, the acceleration x¨h(t) and the excitation fh(t)
time-histories, containing n + 1 data points (coefficients), can be represented in
terms of the scaling functions φj,k(t) and the corresponding coefficients ah(j, k) and
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For the purpose of simplicity, let us assume that the scale index j of both x¨h(t) and









Mathematically speaking, x˙h(t) and xh(t) can be obtained by integrating x¨h(t)
























































By multiplying x˙h(t) and xh(t) shown in Equations (4.12-13) by φ0,l(t), and taking
the integral from -infinity to +infinity, respectively, x˙h(t) and xh(t) can be represented
































When we take an overview of Equations (4.6-7) and (4.16-17), it appears that the
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equations of motion in the time domain seen in Equation (4.1) can be transformed
into those in terms of the scaling functions φ0,l(t) and the corresponding coefficients
ah(0, l), vh(0, l), dh(0, l), and ph(0, l). Such a transformation in terms of the scaling
functions and the corresponding coefficients can be expressed, in a compact form,
only with the coefficients as follows:












































are rectangular matrices, of dimension N × (n+ 1).
4.1.2 Connection Coefficients
In the previous section, we have obtained the equations of motion seen in Equations
(4.20-24) in terms of the known ah(0, l) and ph(0, l) and the unknown vh(0, l) and
dh(0, l) (l = 0, 1, 2, ..., n). In addition, it follows from Equations (4.18-19) that the
unknown vh(0, l) and dh(0, l) can be computed from the given scaling function φ0,l(t),
from their integrations In{φ0,k(t)} for n = 1, 2 and from the known ah(0, k).
By definition, the connection coefficients [121] are integrals, with the integrands
being the products of the wavelet functions or the scaling functions and their
derivatives or integrals. More specifically, we denote with Γl−k0 and Ω
l−k
0 , the
integrals of the product of the scaling function φ0,l(t) (l = 0, 1, 2, ..., n) with the
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first integral I1{φ0,k(t)}, defined in Equation (4.18), and with the second integral















The coefficients Γl−k0 and Ω
l−k
0 are called the “fundamental connection coefficients”
for the first and second integration with respect to l−k, respectively. For the purpose









As shown in Section 2.4.3, the Daubechies wavelet system, also sometimes
referred to as the dbN wavelet system, is governed by a set of L = 2N coefficients
{c(k) : k = 0, 1, 2, ..., L− 1} and a set of {b(k) : k = 0, 1, 2, ..., L− 1}. Thus, Property
1 of the scaling function φ(t) = φ0,0(t), in Equation (2.22), and the two-scale relation









Before computing Γq0 and Ω
q
0 in Equations (4.27-28), let us examine the physical
meaning of the integrals I1{φ0,0(t)} and I2{φ0,0(t)}. From Equation (4.29), it is
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possible to see that:
I1{φ0,0(t)} =

0 t ≤ 0
I1{φ0,0(t)} 0 < t < (L− 1)




0 t ≤ 0
I2{φ0,0(t)} 0 < t < (L− 1)
t+ I2{φ0,0(L− 1)} − (L− 1) t ≥ (L− 1)
(4.32)
We deduce from Equations (4.31-32) that I1{φ0,0(t)} and I2{φ0,0(t)} for 0 < t <
(L− 1) cannot be explicitly expressed, since the scaling function φ(t) = φ0,0(t) for
0 < t < (L− 1) has no explicit form. And yet I1{φ0,0(t)} is zero for t ≤ 0 and one
for t ≥ L − 1, while I2{φ0,0(t)} is zero for t ≤ 0 and a linear function with slope
equal to one for t ≥ L− 1.
From Equations (4.27-28), it can be seen that Γq0 and Ω
q
0 are functions of q, and
q enables the supports of φ0,q(t) to move over time, while the supports of In{φ0,0(t)}
for n = 1, 2 are fixed over time. Figure 4.1 shows, depending on q, the locations of
φ0,q(t), with support q ≤ t ≤ q +L− 1, and of In{φ0,0(t)} for n = 1, 2, with support
0 ≤ t <∞, as well as the corresponding overlapped intervals between the supports
of φ0,q(t) and the supports of In{φ0,0(t)} for n = 1, 2 with respect to time.
Technically, since the interval of integration (−∞,∞) for modifying or calculating
Γq0 and Ω
q
0 in Equations (4.27-28) can be replaced by the overlapped interval between
φ0,q(t) and In{φ0,0(t)} for n = 1, 2, the value of q, indicating the location of φ0,q(t)
in time, can be taken into consideration under the following four conditions: q ≤
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Figure 4.1: In terms of time, locations of the supports of φ0,q(t) for (a)
q ≤ −(L− 1), (b) −(L− 1) < q < 0, (c) 0 ≤ q < (L− 1), and (d) q ≥ (L− 1),
and the fixed location of the supports of In{φ0,0(t)} for n = 1, 2.
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−(L− 1); −(L− 1) < q < 0; 0 ≤ q < (L− 1); and q ≥ (L− 1).
In the first condition q ≤ −(L − 1), as shown in Figure 4.1(a), Γq0 and Ωq0 in
Equations (4.27-28) are zero, since In{φ0,0(t)} for n = 1, 2 have no overlap with
φ0,q(t) = φ(t− q).
In the second condition −(L−1) < q < 0, as shown in Figure 4.1(b), it is difficult
to develop or modify the integrals in Equations (4.27-28), since these In{φ0,0(t)}
for n = 1, 2 have partial overlapping (0 ≤ t ≤ q + L − 1) with φ0,q(t), and since
In{φ0,0(t)} for n = 1, 2, and φ0,q(t) are unknown functions even for the partial















In the third condition 0 ≤ q < (L − 1), as shown in Figure 4.1(c), clearly, the
overlapped interval can be q ≤ t ≤ q+L− 1 — that is, the support of φ0,q(t)— since
the supports of In{φ0,0(t)} for n = 1, 2 entirely include the support of φ0,q(t). In
addition, Equations (4.31-32) allow us to modify Γq0 and Ω
q
0 by performing integration


























































= I2{φ(q + L− 1)}I1{φ(L− 1)} − I2{φ(q)}I1{φ(0)}
−
(














Note that in Equation (4.36), I2{φ(q + L− 1)} − I2{φ(L− 1)} is equal to q, since
I2{φ(t)} is the linear function with slope equal to one for t ≥ L− 1 from Equation
(4.32). Clearly, Equations (4.35-36) present the relationships between Γq0 and Ω
q
0 for
0 < q < (L− 1), and Γq0 and Ωq0 for −(L− 1) < q < 0. In short, once the Γq0 and the
Ωq0 for 0 < q < (L− 1) have been computed, the Γq0 and the Ωq0 for −(L− 1) < q < 0
(i.e., the second condition) in Equations (4.33-34) can be obtained from Equations
(4.35-36).
In the fourth and final condition q ≥ (L− 1), as shown in Figure 4.1(d), where
the overlapped interval is q ≤ t ≤ q + L − 1, and for the interval, I1{φ0,0(t)}
can be 1, and I2{φ0,0(t)} can be t + I2{φ0,0(L − 1)} − (L − 1) from Equations
(4.31-32). Thus, Γq0 and Ω
q
0 can be computed by inserting I1{φ0,0(t)} = 1 and
I2{φ0,0(t)} = t + I2{φ0,0(L − 1)} − (L − 1) directly into Γq0 and Ωq0 in Equations
(4.27-28), respectively, as follows:























































































I2{φ(L− 1)} − L+ 1
)
= q (4.38)
When looked at the previous operations as a whole, the above results present
the following relations of Γq0 and Ω
q
0, depending on q, in terms of the dbN scaling
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function φ(t) with the support of 0 ≤ t ≤ L− 1:
Γq0 =

0 q ≤ −(L− 1)
Γq0 −(L− 1) < q < 0
1− Γ−q0 0 ≤ q < L− 1




0 q ≤ −(L− 1)
Ωq0 −(L− 1) < q < 0
q + Ω−q0 0 ≤ q < L− 1
q q ≥ L− 1
(4.40)
We deduce from Equations (4.39-40) that all the values of Γq0 and Ω
q
0 for −∞ < q <∞
can be obtained, provided that Γq0 and Ω
q
0 for 0 ≤ q < L− 1 are calculated.
In order to determine the values of Γq0 and Ω
q
0 for 0 ≤ q < L− 1, let us insert the
two-scale relation for the scaling function φ(t) in Equation (4.30), into Equations
(4.14-15), and then expand the definition of I1{φ(t)} as follows:









































Equations (4.41-42) are called the “two-scale relations” for In{φ(t)} for n = 1, 2,
which are analogous to the two-scale relation for φ(t) seen in Equation (4.30).
Applying the two-scale relations for φ(t), I1{φ(t)} and I2{φ(t)}, in Equations
(4.30), and (4.41-42) to Equations (4.27-28), we can obtain, respectively, the following
expressions:












































































































Keeping Equation (4.39) in mind, let us substitute q = 0, 1, 2, . . . , L − 2 into
Equation (4.43) so as to obtain the following linear system of equations for the
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coefficients Γq0 for 0 ≤ q < L− 1:
A0,0 A0,1 . . . A0,n . . . A0,L−2













































































0 · · · ΓL−20
}T
(4.48)
where δm,n is the Kronecker delta. The vector Γ can be calculated by solving the
linear system seen in Equation (4.45).
Furthermore, by following a procedure similiar to the one just presented for Γ, it
is possible to obtain the following linear system of equations for the unknown vector
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Ω from Equation (4.44):

C0,0 C0,1 . . . C0,n . . . C0,L−2













































































0 · · · ΩL−20
}T
(4.52)
Once the Γq0 and the Ω
q
0 for −∞ < q <∞ have been obtained from Equations
(4.39) and (4.48), and from Equations (4.40) and (4.52), respectively, we can proceed
to obtain the time-history of x˙h(t) and of xh(t) from the time-history of the known
x¨h(t). In fact, based on Equations (4.18-19), and (4.25-26), vh(0, l) and dh(0, l) can
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(a) Input force and acceleration time histories
































(c) Real (exact) and obtained displacement time histories
(b) Real (exact) and obtained velocity time histories
Figure 4.2: (a) Exact acceleration x¨e(t)(m/s
2) time-history of a SDOF,
subjected to the random excitation f(t)(N) time-history; (b) comparison of
the exact velocity x˙e(t)(m/s) time-history to the obtained velocity x˙c(t)(m/s)
time-history; and (c) comparison of the exact displacement xe(t)(m) time-
history to the obtained displacement xc(t)(m) time-history.
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As a consequence, x˙h(t) and xh(t) can be expressed in terms of ah(0, k), Γ
l−k
0 and

















In order to arrive at an example that summarizes the entire process, let us
consider a single-degree-of-freedom (SDOF) system, characterized by a mass equal to
1kg, a damping coefficient equal to 1Ns/m, and a stiffness of 100N/m. This system
is subjected to a random force (white noise) f(t) with zero mean and 1N standard
deviation, whose amplitude is equal to 4.09N . Figure 4.2 shows the time-histories of
the applied input force f(t) and of the structural acceleration x¨e(t), as well as the
comparisons of the exact solutions of the velocity x˙e(t) and the displacement xe(t)
time-histories to the counterparts x˙c(t) and xc(t), obtained from x¨e(t) in terms of
the db6 scaling function. It seems that we can infer from Figures 4.2 (b-c) that x˙c(t)
and xc(t) are quite close to the correct x˙e(t) and xe(t), respectively. Numerically,
the Root-Mean-Squares of the errors between x˙c(t) and x˙e(t) and between xc(t) and
xe(t) are 5.4477e
−4(m/s) and 3.957e−5(m), respectively.
4. Wavelet Energy-based System Identification and EMD-based Wavelet
Damage Detection 81
In conclusion, when one knows the ah(0, k) of x¨h(t) and the Γ
q
0 and the Ω
q
0 for
a given φ(t), the vh(0, l) and the dh(0, l) of x˙h(t) and xh(t) can be obtained via a
linear combination of ah(0, k) with Γ
q
0 and with Ω
q
0, respectively.
4.1.3 Definition of Dominant Set
This section shows that the equations of motion seen in Equations (4.20-24) can be
decomposed by using either the Discrete Wavelet Transform (DWT) or the Discrete
Wavelet Packet Transform (DWPT). The dominant set can be defined based on the
distribution of the relative energies of the Wavelet Components (WCs); i.e., the
Wavelet Transform Components or the Wavelet Packet Transform Components of
the acceleration response of the system. One can then transform the equations of
motion seen in Equations (4.57-61) based on the full representation set of the WCs,
into those based on the reduced representation sets (dominant sets), and thereby
take the next step of performing the least square error minimization method over
the dominant sets.
4.1.3.1 Equations of Motion in terms of the DWT and of the DWPT
The equations of motion in terms of ah(0, k), vh(0, k), dh(0, k), and ph(0, k) seen in
Equations (4.20-24) can be expressed in terms of the DWT and of the DWPT as
follows:



























































































where, following the general expression explained in Sections 2.4.5 and 2.5, W iT,Nd [X]
means the ith decomposed (sub-) signal at the decomposition level Nd of the signal
X = {x(0, l)}l=0,1,2,...,n, based on the fact that T stands for w, indicating the DWT
or for wp, indicating the DWPT. I indicates the set {1, 2, . . . , Nd + 1} for T = w
and the set {1, 2, . . . , 2Nd} for T = wp. Thus, Equations (4.57-61) can be thought of
as the equations of motion decomposed in terms of the DWT and of the DWPT.
4.1.3.2 Wavelet Components
In order to simplify the symbolic notation, let the acceleration x¨h(t) time-history in
terms of ah(0, l) and the corresponding φ0,l(t) in Equation (4.6) be g(t). As mentioned
in Section 2.4, after conducting the Nd-level DWT decomposition of {ah(0, l)}l=0,1,...,n,
{ah(0, l)}l=0,1,...,n can be decomposed into the sets {W iw,Nd
[{ah(0, l)}l=0,1,...,n]} for
i = 1, 2, ..., Nd + 1. Then, using the Inverse Discrete Wavelet Transform (IDWT),
the individual sub-signals giw,Nd(t), called the Wavelet Transform Components
(WTCs), can be reconstructed independently from the individual coefficient sets
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where w, Nd, and i indicate the DWT, the decomposition level, and the sequence
number of the WTC, respectively.
In a way similar to the DWT decomposition seen in Equation (4.62), by using
the Discrete Wavelet Packet Trasnform (DWPT) and the Inverse Wavelet Packet
Transform (IDWPT), we can reconstruct the individual sub-signals giwp,Nd(t) for
i = 1, 2, ..., 2Nd , called the Wavelet Packet Transform Components (WPTCs), out
of the individual sets W iwp,Nd [{ah(0, l)}l=0,1,...,n] for i = 1, 2, . . . , 2Nd . In short, the





where wp, Nd, and i indicate the DWPT, the decomposition level, and the sequence
number of the WPTC, respectively.
4.1.3.3 Wavelet Component Energy
In the context of signal processing, the energy of a signal is an important physical
factor, since its distribution over time and frequency can reflect the main charac-
teristics of the signal. Wavelet theory, in conjunction with the energy concept, can
provide valuable information as to the distribution of the energy associated with the
various WCs (WTCs or WPTCs). One can say that the higher the energy of a WC
is, the better that WC will do at characterizing the original signal.
Following the definition of the energy of a signal providen by Equation (2.4),















where Eiw,Nd and E
i
wp,Nd
are called the Wavelet Transform Component Energy
(WTCE) for i = 1, 2, ..., Nd + 1, and the Wavelet Packet Transform Component
Energy (WPTCE) for i = 1, 2, ..., 2Nd , respectively. Accordingly, the total energy E
of the signal g(t) can be expressed as the sum of Eiw,Nd in Equation (4.64) and of









Furthermore, the ratios of Eiw,Nd and of E
i
wp,Nd










where Riw,Nd and R
i
wp,Nd
are called the Relative Wavelet Transform Component
Energy (RWTCE) for i = 1, 2, ..., Nd+ 1, and the Relative Wavelet Packet Transform
Component Energy (RWPTCE) for i = 1, 2, ..., 2Nd , respectively. In short, the RWCE
(RWTCE or RWPTCE) can be seen as the normalization of the WCE (WTCE or
WPTCE) in terms of the total signal energy: it provides information about the
relative energy associated with the various frequency bands present in the signal and
their corresponding degrees of importance.
With respect to the importance of the RWCE, let us consider some numerical
examples. A signal g(t) with the 1000 Hz sampling frequency is simulated by the
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Figure 4.3: Relative energy distribution over the Wavelet Transform Com-
ponents at (a) level 4 and (b) level 5.






























Figure 4.4: Relative energy distribution over the Wavelet Packet Transform
Components at (a) level 4 and (b) level 5.
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Table 4.1: Frequency bands of the Wavelet Transform Components at levels
4 and 5, and the frequencies of the signal g(t).




2 31.25-62.5 3 31.25-62.5
3 62.5-125 4 62.5-125 100Hz
4 125-250 5 125-250
5 250-500 6 250-500 400Hz
Table 4.2: Frequency bands of the Wavelet Packet Transform Components
at levels 4 and 5, and the frequencies of the signal g(t).
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following expression:
g(t) = sin(10× 2pit) + sin(100× 2pit) + sin(400× 2pit) for 0 ≤ t ≤ 20sec (4.70)
Basically, the signal g(t) contains three frequencies: 10, 100, and 400 Hz. To study
the effects of the RWCE on detecting and characterizing special phenomena existing
in the signal, two levels of decomposition are considered: level 4, corresponding to
5 WTCEs and to 16 WPTCEs, and level 5, corresponding to 6 WTCEs and to 32
WPTCEs. Note that the RWCEs are independent from the length of the signal.
With regard to the RWTCE, Figure 4.3 shows the relative energy distribution
over the WTCs of the signal g(t) at levels 4 and 5. In addition, Table 4.1 shows the
frequency bands of the corresponding WTCs at levels 4 and 5, as well as the relation
between the WTCs and the frequencies of the signal g(t). More specifically, we can
see from Figure 4.3(a), at level 4, that the first few WTCs, with their energy content




w,4(t), and that they contribute
33.51, 33.36, and 28.43 percent of the energy of the signal g(t), respectively. Table 4.1




w,4(t), encompass the frequencies
400, 10, and 100 Hz of the signal g(t), respectively. Similarly, it can be seen from





having the three highest energies, also encompass the frequencies of the signal g(t).
From this test, it is clear that the WTCs that comprise the predominant frequencies
of the signal contribute the overall largest percentage of the energy associated with
the signal g(t).
With respect to the RWPTCE, similar conclusions can be drawn. In fact, Figure
4.4 illustrates the relative energy distribution over the WPTCs of the signal g(t)
at levels 4 and 5. Also, Table 4.2 shows the frequency bands of the corresponding
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WPTCs, and the relation between the WPTCs and the frequencies of the signal g(t).
We can tell from Figure 4.4(a) that, at level 4, the top seven WPTCs, with their
















wp,4(t) encompass the frequencies 10, 100, and 400 Hz of the signal
g(t), respectively; that g3wp,4(t), and g
5
wp,4(t) are adjacent to the frequency 100 Hz;
that g12wp,4(t), and g
14
wp,4(t) are adjacent to the frequency 400 Hz. Similarly, at level
5, as noted in both Figure 4.4(b) and Table 4.2, we see that among the WPTCs





frequencies 10, 100, and 400 Hz, respectively; that g6wp,5(t) is adjacent to the frequency
100 Hz; and that g27wp,5(t) is adjacent to the frequency 400 Hz. From this test, it
can be observed that, most of the WPTCs with high relative energies encompass,
or are adjacent to, the predominant frequencies of the signal. In short, the WTCs
or WPTCs that have large relative energy levels are related to the predominant
frequencies of the signal. Note that, differently from the WTCs, the WPTCs adjacent
to the predominant frequencies of the signal have some energy. This is due to the fact
that (1) the analyzing db6 wavelet is not bandlimited in the frequency domain, which
leads to substantial energy leakage into adjacent WCs; (2) the frequency ranges of
the WPTCs are small, compared to those of the WTCs.
Based on the distribution of the RWCEs over the WCs at a given level of a signal,
let us define the dominant set Ij at the level of the signal as
Ij = {s1, s2, ..., sj} (4.71)
where sj indicates the sequence number of the WC having the j
th highest RWCE.
At the given level Nd, a dominant set Ij can be a subset of the full representation
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I = {1, 2, ..., Nd+1} of the WTCs of the signal, or a subset of the I = {1, 2, ..., 2Nd} of
the WPTCs of the signal. In short, the dominant set Ij is the reduced representation
set, with the information as to the sequence numbers of the j WCs, in terms of
energy, being ranked in descending order.
As explained in Sections 2.4.5 and 2.5, given that the g(t) in Equation (4.70)










































and n+12 , respectively. In addition, at level 4, each WPTC g
i
wp,4(t) has an equal
number n+1
24




From this fact, we can deduce that as the order of Ij increases one step, namely
Ij−1 to Ij , the increase in the total number of coefficients of the WTCs on Ij−1 in
relation to that of the WTCs on Ij is not regular, since each WTC has its own
specific number of coefficients. For example, we can infer from the distribution of the
RWTCEs over the WTCs at level 5 of the signal g(t) in Equation (4.70), as shown
in Figure 4.3(b), that the dominant sets of the signal will be I1 = {6}, I2 = {6, 1},
I3 = {6, 1, 4}, and so forth, and the total number of coefficients of the WTCs on










8 , and so on,
respectively. The number n+132 of the coefficients of g
1
w,5(t)—that is, the difference




w,5(t)—that is, the difference
between I3 and I2. On the contrary, the increase of the total number of coefficients
of the WPTCs on Ij−1 in relation to that of the WPTCs on Ij is always the same,
owing to the equal number of coefficients of each WPTC.
Obviously, at a given level, it is better to analyze a signal using the WCs on
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the dominant set Ij of the signal than using the WCs on the dominant set Ij−1,
since the former can give us one more energy feature of the WC (the WC with
the jth highest RWCE) that the latter does not contain. In short, in terms of
information completeness when investigating a signal, the larger the value j of the
dominant set Ij of a signal is, the more information about (features of) the signal
can be obtained from that dominant set. However, in terms of information efficiency
for analyzing a signal, sometimes, although the WC with the jth highest RWCE
(the difference between Ij−1 and Ij) has its own relative energy, the WC is of no
significant importance in analyzing the signal. For instance, in the case of RWTCEs
at level 4 seen in Figure 4.3(a), the 2nd WTC can be discarded for investigating the
signal, since the 2nd WTC (the difference between I4 and I5) has a large number of
coefficients, n+116 (6.25%), but a small relative energy (0.03%).
Technically speaking, when the input and output data is too large to be processed
and is suspected to be redundant, the data will be transformed into a reduced
representation set of features, a process known as feature extraction. If the features
extracted are carefully chosen, the features set will contain the relevant information
from the input and output data and make it possible to conduct the desired task
using this reduced representation instead of the full size of input and output data.
Therefore, when it comes to the proposed Wavelet energy-based method, the
purpose of defining the dominant sets is to present the reduced representation set
in order to perform the least square error minimization over the dominant sets. In
structural dynamics, responses of a linear model consist of a linear combination of
modal responses and the coefficients of modal vectors. Sometimes, in the presence
of a node in the modal vectors, a response does not have the contribution from the
corresponding modal response, which instead can be quite important. Therefore, in
defining dominant sets, it is important to consider multiple responses rather than
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one specific response.
In our method, the dominant sets can be obtained as follows: (1) the RWCEs of
the WCs at a given level of the acceleration responses at all floors are calculated;
(2) individually, the average of the RWCEs of the WCs of the same order from the
obtained RWCEs, is calculated; (3) the (average) relative energy distribution over
the WCs at the level is obtained; and (4) the dominant sets can be defined from the
(average) relative energy distribution over the WCs at that specific level.
Based on fact that the dominant sets can be obtained by the (average) relative
energy distribution over the WCs of system’s acceleration responses, the equations of
motion of the system at the given level Nd, in terms of the DWT and of the DWPT
seen in Equations (4.57-61), can be transformed into those in terms of the dominant
set Ij as follow:


























































































These equations of motion in terms of one specific dominant set, Ij , can be seen
as the reduced representation of those in terms of the DWT and the DWPT in
Equations (4.57-61). The goal is to perform the least square error minimization
method over the dominant sets, as opposed to being forced to use the full data.
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4.1.4 Least Square Error Minimization
Equations (4.72-76) can be seen as a linear inverse problem involving the estimation
of physical parameters such as the mass, damping, and stiffness components. The
identification of such parameters can be achieved by formulating an optimization














[D]Ij −WiT,nd [F]Ij (4.78)
where Pj is a vector containing the unknown components of mass, damping, and
stiffness matrices, based on the selected dominant set Ij .
By using the least square error minimization method seen in Equation (4.77) over
I1, I2, I3,...,Ijc , and so forth, the corresponding P1, P2, P3,..., Pjc can be obtained.
The difference between the identified Pj and Pj−1 will be influenced directly by the
WC with jth highest RWCE (the difference between Ij and Ij−1). Obviously, as j
increases, the relative energy of the WC with the jth highest RWCE decreases and
this implies that the difference between Pj and Pj−1 becomes smaller, up to a point
where, at a certain jc, such a difference can be considered negligible. This implies
that the WCs with jthcc highest RWCE for jcc ≥ jc are of no help in improving the
identification results. Analogously, the Root-Mean-Squares of the difference between
a signal and the summation of the WCs on the dominant set Ij of the signal becomes
negligible, once j reaches a certain number.
In other words, by repeating the least square error minimization method across
the dominant sets Ij for j = 1, 2, 3, ..., one can find that Pj converges to the correct
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values. It can also be seen that the dominant set where Pj starts converging to
the correct ones is the best dominant set. Note that in real application, it is not
required to start performing the least square error minimization method from the first
dominant set I1. To avoid time-consuming iterative computations for convergence,
we can start performing the least square method from a certain dominant set Ijs
that includes the WCs with large RWCEs. For instance, js can be 3 in the case of
the RWPTCE at level 4 seen in Figure 4.4(a).
Nevertheless, as long as the decomposition level is used properly, similar results in
identifying the physical parameters can be achieved with less data (fewer coefficients).
If one assumes that the signal g(t) in Equation (4.70) is the acceleration response of a
system, and that, in terms of the RWPTCs, the best value of the physical parameters
is identified on I7 at level 4 in Figure 4.4(a), it is quite likely that the value of the
physical parameters identified on Ij (j =8, or 9) at level 5 in Figure 4.4(b) is similar
to the best value of the physical parameters identified on I7 at level 4. The reason is
that the total energy (98.60 or 99.27%) of the WPTCs on Ij (j =8, or 9) at level 5 is
almost the same as that (98.65%) of the WPTCs on I7 at level 4. However, specially,
for j = 8, the total number (n+1
25
× 8) of coefficients of the WPTCs on I8 at level 5
is around half that (n+1
24
× 7) of the coefficients of the WPTCs on I7 at level 4. In
short, using a higher level of decomposition allows us to use a smaller number of
coefficients to arrive at similar results.
Thus, the proposed Wavelet Energy-based system identification method can be
seen to comprise these three aspects: (1) deriving the velocity and displacement
responses from the acceleration response by means of the connection coefficients;
(2) defining the dominant sets of acceleration responses by introducing the energy
concept to the Wavelet Components of the acceleration responses; and (3) identifying
the best physical parameters by performing the least square error minimization
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method across the dominant sets, iteratively.
4.2 EMD-based Wavelet Damage Detection
The basic premise of global damage detection is that damage alters the mass, damping,
or stiffness properties of a structure, and consequently its dynamic responses. Because
one should define the factors indicating the presence of damage in a structure by
using its responses, the most basic first step in global damage detection is that of
arriving at some sensitive but reliable damage indicators.
Generally, a singularity or discontinuity in the response signal of a system, brought
on by a sudden change in its dynamic characteristics, cannot be recognized via a
time-analysis of the signal itself. And yet, wavelet theory can be effectively employed
to determine the precise instant at which a change occurred in the frequency content
of the signal, as indicated by its Wavelet Transform Components. This approach is
known as the DWT-based method.
Wavelet theory can also be combined with other transformation approaches or
methods to enhance the overall performance of the final algorithm. In this framework,
the Empirical Mode Decomposition can assist the Discrete Wavelet Transform in
identifying the instant and possibly the location at which damage has occurred,
and thus the following section provides the readers with a brief introduction to the
Empirical Mode Decomposition.
4.2.1 Introduction to the Empirical Mode Decomposition
Researchers seeking to analyze the oscillatory modes of nonlinear and non-stationary
signals have realized that a complex signal consists of the superposition of simple
signals, each of which involves only one oscillatory mode at any given time. These
are called the “mono-component signals” [18].
4. Wavelet Energy-based System Identification and EMD-based Wavelet
Damage Detection 97
The Hilbert-Huang Transform makes it possible to decompose a complex signal
into a finite number of mono-component signals before one computes their time-
frequency distribution (Huang et al. [44, 42]). The process proposed by Huang,
referred to as the Empirical Mode Decomposition (EMD), is a signal processing
technique that decomposes a complex signal into a set of mono-component signals,
defined as Intrinsic Mode Functions (IMFs), via a procedure called “the sifting
process.”
Let f(t) be the signal to be analyzed and decomposed. The sifting process is
performed by first constructing the upper envelope e+(t) and lower envelope e−(t) of
f(t) by connecting its local maxima and local minima through a natural cubic spline.
The mean of the two envelopes is then calculated and subtracted from the original
signal f(t). The difference between the original signal f(t) and the mean value,
e+(t)+e−(t)
2 , is called the first IMF, imf1, if it satisfies two conditions: (1) within
the data range, the number of extrema and the number of zero crossings are equal
or they differ, at most, by one; and (2) the envelope defined by the local maxima
and the envelope defined by the local minima are symmetric with respect to the
mean. The difference between f(t) and imf1 is then treated as a new time-history
and subjected to the same sifting process, producing the second IMF, imf2. The
sifting procedure continues until all the IMFs have been extracted or the residue has
become a monotonic function. Finally, the original signal f(t) can be expressed as




imfj(t) + rNe(t) (4.79)
where imfj(t) is j
th IMF and rNe is the final residue. After the EMD, the obtained
first IMF component has the highest frequency content of the original signal f(t),
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while the final residue represents the component of the lowest frequency in the signal
f(t). In short, the EMD picks out the highest frequency oscillation that remains in
f(t) iteratively.
The similarities between the EMD and the Wavelet Transform (WT) are that
both of them (1) can be seen as types of decomposition whose components are built
up as needed, to separate the various components of the signal f(t); and (2) are
designed to handle the nonlinear and nonstationary properties of the signal f(t). As
for their differences, most notable is the fact that the EMD does not use any pre-
determined basis function. This means that the EMD is fully a data-driven method
and has no analytic formulation, since the basis functions are derived from the signal
f(t) itself in contrast to the WT, where the basis functions (wavelet functions) are
fixed. The central notion of the EMD is that any two IMFs may happen to contain
the same frequency components, but the same frequency components will never occur
at the same time. That is to say, the EMD decomposes the signal into a set of IMFs
where the highest frequency component of each time location is in the first IMF and
the second highest frequency component of each time location is in the second IMF,
and so on. In a way, the EMD presents the local features of the signal better than
does the WT.
In summary, having obtained the IMF components, one has no difficulty in
applying the Hilbert Transform (HT) to each of these IMF components and computing
the instantaneous frequency by obtaining the Hilbert spectrum. Thus, the Hilbert
Transform of the IMF component provides the relationship between the time and
the frequency domains. Since the natural frequencies of a structure are not too
sensitive to structural damage, however, use of the HT makes it hard to find the
precise instant at which damage occurs.
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4.2.2 The EMD-based Wavelet Damage Detection Method
The proposed EMD-based Wavelet damage detection method is composed of two
simple procedures: (1) Empirical Mode Decomposition (EMD) and (2) the associated
Discrete Wavelet Transform analysis. Detailed procedures for the proposed method
have been designed as follows.
Step 1: Apply the EMD to the signal f(t), in order to obtain a certain number
Ne of IMF components: imfn for n = 1, 2, . . . , Ne.
Step 2: Using the DWT, obtain the Wavelet Transform Components at the level




i = 1, 2, ..., Nd + 1.
Step 3: Analyze [imfn]
i
w,Nd
for i = 1, 2, ..., Nd + 1 of each IMF in order to find
spikes indicating damage. The proposed method can be seen as the DWT-based
method for analyzing the IMFs of the signal f(t).
Let us consider the following example, where a signal f(t) is simulated as:
f(t) =

sin(1× 2pit) + sin(5× 2pit) + sin(7.5× 2pit) 0 ≤ t ≤ 20sec
sin(1× 2pit) + sin(5× 2pit) + sin(0.99× 7.5× 2pit) 20 < t ≤ 40sec
(4.80)
The simulated signal f(t) in Equation (4.80) consists of three period oscillations
of frequencies 1, 5, and 7.5Hz for the first 20sec while, for the following 20sec, the
component of 7.5 Hz frequency suddenly changes its frequency to 0.99× 7.5Hz.
Usually, the singularities in a signal are accompanied by sudden changes in
amplitude or frequency and can be seen as very “small” signals: they act as impulse
signals having (continuous) frequency bands. As of now, let us call them “singularity
signals.”
Figure 4.5 illustrates the simulated signal f(t) with a sampling rate of 1000 Hz,
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Figure 4.5: The signal f(t) consists of three period oscillations of frequencies
1, 5, and 7.5Hz for the first 20sec while, for the following 20sec, the component
of 7.5Hz frequency changes to 0.99× 7.5Hz.


























Figure 4.6: Wavelet Transform Components at level 4 of the signal f(t).
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in which the sudden change at t = 20sec cannot be clearly observed unless the signal
f(t) around t = 20sec is magnified large enough. In other words, the precise location
of the time instant when the frequency changes cannot be observed from a simple
observation of the signal.
The DWT-based method allows us to see the decomposition of the signal f(t)
seen in Equation (4.80) into the WTCs at the given decomposition level 4: as shown
in Figure 4.6, from the time-histories of the WTCs of the signal f(t), it is possible to
find the time instant of a sudden frequency change in the form of a spike. The spike
means that the coefficient of the DWT at that time is large. A spike, indicating the
time when a singularity signal takes place, can be clearly observed at t = 20sec in





f5w,4(t)—of f(t). In short, the DWT-based method can identify the singularity signal
at t = 20sec in the four WTCs, with the exception being f1w,4(t). Note that, as
shown in Figure 4.6, the large Wavelet Transform coefficients occurring at the edges
of the WTCs of a signal are due to edge (end) effects. These effects result from the
discontinuities one can find at the beginning and at the end of a signal. The same
phenomenon will appear in Figures 4.7-9.
Furthermore, let us now investigate the results obtained when the DWT-based
method is used to identify the singularity signal at t = 20sec in f(t). As shown in







w,4(t), has its own frequency range of [0, 31.25], [31.25,
62.5], [62.5, 125], [125, 250], and [250, 500 Hz], respectively. This is in keeping with
Figure 4.6 where the frequency components 1, 5, 0.99×7.5, and 7.5 Hz of f(t) appear
in f1w,4(t), since those components are in the frequency range [0, 31.25 Hz] of f
1
w,4(t).
It can also be concluded from Figure 4.6 that the continuous frequency band of the
singularity signal at t = 20sec exists in the frequency ranges [31.25, 62.5], [62.5,
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125], [125, 250], and [250, 500 Hz], respectively, or in [31.25, 500 Hz] totally, since
spikes, caused by the singularity signal at t = 20sec, appear at t = 20sec in f iw,4(t)
for i = 2, 3, 4, 5. We cannot, however, see that the frequency band of the singularity
signal at t = 20sec exists in the frequency range [0, 31.25 Hz] of f1w,4(t), since a spike,
caused by the singularity signal at t = 20sec, cannot be clearly seen in f1w,4(t).
Using the proposed EMD-based Wavelet method, let us consider the same signal
f(t) expressed in Equation (4.80). It is clear from Figures 4.7(a-b) that a spike
can be detected at t = 20sec exactly in the second, third, fourth, and fifth WTCs
([imf1]
i
w,4 for i = 2, 3, 4, 5) at level 4 of the first IMF of f(t), and a spike also can be
recognized at t = 20sec in the first WTC ([imf2]
1
w,4) at level 4 of the second IMF
of f(t). And yet, Figure 4.7(c) shows that no spike is identifiable at t = 20sec in
any WTCs of the third IMF of f(t). No further figure is given on the WTCs at level
4 of the fourth IMF, fifth IMF, and so on, since no spike appears in any of their
WTCs. Thus, we see that the proposed EMD-based Wavelet method can identify
the singularity signal at t = 20sec in the five WTCs (four WTCs of the first IMF
and one WTC of the second IMF), while the DWT-based method can identify it in
four WTCs, as shown earlier.
Let us now analyze how the EMD in the proposed method makes it possible to
identify spikes in the five WTCs, as opposed to four WTCs when the DWT-based
method is used.
Even after performing the EMD of the signal f(t), the corresponding IMFs (imf1,
imf2, imf3, etc.) keep the same sampling rate of 1000Hz as the signal f(t). Thus,
regardless of the order of the IMFs of the signal f(t), the WTCs of the same order











w,4 have the frequency ranges
[0, 31.25], [31.25, 62.5], [62.5, 125], [125, 250], and [250, 500 Hz], respectively.
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(a) WTCs of 1st IMF




























(b) WTCs of 2nd IMF
Figure 4.7: Wavelet Transform Components at level 4 of the 1st IMF, imf1,
the 2nd IMF, imf2, and the 3
rd IMF, imf3 of the signal f(t); continued on
next page.
4. Wavelet Energy-based System Identification and EMD-based Wavelet
Damage Detection 104



























(c) WTCs of 3rd IMF
Figure 4.7: cont’d.
In addition, we can assume that, by using the EMD, the (unknown) continuous
frequency band of the singularity signal at t = 20sec in f(t) can be decomposed into
the (continuous) first highest, second highest, third highest frequency band, and
so forth. From this, we see that (1) the first IMF of f(t) will have the frequency
component 7.5 Hz for 0 ≤ t < 20sec, the first highest frequency band of the singularity
signal at t = 20sec, and 0.99× 7.5 Hz for 20 ≤ t ≤ 40sec; and (2) the second IMF
of f(t) will have the frequency component 5 Hz for 0 ≤ t ≤ 40sec, and the second
highest frequency band of the singularity signal at t = 20sec; and (3) the third IMF
of the signal f(t) will have the frequency component 1 Hz for 0 ≤ t ≤ 40sec, and the
third highest frequency band at t = 20sec; and (4) the fourth IMF of the signal f(t)
will have the fourth highest frequency band at t = 20sec, and so on.
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Therefore, taking the DWT of the first IMF of f(t), just mentioned above, Figure
4.7(a) shows that the frequency components 7.5 Hz for 0 ≤ t < 20sec, and 0.99× 7.5
Hz for 20 ≤ t ≤ 40sec appear in [imf1]1w,4 whose frequency range is [0, 31.25 Hz],
and that the first highest frequency band of the singularity signal at t = 20sec is
recognizable at t = 20sec as a spike, in [imf1]
i
w,4 for i = 2, 3, 4, 5 whose frequency
ranges are [31.25, 62.5], [62.5, 125], [125, 250], and [250, 500 Hz], respectively.
Also, with respect to the DWT of the second IMF of f(t), Figure 4.7(b) shows
that the frequency component 5 Hz for 0 ≤ t ≤ 40sec appears in [imf2]1w,4 whose
frequency range is [0, 31.25 Hz], and that the second highest frequency band of
the singularity signal at t = 20sec is identifiable at t = 20sec in [imf2]
1
w,4, whose
frequency range is [0, 31.25 Hz].
With respect to the DWT of the third IMF of f(t), Figure 4.7(c) shows that the
frequency component 1 Hz for 0 ≤ t ≤ 40sec appears in [imf3]1w,4, whose frequency
range is [0, 31.25 Hz]. And yet, the unknown third highest frequency band of the
singularity signal at t = 20sec is not recognized. In short, by the EMD of a singularity
signal, the frequency band of the singularity signal at t = 20sec is decomposed into





w,4 for i = 2, 3, 4, 5, respectively.
It can be inferred from this analysis and shown in Figures 4.6-7 that [imf1]
i
w,4
for i = 2, 3, 4, 5, where spikes are recognized at t = 20sec, are similar to f iw,4(t) for
i = 2, 3, 4, 5, where spikes are recognized at t = 20sec via the DWT-based method.
Consequently, we can see that use of the proposed method allows us to extract
[imf2]
1
w,4, where a spike is recognized at t = 20sec, from f
1
w,4(t), where a spike is not
recognized at t = 20sec. In other words, the proposed method makes it possible to
identify the frequency band of the singularity signal in the frequency range [0, 31.25
Hz] that the DWT-based method cannot identify.
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Figure 4.8: Wavelet Transform Components at level 4 of the noisy signal
fˆ(t) with a noise level of 3 percent RMS.
In order to explore the effect of noise on the performance of the proposed method,
let us define a noisy signal fˆ(t) as
fˆ(t) = f(t) + P ×RMS{f(t)}Nunit(t) (4.81)
where f(t), P , RMS{f(t)}, and Nunit(t) indicate respectively the original signal
without noise, the noise level, the Root-Mean-Square value of f(t), and the randomly
generated noise signal with zero mean and unit standard deviation. As an example,
consider a noisy signal fˆ(t) obtained from f(t) in Equation (4.80) contaminated with
a randomly generated noise to a 3 percent RMS noise level.
With respect to the DWT-based method, we can see in Figure 4.8 that a spike,
indicating the singularity signal, is only recognized at t = 20sec in the second WTC
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fˆ2w,4(t) of fˆ(t). Nothing can be said for other WTCs where spikes are hidden by the
noisy fˆ(t). Also, similar to the result achieved by the DWT-based method in terms
of the noiseless signal f(t), a spike is not recognized at t = 20sec in the first WTC
fˆ1w,4(t) of fˆ(t).
Considering the proposed method, Figure 4.9 presents the WTCs of the third
and sixth IMFs of the noisy fˆ(t). Spikes are identified at t = 20sec in the first and




w,4— of the third IMF of fˆ(t). A spike
is also recognized at t = 20sec in the first WTC ([imfˆ6]
1
w,4) of the sixth IMF of
fˆ(t). Note that no figures are given for the WTCs of the first, second, fourth, fifth,
seventh IMFs, etc. of fˆ(t), and so on, since spikes are not identifiable at t = 20sec
in such WTCs.
From this result obtained through the use of the proposed method for detecting
the singularity signal in the noisy signal fˆ(t), it can be seen that (1) similar to the
result obtained by the DWT-based method, spikes are not recognized at t = 20sec in
the third, fourth, and fifth WTCs of the IMFs of fˆ(t); and (2) a spike is identifiable
at t = 20sec in the first WTCs of the third and sixth IMFs of fˆ(t). This means that
in both noiseless and noisy cases, the proposed method produces consistent results
when it comes to detecting the frequency band [0, 31.25 Hz] of the singularity signal
at t = 20sec which the DWT-based method cannot detect.
Two points must be made in relation to the results obtained by the proposed
method for detecting a singularity signal in the noisy signal fˆ(t), as compared to
those obtained by the proposed method in the noiseless case. To see these points, let
us note first in Figures 4.7 and 4.9, that a spike can be identified at t = 20sec only in
[imf2]
1
w,4 among the first WTCs of all IMFs of f(t), while a spike can be identified




w,4) among the first WTCs
of all IMFs of fˆ(t). This implies that, in identifying the frequency band [0, 31.25 Hz]
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(a) WTCs of 3rd IMF





























(b) WTCs of 6th IMF
Figure 4.9: Wavelet Transform Components at level 4 of the 3rd IMF, imfˆ3,
and the 6th IMF, imfˆ6, of the noisy signal fˆ(t) with a noise level of 3 percent
RMS.
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of the singularity signal at t = 20sec, the proposed method is capable of detecting
the singularity signal in fˆ(t) in two (first) WTCs, and in one (first) WTC for f(t).
It seems that the performance improvement made possible by the proposed method,
as compared to the DWT-based method for the noisy case, is larger in relation to
the proposed method for the noiseless case.
The second important note is that, as shown in Figure 4.9(a), a spike at t =
19.37sec in the fifth WTC of the third IMF ([imfˆ3]
5
w,4) of fˆ(t) seems to be a singularity
spike. However, it is not a “singularity spike.” If the spike at t = 19.37sec was truly
a singularity spike, other singularity spikes should be recognizable at t = 19.37sec in
the other WTCs of the IMFs. However, no other spikes at t = 19.37sec appear in
other WTCs of the IMFs.
Two points must be made in summarizing this section. First, when it comes
to detecting singularities in a signal, the proposed EMD-based Wavelet damage
detection method first implements the EMD of the signal, then applies the DWT to
the associated IMFs, whereas the DWT-based method directly applies the DWT to
the signal. Second, even though both methods succeed in identifying a singularity,
the proposed method presents consistently better performance in detecting the





This chapter aims to verify the performance, efficiency, and accuracy of both the
proposed Wavelet Energy-based system identification method for estimating the
physical parameters of a system, and the proposed EMD-based Wavelet damage
detection method for detecting damage in the system. The verification will be based
upon a variety of combinations of simulation with respect to loading cases, the
configuration of an analytical model, noise levels, sampling rates, and so on.
This chapter consists of three parts. Section 5.1 reviews the procedure commonly
employed to simplify and construct models of three-dimensional four-story frame
structures. Section 5.2 verifies the Wavelet Energy-based system identification
method. Section 5.3 verifies the EMD-based Wavelet damage detection method.
5. Numerical Study 111
5.1 Numerical Modeling and Simulation
5.1.1 Equations of Motion for a Three-Dimensional Four-Story Frame
Structure
The performance of the two proposed methods is demonstrated via numerical sim-
ulations of an analytical model. This model is assumed to be a three-dimensional
four-story frame structure with three degrees of freedom (DOFs) per floor(rigid
floor assumption). As shown in Figure 5.1, the three DOFs are two translational
displacements in x-and y-directions, and a rotation about the z-axis. Thus, this
simplified model can be considered to have a total of 12 DOFs.
This simplified model is constructed by using the modeling method presented
in detail in [94]. The model has been constructed upon the following assumptions:
(1) the floor diaphragm is rigid in its own plane, and flexible only in the vertical
direction; (2) the vertical DOFs can be neglected in the dynamic analysis; and (3) the
axial deformations of beams and columns are negligible. The three steps are followed
to create the system stiffness matrix of a three-dimensional structure. First, the
stiffness matrix of each planar frame is computed, then the lateral stiffness matrix of
the individual planar frame is determined based on the above assumptions. Finally,
the system stiffness matrix is obtained by assembling the lateral stiffness matrices
of all the planar frames. The system mass matrix is diagonalized by lumping the
mass of each floor at the center of mass (CM) and by calculating the mass moment
of inertia of the floor diaphragm about the vertical axis through the CM.
The governing equations of motion for this analytical model of a three-dimensional
four-story frame structure are expressed as
Mu¨(t) + Cu˙(t) + Ku(t) = f(t) (5.1)



















Figure 5.1: The analytical model of a three-dimensional four-story shear
frame structure.

































Figure 5.2: Acceleration response time history at each floor of the original
model subjected to LC1.
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where M, C, and K are mass matrix, damping matrix, and stiffness matrix of size
12×12. u¨(t), u˙(t) and u(t) represent the floor acceleration, velocity, and displacement
vectors of size 12× 1, respectively, and they contain the following components:
u¨(t) = {u¨(1)x , u¨(2)x , u¨(3)x , u¨(4)x , u¨(1)y , u¨(2)y , u¨(3)y , u¨(4)y , u¨(1)θ , u¨(2)θ , u¨(3)θ , u¨(4)θ }T (5.2)
u˙(t) = {u˙(1)x , u˙(2)x , u˙(3)x , u˙(4)x , u˙(1)y , u˙(2)y , u˙(3)y , u˙(4)y , u˙(1)θ , u˙(2)θ , u˙(3)θ , u˙(4)θ }T (5.3)
u(t) = {u(1)x , u(2)x , u(3)x , u(4)x , u(1)y , u(2)y , u(3)y , u(4)y , u(1)θ , u(2)θ , u(3)θ , u(4)θ }T (5.4)
f(t) is a 12 × 1 vector containing forces and moments applied at the CM of each
floor. Note that damping is assumed to be of the Rayleigh type. Thus, the system
damping matrix C is computed as
C = αK + βM (5.5)
where α and β are the mass-proportional and the stiffness-proportional constants,
respectively.
Figure 5.1 shows the simplified model of a three-dimensional four-story frame
building that has two identical resisting planar frames in the y-direction, and two
identical resisting planar frames in the x-direction. The floor plan is identical for all
four floors. The three DOFs are associated with the CM of each floor.
5.1.2 Description of Example Model
The example model structure is 8m× 12m in plan and 12m tall, as shown in Figure
5.1. For the sake of simplicity, let us assume that the lateral floor stiffness of each
resisting planar frame is the same for each floor and is 2.2532× 104KN/m along the
y-direction, and 3.3798× 104KN/m along the x-direction. Thus, the configuration of
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Table 5.1: Structral modal properties of the original model.
Mode Natural frequencies (Hz) Damping ratios












this model is symmetrical with respect to both the x- and y-directions. The lumped
floor masses of the model are 2× 105kg, and the mass moments of inertia of each
floor are 3.4667×106kg ·m2. The two constants of the Rayleigh damping matrix seen
in Equation (5.5) have been chosen so to have a 1% damping ratio for the first two
vibration modes in the y-direction. The modal properties of the model are shown in
Table 5.1. This model will serve as the baseline structure for the ensuring numerical
studies and be called “the original model.”
5.2 Verification of the Wavelet Energy-based System
Identification Method
5.2.1 Basic Description of Numerical Simulation
For the purposes of this study, the responses of the original model have been calculated
using a time increment of 0.001s, which corresponds to a sampling rate of 1000 Hz.
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Also, for simplicity of analysis, the Daubechies wavelet function db6 is taken to be
the analyzing wavelet function.
Various combinations of simulation are given in this section to verify the validity
of the proposed method, and to evaluate the accuracy of the proposed method in
identifying the physical parameters of the given model. In particular, various loading
cases are defined such as, with respect to the original model, Loading Case 1 (LC1):
one filtered white noise ground excitation acting along the y-direction; Loading Case
2 (LC2): the El Centro earthquake (North-South component, 1940) excitation in
an inclined direction, defined by an angle of 30◦ with respect to the y-direction;
Loading Case 3 (LC3): one filtered white noise input force applied at the fourth
floor center and acting along the y-direction. Note that throughout this chapter, a
filtered white noise signal indicates a filtered Gaussian white noise, generated by
using a sixth-order low-pass Butterworth filter with a 50 Hz cutoff, while the ground
excitation is represented by the North-South(NS) component recorded at Imperial
Valley Irrigation District substation in El Centro, California, May, 18, 1940.
The proposed method uses the acceleration time histories of the response output.
For the case of base excitation (i.e., LC1 and 2), the mass parameters are assumed to
be known. Since, in the numerical simulation, the true structural parameters of the
original model are known, the proposed method can be evaluated by studying the
accuracy in terms of Percent Relative Error (PRE) between the identified structural
parameters and their true (exact) values.
5.2.2 Two Types of the Proposed Method
As in the formulation of the Wavelet Energy-based system identification method
proposed in Chapter 4, the method being proposed involves a three-step procedure:
(1) the derivation of the displacement and velocity responses from the acceleration
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(a) RWTCEs at level 10 of the first floor acceleration























(b) RWTCEs at level 10 of the second floor acceleration
















(c) RWTCEs at level 10 of the third floor acceleration
















(d) RWTCEs at level 10 of the fourth floor acceleration





Figure 5.3: The relative energy distribution over the WTCs at level 10 of
the acceleration response at each floor.
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(a) Relative energy distribution over the WTCs at level 10



































































The order of the dominant set
Figure 5.4: The results in terms of LC1 obtained by the proposed method
based on the WTC.
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responses; (2) defining the dominant sets of the acceleration responses; and (3) the
process of the least square error minimizaton method (LSEMM) applied over the
dominant sets. Thus, the proposed method can be categorized into two types; one
based upon the WTC and the other upon the WPTC, depending on which types of
the Wavelet Transforms are used in the stage of defining the dominant sets.
Let the original analytical model be excited by Loading Case 1 (LC1). Figure
5.2 shows the time histories of the structural acceleration at each floor along the
y-direction.
For the proposed method based on the WTC, Figure 5.3 presents the relative
energy distribution over the WTCs at level 10 of the acceleration response at each
floor. From these distributions, we can observe that (1) for acceleration responses
at all floors except the first floor, the RWTCE of the second WTC, encompassing
the lowest natural frequency (0.8297 Hz), is much larger than other WTCs; (2) as a
floor gets higher, the RWTCE of the second WTC increases notably. However, the
RWTCE of the second WTC of the fourth floor acceleration response is similar to that
of the second WTC of the third floor acceleration response; (3) for the acceleration
response at the first floor, the RWTCE of the fourth WTC, encompassing the the
third lowest frequency (3.6602 Hz), is larger than those of any other WTCs; and (4)
for the acceleration responses at all floors, the seventh and eighth WTCs, whose
frequency ranges are [15.625 31.25 Hz] and [31.25 62.5 Hz], respectively, have some
(relative) energy, even though they are not related to the structural frequencies. This
stems from the fact that the acceleration responses at all floors are affected by the
forces whose dominant frequency components are between 0 and 50 Hz.
As suggested in Chapter 4, as shown in Figure 5.4(a), we can derive the average
relative energy distribution over the WTCs at level 10, from the relative energy
distribution over the WTCs at level 10 of the acceleration response at each floor
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(a) The difference (error) between the true and derived displacement responses







(b) Distribution of the RWTCEs at level 10 of the error





Figure 5.5: The difference (error) between the true and derived displacement
responses at the first floor, and the relative energy distribution over the WTCs
at level 10 of the corresponding difference.
seen in Figure 5.3.
In addition, we can set the dominant sets, e.g., I1 = {2}, I2 = {2, 8},..., I10 =
{2, 8, 4, 3, 7, 6, 5, 9, 1, 10}, and so on. By performing the LSEMM over these dominant
sets, each stiffness parameter K(a,b) can be estimated at each dominant set Ij
(i.e., the order j of the dominant set) as shown in Figure 5.4(b). Note that K(a,b)
represents the element at the ath row and bth column of the system stiffness matrix
K. It seems that for each stiffness parameter K(a,b), the estimated value at each
dominant set starts converging to the correct value starting from the dominant set I3,
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with the estimates that are very close to the corresponding true values. In particular,
for I8, the identified and the true values in terms of K(5,5) are 9.0089 × 107N/m
and 9.0128× 107N/m, respectively, and the corresponding PRE is 0.04%. Similarly,
the PREs of the identified values in terms of K(5,6), K(6,6), K(6,7), K(7,7), K(7,8),
and K(8,8) are 0.04, 0.02, 0.01, 0.01, 0.01, and 0.01%, respectively.
Two points are especially worthy of mention, based on the results obtained by
the proposed method on the WTC. Note that these points also apply to the proposed
method based on the WPTC.
First, with reference to Figure 5.4(b), we consider the estimated values corre-
sponding at I8 as being the best or the most accurate for all the stiffness parameters.
After those corresponding to I8, the estimated values at I9, or at higher orders, do
not, however, converge any more. This is caused by the inclusion of the first WTC
(with 9th RWTCE) that is now included in I9 or in higher orders, as seen in Figure
5.4.
In general, the total error in a numerical integration is a combination of errors
arising from two sources. The first contribution is the “local” error that arises at the
each integration step, while the second contribution stems from the cumulative effect
of past errors (a cumulative error, caused by many integrations). Since the proposed
method also relies on the process of a numerical integration, these kinds of errors
are unavoidable. Looking at Figure 5.5(a), for example, which shows the difference
(error) between the derived and true displacement responses at the first floor, we
see that the difference gets larger as the numerical integration proceeds over time.
Furthermore, Figure 5.5(b), showing the relative energy distribution over the WTCs
at level 10 of this difference, shows us that this difference is concentrated on the first
WTC of the derived displacement response. Note that this problem is also seen in
the derived displacement responses at other floors. For the velocities, such errors are
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not limited to a specific WTC.
As shown in Figure 5.4(b), in terms of the identification results for each stiffness
parameter, the estimated values at the dominant set I9, or at higher orders are
degraded, owing to the components of the first WTCs of the derived displacement
responses. Hence, it would be appropriate to recommend that the components of
the first WTCs of all acceleration, velocity, and displacement responses as well as of
the forces be removed, at the condition that their contributions to the total signals
are minimal.
It is just the fact that the contributions of the first WTCs be minimal that leads
us to the second point. In order to remove the components related to the first WTCs,
levels of ten or higher must be selected when choosing the decomposition level. From
Figure 5.4(a), we can see that at level 10, the first WTC has very little energy,
compared to the energy of the second WTC, since the lowest frequency (0.8297 Hz)
of the original model is in the second WTC whose frequency range is [0.4883 0.9766
Hz]. If, instead, we had chosen the decomposition level 9, the first WTC, whose
frequency range would now be [0 0.9766 Hz], contains not only the lowest frequency
of the model but also the errors which the first WTC at level 10 has. In other words,
at level 9, removing the first WTC can lead to the important system information
being lost in the identification process. Therefore, in order to keep the first WTC
from including the lowest frequency of the model, we have to choose level 10 or
higher.
Thus, it is suggested to use a sufficiently high decomposition level so that the
components of the first WTCs of all acceleration, velocity, and displacement responses
and forces can be removed without loss of accuracy in the identification process.
Let us now consider the proposed method based on the WPTC. Similarly to
the identification process of the method based on the WTC, Figure 5.6 presents
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(a) RWPTCEs at level 10 of the first floor acceleration




















(b) RWPTCEs at level 10 of the second floor acceleration














(c) RWPTCEs at level 10 of the third floor acceleration















(d) RWPTCEs at level 10 of the fourth floor acceleration





Figure 5.6: The relative energy distribution over the WPTCs at level 10 of
the acceleration response at each floor.
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(a) Relative energy distribution over the WPTCs at level 10






















































The order of the dominant set
Figure 5.7: The results in terms of LC1 obtained by the proposed method
based on the WPTC.
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the relative energy distribution over the WPTCs with sequence numbers of 1 to
30 (i.e., the 1st through 30th WPTCs) among the 210 WPTCs, at level 10 of the
acceleration response at each floor. From these distributions, we see that (1) for all
acceleration responses, the second WPTC with the frequency range of [0.4883 0.9766
Hz], encompassing the lowest natural frequency (0.8297 Hz), has the highest relative
energy among other WPTCs; and (2) the RWPTCE of the second WPTC increases
notably as the floor level increases. However, the RWPTCE of the second WPTC of
the fourth floor acceleration response is similar to that of the second WPTC of the
third floor acceleration response.
In addition, as seen in Figure 5.7(a), we can obtain the average relative energy
distribution over the WPTCs with sequence numbers of 1 to 30, at level 10 from
the obtained RWPTCEs of the acceleration response at each floor. We can see in
Figures 5.4(a) and 5.7(a), that the (relative) energies of the first and second WPTCs
are the same as those of the first and second WTCs, since, at any level, the first and
second WPTCs are identical to the first and second WTCs. With respect to the
accuracy of identification results, as seen in Figure 5.7(b), it seems that in terms
of each stiffness, the estimated values converge to the correct values at around I4.
The PREs of the identified values in the converged line, in terms of K(5,5), K(5,6),
K(6,6), K(6,7), K(7,7), K(7,8), and of K(8,8), are 0.03, 0.03, 0.01, 0.01, 0.01, 0.01,
and 0.01%, respectively. Note that similar to the results for the method on the WTC
seen in Figure 5.4(b), we can see in Figure 5.7(b) that in terms of the identification
result for each stiffness, the estimated values at I102, or at higher order are degraded,
since the components of the first WPTCs start to be included in I102, or in higher
orders.
5. Numerical Study 125
5.2.3 Asymmetrical Model Subjected to Loading Case 2
Let us consider the case of an asymmetrical model, subjected to LC2. This LC2 has
a different direction and nature of excitation, as compared to the LC1: the ground
excitation is now along both the x- and y-directions, and the frequency content is the
one associated to a real earthquake. In its relation to the original analytical model,
this asymmetric model presents a 20% stiffness reduction in one frame along the
y-direction between the base and the first floor. This simulation case shows us how
to identify the stiffness parameters in terms of the x-, y-, and rotational directions.
For the method based on the WTC, Figure 5.8 shows the average relative energy
distribution over the WTCs at level 10 for the acceleration responses in the x-
direction, and the corresponding PREs for each stiffness parameter. In addition,
in terms of the y- and rotational directions, Figure 5.9 shows the average relative
energy distribution over the WTCs at level 10 of the acceleration responses in the y-
and rotational directions, and the corresponding PREs for each stiffness parameter.
Except for K(5,9), the PREs, in terms of the stiffness parameters, are all under
0.10%.
Using the WPTCs, Figure 5.10 shows the average relative energy distribution
over the WPTCs at level 10 of the acceleration responses in the x-direction, and
the corresponding PREs for each stiffness parameter, while Figure 5.11 shows the
corresponding quantities for the y- and rotational directions. Similar to the results
obtained by the method based on the WTC, except for K(5,9), the PREs in terms
of stiffness parameter are all under 0.10%, confirming that both proposed methods
are quite successful in identifying the unknown structural parameters.
Looking at the results in Figures 5.8(b) and 5.10(b), in order to arrive at similar
identification results in terms of K(1,1), K(1,2), K(2,2), and so on, the WTC based
method has to perform the LSEMM at least until I4 comprising the second, third,
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(a) Relative energy distribution over the WTCs at level 10
























































The order of the dominant set
Figure 5.8: The results in terms of the x-direction for the asymmetrical
model subjected to LC2, obtained by the proposed method based on the
WTC.
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(a) Relative energy distribution over the WTCs at level 10
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Figure 5.9: The results in terms of the y- and rotational directions for the
asymmetrical model subjected to LC2, obtained by the proposed method
based on the WTC.
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(a) Relative energy distribution over the WPTCs at level 10






























































The order of the dominant set
Figure 5.10: The results in terms of the x-direction for the asymmetrical
model subjected to LC2, obtained by the proposed method based on the
WPTC.
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(a) Relative energy distribution over the WPTCs at level 10
























































































































































The order of the dominant set
Figure 5.11: The results in terms of the y- and rotational directions for
the asymmetrical model subjected to LC2, obtained by the proposed method
based on the WPTC.
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fourth, and fifth WTCs, while the WPTC based method requires at least I6.
As shown in Chapter 4, given that the total number of coefficients of a signal is
n+ 1 (in this case, 53741), the number of coefficients of the second, third, fourth,









corresponding to a total number of n+1
210
× 15, and the percentage of the coefficients
of the WTCs on I4 is 1.46% of the total number of coefficients. However, the method
that uses the WPTCs, requires at least until I6 with a number of coefficients of the
WPTCs (i.e., n+1
210
× 6) that is equal to 0.59% of the total number. In other words,
in achieving a similar accuracy of identification, the WPTC-based method employs
less data than does the WTC-based method.
Some points must be mentioned about the identification results of the damping
parameters of the model obtained by the proposed method. Regardless of the loading
types, the accuracy of the identified result in terms of the damping parameters
is lower than that in terms of other parameters (i.e., mass and stiffness). This
phenomenon can be observed in the identification of the damping parameters of
linear systems. In particular, for the LC2 case, the PREs of the identified damping
parameters are between 1 and 10%.
5.2.4 Loading Case 3
In order to test the proposed methods on more challenging examples, let us apply to
the original model Loading Case 3 (LC3). This case leads to the identification of
mass parameters as well as stiffness parameters.
Figures 5.12-13 present the average relative energy distribution over the WTCs
and WPTCs at level 10, and the corresponding PREs of the identified values in
terms of the mass and stiffness parameters.
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(a) Relative energy distribution over the WTCs at level 10














































































































The order of the dominant set
Figure 5.12: The results in terms of LC3 obtained by the proposed method
based on the WTC.
5. Numerical Study 132














(a) Relative energy distribution over the WPTCs at level 10















































































































The order of the dominant set
Figure 5.13: The results in terms of LC3 obtained by the proposed method
based on the WPTC.
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We can observe three things by comparing the results for LC3, obtained by the
method on the WTC seen in Figure 5.12 to those for LC1, seen in Figure 5.4. First,
depending on the loading type, the average relative energy distribution is different.
However, the second, third, fourth, and fifth WTCs, which encompass the natural
frequencies of the model, possess large energy for both LC1 and 3. Second, in terms
of accuracy, the PREs of the identified stiffness values for LC3 are overall a little
higher than those for LC1, but still are very low. Third, as seen in Figure 5.12, for
LC3, the convergence seems to start at the first dominant set I1, while for LC1, it
seems to start at the third dominant set I3. This is related to the relative energy
of the WTCs on the dominant set, requiring in order to reach the convergence. It
seems that, for the LC3 case, the WTCs on the first dominant set I1 has sufficiently
large relative energy (i.e., 49.04%) for the convergence, while for the LC1 case, the
relative energies (36.77 and 50.08%) of the WTCs on the dominant sets I1 and I2 are
not sufficient for convergence. Note that for LC1, the relative energy of the WTCs
on I3 is 63.26%. In short, depending on the loading case, the relative energy of the
WTCs on the dominant set required for convergence is different.
In addition, by comparing the results for LC1 using the WPTC-based method
seen in Figure 5.7, similar observations can be made for LC3 using the WPTC-based
method seen in Figure 5.13.
5.2.5 Effect of Measurement Noise
This section investigates the effect of measurement noise on the performance of both
versions of the proposed method, since the presence of noise in the recorded signal
is unavoidable in real life applications. Let us consider different levels of noise in
the acceleration responses of the original model, as subjected to LC1, by adding
Gaussian white noise signals, with a prescribed RMS to the original time histories of
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the structural acceleration responses. In this analysis, values of RMS of the noise
signals equal to 1, 2, and 5% will be considered.
For method based on the WTC, Figures 5.14-16 show the average relative energy
distributions over the WTCs at level 10, and the corresponding identification results
in terms of the noise levels of 1, 2, and 5% RMS, respectively. From Figures 5.4(a)
and 5.14(a)-16(a), we can observe that the average relative energy distributions
remain pretty much unchanged. Some minor differences appear in higher noise level
cases where the orders of the 10th and 11th WTCs are interchanged.
Some points must be mentioned in order to explain the above observations. First,
white noise is noise that has equal energy distribution among frequencies. Second, at
the given level, the frequency range of the (j + 1)th WTC is twice as wide as that of
the jth WTC. Therefore, at level 10, the RWTCE of the 11th WTC of a white noise
is twice that of the 10th WTC of the white noise. Third, as noise level increases, the
difference between the (actual) energy of the 11th WTC and that of the 10th WTC
of the white noise gets larger. Therefore, as the noise level increases, the RWTCE of
the 11th WTC of the noisy signal tends to grow faster than that of the 10th WTC
of the noisy signal. Thus, we can see from Figures 5.4(a) and 5.14(a)-16(a), that for
a noise level of 2% or higher, the RWTCE of the 11th WTC in the average relative
energy distribution becomes larger than that of the 10th WTC.
On the contrary, regardless of the decomposition level, each WPTC of a white
noise has equal value of RWPTCE. Thus, as seen in Figures 5.7(a) and 5.17(a)-19(a),
regardless of noise levels, the (average) relative energy distributions over the WPTCs
are identical.
In terms of the accuracy of the results, as seen in Figures 5.14-16, a larger PRE
is found in the identification results when noise is involved, as compared to those for
the noiseless case seen in Figure 5.4. For example, looking at K(5,5), the PREs for
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(a) Relative energy distribution over the WTCs at level 10



































































The order of the dominant set
Figure 5.14: The results in terms of LC1 and a noise level of 1% RMS,
obtained by the proposed method based on the WTC.
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(a) Relative energy distribution over the WTCs at level 10







































































The order of the dominant set
Figure 5.15: The results in terms of LC1 and a noise level of 2% RMS,
obtained by the proposed method based on the WTC.
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(a) Relative energy distribution over the WTCs at level 10










































































The order of the dominant set
Figure 5.16: The results in terms of LC1 and a noise level of 5% RMS,
obtained by the proposed method based on the WTC.
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(a) Relative energy distribution over the WPTCs at level 10











































































The order of the dominant set
Figure 5.17: The results in terms of LC1 and a noise level of 1% RMS,
obtained by the proposed method based on the WPTC.
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(a) Relative energy distribution over the WPTCs at level 10






































































The order of the dominant set
Figure 5.18: The results in terms of LC1 and a noise level of 2% RMS,
obtained by the proposed method based on the WPTC.
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(a) Relative energy distribution over the WPTCs at level 10











































































The order of the dominant set
Figure 5.19: The results in terms of LC1 and a noise level of 5% RMS,
obtained by the proposed method on the WPTC.
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the noiseless case and for the noise levels of 1, 2, and 5% RMS are 0.04, 0.18, 1.25,
and 2.85%, respectively. In short, the presence of noise has a negative effect when
it comes to obtaining good identification results through the method based on the
WTC, but the accuracy can still be considered quite good.
Similarly, for the method based on the WPTC (Figures 5.7 and 5.17-19), a larger
PRE is evaluated in the identification result from noisy cases: again, for K(5,5), the
PREs range from 0.03% (noiseless case) to 2.72% (5% RMS noise case).
Based on all of the above results obtained by both types of the proposed method,
it can be summarized that the proposed method based on both the WTC and WPTC
produces similar and quite satisfactory identification results even in the presence of
measurement noise. The WPTC-based method reaches the same level of accuracy
of the WTC-based method using a smaller amount of data, and so saving on the
computational cost.
5.3 Verification of the EMD-based Wavelet Damage De-
tection Method
5.3.1 Basic Descriptions of Simulation
In our verification studies, the original analytical model, given in Section 5.1.2, is
employed to obtain numerical simulations of the structural acceleration responses.
Structural damage is now simulated by reducing, at a given instant in time, the
stiffness of some elements in the model.
Three damage scenarios have been defined in terms of the damage location in
the model and the time of the occurrence of the corresponding damage. Table 5.2
reveals the following facts about the damage scenarios:
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Table 5.2: The detailed description of damage scenarios.





























•Damage Scenario 1(DS1): 25% stiffness reduction in each frame (Frames 1 and 3),
as seen in Figure 5.1, along the y-direction between the base and the first floor (0-1)
at time t = 27sec.
•Damage Scenario 2 (DS2): 35% stiffness reduction in each frame (Frames 1 and 3)
along the y-direction between the second and the third floors (2-3) at time t = 15sec.
•Damage Scenario 3 (DS3): 40% stiffness reduction in one frame (Frame 2) along
the x-direction and 50% stiffness reduction in the other frame (Frame 1) along the
y-direction between the base and the first floor (0-1) at time t = 12sec, and 20%
stiffness reduction in one frame (Frame 2) along the x-direction and 25% stiffness
reduction in the other frame (Frame 1) along the y-direction between the third and
the fourth floor (3-4) at time t = 21sec.
All simulation cases are based on combinations of the defined damage scenarios
and the type of excitation. A sampling rate of 1000 Hz is applied, except when we
are investigating the effect of the sampling rates on the proposed method. Various
loading types are defined in terms of points of application of the force, direction, and
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nature of force:
•Loading Type 1(LT1): the El Centro earthquake (North-South component, 1940)
excitation at the base in the y-direction.
•Loading Type 2(LT2): four independent filtered white noise forces applied through
the floor centers and acting along the y-direction.
•Loading Type 3(LT3): one filterd white noise force applied at the fourth floor center
and acting along the y-direction.
•Loading Type 4(LT4): one filtered white noise force applied at the first floor center
and acting along the y-direction.
•Loading Type 5(LT5): the El Centro earthquake (North-South component, 1940)
excitation at the base inclined at an angle of 30◦ with respect to the y-direction.
•Loading Type 6(LT6): one filtered white noise force at the fourth floor center and
acting at an angle of 45◦ with respect to the y-direction.
All the cases assume that only the structural acceleration responses are avail-
able from the measurements. The effect of factors such as the sampling rate, the
measurement noise, etc. on the performance of the proposed method will be discussed.
5.3.2 Damage Detection: The Case of DS1 with LT1
As shown in the formulation of the EMD-based Wavelet damage detection method
proposed in Chapter 4, the singularities in a signal manifest themselves as spikes in
the WTCs of the IMFs of the signal. Since a sudden change in stiffness also induces
a singularity in the acceleration response time history, we will associate the presence
of spikes with the occurrence of structural damage (“damage spikes”).
Let us begin by analyzing the original model depicting Damage Scenario 1(DS1),
subjected to Loading Type 1(LT1). Figure 5.20 presents the time histories of the
acceleration along the y-direction at each floor induced by the El Centro earth-
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Figure 5.20: Acceleration response time history at each floor of the analyti-
cal model with DS1, subjected to LT1.
quake(LT1): it is quite clear that it is almost impossible to detect a damage event
directly by looking at the acceleration responses.
For the purpose of comparison with the proposed method, the DWT-based
method is first applied to the case of DS1 with LT1. Figure 5.21 presents the WTCs
at level 4 of the acceleration response at each floor. Obvious damage spikes can
be observed at t = 27sec in the WTCs (i.e., 2nd to 5th WTCs) of the first floor
acceleration response, whereas no damage spikes are recognized at t = 27sec in the
WTCs of the acceleration responses at the other floors. This is consistent with the
damage pattern, since damage occurs at the first floor.
Let us now consider the proposed method. Figure 5.22 depicts the WTCs at
level 4 of the first and second IMFs of the acceleration response at each floor.
Especially noteworthy in Figure 5.22(a) is the fact that damage spikes are recognized
clearly at t = 27sec in all the WTCs of the first IMF of the first floor acceleration
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(a) WTCs of 1st floor acc.

























(b) WTCs of 2nd floor acc.































(c) WTCs of 3rd floor acc.































(d) WTCs of 4th floor acc.
























Figure 5.21: The WTCs at level 4 of acceleration response at each floor;
results for the case of DS1 with LT1, obtained by the DWT-based method.
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(a) WTCs of 1st IMF of 1st floor acc.


























(b) WTCs of 2nd IMF of 1st floor acc.
































(c) WTCs of 1st IMF of 2nd floor acc.






























(d) WTCs of 2nd IMF of 2nd floor acc.


























Figure 5.22: The WTCs at level 4 of the first and second IMFs of accelera-
tion response at each floor; results for the case of DS1 with LT1, obtained by
the proposed method; continued on next page.
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(e) WTCs of 1st IMF of 3rd floor acc.































(f) WTCs of 2nd IMF of 3rd floor acc.































(g) WTCs of 1st IMF of 4th floor acc.
































(h) WTCs of 2nd IMF of 4th floor acc.
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response, while using the DWT-based method, a damage spike does not appear at
t = 27sec for the first WTC of the first floor acceleration response, as shown in
Figure 5.21(a). This shows that, for this loading type, the proposed method can
identify the frequency range([0, 31.25 Hz]) of the singularity caused by damage which
the DWT-based method cannot. Furthermore, we can still see at t = 27sec in Figure
5.22(b), an indication of damage spikes in the WTCs of the second IMF of the first
floor acceleration response. However, without looking at the damage spike pattern
in the WTCs of the first IMF in Figure 5.22(a), it would not be appropriate to
conclusively call the spikes at t = 27sec in Figure 5.22(b) “damage” spikes.
Similar to the results obtained by the DWT-based method, as shown in Figures
5.22(c-h), no damage spikes appear at t = 27sec in the WTCs of the first and second
IMFs of the acceleration responses at the second, third, and fourth floors, as well as
for higher IMFs, confirming that damage occurs only on the structural elements of
the first floor.
One point is especially worthy of mention, based on the results obtained by the
proposed method. We note some unexpected components (signals), occurring after
the 27sec mark in the first WTCs of the lower-order IMFs (i.e, the first and second
IMFs) (Figures 5.22(b),(c),(d),(f), and (h)). This problem can be related to the mode-
mixing problem in EMD. It is not uncommon for data drawn from natural (physical)
systems to show sudden erratic changes in wave heights (“intermittency” (Huang et
al.[43])). Intermittency can be responsible for mode-mixing—that is, different time
scales mixed into a single IMF. This has the effect of producing additional, albeit
spurious variations (unexpected components) in the IMFs. However, mode-mixing
also occurs in some cases, even when there is no intermittency in a signal (Yang et
al. [117]). In other words, although the mode-mixing problem is mainly caused by
intermittency in signals, the intermittency is not the only reason. Although the EMD
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technique is capable of decomposing any nonlinear and nonstationary signals, the
mode-mixing problem is the vexing one that practical applications may experience
frequently.
Thus, the phenomenon of mode-mixing takes place in those algorithms that rely
on the EMD such as the Hilbert Huang Transform (HHT), and also crops up within
the results obtained via the proposed method, as seen in Figure 5.22. To prevent
mode-mixing, Wu and Huang [111] have proposed a noise assisted data-analysis
method called Ensemble Empirical Mode Decomposition(EEMD): in this method,
white noise is added to a given signal, which is then decomposed through the use of
the EMD. The EEMD represents an improvement upon the EMD method, as will
be shown in Section 5.3.7.
As seen in Figure 5.22, however, as far as the proposed method is concerned,
the appearance of unexpected components due to the EMD does not seem to be a
serious problem. With respect to damage detection, damage spikes appear in more
than one WTC, and almost always in the higher-order (e.g., fourth and fifth) ones.
Additional and spurious components, if recognized in one WTC of a certain IMF, do
not appear simultaneously in other WTCs of the same IMF.
5.3.3 Effect of Loading Types
As we noted earlier, LT1 can be seen as a set of effective earthquake lateral forces
applied at all floors in the y-direction of the model. Now, in order to explore the
effect of various loading types on the proposed method, let us consider, first, the
simulation cases of the model for DS1 under the other loading types LT2, 3, 4, 5,
and 6, as defined previously. Note that LT2 is very similar to LT1 in terms of the
points of application of the force, while LT2 is different from LT1 in terms of the
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frequency component of the force. In addition, to deepen our investigation of it,
another damage scenario, DS2, will be considered in relation to the six loading types.
For the case of DS1 with LT2, Figure 5.23 presents the WTCs at level 4 of the
first IMF of the acceleration response at each floor. Similar to the results obtained
for the case of DS1 with LT1 and as shown in Figure 5.22, damage spikes appear at
t = 27sec in the WTCs of the first IMF of the acceleration response, but only on
the first floor, thereby confirming the fact that damage occurs only on the first floor.
For the case of DS1 with LT2, however, damage spikes are recognized at t = 27sec
in only two WTCs (the 4th and 5th) of the first IMF of the first floor acceleration
response, while for the case of DS1 with LT1, damage spikes appear at t = 27sec in
all the WTCs of the first IMF of the first floor acceleration response. This is due
to the difference in the range of the dominant frequencies of the excitation: in fact,
the dominant frequencies of the El Centro earthquake (i.e., LT1) are in the range
between 0.39 and 6.39 Hz, while those of LT2 fall between 0 and 50 Hz.
In the case of DS1 with LT3, as shown in Figure 5.24, damage spikes appear at
t = 27sec in the WTCs of the first IMF of the acceleration responses at the first
and second floors, while those do not appear at t = 27sec in the WTCs of the first
IMF of the acceleration responses at the third and fourth floors. For this loading
type, notwithstanding there are damage spikes appearing in the WTCs of the first
IMF of the acceleration response at the second floor, they are so small compared
with the damage spikes in the WTCs of the first IMF of the acceleration response at
the first floor. In particular, the amplitude of the damage spike of the fifth WTC
of the first IMF of the second floor acceleration response is much smaller than the
corresponding amplitude for the first floor acceleration response (approximately
2× 10−6 vs 1× 10−2). Therefore, we can defer that the actual damage occurs at the
first floor, specified in DS1. Furthermore, with respect to the case of DS1 with LT4
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(b) WTCs of 1st IMF of 2nd floor acc.

























(c) WTCs of 1st IMF of 3rd floor acc.
























(d) WTCs of 1st IMF of 4th floor acc.


















Figure 5.23: The WTCs at level 4 of the first IMF of acceleration response
at each floor; results for the case of DS1 with LT2, obtained by the proposed
method.
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(b) WTCs of 1st IMF of 2nd floor acc.






























(c) WTCs of 1st IMF of 3rd floor acc.






























(d) WTCs of 1st IMF of 4th floor acc.


















Figure 5.24: The WTCs at level 4 of the first IMF of acceleration response
at each floor; results for the case of DS1 with LT3, obtained by the proposed
method.
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(a) WTCs of 1st IMF of 1st floor acc.
























(b) WTCs of 1st IMF of 2nd floor acc.






























(c) WTCs of 1st IMF of 3rd floor acc.

































(d) WTCs of 1st IMF of 4th floor acc.
























Figure 5.25: The WTCs at level 4 of the first IMF of acceleration response
at each floor; results for the case of DS1 with LT4, obtained by the proposed
method.
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Table 5.3: The location where damage spikes appears for the cases of DS1
and 2 with LT1, 2, 3, 4, 5, and 6, obtained by the proposed method.













LT1 y 1,2,3,4,5 1,2,3,4,5
LT2 y 4,5 4,5
LT3 y (2,3,4,5) 2,3,4,5 2,3,4,5






y (2,3,4,5) 2,3,4,5 2,3,4,5
Notes: “First”, “Second”,“Third”, and “Fourth” indicate the first IMF of acceleration responses at
the first, second, third, and fourth floors; “x” and “y” indicate the direction of an acceleration
response; “1”, “2”,“3”, “4”, and “5” stand for the order of the WTC of the first IMF; “( )” implies
damage spikes with “very small” amplitudes, compared to the amplitudes of damage spikes for
other floor accelerations.
as shown in 5.25, damage spikes are recognizable only for the first floor acceleration
response, in particular at t = 27sec in the fifth WTC of the first IMF.
Table 5.3 offers a detailed summary of the results for the cases of DS1 with LT1,
2, 3, 4, 5, and 6, as well as of DS2. From this table, we see that in the y-direction,
the results for DS1 with LT5 and for DS1 with LT6 are identical to those for DS1
with LT1 and for DS1 with LT3, respectively, and in the x-direction, no damage
spikes appear for any acceleration responses. This is exactly what is expected since
no damage takes place in the x-direction. Furthermore, since the amplitudes of the






2 times the corresponding amplitudes for LT1
and 3 in the y-direction, respectively, we can see that, for the proposed method, the
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detection of damage is independent from the amplitude of the external force.
Let us further explore the effect of the loading types on the proposed method
with another scenario (DS2).
For the cases of both DS2 with LT1 and DS2 with LT2, Table 5.3 shows us that
damage spikes appear (at time when damage occurs) for the acceleration responses
at the second and third floors. This is exactly what is expected since these two
floors are directly affected by the damage. In addition, and similar to the results
obtained for the cases of DS1 with LT1 and DS1 with LT2, in the case of DS2 with
LT1, damage spikes appear in all the WTCs of the first IMFs of the acceleration
responses at the second and third floors, while for the case of DS2 with LT2, damage
spikes appear in the fourth and fifth WTCs of their first IMFs.
In addition, as shown in Table 5.3, under the DS2 scenario, for both LT3 and 4,
damage spikes appear in the WTCs of the first IMF of the acceleration responses at
the second and third floors which are directly caused by damage. In addition, similar
to the result for the case of DS1 with LT3, for the case of DS2 with LT3, additional
damage spikes appear in the WTCs of the first IMF of the acceleration response at
the first floor and those amplitudes are much smaller than the corresponding ones at
the second and third floors, whereas for the case of DS2 with LT4, additional damage
spikes happen in the WTCs of the first IMF of the fourth floor acceleration response,
and those amplitudes are much smaller than the corresponding ones at the second
and third floors. From these results, we can defer that the force at the fourth floor
specified in LT3 suppresses the appearance of damage spikes for the acceleration
response at the fourth floor(i.e., the intact floor), and the force at the first floor
specified in LT4 suppresses the appearance of damage spikes for the acceleration
response at the first floor(i.e., the intact floor).
Identical to the results for the cases of DS2 with LT1 and DS2 with LT3 (see
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(b) WTCs of 1st IMF of 2nd floor acc.




























(c) WTCs of 1st IMF of 3rd floor acc.



























(d) WTCs of 1st IMF of 4th floor acc.






















Figure 5.26: The WTCs at level 4 of the first IMF of acceleration response
along the y-direction at each floor; results for the case of DS2 with LT5,
obtained by the proposed method.
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(a) WTCs of 1st IMF of 1st floor acc.































(b) WTCs of 1st IMF of 2nd floor acc.



































(c) WTCs of 1st IMF of 3rd floor acc.

































(d) WTCs of 1st IMF of 4th floor acc.




















Figure 5.27: The WTCs at level 4 of the first IMF of acceleration response
along the y-direction at each floor; results for the case of DS2 with LT6,
obtained by the proposed method.
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Table 5.3), we see in Figures 5.26-27, that, for the case of DS2 with LT5, damage
spikes appear at t = 15sec in the WTCs of the first IMFs of acceleration responses
along the y-direction at the second and third floors, while, for the case of DS2 with
LT6, damage spikes appear at t = 15sec in the WTCs of the first IMF of the first
floor acceleration response along the y-direction, as well as the second and third
acceleration responses. No damage spikes appear in the x-direction for both LT5
and 6, as we expect.
Specially, prior to the analysis and summary of the effect of the loading type on
the proposed method, from the results for the cases of DS1 with LT1, 2, 3, and 4,
and of DS2 with LT5 and 6 (Figures 5.22-27), visually, we can observe two basic
features about damage spikes. First, most damage spikes appear in multiple WTCs
of the IMFs of the given response, in particular, in the higher WTCs (4th and 5th).
Second, no other spikes appear noticeably around the time when damage spikes
appear. In short, damage spikes are observed consistently in multiple WTCs and
notably differ from other spikes not caused by damage. For example, as shown in
Figures 5.21(b-h), many spikes which seem to be damage spikes between 0 and 27
sec, are not true damage spikes, even though they are in accord with the first of the
two preceding observations
The results for the ten simulation cases, obtained by the proposed method, can
be summarized as follows:
(1) regardless of the loading type, if a structure is damaged, the occurrence of such
damage can be detected by observing the presence of damage spikes in the WTCs of
the IMFs of the acceleration responses.
(2) independently of the damage scenarios (representing different times, locations,
and severities of damage), damage spikes always appear at the time when damage
occurs in the WTCs of the IMFs of the acceleration response on a floor directly
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related to damage.
(3) in either the case of ground excitation (i.e., LT1 and 5) or of the loads at all
floors (i.e., LT2), the proposed method is capable of locating the damaged areas in a
structure by looking at the spatial distribution of the damage spikes produced by
the analysis of the acceleration responses.
(4) for other loading types (i.e., LT3, 4, and 6), additional damage spikes appear for
acceleration responses at a (intact) floor which is not directly related to damage.
However, since the amplitudes of additional spikes are much smaller than the
corresponding ones for the acceleration response at the floor direclty related to the
damage, even for LT3, 4, and 6, one can confidently locate the damaged areas in a
structure by the looking the spike pattern.
5.3.4 Damage Assessment done with the Wavelet Energy-based
System Identification Method
As suggested in Chapter 1, in the framework of damage assessment, the proposed
Wavelet Energy-based system identification method can be utilized, along with the
proposed EMD-based Wavelet damage detection method, to optimally determine
the occurrence, location, and severity of damage in a structure. In short, once the
existence and time of damage in a structure has been detected through the use of
the proposed damage detection method, the next logical step is to estimate the
physical parameters of the model, both before and after damage occurs, by using
the proposed system identification method with acceleration responses before and
after the occurrence of damage, respectively. Then, the location and severity of the
damage is analyzed by comparing the undamaged and damaged stiffness matrices of
the identified model.
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Table 5.4: Identified physical parameters and natural frequencies, ω, of the
model before and after damage for the case of DS2 with LT3. The units of ω,
M, and K are Hz, kg, and N/m, respectively.
Before damage After damage Variation (%)
M(5,5) 199977.7 199959.9 0.01
M(6,6) 200480.3 199964.0 0.25
M(7,7) 200096.8 199962.0 0.07
M(8,8) 200103.5 199963.7 0.07
K(5,5) 90032030.2 90048395.4 0.18
K(5,6) -45088005.1 -45026148.9 0.14
K(6,6) 90292747.1 74326657.4 17.68
K(6,7) -45088172.5 -29286088.5 35.05
K(7,7) 90179164.9 74345793.2 17.56
K(7,8) -45088311.2 -45056509.2 0.07
K(8,8) 45086961.1 45056272.2 0.06
ω1 0.8307 0.7904 4.85
ω2 2.3883 2.2038 7.73
ω3 3.6596 3.6096 1.37
ω4 4.4887 4.1757 6.97
Let us consider the case of DS2 with LT3, after the proposed damage detection
method has identified the time of occurrence of damage (i.e., 15sec). Table 5.4 shows
the identifed mass and stiffness matrices of the model before and after damage,
obtained by the proposed system identification method. Looking at the elements of
the stiffness matrix, we see that the change between the identified values of K(6,7),
before damage and after damage, is almost identical to the variations of K(6,6) and
of K(7,7) (15802084 N/m vs 159666089 N/m and 15833371.7 N/m), indicating that
the damaged area is between the second and third floors in the y-direction. The
identified stiffness reduction in K(6,7) is 35.05%, which is identical to the stiffness
reduction (i.e. 35%), specified in DS2. In this case, the variations of the other
mass and stiffness parameters can be neglected, since these are very small and are
produced by the process of identification itself.
5. Numerical Study 161
5.3.5 Multiple Damage Scenarios
As a way of testing the proposed method in detecting successive damage events and
in locating the damaged areas, let us now consider the case where damage occurs at
different floors along the x- and y-directions at different times (DS3). Two external
excitations (LT5 and 6) are applied in this scenario. LT5 is represented by the El
Centro earthquake ground motion acting at the base at 30◦ with respect to the
y-direction, and LT6 is represented by one filtered white noise force acting at the
fourth floor at 45◦ with respect to the y-direction.
In the case of DS3 with LT5, Figures 5.28-29 show the WTCs of the first IMF of
the acceleration response along the x- and y-directions at each floor.
With respect to the damage analysis of the model in the x-direction, as shown in
Figure 5.28, as time evolves, damage spikes are first observed at t = 12sec in the
WTCs of the first IMF of the acceleration response along the x-direction at the first
floor. At this time t = 12sec, however, no damage spikes are observed in the WTCs
of the first IMFs of the acceleration responses at the second, third, and fourth floors.
Furthermore, the second set of damage spikes occurs at t = 21sec in the WTCs of
the first IMFs of the acceleration responses at the third and fourth floors. From
these results, we can infer that at t = 12sec, some damage has occurred between
the base and the first floor, and that at t = 21sec, additional damage has occurred
between the third and fourth floors in terms of the x-direction, as specified in DS3.
Similarly, in terms of the y-direction, Figure 5.29 shows a damage analysis of the
model. Again, the first set of damage spikes appears at t = 12sec in the WTCs of
the first IMF of the acceleration response along the y-direction at the first floor, and
the second set of damage spikes appears at t = 21sec in the WTCs of the first IMFs
of the acceleration responses at the third and fourth floors along the y-direction.
Let us now consider the damage scenario DS3 with LT6. Compared to the
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(a) WTCs of 1st IMF of 1st floor acc.





























(b) WTCs of 1st IMF of 2nd floor acc.






































(c) WTCs of 1st IMF of 3rd floor acc.






































(d) WTCs of 1st IMF of 4th floor acc.
























Figure 5.28: The WTCs at level 4 of the first IMF of acceleration response
along the x-direction at each floor; results for the case of DS3 with LT5 in
terms of the x-direction, obtained by the proposed method.
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(c) WTCs of 1st IMF of 3rd floor acc.































(d) WTCs of 1st IMF of 4th floor acc.























Figure 5.29: The WTCs at level 4 of the first IMF of acceleration response
along the y-direction at each floor; results for the case of DS3 with LT5 in
terms of the y-direction, obtained by the proposed method.
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(b) WTCs of 1st IMF of 2nd floor acc.




































(c) WTCs of 1st IMF of 3rd floor acc.































(d) WTCs of 1st IMF of 4th floor acc.






















Figure 5.30: The WTCs at level 4 of the first IMF of acceleration response
along the x-direction at each floor; results for the case of DS3 with LT6 in
terms of the x-direction, obtained by the proposed method.
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(c) WTCs of 1st IMF of 3rd floor acc.

































(d) WTCs of 1st IMF of 4th floor acc.






















Figure 5.31: The WTCs at level 4 of the first IMF of acceleration response
along the y-direction at each floor; results for the case of DS3 with LT6 in
terms of the y-direction, obtained by the proposed method.
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results for LT5 seen in Figures 5.28-29, we can see the difference from the results
for LT6 in Figures 5.30-31, as follows. In terms of both the x- and y-directions,
damage spikes are also observed at t = 12sec in the WTCs of the first IMF of
the acceleration response at the second floor, a floor that is not related directly to
the damage. However, in accord with the results obtained for DS1 with LT3 (see
Table 5.3 or Figure 5.24), damage spikes at t = 12sec in the WTCs of the first
IMF of the acceleration response at the second floor are so small compared with the
corresponding ones at the first floor that we can expect that the actual damage at
t = 12sec occurs at the first floor.
Furthermore, damage spikes are also recognized at t = 21sec in the WTCs of the
first IMF of the acceleration response at second floor as well as in the WTCs of the
first IMF of the acceleration response at the third and fourth floors. Looking at (the
order of) the amplitudes of the damage spikes at t = 21sec of the fifth WTCs for the
third and fourth floors and for the second floor in the x- and y-directions—e.g., −3
and −3 vs −6 in terms of the x-direction—seen in Figures 5.30-31, we can conclude
that the actual damage at t = 21sec occurs between the third and fourth floors in
the x- and y-direction.
Based on these results obtained for DS3 with LT5 and 6, we can conclude that
(1) for LT5, the proposed method exactly locates the damaged areas in the model in
both directions; that (2) for LT6, the proposed method can locate the damaged areas
in the the model, since it is possible to tell the distinguishable difference between the
amplitudes of damage spikes for the acceleration response at the (intact) floor which
is not directly related to the damage and the corresponding ones at the (damaged)
floor directly related to the damage.
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5.3.6 Effect of Sampling Rate
In this section, we will investigate the effects of the sampling rates used in the
response measurement on the performance of the proposed method for damage
detection. Let us consider the sampling rates of 200, 500, and 2000 Hz for the case
of DS1 with LT1, previously analyzed with the sampling rate of 1000 Hz.
Figure 5.32 presents the WTCs of the first IMF of the first floor acceleration
responses with the sampling rates of 200, 500, and 2000 Hz, respectively, for the
case of DS1 with LT1. In this figure, we can observe that (1) for all sampling rates,
damage spikes are detected at the time t = 27sec in all the WTCs except the first
WTC for 200 Hz of the first IMFs of the acceleration response at the first floor; (2)
in terms of WTCs of the same order, the amplitudes of the damage spikes (at the
time when damage occurs) are almost the same, regardless of the sampling rate; and
(3) in terms of the WTCs of the same order, as the sampling rate increases, the
amplitudes of non-damage spikes, at times other than the time when damage occurs
in the WTCs of the first IMF of the acceleration response, get smaller.
To explain some of these observations, it is important to realize, however, that
the frequency ranges of the WTCs of the same order are different. For example, the
ranges of the fifth WTCs for the sampling rates of 200, 500, 1000, and 2000 Hz are
[50 100], [125, 250], [250, 500], and [500, 1000 Hz], respectively. We can infer from
this fact that the structural frequency components at times other than t = 27sec
of the first floor acceleration response disappear in the fifth WTCs as the sampling
rate becomes higher. The reason is that the frequency components of the first floor
acceleration response are the same, regardless of sampling rate, while increasing the
sampling rate shifts the frequency content associated with a given WTC toward
higher frequencies. As shown in Figure 5.32, the small spikes between around 0
and 24sec, in the WTCs for the sampling rate 200 Hz, disappear in the WTCs for
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Figure 5.32: The WTCs at level 4 of the first IMF of the first floor
acceleration response with the sampling rates 200, 500, and 2000 Hz for the
case of DS1 with LT1, obtained by the proposed method.
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higher sampling rates, while the amplitudes of the damage spikes at t = 27sec remain
almost identical, regardless of the sampling rate.
Thus, it can be concluded that given a particular damage severity, the performance
of the proposed method at recognizing damage spikes improves as a higher sampling
rate is applied.
5.3.7 Effect of Measurement Noise
In the previous examples, it was assumed that there was no measurement noise in
the time histories of the structural accelerations: in these cases, damage spikes were
mostly found in the WTCs of the first IMFs of acceleration responses and sometimes
in the WTCs of the second IMFs; In particular, they appeared in the highest (i.e.,
the fourth and fifth) WTCs, since the frequency components of the singularity are
much higher than the natural frequencies of the structrure.
Now, instead, we assume that the recorded structural responses are contaminated
by measurement noise, simulated as a Gaussian white noise random process charac-
terized by a Root Mean Square (RMS) value that is a percentage of the RMS of the
uncontaminated time history. Different levels of noise—1, 2, and 5% RMS—have
been added to the acceleration response at each floor, generated from the model
with DS1 and subjected to LT1, as analyzed in Section 5.3.2.
For comparison purposes, Figure 5.33 shows the WTCs at level 4 of the first floor
acceleration response for the different noise levels (1, 2, and 5% RMS), respectively.
When compared to the results obtained by the DWT-based method for the noisefree
case (Figure 5.21(a)), it is observed that the noise is simply distributed among all
the WTCs, making it more difficult to highlight the spikes related to damage.
With regard to the proposed method, Figures 5.34-36 present the WTCs at level 4
of the first six IMFs of the first floor acceleration responses with the noise levels 1 and
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(a) Noise level (1%)
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Figure 5.33: The WTCs at level 4 of the first floor acceleration response
with the noise levels of 1, 2, and 5% RMS for the case of DS1 with LT1,
obtained by the DWT-based method.
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2% RMS, and of the first eight IMFs of the first floor acceleration response with the
noise level 5% RMS, respectively. The results presented in Figures 5.34-35, in terms
of a 1% and 2% RMS noise level, show that damage spikes appear at t = 27sec across
the WTCs of the first six IMFs of the first floor acceleration response. Increasing
the noise level to the 5% RMS seen in Figure 5.36 causes damage spikes to appear
at t = 27sec across the WTCs of the second to the eighth IMFs of the first floor
acceleration response; however, the WTCs of the IMFs for the 5% RMS case appear
to be more noise-contaminated than the corresponding ones for lower noise levels,
and this makes it more difficult for damage spikes to be recognized.
In fact, if the noise level is brought to a level of 10% RMS, damage related spikes
will not be distinguishable any more. To overcome this problem, let us now increase
the sampling rate of 1000 Hz to 2000 Hz for the case of DS1 with LT1 for 10% RMS
noise level where damage spikes are not identified using a sampling rate of 1000 Hz,
as mentioned earlier. Figure 5.37 shows that damage spikes appear at t = 27sec
across the WTCs of the fifth to the tenth IMFs of the first floor acceleration response
with the 10% RMS noise level in terms of the sampling rate 2000 Hz. In short, by
increasing the sampling rate, detection of damage spikes becomes easier, since with
higher sampling rate, the singularity will be sharper in the time domain and thus a
more obvious damage spike is expected. Thus, similar to the effect of the sampling
rate seen in Section 5.3.6, increasing the sampling rate can be one way of reducing
the nagative effect of noise on the proposed method as well as improving its damage
detection capabilities.
Based on the results obtained by the proposed method with respect to noisy
cases, some conclusions can be drawn. In presence of measurement noise, damage
spikes are recognized in the WTCs of the higher-order IMFs (e.g., the third, fourth
ones, etc.) while, using noisefree data, they are confined to the lowest IMFs. As
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(d) WTCs of 4th IMF of 1st floor acc.























Figure 5.34: The WTCs of the first six IMFs of the first floor acceleration
response with the noise level of 1% RMS for the case of DS1 with LT1,
obtained by the proposed method; continued on next page.
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(e) WTCs of 5th IMF of 1st floor acc.




























(f) WTCs of 6th IMF of 1st floor acc.






























(a) WTCs of 1st IMF of 1st floor acc.




























(b) WTCs of 2nd IMF of 1st floor acc.



























Figure 5.35: The WTCs of the first six IMFs of the first floor acceleration
response with the noise level of 2% RMS for the case of DS1 with LT1,
obtained by the proposed method; continued on next page.
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(b) WTCs of 2nd IMF of 1st floor acc.
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(d) WTCs of 4th IMF of 1st floor acc.





















Figure 5.36: The WTCs of the first eight IMFs of the first floor acceleration
response with the noise level of 5% RMS for the case of DS1 with LT1,
obtained by the proposed method; continued on next page.
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(e) WTCs of 5th IMF of 1st floor acc.


































(f) WTCs of 6th IMF of 1st floor acc.




























(g) WTCs of 7th IMF of 1st floor acc.































(h) WTCs of 8th IMF of 1st floor acc.
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(c) WTCs of 7th IMF of 1st floor acc.
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Figure 5.37: The WTCs of the fifth to tenth IMFs of the first floor accel-
eration response with the noise level of 10% RMS for the case of DS1 with
LT1 with respect to 2000 Hz, obtained by the proposed method; continued
on next page.
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(f) WTCs of 10th IMF of 1st floor acc.


























compared to the noisefree cases, the ranges of IMFs where damage spikes appear
expand; in the cases of severe noise levels, damage spikes cannot be observed in
the WTCs of the first IMF, while this component was the most sensitive in the
noisefree cases. This is caused by the EMD of the noisy signal. Since, for noisefree
acceleration responses, the frequency components at times other than the time when
singularity takes place are much lower than the frequency content of the singularity,
the first IMFs take over most of the frequency content (from the low to the high
frequency content) of singularity. However, for noisy acceleration responses, even
the higher-order IMFs can present the frequency content of singularity, since the
lower-order IMFs (e.g., the first IMF) of the noisy acceleration responses partially
take over the frequency components of singularity.
Lastly, as discussed in Section 5.3.2, unexpected components (caused by the
EMD), which often appeared noticeably after t = 27sec in the first WTCs of the
IMFs for the noisefree case seen in Figure 5.22, seem to disappear or to be prevented
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after t = 27sec in the first WTCs of the IMFs in Figures 5.34-36. As suggested by
Wu and Huang [111], here the noise may simply reduce the mode-mixing effect.
5.4 Conclusions
This section briefly summarizes the major conclusions we are able to draw from the
numerical verifications of the two proposed methods.
With respect to the proposed Wavelet Energy-based system identification method,
it can be concluded that: (1) the proposed method, whether based on the WTC or
the WPTC, produces very satisfactory results; (2) the proposed method based on
the WPTC employs less data than does the proposed method based on the WTC,
even while achieving a similar accuracy of identification; (3) along with the proposed
damage detection method, the proposed system identification method can also be
utilized to assess damage.
With respect to the proposed EMD-based Wavelet damage detection method,
it can be stated that: (1) the proposed method can accurately identify the time of
occurrence of damage by noting precisely when damage spikes appear in the WTCs
of the “first several” IMFs of the acceleration response; (2) for earthquake excitation
as well as different forms of external excitation, the damaged area can be identified
by analyzing the spatial distribution pattern of damage spikes; (3) the proposed
method is quite robust, in the sense that its damage-detection capacity is not overly
sensitive to the various forms of external excitation; (4) for both noiseless and noisy
cases, the proposed method does a better job at detecting damage in a structure




In this thesis, we have presented our vision of the useful applications of the Wavelet
theory to parametric system identification and damage detection— two key issues
within the sphere of vibration-based Structural Health Monitoring (SHM). The SHM
is central to the goal of maintaining civil engineering structures safely and efficiently,
and thereby securing people’s lives and property. Furthermore, it plays an essential
role in infrastructure design at a fraction of the capital cost of construction. Hence,
the desire of all those working in our field to fully exploit the information about the
vibration of structures is putting structural responses to good use in the areas of
system identification and damage detection.
The system identification method has first been presented to determine the
physical parameters based on the inverse solution of equations of motion of a structural
system in the wavelet domain. For the proposed method, the measurements of input
forces and response data including accelerations, velocities, and displacements at all
degrees of freedom (DOFs) are required. Using the connection coefficients of the
scaling function, the responses of the velocity and displacement are obtained from
the acceleration responses only measured. This numerical integration process may
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inevitably introduce error to the physical parameters identified. Accordingly, by
defining the dominant sets based on the relative energies of the Wavelet Components
of the acceleration responses, the equations of motion of the system in the time
domian are converted to a reduced representation of the equations of motion in
terms of the DWT and the DWPT. To obtain the best estimation for the physical
paramters, the general least squares procedure is used iteratively to minimize the
objective function based on the selected dominant set. The results of the numerical
examples showed that the proposed method can identify the structural parameters
accurately. Moreover, the accuracy and reliability of the proposed method on the
WTC and on the WPTC were investigated upon various simulations with respect to
loading cases, the configuration of an analytic model, and noise levels. Both versions
of the proposed method produced demonstrably accurate identification results.
We also have proposed a damage detection method for identifying the presence,
the time of occurrence, and the location of damage within a structure. In particular,
we have applied the EMD to the acceleration responses and the wavelet analysis of
the associated IMFs. Through the numerical verification, the results demonstrated
that the proposed method can be used to identify the time more obviously and
effectively at which structural damage occurs than by using the DWT-based method
in the noiseless or noisy cases, and that its damage-detection capacity is not overly
sensitive to the various forms of external excitation.
In particular, in the framework of damage assessment, the proposed system
identification method can be combined, along with the proposed damage detection
method to determine the severity of damage in a sturcutre after detecting the time
of the occurrence of damage. It was shown that the identified physical parameters
and the corresponding natural frequencies before and after the damage were accurate
and they can be used for assessing the severity of damage.
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In our future, for Structural Health Monitoring, we will develop a method to
update finite element models to match real life test data based on the wavelet domain.
Similar to the model updating methods using the modal data or the Frequency
Response Function (FRF) in the frequency domain, or directly using the time
domain data, the physical parameters of system are treated as updating parameters.
The initial step is naturally to formulate an objective function, which mathematically
expresses the difference between the Wavelet Component Energies generated by an
analytical finite element model and the corresponding ones, which automatically
calculated from acceleration data collected at DOFs, obtained experimentally through
vibration testing. In other words, the Wavelet Component Energies of acceleration
responses are adopted to model updating techniques via sensitivity analysis. The
sensitivity of the Wavelet Component Energy with respect to structural parameters
will be derived analytically. Once the objective function is formulated, the function
can be optimized by altering the values of a set of structural updating parameters.
Finally, we will produce a good match between analytical and experimental Wavelet
domain properties in a structure.
In addition, the variations of the (relative) energies of the Wavelet Components
of the responses before and after the occurrence of damage in the structure will be
tested as a damage indicator, based on the fact that the Wavelet Components with
the high energy are closely related to the modal parameters (e.g., natural frequencies)
of the structure. By using the variation of the Wavelet Component Energy spectrum,
we can estimate the variation of structural modal parameters due to the performance
degradation of the whole structure and local variations of damage level and location.
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