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Abstract
Design of an in-ear EEG device to detect consciousness levels and
be used in monitoring anaesthesia levels of a patient in a medical
setting.
C. Wessels
Department of Electrical and Electronic Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MEng (Electronic)
April 2019
There is, as of yet, no feasible and real-time monitor that can accurately determine
the level of conciousness experienced by a patient while under some form of general
anaesthesia. Existing systems, such as the bispectral indexing (BIS) as well as expiratory
vapour measurement techniques such as minimum alveolar concentration (MAC), are
both limited in accuracy and in usability. The existing methods use empirical, statistical
and historical means to derive at a consciousness indication, rather than a theoretical
approach. A system that can accurately monitor levels of anaesthesia (or consciousness)
is crucial for eliminating the health risks associated with the overdosing or underdosing
of an anaesthetic.
Auditory evoked potentials (AEPs) are the brain's electrical responses, measurable
using an electroencephalography (EEG) set-up, to auditory stimulus. Such responses
give an indication of the neurological pathway that an auditory signal takes from the
eardrum to the processing thereof in the frontal cortex. It also provides an indication of
the brains ability to process the information throughout the pathway. Changes in these
responses, from a less-obtrusive in-ear electrode, could potentially be utilised to detect
the brain's consciousness of the auditory signal and, therefore, the overall consciousness
of the patient.
In the clinical trials completed, a characteristic peak latency, namely Pa, of the AEPs
was compared to existing measures of anaesthesia and was shown to remarkably outper-
form the BIS's ability to perceive consciousness. It also produced a more linear response
than the commonly used expiratory values (being an indirect measure) and showed poten-
tial for better diﬀerentiating between all of the diﬀerent levels of anaesthesia. The research
completed could be instrumental in the development of a baseline consciousness monitor
that would be beneﬁcial to the health and safety of anaesthetised patients worldwide.
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Uittreksel
Ontwerp van 'n binneoor EEG-toestel om bewussynsvlakke te
meet en gebruik te word in die monitering van narkose vlakke
van 'n pasiënt in 'n mediese omgewing.
(Design of an in-ear EEG device to detect consciousness levels and be used in monitoring
anaesthesia levels of a patient in a medical setting.)
C. Wessels
Departement van Elektries en Elektroniese Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MIng (Elek) 
April 2019
Daar is nog nie 'n monitor ontwikkel wat die vlakke van bewustheid akkuraat en
deurlopend kan bepaal wanneer 'n pasiënt 'n algemene narkose prosedure ondergaan nie.
Bestaande stelsels, soos die bispektrale indeks (BIS) en ekspirasie dampmetingstegnieke,
soos die minimum alveolêre konsentrasie (MAC), is beide beperk in akkuraatheid en
bruikbaarheid. Bestaande metodes gebruik empiriese, statistiese en historiese hulpmiddels
om 'n bewussynsindikasie te bepaal, eerder as om 'n teoretiese benadering te volg. 'n
Stelsel wat akkuraat die vlakke van narkose (bewussyn) kan monitor, is noodsaaklik om
die gesondheidsrisiko's wat betrokke is by die oordosering of onderdosering van narkose,
uit te skakel.
Ouditief-ontlokte potensiale (AEP's) is die brein se elektriese reaksie, meetbaar met
behulp van 'n elektro-enfalograﬁese (EEG) opstelling, na 'n ouditiewe stimulus. Hierdie
lesing gee 'n aanduiding van die neurologiese pad wat 'n ouditiewe sein volg vanaf die
gestimuleerde oordrom tot waar dit in die frontale korteks van die brein verwerk word. Dit
dui ook die brein se vermoë, asook moontlike onvermoë (vertragings), om hierdie inligting
neurologies te verwerk aan. Geïnduseerde stimuli, deur gebruik te maak van 'n nie-
obstruktiewe in-oor-elektrode, kan potensieel aangewend word om die brein se bewussyn
van die gehoorsein en dus die algehele bewussyn van die pasiënt te bepaal.
In die kliniese proewe wat voltooi is, is 'n pieklatensie, naamlik (Pa), van die AEP's
vergelyk met bestaande narkose-maatstawwe. Daar is bevind dat dit opvallend beter
presteer as die BIS se vermoë om bewussynvlakke te bepaal. Dit het ook 'n meer lineêre
lesing geproduseer as die algemeen gebruikte ekspirasie waardes (wat 'n indirekte maatstaf
iii
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is) en het potensiaal getoon om al die vlakke van narkose beter te onderskei. Die voltooide
navorsing kan instrumenteel wees in die ontwikkeling van 'n basislyn bewussyn monitor,
wat voordelig aangewend kan word om die gesondheid en veiligheid van narkose pasiënte
wêreldwyd te verseker.
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Chapter 1
Introduction
This chapter provides an introduction to and an overview of the system to be designed,
so as to motivate the technological innovation presented in this dissertation.
1.1 Problem statement
In today's anaesthesiology industry, there is yet to exist a real-time and feasible con-
sciousness monitoring device that is cross compatible with patients. Instead, vital sign
monitoring (including parameters such as blood pressure, heart rate and oxygen saturation
that is made available using a pulse-oximeter) is currently used as indicative information
of sedation, but is by no means a direct measure. Anaesthetic overdosing lengthens the
recovery process of a patient and may result in complications eﬀecting the health of the
patient. An underdose of an anaesthetic, in contrast, risks the patient being conscious
during painful and critical surgery, which causes complications that could even result
in death. It becomes clear that an accurate consciousness monitoring device is of vital
importance to the ﬁeld and forms the basis of the work presented in this thesis.
1.2 Background information
Electroencephalography (EEG) is the name given to conducting measurements of the
electrical activity within the brain. Historically, such signals have mostly been measured
using electrodes placed on the scalp. The ﬁrst human-based EEG research records date
back to the early 1900's [1]. There is thus no doubt that such technology has existed for
quite some time. One of the ﬁrst evoked-natured studies, was conducted on animals of the
class mammalian (more speciﬁcally dogs) by a Russian physiologist. He measured evoked
potentials by experimentally inducing brain seizures on the subjects and monitoring the
potential on the scalp of the animals. He successfully managed to correlate the seizures to
spikes within the potential-time plots. Such monitoring systems are commonly made up
of reference potentials, bias potentials as well as a series of measurement channels from
which data is obtained.
1
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Measuring EEG signals from within the ear (ear EEG or in-ear EEG) is, however, a
much more recent innovation on the original invention. The ﬁrst in-ear reference records
only date back to patents from the United States of America at the end of the year 2007.
Such sensor placement oﬀers certain advantages over its earlier scalp counterparts, all of
which will be discussed in the following section.
Even in modern day anaesthesiology there exists no baseline system that can, in all
cases, give an accurate indication of the level of conciousness that a patient has. The
bispectral index (BIS) analysis, later deﬁned and although being an algorithm based on
electrical brain activity, has historically been shown to often give false information com-
pared with what is clearly observed. Other methods, such as the monitoring of expired
anaesthetic agent concentration, provide a better indication of consciousness and are pre-
ferred over the BIS value by many anaesthetists.
The BIS values, are determined from an unpublished, empirical (or observational)
approach to measuring the cortical frequency spectrum. The empirical, as opposed to
theoretically based, nature thereof could be the reason for its signiﬁcant downside. In
practice, many anaesthesiologists opt to not even set-up a BIS during a surgical procedure.
1.3 Signiﬁcance and motivation
Due to the obtrusive nature of the standard scalp EEG set-up, it has, thus far, not been
commercially feasible for the broader perspective of applications. The design of a de-
vice that can be truly wearable, without complicated electrode attachment sequences, is
therefore of great interest to the larger ﬁeld of potential commercial applications. Anaes-
thesia monitoring, is one such ﬁeld, where the consciousness of patients can be monitored
pre-, intra- and post- surgery to ensure that the most eﬃcient recovery process is obtained.
In terms of anaesthesia, the expiratory sedating agent concentration, although using
a historically structured guideline, is not a true measure of patient consciousness. The
concentration measured is indicative of the concentration of anaesthetic present in the
patient's body. Using historical statistical information about age-matched patients, for
the same drug, conclusions are made regarding the state of conciousness of the patient.
Variability in patient characteristics (such as age, gender and build), as well as the fact
that not all anaesthetics are in a measurable expiratory gaseous or vapour form, moti-
vates the need for the design of a device that can incorporate a more direct method for
measuring consciousness.
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1.4 Research questions
Upon understanding the background of the problem, one can determine research questions
that are intended to to be answered during the investigative procedure. The research
questions are as follows:
 To what extent is it possible to develop a non-obtrusive, in-ear EEG system that
can potentially be used as a consciousness monitor for the anaesthesia industry?
 Which more theoretical approach that could possibly be used, as opposed to empir-
ical bispectral index frequency analysis, for better determining anaesthesia levels?
 Are there potentially further research ﬁelds in which such a system could become a
viable solution and what could these possibly be?
 What can further research include, to ensure greater rigidity for such a system, if it
is successfully veriﬁed?
1.5 Assumptions, deﬁnitions and limitations
From ﬁrst perspective, there are certain assumptions that are implied in the initial ap-
proach to the design. One such assumption is that, due to the in-ear nature of the EEG
system, the surgery of a patient will not be obstructed by the in-ear device. If auditory
stimulation is used to evoke a response, one also assumes that the patient has fully func-
tional hearing capabilities in the ear stimulated. Another assumption is that patients will
generally consider an in-ear device to be non-obtrusive to their personal space, which may
not always be the case.
Limitations of the device to be designed, and veriﬁed, will be discussed in Chapter 3.
For convenience, any deﬁnition of terminology that is irregular, will be done so upon the
use thereof.
1.6 Theory base and general literature review
EEG has been around for quite some time, as evident from [1], where Hans Berger, a
researcher from Germany, studied the ﬁrst human EEG signals in 1924. This followed the
discovery, by the physician Richard Caton (in 1875), that brain tissue exhibited electrical
activity in rabbits and monkeys. In-ear or ear EEG, being a new trend in the ﬁeld of brain
monitoring, provides various advantages over standard on-scalp measurements, but also
comes with a cost. There exists a large database of EEG recordings from various medical
departments as outlined in [2], but most of these are from conventional 10-20 electrode
placement systems and also do not necessarily have the stimulus being investigated. It
therefore remains valuable for validating data that is derivative of auditory stimulus (be-
ing the chosen method of analysis in Chapter 2), ear EEG as well as acquisition during
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anaesthesia (being the ﬁeld of investigation). It is necessary to have all of these factors
present during the data so as to ensure that meaningful results can be obtained.
Automatic sleep monitoring with ear EEG was investigated in [3]. The shortcoming
of the approach, used in this ﬁnding, was that it analysed raw EEG waves and simply
looked at the power spectrum of the frequency bands to draw conclusions about sleep
states. This approach is somewhat similar to that of the bispectral index (BIS). Never-
theless, the ﬁndings were indicative that ear EEG analysis could be used as an indication
of sleep or wakefulness, but with decreasing accuracy as one introduces more sleep deep-
ness states. This results in a more complex decision. The ﬁndings in [4] and [5] are similar,
being from the same source, and show how auditory evoked potentials, measured from the
within the ear, can be obtained. These publications compared on-scalp Auditory Evoked
Potentials (AEPs) to the same AEPs taken within the ear. They substantiated the feasi-
bility of ear EEG as a viable way of obtaining and further researching evoked responses,
as well as their applications for in-ear electrodes. In [5], it is noted that one can expect
a decreased amplitude in the responses obtained from an in-ear electrode, relative to the
same standard on-scalp recordings (between 10dB to 20dB attenuation). However, both
responses have a similar signal-to-noise ratio, which therefore maintains the feasibility of
accurately extracting the waveform.
A study done in [6] shows that a certain characteristic feature in AEPs can vary, in
both amplitude and latency, from patient to patient. What this means for the current
investigation is that one should incorporate a referential based system when analysing
such signals from diﬀerent source patients. In simple terms, a diﬀerential AEP waveform
(input from a baseline measurement) may prove to be a better input, for future designed
machine learning algorithms, than merely a single AEP waveform.
The material in [7] shows various ﬁlters, algorithms as well as techniques one should
consider when processing EEG signals. It provides a theoretical background, detailed
derivations as well examples of both EEG and event related potentials. This information
will be of vital importance when optimising the data analytical algorithms of the designed
system.
Having provided an overview of the supporting research in this section, the following
section provides a summary of what can be expected from every other chapter in this
dissertation.
1.7 Overview
This chapter introduces and motivates the driving force behind the investigation presented
in this dissertation. It sets the foundation for the literature study, designs, implementa-
tion, experimental procedures and discussion of ﬁndings presented in the chapters that
follow. For the remainder of the chapters, one can expect that:
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 Chapter 2 presents an in-depth literature study in order to conceptualise a potential
solution to the problem at hand. It paints a picture that will motivate the direction
of the design chapters that follow.
 Chapter 3 methodically shows how the literature, and knowledge gathered thereby,
will be utilised for implementing the solution detailed in the chapters thereafter.
 Chapter 4 describes the electrodes of which the ﬁnal system will comprise, whilst
also handling the design and implementation of the ease-of-use of such electrodes.
 Chapter 5 divides the remainder of the hardware system into executable and veriﬁ-
able subsystems, which are realised and validated in the sections of that chapter.
 Chapter 6 implements the software algorithms, sequences and ﬁrmware alterations
that are critical to processing the EEG data on-route to the output result. Each
subcomponent is also validated individually in order to ensure its functionality.
 Chapter 7 presents the clinical results of the anaesthesia patients tested after the
system was successfully implemented.
 Chapter 8 summarises the meaning of the results presented in Chapter 7. This
chapter also discusses, in detail, any ﬁnal aspects required to complete the greater
overview of the research ﬁndings.
 Chapter 9 brings forth recommendations for prospective studies that may be aligned
with the ﬁndings of the research in this thesis.
 Chapter 10 brieﬂy concludes the dissertation and reiterates the main ﬁndings.
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Chapter 2
Literature Study
This chapter discusses all the literature analysed as well as the value that it contributed
to the completion of this thesis.
2.1 Introduction
The word electroencephalography (EEG) is used to describe the measuring of electrical
activity of the brain using electrodes placed on the scalp. The electrodes eﬀectively act as
transducers to transform the ionic electrical nature of the brain function to a measurable
potential diﬀerence signal. In [8] Swartz presents the history of EEG in detail and de-
scribes how the earliest recorded concepts are traced back to a British physician, known
as Richard Caton, who presented his work in 1875 on the phenomena that rabbit and
monkey exposed cerebral hemispheres exhibit electrical nature.
Schmitt who further proposes the history of EEG in [1] describes how the human brain
has well over 108 cells which forms a network of storing, handling and processing to make
up one of the most complex biological systems. Despite the complexity of the neurological
system, the larger summation eﬀect due to changes in electrical charge distribution within
the regions of brain, can be measured using simple EEG electrode transducers. Despite
being able to detect changes in the charge distribution of larger neuron groups, these
electrodes are not able to detect charge changes within a lesser grouping of speciﬁc cells.
Even modern day EEG technology is far from detecting these signals, since the cellular
level communication is both too numerous and too minuscule in charge variation, relative
to the larger groups.
According to [9] there have been many claims that neuron numbers are deterministic
of computation ability, as well as ﬁndings indicating that the human brain contains 100
billion neuron cells and about a trillion glial cells. Despite these claims, the absolute
number of these cells remains largely unknown. In [9] it was found that the human brain
contains on average 86.1 ± 8.1 billion neurons and 84.6 ± 9.8 billion nonneuronal cells.
An isotropic fractionator, which uses a quantiﬁcation method that calculates density in-
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dependent of volume and relates that to measured volumes, was employed to calculate this.
The majority of the neurons in the central nervous system (which includes the brain,
brainstem as well as the spinal cord) are of multipolar neuron type, as depicted in Fig. 2.1.
In the Neuroanatomy handbook by Patestas and Gartner [10], these multipolar neurons
are described as neurons consisting of a single axon with multiple dendrites. These mul-
tiple dendrites allows for an integration of this neuron with more than one other neuron
and ultimately increases the number of charge polarities that the elementary component
can exhibit.
Figure 2.1: Diagram depicting a multipolar neuron [11]
Evoked potentials (EP) are derivative of EEG, as mentioned in [12], and are a de-
scription of the mind's reaction to a sensory stimulus that is usually applied by medium
of sight (visually evoked potential or VEP), sound (auditory evoked potential or AEP)
and touch (somatosensory evoked potential or SEP). The literature also often refers to
these induced electrical activities as event related potentials (ERP). Although, this term
is often used to dictate a more complex averaging approach where the resulting waveform
is more speciﬁc to the unique event that is being tested.
Having dealt with the basic biological reason for the signals being present on the scalp,
as a result of the summation and propagation of the neural cellular activity, literature
more applicable to the application at hand can now be focused on.
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2.2 Anaesthesia and monitoring thereof
This section provides an overview of anaesthesia monitoring techniques. Types of anaes-
thesia and anaesthetics are discussed in later sections (see Section 2.6.5). The focus here
is placed on monitoring techniques as well as their shortcomings.
2.2.1 Introduction
General anaesthesia [13], and the successful application thereof, is of great importance in
modern day surgical procedures. Successful anaesthesia requires the patient to display
reversible loss of consciousness (commonly associated with the regions of the brain shown
in Fig. 2.2) with lack of movement, unawareness, lack of response to painful surgical ac-
tions as well as an inability to recall the intraoperative events. Inadequate anaesthetic
application may result in intrasurgical patient awareness and recall ability (if they were
underdosed) or extensive recovery and risk of further complications (in the case of being
overdosed). Incidences of inadequate anaesthesia exist largely due to the current limited
ability to monitor conciousness [14].
Figure 2.2: Regions of the brain, shown in colour, that relate to a state of conciousness.
The spinal cord, brainstem (orange), pons (yellow), thalamic nuclei (red)
and regions of the cortex (green) are the nervous system areas that undergo
regulation during anaesthesia [13]
It is inherently problematic and challenging to validate newly designed anaesthesia
monitoring systems, since there is as of yet no real gold standard [15] of true conciousness
measurement to compare these new measurements with. A consensus aimed at deriving
the minimum required performance of such a system, resulting from the deﬁnition of
a validation method, would prove useful in determining the clinical feasibility of many
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evoked potential and EEG based trials [16]. A few of the current methods for monitoring
DGA (or depth of general anaesthesia) are discussed in the following sections.
2.2.2 Bispectral analysis
Bispectral analysis/index (BIS) is a statistically derived, empirical parameter that is cal-
culated using weighted coeﬃcients of various time-domain, frequency-domain and higher
order spectral subparameters [17], [18]. The BIS utilises input from a single channel elec-
trode placed on the forehead to output a dimensionless score between 0 and 100, where
100 signiﬁes full conciousness and 0 represents full unconsciousness [13]. The exact details
of the algorithm have not yet been released by the developing company, Aspect Medical
Systems. In essence, a shift of dominant higher frequency components in the awake state
of a patient, to predominant low frequency components during the anaesthetised state of
a patient, is observed. The algorithm relies predominantly on this observational data to
output an index giving an indication of apparent conciousness.
There are, however, shortcomings to such a technique [19]. Ketamine (an anaesthetic
agent) does not change the value of BIS even if the patient has all the other signals of
being unconscious. On the contrary, when ketamine is applied during total intravenous
(applied by means of a vein) anaesthesia with fentanyl and propofol, there is an unex-
pected increase in the BIS value. The explanation is likely due to hypoperfusion (or drop
in blood ﬂowing through an organ) as a result of the multiple anaesthetics being present.
Application with another agent, xenon, has been recorded to have patients awake
whilst the BIS value seemingly signiﬁes deep anaesthesia. The eﬀect of nitrous oxide on
raw and evoked EEG signals is varied and therefore unpredictable. Figure 2.3 shows a
comparison of EEG frequency bands (see Section 2.4.2 for the deﬁnition of these bands)
during pentobarbital and ketamine anaesthesia. The changes observed contribute to the
reasoning behind the abnormal BIS values output during certain anaesthetic applications.
Raw EEG, and therefore BIS outputs, are susceptible to internal (such as head muscles
[20]) and external sources (hospital equipment and mains) of electromagnetic interference
(EMI). Averaging, as long as the stimulus rate is not a precise factor of the EMI frequency,
removes most internal and external sources of interference. Other design considerations
such as shielding can be used to attenuate or remove external sources of EMI.
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(a) Pentobarbital (PB), like most general
anaesthetics, increases the activity of
γ-aminobutyric acid type A receptors
(GABAA) which induces anaesthesia
(b) Ketamine (K), like xenon and nitrous
acid, produce anaesthesia by acting upon
other receptors in the brain (such as
the N-methyl-D-aspartate excitatory re-
ceptor)
Figure 2.3: Relative normalised spectral power changes during anaesthesia procedures.
The solid line represents deep anaesthesia, the dotted line represents shallow
anaesthesia and the arrow represents the commencement of application.
Legend to colour plot frequencies: black (δ), red (θ), blue (α), green (β)
and violet (γ) [13]
2.2.3 Concentration of anaesthetic
Another intrasurgical medium of monitoring a patient is measuring the concentration of
anaesthesia present in the patients body. The intravenous or inhalation concentrations of
anaesthetics, that go into the subject, can be controlled by the machine applying it, but
this is by no means an accurate measure of DGA, due to its input and not sensed nature.
A high concentration applied to initiate anaesthesia does not indicate a deeply anaes-
thetised patient. Concentrations needed for loss of conciousness also vary substantially
with age, health and other patient-related variables [16], [21], [22]. These diﬀerences in
pharmacodynamics (drug eﬀect and mechanism in body) again provide motivation for the
need for a system capable of detecting clinical state transitions (concious to unconscious
and visa versa).
Another intuitive system involves measuring the concentration of anaesthetic drug
present in the body, giving a far better indication of the level of sedation than the in-
put concentration. One such a monitoring set-up, found in many modern anaesthetic
machines, involves detecting the concentration of agent present in the expiratory air (as
opposed to the inspiratory breaths). These concentrations are often recorded as a per-
centage composition concentration for gas and vaporised agents or milligram per millilitre
(mg/ml) for other liquids and solids. Although providing a better indication of sedation,
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the problem with such a measurement is that it still provides no direct measure of con-
ciousness (rather an indication of how much agent is present in the body) and is therefore
not considered a true DGA measuring method.
2.3 Ten-twenty system electroencephalography
Standards for electrode placement schemes, for EEG systems on the scalp, have been
designed to promote comparability of research in the ﬁeld. The most commonly used
system is the ten-twenty layout as modernly standardised by Klem in [23]. The system
obtains its name through the 10% and 20% relative spacings used to locate electrode
placement points after identifying anatomical landmarks on the head. The nasion, being
the distinct depressed concave region between the eyebrows above the nasal bridge, is
connected via the midline of the scalp to the inion, being a crest or characteristic convex
point at the back of the scull for creating the ﬁrst referential geometry. A second referential
line is drawn from the one tragus (the small cartilage that is found on the anterior of the
pinna, see Fig. 2.4) to the opposite tragus and cuts the middle-point of the ﬁrst reference
on the midline.
Figure 2.4: Diagram depicting a pinna (exterior ear) anatomy [24]
Conceptually these two referential geometries are divided into segments
S = {10%, 20%, 20%, 20%, 20%, 10%} (2.1)
where S is the subsequent section spacing percentages of the relative full distance between
adjacent reference points. Figure 2.5 depicts the original diagram, by Jasper [25], for the
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system. As can be seen from the ﬁgure, the electrodes were erroneously depicted to be
situated interior to the skull instead of exteriorly. The described system set-up process is
modernly detailed in the manual of Trans Cranial Technologies obtainable at [26], where
one can clearly see that the standard minimal set-up contains about 21 electrode positions,
with even more extensive set-up topologies that utilize the void space between electrodes
for even more sensor points.
Figure 2.5: Original ﬁgure illustrating the international 10-20 system [25]
Attaching 21 electrodes along with possible ground and bias points becomes an ob-
trusive as well as time-extensive process. Using less electrodes means losing the ability to
originate signals to a speciﬁc area of the brain.
This trade-oﬀ can be described using the analogy of the pond which is often used in
the literature and clearly described in chapter 3 of [27]. Imagine the brain being a circular
pond and each processed calculation or brain event being like an object thrown into the
pond. These objects cause a ripple in the water, that propagates away from the source,
just like a brain process causes an electrical 'ripple' that propagates outwards. An EEG
electrode placed on the scalp is like a sensor positioned somewhere on the circumference
of the pond to detect the ripples.
If a tyre is thrown into the pond, it will produce a characteristic ripple at the position
of the sensor. The challenge, however, arises when it is not known what, where and when
something was thrown into the pond. In such a scenario, what was thrown into the pond
and where and when this occurred, can only be guessed with a low level of certainty, since
there is not enough information available. Adding more and more sensors around the
circumference of the pond, which in the case of the EEG would be like adding more elec-
trodes to the head, would give increasingly more accurate information on where exactly
an object was thrown into the pond. Once it has been more accurately narrowed down
to a region of the pond, the time can also be predicted using knowledge of water ripple
propagation velocity as well as by correlating the relative times that each sensor detected
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the characteristic ripple.
Now imagine that the object being detected is not the only object being thrown into
the pond at one time, but that there is in fact a multitude of simultaneous events happen-
ing at any given moment. It is important to note that although having more sensors may
give a better indication of the location and time that the event happened, the increased
number of sensors are still unable to determine , with suﬃcient certainty, what the object
was that caused the ripple.
The other downside of such a layout is its obtrusive nature due to a large number
of electrodes that all need to make skin contact with the scalp, especially areas that are
often covered with hair. Hair therefore needs to be either moved away or trimmed to
allow the electrodes to make suﬃcient (having low enough contact impedance) contact
with the skin. In-ear electrodes are a recent trend for reducing such an invasive property,
but inherently calls for techniques other than increasing the quantity of electrodes to solve
the "when, what and where" dilemma discussed in the previous paragraph.
2.4 Conventional methods
The contents of this section are predominantly from [28] in which Malmivuo creates a
clear referential explanation of conventional EEG methods.
2.4.1 General information
It is generally understood that neuron groups produce some electric ﬁeld source that is
able to propagate outwards due the conductivity of the matter around the source. To
better understand how such propagation occurs, models have been developed to provide
a mathematical explanation. Considering that the matter is inhomogeneous, one needs to
note that propagation is not uniform in all the possible radial directions. When modelling
the propagation of an electric macroscopic volume source, in an inhomogeneous volume











where σ is the conductivity of the medium, J¯ i is the impressed current density that arises
from from averaging the dipole elements of all the neuron cells involved in the volume
of the source, φ is the scalar electric potential, r is eﬀectively the distance of the ﬁeld
point from the source given by r =
√
(x− x′)2 + (y − y′)2 + (z − z′)2 where (x, y, z) is






) is the coordinate of the ﬁeld point. The
term J¯ i •5 (1
r
)
represents the current density/ﬂow through a volume V , using Cartesian
coordinates. The integral thus determines the quantiﬁed ﬂow for a speciﬁc volume v. To
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The inhomogeneous volume conductor can be divided into a ﬁnite number of volumet-
ric boundaries denoted by S¯j. On the boundaries there should be a continuous electric
potential φ as well as a normal component of current density. The second term in equa-
tion (2.3) eﬀectively sums up the eﬀect of each diﬀerent homogeneous region to produce
an overall eﬀect of the inhomogeneities on the volume. The ﬁrst term is exactly the same





represents the diﬀerence in conductivity on each boundary Sj. It can be noted



















) • dS¯j = 0.
Equation (2.3) can therefore be reduced back to (2.2)
2.4.2 Frequency spectrum approach
Although equation (2.3) can principally derive EEG, the complexity of the brain system
has made it near impossible to determine the source function J¯ i and feasibly use such
an approach in practical applications. The model can, however, be successfully applied
to simpler sensor set-ups such as electrocardiograms (EKG) that measures the electrical
signal of the heart as well as electromyography (EMG) that likewise measures signals
produced by skeletal muscles. As a result, quantitative EEG studies have become largely
statistical and clinical EEG largely empirical. One such an approach is to observe the
frequency power spectrum as shown by a normal measurement in Fig. 2.6.
Figure 2.6: Frequency spectrum of normal EEG signals [28]
The frequencies of importance usually lie between 0.5 Hz and 50 Hz in the power
analysis of an EEG. The relative levels of all the diﬀerent frequency bands, as well as the
area they originate from, provides insight into the mental state of a subject or patient.
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Table 2.1 summarises the historically derived bands as well as providing an indication of
the associated phenomena or sources thereof based on observation over time.




Delta (δ) 0.5− 4 Infants, sleeping adults, usually frontally in adults, usually
posteriorly in children.
Theta (θ) 4− 8 Children, sleeping adults, drowsiness of older children and
adults, meditation, focal disturbance, relaxed and creative
states.
Alpha (α) 8− 13 Occipitally, usually posterior in adults, high amplitude in
dominant hemisphere, closing of eyes and relaxation.
Beta (β) 13− 30 Frontally and parietally, symmetrically both hemispheres,
motor behaviour, active state, busy state, anxious thinking
and active concentration. Usually absent or attenuated
when cortical damage has occurred in region.
Gamma (γ) 30− 50 Binding of diﬀerent neuron populations together for motor
or cognitive function. Usually low relative power.
Having observed the normal frequency spectrum in Fig. 2.6, it may be useful to visu-
alise how the diﬀerent bands commonly occur in the time domain. Figure 2.7 provides
sample waveforms of the various frequency divisions introduced in Table 2.1. Additionally,
an example of spike behaviour close to 3 Hz, observed in a patient who was experienc-
ing an epilepsy petit mal (or absence) seizure, during which subjects commonly loose
consciousness for a time usually shorter than 15 seconds, was provided.
Figure 2.7: Frequency bands used in conventional observations [28]
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2.4.3 Measuring set-up
One of the fundamental principles in measuring voltage signals is having a reference
potential (usually referred to as ground) to which the recorded potential is compared,
producing a potential diﬀerence (or voltage). An electrostatic potential is the potential
energy per unit charge of a point. A potential diﬀerence is the work done moving a unit
positive charge between two points against the electric force. Figure 2.8 depicts two of the
standard set-ups used in recording EEG potential diﬀerences, namely bipolar in Fig. 2.8a
and unipolar in Fig. 2.8b.
(a) Bipolar (b) Unipolar
Figure 2.8: Recording methods from electrodes [28]
The bipolar conﬁguration measures the potential diﬀerence between two electrodes,
while unipolar measurements takes the voltage between an electrode and either an average
potential of all the electrodes or some electrode (referred to as the reference or ground
electrode) chosen for its electrically neutral properties. The circular dotted blue lines in
Fig. 2.8 represents a speciﬁc EEG frequency source. Due to both interior electrodes being
close to the source in Fig. 2.8a and relatively in-phase, the signal measured between these
is small in nature. The exterior electrodes, measured relative to the internal ones, produce
a larger signal amplitude due to the larger signal diﬀerence, based on the distance from
the source. These signals are inverted due to the alternation of diﬀerential positive and
negative inputs.
A unipolar set-up more accurately represents the activity per region. The closer an
electrode in Fig. 2.8b comes to the source of the bioelectric generated frequency, the
larger the amplitude, as would be expected from the model of equation (2.3). Due to the
propagation time and phase of the signal, one can like-wisely expect an phase oﬀset at
the electrode location.
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2.5 In-ear electroencephalography
The last decade has seen a clear rise in investigations into in-ear EEG applications, as
is evident from an IEEE Xplore search of the term. Section 2.5.1 analyses a few such
studies.
2.5.1 Previous studies and ﬁndings
One of the most recent studies, in [29], contains research by Nakamura pertaining to the
use of an in-ear EEG device in becoming a wearable biometric identiﬁcation device. The
research involves the use of robust power spectral density and autoregressive analysis to
uniquely identify signatures of individual wearers. The recording duration of the EEG
data was set to 60 seconds and tested over 15 subjects. A half total error rate of 17.2%
and accuracy of 95.7% was achieved, which for an initial proof-of-concept, is substantially
impressive.
Likely the most relevant research to the work of this thesis (contextually this will
become clear once Section 2.6 has also been read) was done by Kidmose (both in [4] and
[5]), who set out to verify whether it is feasibly possible to obtain event related potentials
(ERPs) from an in-ear and non-obtrusive electrode set-up. It was found that, although
evoked potential amplitudes were almost 20 dB lower than those of their vertex counter-
parts, a similar signal-to-noise ratio is maintained.
Furthermore, the investigated in-ear evoked potentials of visual, somatosensory and
auditory stimulus origin had a strong resemblance to the standard temporal lobe evoked
potentials. It was noted, in the articles, that some diﬀerences were also observed due to
the inhomogeneous characteristic of brain matter. The overall conclusion that was drawn,
is that it is possible to record evoked potentials from within the ear.
Although the papers identiﬁed potential in the future use of in-ear evoked potentials,
it by no means investigated any speciﬁc uses thereof. This thesis thus aims to further
validate the ﬁndings of Kidmose and possibly identify its potential in an end user market
(such as anaesthesiology), in which it could become industry-disruptive.
2.5.2 In-ear anatomy
In order to understand the obtained sensor data and successfully design a system that
records EEG data from within the ear, it is necessary to study the anatomy of the ear
to make appropriate design choices as well as understand the origin of recorded data.
The textbook by Marieb [30] gives a detailed background of the required anatomy and
contains a useful labelled diagram, as shown by Fig. 2.9.
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Figure 2.9: Diagram depicting the cross sectional anatomy of the ear [30]
From the ﬁgure it is seen that the external acoustic meatus (or auditory canal) is a
roughly circular tube that leads from concha (labelled in Fig. 2.4) to the tympanic mem-
brane (commonly known as the eardrum). As acoustic waves collide with the membrane,
it produces motor oscillations which transmit the oscillatory behaviour onto the cochlea
via medium of the auditory ossicles. The auditory ossicles are essentially a series of three
bones (also known as the ear bones) which are able to mechanically transfer the kinetic
behaviour from the one side to the other. The cochlea is responsible for the conversion of
the kinetic oscillatory energy into electrical energy which is sent to the auditory cortex of
the brain my medium of the vestibulocochlear nerve.
The average diameter of the auditory canal is given by [31] to be between 8mm to
10mm. From the structural geometry output in [32] the average length of the canal
is given to be 25mm with an approximate diameter of 7mm. The canal is described
to ﬂow in a slightly sigmoid shape in most of the observed individuals and the cross
sectional geometry is stated to be more accurately characterised as an ellipse, which is
a contributing reason for the slight discrepancy in diameter measurements found in the
literature.
2.5.3 EEG measurements extended analogy
In expanding the analogy of the pond, from Section 2.3, let it be required that it is not
favourable to have multitudes of sensors distributed around the circumference of the pond,
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but rather a single sensor. This requirement correlates to designing an EEG system that
is non-obtrusive as well as non-complex to set-up. In order to produce a system that
is still able to produce some meaningful information from the vast pool of signals, one
needs to develop an approach that solves some of the dilemmatic questions that arise from
having such a simpliﬁed system.
Conceptualise a scenario where the item thrown into the pond as well as its location
and time are ﬁxed, i.e. it is no longer the system that attempts to detect whether and
where a tyre was thrown into the pond, but a system that knows it can expect a tyre to
be thrown at a certain location of the pond at a certain time. The sensor information is
therefore guaranteed to contain ripple information as a result of the tyre. Although it is
known that the tyre was thrown into the pond at a speciﬁc time interval and location,
the apparatus has no knowledge of whether other large objects where also thrown into
the pond at the same time.
It can therefore not be concluded that the ripple information sensed is solely as a
result of the tyre. On the contrary, a large or even majority portion of the signal can
actually be attributed to diﬀerent sources depending on the relative size and proximity
of the objects. How does it thus become possible to obtain the response that can be
exclusively attached to the tyre? Mathematically, if the object can be repetitively thrown
into the pond at a known constant frequency, one can ﬁnd an average of the period that
mostly correlates to the eﬀect of the tyre (with perhaps minimal residual noise remaining
due to time limitations of measurements).
This analogy eﬀectively introduced what is known as evoked potentials. It detects
the components of EEG that arise from stimulus such as electric, visual, auditory or
somatosensory. These components are usually well below the noise level of all the ambient
EEG activity and are therefore not readily distinguishable until a train of stimulus data
has been obtained and the period average has been determined. This motivates research
into such an approach as done in the following section.
2.6 Evoked Potentials
Walsh [33] presents the clinical role of evoked potentials (EPs) in the modern day health-
care industry. This section outlines the ideas and key concepts obtained from the pre-
sented article.
2.6.1 Background and Introduction
The neuro-electric response of the brain to almost any sensory stimulus can be recorded
in a non-invasive and simply set-up fashion. The averaging of evoked potentials was ﬁrst
employed by Dawson [34] in 1947. The clinical value of an evoked potential system is
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 to demonstrate a patient with abnormalities in processing sensory information when
historical or neurological examinations are questionable;
 to reveal a subclinical eﬀect on a sensory system, especially one where demyelination
(or damaging of nerve protective sheaths caused by a disease) is occurring and
produces attenuation or even elimination of nerve impulses;
 To assist in deﬁning the anatomic arrangement of the neurology system and be-
come valuable when evaluating the pathophysiology of a disease (the disordering of
physiological processes due to diseases or injury); and
 in monitoring a patient's neurological state and changes thereof.
The most commonly used variants of evoked potentials in industry are those that are
evoked using pattern reversal visual stimulus (VEPs, see Section 2.6.2), short latency
somatosensory stimulus (SEPs, see Section 2.6.3) and a division of auditory stimulation
that focuses on the impulses of the brainstem (BAEP, see Section 2.6.4). Other less com-
mon clinical approaches are auditory responses with a larger latency that targets receiving
more of the cognitive function information, contingent negative variant (CNV) and sen-
sory potentials induced by stimulating regions with a CO2 laser.
A arbitrary example of how a typical evoked potential response is observed is given
by Fig. 2.10. Note that the example was created for referential purposes only and is by

















Figure 2.10: An example of an evoked response for some arbitrary stimulus
Evoked responses can be easily classiﬁed both in terms of latency (time from stimulus
onset to speciﬁc response) and magnitude. One of the naming conventions for characteris-
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tic crests and troughs throughout the response, is that crests receive the letter P (denoting
a positive peak) and troughs receive the letter N (denoting a negative peak). The number
that follows the letter is indicative of the time in ms after which that local minimum or
maximum usually occurs in the EPs of like-wise nature. Another conventional naming
technique involves naming the crests with sequential capital Roman numerals, which is
especially used when analysing BAEPs.
It can be deduced from the 100ms period of Fig. 2.10 that the frequency of stimulation




= 10 Hz and that P5, N10 and P15 are the initial neuro-electric
responses to the stimulus occurring in the sensory nerves closest to the source of stimu-
lation. The remaining wave characteristics from N22 to P75 are more delayed responses
resulting from either the transmission or processing of the stimulus, depending on the
speciﬁc example studied.
EPs have several advantages over detailed neurological evaluations. Such recordings
are often more objective as well as sensitive and it is possible to use them on patients
that are either anaesthetised or comatose. The latter advantage, along with the constant
upgrading and optimisation of the technology, has led to new applications in the intensive
care unit (ICU) as well as surgical theatre, whilst magnetic resonance imaging (MRI) sys-
tems have predominantly been replacing older EP equipment in the assessment of multiple
sclerosis (or MS, being the damage or weakening of nerve myelin coverings). EEG systems
can obtain electrical information in relative real-time as opposed to other techniques that
often contain much larger latencies from event to detection of the corresponding eﬀects.
The disadvantages of EPs are that they are mostly disease unspeciﬁc, they dynamically
change with age, they require some form of patient cooperation to obtain artefact-free
data as well as being susceptible to end organ diseases (for example, VEPs are aﬀected
by ocular disease, SEPs are abnormal in subjects with peripheral neuropathy and BAEPs
are subject to the absence of conductive and sensorineural deafness).
The three predominantly discussed EPs in this section are further studied and char-
acterised in the following sections to provide application speciﬁc background and insight.
2.6.2 Visually Evoked Potentials
VEPs provide diagnostic ability for patients with visual abnormalities such as demyeli-
nating disease, optic neuritis and several other optic neuropathies. The stimulus is of
pattern reversal type, where a black and white checkerboard, spanning at least the cen-
tral 20°30°of the visual ﬁeld, periodically inverts black and white squares to induce a
visual response. The averaged signal waveform is thus a result of the reversal of the pat-
tern.
Figure 2.11 demonstrates monocular (right side of ﬁgure) and binocular (left side
of ﬁgure) responses to a full ﬁeld stimulus. There are three VEP electrode channels
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placed posteriorly on the occipital region with the ground electrode positioned mid frontal.
Electrodes are also placed close to each eye to record the average activity in that region.
The monocular recordings show the unused/obstructed eye electrode signal tending to
ground as it is not stimulated. The square pulse on the bottom left gives indication of
scale and also indicates that the y-axis has been inverted (resulting in inversion of P and
N labels). VEPs normally contain a prominent positive component roughly 100 ms after
the time of reversal at P100 which is also normally preceded by a trough at N75. The
stimulated eye(s) proximity electrodes normally have a P50 and N95 component resulting
from optical nerve activity.
Figure 2.11: Visually evoked responses based on full ﬁeld pattern reversal where the
vertical lines represent the mean latency of P100 with its 99.5% conﬁdence
intervals (± 2.5 SDs) [33]
The vertical lines represent the mean and 99.5% conﬁdence intervals of P100 latency, as
determined from normal subjects. If P100 occurs outside of the bounds of the interval, it
can usually be deduced that there is visual abnormality present in the patient. Figure 2.12
shows some of the abnormalities that deviate from the normal measurements of 2.11.
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Figure 2.12: Visually evoked responses for commonly occurring abnormalities based on
full ﬁeld pattern reversal stimulus [33]
In Fig. 2.12, part (A) depicts the phenomenon of having the P100 latency prolonged
(to the extent that it falls outside the conﬁdence interval) binocularly, part (B) marks
the same phenomenon but only occurring monocularly in the left eye, part (C) marks the
irregularity of having a predominantly absent response monocularly in the left eye and
part (D) again marks an abnormally shaped monocular response in that of the left eye.
Any impairment of the conduction in the retino-striate path will likely cause the above-
mentioned aﬀects on the latency, amplitude and shape of the VEP waveform, which can be
associated with demyelination regardless of the speciﬁc disease. Traumatic brain injuries
are believed to cause diﬀuse axonal injury and therefore also eﬀects nerve conduction
to an extent related to injury severity. Other studied causes of nerve conduction loss
include toxic causes such as tobacco-alcohol amblyopia as well as nutritional causes such
as vitamin B12 deﬁciency.
2.6.3 Short Latency Somatosensory Evoked Potentials
SEP responses, from percutaneous (that is through the skin) electrical stimulation of the
upper limbs (for example the median nerve), are usually completed within 30 ms and lower
limbs (such as the tibial nerve) within 60 ms. The source of the waveform is likely the
successive activation of synaptic and action potentials from bioelectric generators within
the dorsallemniscus (being the central nervous system pathway carrying information such
as ﬁne touch and vibrations to the primary somatosensory cortex) and thalamocortical
(the pathways from the thalamus [35], which lies between the midbrain and cortex and
functions as a relay of sensory signals to the cortex, where the perception of the sensory
signals is processed). Figure 2.13 epitomises the responses that can be expected from
SEP tests, both normal and abnormal.
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(a) Stimulation on the median nerve with both right and left showing normal SEPs
(b) Stimulation on the tibial nerve with the left showing a normal SEP, while the right shows
scalp potentials with a dispersed P37 and an extended latency
Figure 2.13: Examples of somatosensory evoked potentials (SEPs) from electrical stim-
ulation of both median and tibial nerves with bipolar recordings taken at
three respective coordinate pairs for each set-up [33]
Figure 2.13a shows a standard test set-up and expected output of two normal patients
who underwent a SEP with median nerve stimulation. The bottom of the three waveforms
shows the bipolar response between two chest electrodes and indicates propagation of the
impulse along the media nerve en route to the somatosensory cortex. The top waveform
shows the healthy locations of characteristic N20 and P23 peaks on both patients (two
averaged SEPs superimposed per patient).
Figure 2.13b reveals the diﬀerence between a normal tibial stimulated SEP (left) and
abnormal SEP (right). Again, the bottom of the three waveforms are recorded from nerve
impulses, within the tibial nerve, en route to the brain. On the left overlaid tests, for a
normal patient, it is evident that there exists strong and timely P37 and N45 components,
whilst the right shows an attenuated response as well as a delayed latency before the onset
of the response.
SEPs are typically used to investigate multiple sclerosis patients, myoclonus (describ-
ing a medical sign often unrelated to disease diagnostics, whereby sudden involuntary
muscle jerks and twitches, being positive myoclonus, or sudden lapses in concentration,
being negative myoclonus, occur [36]), used as an intrasurgical sensory pathway integrity
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monitoring method whilst correcting spinal curvatures (such as scoliosis and kyphosis) as
well as a prognosis guide during post-traumatic and anoxic-ischaemic (brain injury due
to oxygen deprivation) as a result of their lower susceptibility to metabolism changes and
sedating agents.
2.6.4 Brainstem Auditory Evoked Potentials
BAEP waveforms are usually recorded from the vertex (anatomical surface where the four
bones of the skull meet superiorly) with reference to the ipsilateral mastoid (the crest
bone behind each ear) of the ear being stimulated by means of auditory click sounds.
The reference electrode (for the unipolar set-up) is also commonly attached to the lobules
(see Fig. 2.4) of the ear. The output averaged waveform usually contains distinct peaks
that can be correlated to various regions of neuron activity as the signal travels from
the cochlea to the primary auditory cortex. Figure 2.14 shows the likes of what can be
expected when measuring BAEPs.
(a) Normal BAEP obtained from using an alternating click approach
(b) Abnormal BAEP sourced from a patient diagnosed with an acoustic neuroma show-
ing poorly formed waveforms and prolonged IIII as well as IIIV inter-peak la-
tencies
Figure 2.14: Examples of brainstem auditory evoked potentials (BAEPs) using the pre-
viously mentioned Roman numeral numbering system [33]
A normal BAEP usually contains 5 prominent peaks, as shown in the superimposed
plots of Fig. 2.14a, followed by two less prominent peaks (sometimes labelled VI and VII
accordingly). The probable origins of these characteristic peaks are summarised in Ta-
ble 2.2, with their usual latency after onset of click stimulation.
Figure 2.14b provides a scenario in which an abnormal BAEP waveform is observed.
It can be seen that both the individual latencies as well as inter-peak latencies have been
prolonged from that of the normal response. The prominence of all three initial peaks
have been subdued, with peak II being almost completely neutralised. Peak IV and V,
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although not being suppressed much in terms of amplitude, have been altered in both
shape and delay.
Table 2.2: Table showing the probable physiology origin of peaks for a brainstem audi-





I 12 The distal portion of the acoustic nerve (segment near cochlea)
also referred to as the vestibulocochlear nerve (labelled in
Fig. 2.9) or eighth cranial nerve
II 23 The proximal portion of the vestibulocochlear nerve (closest to
brainstem) along with the cochlear nucleus where the auditory
nerve forms its ﬁrst synapses on the surface of the brainstem
III 34 Multiple generators including the ipsilateral olivary complex,
medial nucleus of trapezoid body as well as superior olives con-
tralaterally
IV 4.55 Likely the lateral lemniscus
V 56 The lateral lemniscus along with the contralateral inferior col-
liculus found in the lower parts of the midbrain
VI 68 Probably due to the medial geniculate nucleus or from inferior
colliculus projections
VII 810 Most likely the primary auditory cortex
Electric response audiometry based on BAEPs is often preferred over formal audiom-
etry, especially when the latter is to be done in a patient who is unable to cooperate
(such as infants). BAEPs are clinically useful in investigating subjects with possible MS,
especially when the demyelination aﬀects the brainstem. They can also be used to detect
silent lesions, which are damaged tissues or organ regions (in this case being nervous tis-
sue) that don't produce noticeable symptoms or enhance an MRI scan.
During an excision of posterior fossa tumour operation, BAEPs are useful for mon-
itoring the integrity of the brainstem and auditory nervous pathways, to better ensure
successful surgery. Similar to that of SEPs, BAEPs are also used in the prognosis of
comatose patients who are in ICU as a result of trauma or brain oxygen deprivation.
Structural lesions causing hearing loss can cause the response seen in Fig. 2.14b. It is
possible to record BAEPS with anaesthetised patients with slight stimulation alteration
due to their relative resistance to anaesthetic agents.
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2.6.5 Eﬀect of anaesthesia on EPs
Anaesthesia is a controlled state in which there is temporary loss of sensation and con-
ciousness due to certain drug applications. Various anaesthetics (agents/drugs that cause
anaesthesia) are known to eﬀect the brain in diﬀerent ways, but ultimately numb the
patient from feeling pain during surgery. Local anaesthetics numb a speciﬁc region of op-
eration where a patient is fully aware of all other senses except the physical sensation of
the surgical area. General anaesthesia, being the type relevant to the study presented in
this thesis, induces the whole body into a state of unconsciousness. In [37] the previously
investigated eﬀect, of isoﬂurane (a general anaesthetic agent applied via inhalation) on
the evoked potentials (EPs), is studied by Sebel.
The eﬀect on VEPs is shown in Fig. 2.15, where the control represents the test before
application and the increasing percentages represent the increasing percentage concen-
tration of isoﬂurane in the inspired air. Every concentration was applied for 15 minutes.
Evidently there is a clear change in both the extended latency and reduced amplitudes, of
the N75 as well as P100 marks, as the concentration of the agent increases. The stimuli
were 2 Hz ﬂashes for 128 repetitions.
Figure 2.15: Plots showing the eﬀect of isoﬂurane on VEP waveforms (adapted from
[37])
In Fig. 2.16, similar changes were observed in the measurement of SEPs, with median
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. LITERATURE STUDY 28
nerve stimulation using 100 µs constant current, 2 Hz pulses for 256 repetitions. Both the
N20 and P23 aforementioned exhibited a slight extension in latency and a larger decrease
in amplitude (to the extent where P23 has almost completely disappeared)
Figure 2.16: Plots showing the eﬀect of isoﬂurane on SEP waveforms (adapted from
[37])
BAEPs are by far the most resistant to anaesthetic application, as seen in Fig. 2.17.
Although some latency lengthening and small decreases in amplitude could be suggested,
they are small and distorted relative to the changes of SEPs and VEPs. On the contrary,
it has been shown that anaesthetics such as alfaxolone/alfadolone [38] and etomidate [39]
have no eﬀect on the BAEPs. Conveniently speaking, it would be beneﬁcial to have stim-
ulation and measurement in the same region (i.e. ear region) to encourage the compact
and non-obtrusive design of such a envisioned system. This motivated further investiga-
tion into auditory stimulation for the purpose of anaesthesia monitoring.
Sebel does mention in [37] that more latent auditory responses exist that are more
susceptible to the state of anaesthesia. In [40] the three diﬀerent latency-based divisions
of auditory evoked potentials (AEPs) are described. These include BAEPs, followed by
middle latency auditory evoked potentials (MLAEPs) and ﬁnally long latency auditory
evoked potentials (LLAEPs).
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Figure 2.17: Plots showing the eﬀect of isoﬂurane on BAEP waveforms (adapted from
[37])
Table 2.3 deﬁnes the latency, origin and eﬀect of anaesthesia on the various auditory
evoked potential waveform segments. MLAEPs are sensitive to changing levels of anaes-
thesia as opposed to LLAEPs that are excessively susceptible and quickly lost, even with
initial drug application. From this information, it can be deduced that MLAEPs will give
the best indication of the level of intra and post-surgical sedation.
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MLAEP 10100 Primary auditory cortex











The normal MLAEP, as measured from the vertex, has a waveform as represented by
Fig. 2.18. It can be noted that the short latency BAEP (although now sampled at a lower
frequency and therefore not showing all the peaks) is still present, as would be expected.
Figure 2.18: Plot showing a normal AEP (with both the BAEP and MLAEP segments)
[42]
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Figure 2.19 shows the eﬀect of midazolam anaesthetics on the MLAEP. In [42] the
ﬁndings show that although there is no clear trend in amplitude attenuation, a latency
delaying eﬀect of component Pa is caused by the anaesthesia.
Figure 2.19: Plot showing how anaesthesia levels eﬀect the MLAEPs of a patient
(adapted from [42])
From these ﬁndings, it was concluded that midazolam preserves cortical function in
an auditory sense, although delaying the process to a observable extent. Measurements in
Fig. 2.19 were taken at minute intervals before patient movements (such as eye opening
or muscle movements) as well as before anaesthesia in the 'awake' state. It was observed
that intervals of movement (especially the latter, which required greater cortical function
to follow a movement instruction) had a similar response to that of the 'awake' state.
Based on various other studies [43][52], it is evident that various general anaes-
thetic agents exist that eﬀect both the latency and amplitude components of MLAEPs.
These include enﬂurane, isoﬂurane, propofol, halothane, sevoﬂurane, etomidate, desﬂu-
rane, thiopentone and Althesin (alfaxolone/alfadolone composition mixture that has since
been withdrawn from the market due to severe drug reactions seen in patients). The ex-
tent to which these aﬀect the middle latency auditory potentials can be correlated to the
level of agent applied or more accurately the level of anaesthetic present in the body.
Compared to raw EEG signals, AEPs (including the useful monitoring region of
MLAEPs) are much less sensitive to artefacts such as random time occurring unexplained
signals. Such artefacts are removed from the MLAEP by means of continuous averaging
[15]. The interval of speciﬁc middle latency importance, given by [15], is between 40 ms
and 60 ms, where one of the characteristic peaks occur. This still lies within the region
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. LITERATURE STUDY 32
speciﬁed in Table 2.3.
The use of raw EEG signals, for obtaining the depth of general anaesthesia, is for
most part an empirical approach. AEPs (and other evoked potentials) are based on
stronger theoretical physiology of signal pathways and therefore have a greater potential
for becoming a standard of measuring consciousness. The following section discusses the
chosen route of conciousness detection.
2.6.6 Conclusion with selected approach
Having obtained a background for all three of the most commonly used evoked potential
methods, the route required to produce a non-obtrusive monitoring system, can now be
decided upon. Visually evoked responses inherently require open eyes or bright strobes
(also called ﬂash VEP, which is unreliable in drawing inferences about the quality of visual
perception) that can suﬃciently penetrate through the eyelids and as such will require
alterations to an anaesthesia set-up, thus complicating the process. Such evoked poten-
tials are not commonly used for integrity monitoring during anaesthesia. Somatosensory
potentials are a feasible route since they give an indication as to how conscious a patient
is to electrical sensory stimulation from the limbs. This, however, requires setting-up in
more than one region of the patients body being a limb- and the head- region (or more
speciﬁcally, in the case of this thesis, the ear regions on the head).
Auditory evoked potentials, with speciﬁc reference to the MLAEP, have been shown
by multiple studies to be feasible for measuring anaesthesia levels. Due to its convenient
sensory location, it is chosen as the investigated method. One further study, conducted on
rats in a veterinary setting, is given by [53] and concludes that even rats show a increased
latency and decrease in both frequency and amplitude information while anaesthetics are
applied. In [54] it is indicated that noteworthy parameters, that are worth analysing for
the chosen auditory approach, are the peak latencies and amplitudes along with morphol-
ogy index and peak power frequency (PPF) of the evoked response.
Natus Neurology [55] published a webinar [56] in which guidelines are provided for
the set-up and required stimulation to be used in the recording of MLAEPs and BAEPs.
The stimulus frequency was described to be selected between 8 Hz and 10 Hz. Higher
frequencies cause a reduction in the amplitude of the waveforms and also have an eﬀect
on the obtainable middle latency time-domain range, whilst lower frequencies give rise to
large averaging times being required to obtain a clean signal. The South African mains
frequency is 50 Hz, which, being a multiple of ten, will interfere strongly with a 10 Hz
averaged signal. As a result, an 8 Hz frequency (or 125 ms period) is chosen as the
stimulus frequency. Figure 2.20 illustrates the auditory pulse for one period length.
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100 us
8 Hz to 10 Hz frequency  (125 ms - 100 ms period)
If using alternation between
rarefaction and compression
Figure 2.20: Plot illustrating the stimulus suggested by the information from [56]
The pulse width is suggested to be 100 µs and to be of square-form, which consists of
frequency harmonics over a larger spectrum. The short pulse width avoids mid-latency
interference of the stimulus with the evoked potential. Another suggested technique to
remove any residual EMI speaker artefacts is to alternate the polarity of consecutive
pulses, as shown by the dotted red line in Fig. 2.20.
2.7 Conclusion of the literature study
From having gathered an in-depth understanding of the theory and research applicable
to this study, one can continue onwards to construct a methodology in Chapter 3, that
incorporates this knowledge, to address the problem statement.
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Methodology
This chapter deﬁnes how the literature from Chapter 2 will be utilised, with available
skill sets and research instruments, to design, implement and verify a functional in-ear
evoked potential recording device. In the future this device could possibly be used as an
anaesthesiologist's patient anaesthesia depth monitoring system.
3.1 Introduction
In order to address and derive a solution to the problem statement, from conceptualisa-
tion to design and implementation, a sequential methodology is crucial. The following
sections detail such a methodical approach for this dissertation. The design approach,
that will ultimately address the larger problem at hand, is outlined in the next section.
Due to the chosen structure of this document, individual and more detailed method-
ologies are provided in the overview and testing procedure sections of the design and
results chapters. The electrode topology design method is given in Section 4.1, the re-
maining hardware implementation methods are found in Section 5.1, whereas the software
designs are described in Section 6.1. In order to ensure successful clinical trials the testing
procedure is detailed in Section 7.1. The remainder of the methods, to complete the full
picture, are described in this chapter.
3.2 Research design
Figure 3.1 gives an overall view of the approach that needs to be followed to successfully
realise a system that addresses the problem statement.
34
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Figure 3.1: Diagram of the methodology process overview
The ﬁgure presented above represents an overview of the complete method to be
followed, from start to ﬁnish. Simultaneous documentation should occur, with each step
of the process, to ensure that all the aspects can be presented in this ﬁnal thesis record.
The detailed explanation of Fig. 3.1 is as follows:
1. Begin by clearly deﬁning the problem statement (with all of the research questions
to be addressed), as is done Chapter 1.
2. After gaining a clear understanding of the challenge at hand, commence with a
full background literature study. As possible routes to a solution become evident,
delve into the research on those pathways until every aspect of a solution has been
researched. The outcome of this process is documented in Chapter 2.
3. Next one should conceptualise an overall design solution, followed by methodically
dividing it into speciﬁc and veriﬁable subsystems.
4. The design and implementation of the subsystems can be divided into three main
categories, being:
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4.1. the design and implementation of a topology that will address the need for
easily attached and detached, non-obtrusive and in-ear centred EEG electrodes
(as addressed by Chapter 4);
4.2. the design and implementation of all the surrounding hardware components
to accurately ensure the recording of auditory evoked potentials (addressed by
Chapter 5); and
4.3. ﬁnally, successfully design and implement of all the necessary software to con-
trol data recording steps, as well as process the raw EEG data to the point
where auditory evoked potentials have been obtained (which is addressed by
Chapter 6).
5. Validate all the designed subsystems individually, and if it is found that the function-
ality of a certain component is not producing the required output to a satisfactory
level, re-iterate that design with the necessary adjustments.
6. Optimise and tune the variable parameters of all of the designed systems to produce
the most promising output.
7. Successfully apply for ethical clearance at the Health Research Ethics counsel 2
(HREC2) of Stellenbosch University, completing all the necessary documents and
following all the appropriate protocols throughout the design process.
8. Upon successful ethical clearance, commence with the clinical trials. Deﬁne a testing
procedure to ensure the comparability of the results, as is done in Section 7.1.
9. Use the validated software designed to analyse the patient clinical data.
10. Present the results (Chapter 7) of every patient tested in detail, using graphical
methods to illustrate correlations of variables and discussing the signiﬁcance of all
the components.
11. Summarise the clinical ﬁndings and discuss the signiﬁcance of the overall imple-
mentation (Chapter 8), make recommendations to anyone wishing to pursue the
research further (Chapter 9) and conclude the dissertation (Chapter 10).
3.3 Research instruments and tools
In order to successfully complete the greater research task, a wide range of instruments
and tools are needed throughout the entire process. As designs and research protocols are
developed, new instruments become valuable in addressing, validating and assisting these
thesis tasks. At the end of the design implementation, the following lists of instruments
and tools, divided into three subcategories, were found to be of meaningful value.
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3.3.1 Hardware instruments
Various personal, as well as laboratory and workshop equipment at Stellenbosch Univer-
sity, was used to compile the ﬁnal hardware subsystem as represented in Fig. 5.19. The
equipment needed to realise the hardware subsystems were as follows:
 UP Plus 2 3D printer [57]
 MakerBot Replicator Z18 3D printer [58]
 LPKF ProtoMat S63 PCB prototyping machine [59]
 Magnum 2004 soldering iron
 Laboratory thermal evaporator
 Stanley hot glue gun
The measuring instruments, that were used to validate the hardware subsystems and
also allow for the manual recording of existing comparable anaesthesia levels for the results
section, were:
 A Tektronic digital oscilloscope
 A Fluke digital multimeter
 An anaesthesia monitoring machine
 A smartphone microphone
3.3.2 Device hardware and consumable components
The instrumental products, that were either used (on the software and data processing
side) or utilised (see 5.19) in the successful ﬁnal hardware implementation, were as follows:
 A OpenBCI Cyton EEG data recording board with Bluetooth dongle [60]
 A SanDisk 16GB class 10 microSD card
 A USB 3.0 Transcend microSD card reader
 A Gigabyte Aero 15 laptop with an Intel i7-8750 processor and 32GB of random
access memory (RAM) running Windows 10 Pro
 A Samsung Galaxy Note 8 smartphone
 A set of eight OpenBCI gold cup electrodes [61]
 One set of JBL T450BT Bluetooth headphones [62]
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 One set of Geist 36BL Bluetooth earphones [63]
 One set of 3M Peltor X2A earmuﬀs [64]
 Various other miscellaneous electronic components and shielded wiring, mentioned
in Chapter 5
The consumable products that were valuable to the design implementation, as well as
the clinical measurement phase of the system, were found to be:
 Weaver and Company Ten20 conductive paste [65]
 Weaver and Company NuPrep skin preparation gel [66]
 Dove cotton buds
 Duracell 9V and AA batteries
 Printer polymer ﬁlament
 Glue sticks for the hot glue gun
 Insulation tape
 Single and double sided printed circuit board (PCB) prototyping boards
 Bispectral index (BIS) electrodes set-up by anaesthetist (property of the hospital)
 Desﬂurane and sevoﬂurane anaesthetics applied by anaesthetist (property of the
hospital)
3.3.3 Software instruments
Various software platforms, design tools, languages and environments were used during
the completion of the research investigation. The following list provides all such programs
and tools:
 Python [67]
 Anaconda (Jupyter Notebook) [68]
 MathWorks Matlab [69]
 Trimble Inc. SketchUp [70]
 Autodesk Inventor [71]
 Autodesk Eagle [72]
 Arduino integrated development environment (IDE)
 Microsoft Excel
 TeXstudio with MiKTeX
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3.4 Data
Apart from the data collectable by testing the designed system on oneself, there will be
two sets of patient related data collected. This will be the raw EEG or evoked potential
data, described in Section 3.4.2, along with the miscellaneous data manually recorded for
comparison reasons, as summarised in Section 3.4.1.
All the raw recorded and collected data and information will be saved oine on the
password protected personal computer of the primary investigator. The data will be
anonymous, and so will the ﬁndings of the thesis. This is done to align with ethical pro-
tocols and to protect the identity of the patients that gave consent to partake in the study.
The analysis of the data is outlined in Section 3.5, and the details thereof are fully
deﬁned in Chapter 6.
3.4.1 Patient spreadsheet data
Figure 3.2 presents a blank Microsoft Excel spreadsheet table that can be used to record
anonymous patient information for comparative purposes. Information such as the date
and time, patient number, surgery type and estimated duration of surgery are noted at
the top of the sheet. For every EEG data ﬁle recording initiated, a line record is made to
note the time, anaesthesia level, in terms of the anaesthesiologist's observation, data ﬁle
name, ﬁle recording duration, bias/reference conﬁguration, extra notes for the interval as
well as the anaesthesia machine readings for that data ﬁle. Readings are taken at intervals
of one minute (or thirty seconds if sharp changes are expected).
Date Surgery type:
Patient no Estimated duration:
0 60 120 180 240 300 360 420 480 540 600 Time in seconds









Figure 3.2: Excel spreadsheet layout for the recording of anonymous patient information
3.4.2 Patient designed system data
The Cyton board, chosen as the EEG recording device (see Chapter 5), has the capability
to write raw EEG channel data from the analogue-to-digital converters to a text ﬁle,
in a comma separated format. This will be utilised as the recording method of the
electroencephalography (EEG) data containing the patients' evoked potentials. Section
6.4 details how the data will be imported and converted from these ﬁles.
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3.5 Analysis
The raw data will ﬁrst be processed via a series of frequency ﬁlters to collectively remove
DC oﬀsets, remove speaker interference, remove mains interference as well as remove any
frequencies that are not related to the auditory evoked potential range. The ﬁltered data
is also run through algorithms to remove corrupted data from muscle twitches or other
non-head-related electrical activity. The raw data is then divided and synchronised into
period subsets correlating to the audio stimulus frequency. These data sets are then all
averaged together to produce a single low micro- or high nano-volts waveform of stim-
ulus period length (meaning that with an 8 hertz stimulus the waveform will be 125
ms in length). The resulting signal is known as the auditory evoked potential waveform
and contains a series of peaks and valleys correlating to the activation of neuron groups
(which each produce a small yet detectable electrical ripple) from the eardrum up until
the auditory cortex where the stimulus is processed. The stimulus frequency allows for
both brainstem auditory evoked potentials (BAEPs) and middle latency auditory evoked
potentials (MLAEPs) to be recorded.
As the brain is subjected to anaesthesia, these peaks and valleys and the latency
thereof are expected to defer from the normal 'awake' state. It is this change that could
potentially later become the foundation of machine learning analysis for a commercial
anaesthesia monitoring device. The peaks and valleys will reduce in amplitude as the
neuron groups become sedated and the latency is expected to increase due to an increase
in propagation time from group to group.
3.6 Limitations
Due to the two-year prescribed master's thesis duration, to bring all of the research
to completion, along with the work being completed by one individual, limitations are
introduced in completing all the necessary processes, completing the ethical clearance
process and the testing of numerous patients. The former two were successfully completed
at the end of duration, but numerous patients were limited. It was, however, found that
due to the strong correlations of the ﬁnal four patients tested and the voluminous nature
of the data collected for each individual patient, the data gathered is implicitly considered
to be a proof-of-concept. In order to implement machine learning algorithms, one will
require a larger pool of data to build and verify such models.
3.7 Ethics
Ethical clearance was successfully applied for at the Health Research Ethics counsel 2
(HREC2) of Stellenbosch University, by completing all the necessary documents and fol-
lowing all the appropriate protocols throughout the design process. The research protocol
of Appendix B and exemplary patient consent form outline given in Appendix A, were
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submitted as supplementary components of the online application. The acceptance of the
project in this regard, is deﬁned in the letter of Appendix C.
3.8 Conclusion of the methodology
This, hereby, concludes the methodology of this chapter. As aforementioned, with refer-
ences to the appropriate sections and chapters, individual and more detailed methods will
be provided as concepts are broken down into executable tasks. The following chapters
deal with the design and fabrication of the solution.
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Electrode topology fabrication
In order to work towards obtaining data for the analysis algorithms, the design and
implementation of a fully functional electrode topology is a necessary predecessor phase.
This chapter covers the implementation process from the initial design considerations to
the ﬁnal system.
4.1 Overview and considerations
There are three major regions of electrode placement: the channel of interest, reference
node and the bias electrode. In line with the objectives of this thesis, the channel of
interest is to be placed within the ear-canal which will create a potential diﬀerence signal
in relation to the reference electrode. To reduce unnecessary high potential diﬀerences,
the reference electrode should be placed relatively close to the channel of interest on a
area that is mostly electrically neutral (least aﬀected by electrical activity in the brain).
The bias (or ground) electrode is used to reduce mains power electromagnetic interfer-
ence (EMI) on both the reference and channel electrode using common mode rejection.
Its placement on the user is for the most part irrelevant.
The placement of the reference node was chosen to be on the earlobe of the same ear
to which the channel electrode is to be attached. The bias electrode will be placed on the
contralateral earlobe to create consistency, maintain conventions and simplify the number
of designed parts. As implied, the in-ear channel will be placed in contact with the walls
of the ear canal. Figure 4.1 shows the conﬁguration as described.
The printers available in the electronic workshop are the Tiertime UP Plus 2 [57] as well
as the MakerBot Replicator Z18 [58]. Both printers are capable of meeting the dimensional
challenge of the ear electrode topology. After prototyping with both printers, using melted
extrusion modelling (MEM) technology, the UP Plus 2 was ultimately chosen. This was
due to its improved accuracy when repetitively synthesizing small components without
producing too many irregularities in the output.
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ELECTRODES
Bias/Ground In-Ear Reference
Ear 1 Ear 2 
Figure 4.1: Electrode placement
4.2 Additive manufacturing of electrode holders
Additive manufacturing was selected as the means of prototyping and implementing the
electrode holding parts. This process oﬀers multiple advantages over various other man-
ufacturing techniques, such as:
 Being inexpensive to produce once the 3D printers have been acquired (which is
the case in the Electronic Workshop of the Department of Electrical and Electronic
Engineering at Stellenbosch University).
 Rapid prototyping rates are attainable. The designs can easily be altered in the
chosen three dimensional CAD program, set to print, and after completion extracted
from the printer bed and assembled if necessary.
 The polymer materials, used by the printers, have elastic properties that are utilised
during the design process.
 The polymers are non-reactive with the other chosen materials and are also not
hazardous for the skin contact that will occur during normal operation.
 The polymers are electrically insulated, which is necessary to keep the contact area
of the electrode at a reasonably constant value.
It was chosen to implement the computer-aided design of the components in Trimble
SketchUp [70] due to previous experience with the software. A student version of Autodesk
Inventor [71], which has been made available by Stellenbosch University, is also used for
components that could not be completed due to the limitations of the free and trial
SketchUp software. This printer can additionally print ABS (Acrylonitrile Butadiene
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Styrene) thermal polymers whereas the alternative is limited to PLA (Polylactic Acid)
plastics.
4.2.1 In-ear component
The ﬁrst challenge was to design a component capable of easily bringing an electrode into
contact with the skin of the inner-ear of a user or patient, whilst being as non-obtrusive
as possible. This has previously been done by using moulds of speciﬁc patient's ears or by
using memory foam ear-plugs containing a foil electrode. The use of moulds creates the
need for patient speciﬁc design which both adds to the cost and the pre-testing preparation
time of the system. Although cross-patient compatible, memory foam is often diﬃcult
to place deep enough into the ear-canal as well as having inconsistent placement due to
the elastic nature of the material. A solution that incorporates both the comfort and
cross patient compatibility of memory foam, as well as the rigidity of a sturdier plastic, is
therefore of great design importance. According to [31], the average diameter of the outer
ear-canal is 8mm to 10mm with the average for the entire canal being around 7mm.
4.2.1.1 First iteration
The ﬁrst approach, as shown in Fig. 4.2, was a mechanism that could be spring loaded
so as to easily collapse whilst being pinched before entering into the ear-canal. It will
thereafter expand upon release to come into contact with the inner walls of the ear. The
round pad areas, where the electrodes could ultimately be placed, were designed, as shown
in Fig. 4.2a, using an outer diameter of 7mm whilst leaving space for collapsing. Two
pivoted points, linking the pads to corresponding bars, allow for the rounded pads to
inhibit one axis of rotation. These bars are then pivoted together around their centre to
again allow one relative rotational axis of freedom. A 1:10 scaled model was printed as
shown in Fig. 4.2b.
(a) Computer-aided design model (b) Additive manufacturing realisation
(10× enlargement)
Figure 4.2: First design iteration of the in-ear mechanism
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The feasibility of the ﬁrst iteration, for the end-user market, was analysed using certain
predeﬁned criterion, as shown in Table 4.1.
Table 4.1: Table showing the feasibility criterion and results for design iteration one
Criterion Analysis Outcome
Scalability The design is diﬃcult to scale down due to the small
cross sectional area of the attaching bars. Once this
is scaled down, the dimensions of various parts be-
come too small to accurately reproduce using the
available additive manufacturing machines. Ma-
chining small dimensions is also a challenging pro-
cess.






Reproducibility The 3D printing of the dimensions is not feasible.
The machining of such components requires mul-
tiple specialist intervention stages and machining
tools. The fully functional outcome of this design





Cost of production Machining is a relatively expensive process in the
end-user market. The materials are also signiﬁ-










The small dimensions also allow for easily break-
able components in some manufacturing techniques,
which has a negative eﬀect on re-usability (with the
possible exception of machining with metallic mate-
rials). Adaptability is a positive factor as the three
pivots, each with a rotational freedom axis, allow







Feasibility The design adapts well to diﬀerent geometries, but does not meet other
criterion due to its small downscaled dimensions and the limitations
of the available additive manufacturing printers. A design that can
improve on the geometrically small and infeasible dimensions is thus a
motivation for the second iteration.
Using the analysis of this iteration, design changes were made to deﬁne a second
system that could potentially solve the challenge at hand.
4.2.1.2 Second iteration
The second approach, as shown in Fig. 4.3, incorporates a similar rounded pad as the
ﬁrst iteration but with the pivoted point shifting to the end of the pad rather than to the
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middle, as shown by Fig. 4.3a. This allows for larger bar sections that can be attached to
the pads. The idea is to link the two pad centres via a spring-loaded section which will
collapse upon pinching the bars connected to the corresponding pads. This will allow for
it to expand again upon release within the ear. There are four component pieces linked
to each other via a pivot, with each piece having one rotational degree of freedom along
the same axis. The synthesized and up-scaled system (with a ratio of 1: 10) is shown in
Fig. 4.3b.
(a) Computer-aided design model (b) Additive manufacturing realisation
(10× enlargement)
Figure 4.3: Second design iteration of the in-ear mechanism
The feasibility of the second iteration was assessed in Table 4.2 using the same crite-
rion as before. During the assessment it was found that side pivoting caused unwanted
rotational geometrics when attempting to place the system into an up-scaled ear model.
A design that can incorporate both the sturdiness of a larger bar together with the eﬀec-
tiveness of centre pivoting was therefore the motivation for another iteration.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. ELECTRODE TOPOLOGY FABRICATION 47
Table 4.2: Table showing the feasibility criterion and results for design iteration two
Criterion Analysis Outcome
Scalability The design is much easier to scale down for additive
manufacturing, although the pivot sections require
some reinforcement to strengthen the joints. The
links were assisted with wiring to give them better
strength when undergoing tensile and shear strain
tests. The scale model designed has a bar thick-
ness of ≈ 2mm which falls within an acceptable 3D
printing range.








Reproducibility The dimensions are relatively feasible for 3D print-
ing. Minor reinforcements are necessary during
post-printing, to insure durability, which in turn





Cost of production Inexpensive once there is access to the necessary ma-
chinery. In the end-user market there may be assem-
bly costs involved for necessary tweaking and joint
strengthening.







During mechanical testing, the side pivots on the
pads were not found to be as ideal as expected. The
pads tend to turn outwards under a spring load and
become diﬃcult to place into tight-ﬁtting, circular
canals. The design is easily reusable and this factor




but has an ev-
ident reusable
characteristic.
Feasibility The design has acceptable performance in most criterion, however, piv-
otal reinforcement is required and there is unfavourable rotation of the
pads during the force application stage.
The following section shows the third iteration design that builds on the strengths of
the ﬁrst two implementations while eliminating their short-comings.
4.2.1.3 Third iteration
The area lacking in iteration one was bar volumes with dimensions that were not large
enough to print properly. A solution to this, is to incorporate less void space in the model
and to better utilise the given space within the model volume. Iteration three, shown in
Fig. 4.4, is the optimised result of these considerations. It contains the central pad pivots
of iteration one as well as further improvements to the larger bar volumes with the lateral
bar pivot positioning of the second implementation. Figure 4.4a shows the CAD model
of the components that can be fabricated to produce the outcome shown in Fig. 4.4b
(enlarged with ratio of 1: 10). The inner centre of the pads will be linked with spring
load to collapse and expand upon ﬁtting.
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(a) Computer-aided design model (b) Additive manufacturing realisation
(10× enlargement)
Figure 4.4: Third design iteration of the in-ear mechanism
An acceptable test of scalability would be to scale down the model to observe how
the printer performs for the reduced dimensions. Figure 4.5 shows three views of a syn-
thesized and assembled system that has only been enlarged with a factor of 1: 4. As is
evident from the photographs, the pivotal links have been successfully assembled using
wires.
(a) Top view (b) Side view (c) Inside view
Figure 4.5: Third design iteration implementation as enlarged four times
As a true ﬁnal test of scalability, the design was printed to scale as shown in Fig. 4.6.
The diﬀerence between the output of the two aforementioned printers can be seen in
Fig. 4.6a and Fig. 4.6b. The photographs of the MakerBot product indicate that there
are signiﬁcantly more irregularities in the to-scale print. The pads and bar components
were printed with irregularities in both outputs, as illustrated in the Fig. 4.6. The model
slits on the pads were not designed to be through slits, but ended up being so on the
extruded implementation shown in Fig. 4.6a.
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(a) Using Tiertime UP Plus 2 (b) Using MakerBot Replicator Z18
Figure 4.6: Actual scale print of design iteration three
Table 4.3 contains the feasibility evaluation for design iteration three. Although the
scaled versions in Fig. 4.4 Fig. 4.5 are feasible to implement, the to-scale version of
Fig. 4.6 has too many irregularities and weak points to be produced and assembled to a
satisﬁable extent. From this analysis it becomes clear that the complexity, space limitation
as well as chosen manufacturing method may thus be largely incompatible. The space
limitation is a model restraint, making the manufacturing type and complexity the only
alterable variables. To maintain reproducibility and low cost it is logical to keep the
MEM technology as the choice of production which in turn leaves only the complexity as
a varying parameter. A model that has less complex joints and components is therefore
the primary driving factor for a totally re-imagined design.
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Table 4.3: Table showing the feasibility criterion and results for design iteration three
Criterion Analysis Outcome
Scalability The third iteration is the most scalable of the
three designs having the largest dimensional
space for the bars, pads and linking regions
and having the ability to scale down to the
furthest extent without any need for alter-
ations. It is necessary to note, however, that
as shown in Fig. 4.6, the implementation still
produces irregularities due to scale.
Based on the scaled im-
plementation, it is shown
that although there is a
drastic improvement in
additive manufacturing
of the component, the ir-
regularities still make the
design only vaguely feasi-
ble.
Reproducibility The only intervention necessary is to assem-
ble the components, which is minimal com-
pared to the possible addition of machining
and reinforcement stages.
Easily printed but re-
quires some assembling.
Out of the three systems
it requires the least eﬀort
for the assembly of the
scaled down versions.
Cost of production Not expensive once there is access to the
necessary machines. In the end-user mar-
ket there may be assembly costs involved for
the necessary tweaking and alterations post-
printing.
The cost of the polymer
ﬁlament and wiring, used




The adaptability of the system is favourable.
It is able to adjust to speciﬁc ear geome-
tries using the two pivoted pads. The sys-
tem would be largely reusable if it was not
for the to-scale printed weaknesses incurred
during fabrication.
As exclusive criterion,
the system is favourable
in both adaptability and
reusability.
Feasibility The design has acceptable performance in most criterion with the only
negative factors being the irregularities in the smallest (to-scale) fabrica-
tion as well as the need for post printing assembly alterations, although
the latter is minimal.
The following section delves into the fourth and simpliﬁed iteration.
4.2.1.4 Fourth Iteration
Due to the slightly elastic nature of the printed polymers, including the ABS ﬁlament,
one can utilize this characteristic material property in producing a design that requires no
external spring loading or assembly (meaning a single solid printable). Although this may
be at the expense of some ear adaptability, the elimination of mechanical links and joining
regions will ultimately improve durability as well as scalability. By including memory foam
as a buﬀer between the plastic and inner-ear skin, one can count the adaptability-cost as
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negligible when considering the beneﬁts arising from the simpliﬁed design approach. For
strength and distribution of elastic deformation, a circular pivotal point was designed as
shown in the three iterations of Fig. 4.7.
Figure 4.7: To scale in-ear electrode holder iterations. The print on the left (printed
using the MakerBot [58]) had a 10mm tip. The middle print (using the UP
Plus 2 [57]) shows a ﬂat, 25mm tip. The ﬁnal version on the right (also
realised using the UP) shows a rounded, 25mm tip
.
Recall that from [32] the average length of the ear-canal was given to be 25mm. There-
fore the latter two versions of Fig. 4.7 provide better depth utilisation. Due to a strength
and rigidity comparison, the rounded (rather than ﬂat), 25mm tip design is selected as
the preferred approach.
Figure 4.8 provides the Inventor [71] 3D graphical representation of the ﬁnal, iteration
four, printable. The exterior area following the rounded region is roughened using semi-
circular prisms in order to promote grip while pinching the component closed.
Figure 4.8: Iteration four CAD perspective
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Figure 4.9 illustrates the ﬁnal fabricated and assembled electrode part. The gold-
plated electrode was made using a thermal evaporator with source gold pellets and then
targeted unto copper foil. The copper was selected for its conductivity as well as for its
solderability (gold is not easily soldered onto as it corrodes with standard zinc-tin solder
and requires specialised soldering alloys). Memory foam is also incorporated into the
system to maximise comfort and adaptability.
Figure 4.9: Final assembled outcome of the fourth and chosen iteration
The fourth iteration was practically tested and shown to work well with standard
quick EEG tests. The next section deals with the implementation of the electrode holders
to be used in attaching electrodes to the earlobe.
4.2.2 Earlobe components
A component similar to that of a clothes peg will be a convenient approach in attaching
electrodes to the earlobe of a patient. In Section 4.2.1.4, an elastic deformation, spring-
type design was shown to be manufacturable by means of additive extrusion. The use of
such a mechanism, in the design and implementation of the peg-like component of the
earlobe electrodes, could prove to be valuable.
A peg, however, requires a mechanism that is inverse to that of the forth iteration
of the in-ear component. A logical approach to doing so would be to have a cross-over
region to invert the peg legs between the pivotal point and the tip of the legs. The legs of
the design shown in Fig. 4.8 are consequently altered to the variations shown in Fig. 4.10.
The printable parts are made in such a way that there is room to bend the legs over to
the opposite side, using the necessary force.
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Figure 4.10: Various initial iterations of the earlobe peg
The variations of angles after the cross-over region are indicative of the trial-and-error
approach that was followed to obtain an angle that would produce the best ﬁnal conﬁg-
uration component with parallel peg legs. The trial-and-error approach was followed due
to the non existence of a single, ﬁxed pivotal point, but rather an entire circular region
that eﬀectively mimics a spring-loaded pivot. It was also observed, with further iterations,
that the further the cross over was placed from the pivot, the larger the extent to which
the adjusted peg could be opened (using a manual compression force).
Gold cup electrodes, bought from OpenBCI [61], were incorporated into the compo-
nent. As such, a negative volume was designed into the model in order to position the
electrode along with its wiring. Figure 4.11 presents the ﬁnal model of the peg earlobe
electrode holder. All of the edges and surface boundaries that come into contact with skin
are rounded for safety and comfort. A negative cavity for the electrode wiring is included
and leads the wire back up the leg.
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Figure 4.11: Final earlobe peg model designed in Inventor [71]
The fabricated (using the UP Plus 2 [57]) and pieced-together version of the ear peg
is given in Fig. 4.12. One can note that the gold-plated cup electrode is fully contained
within the peg leg volume and that soft material was added to the exterior surfaces of
the peg facing the patient to once again provide optimal wearing comfort.
Figure 4.12: The fabricated earlobe peg electrode holder along with all of its parts and
assembly
4.3 Conclusion of the electrode topology design
The designed peg was practically tested and shown to be fully functional as expected.
The chapter that follows further broadens the hardware approach surrounding the now
designed electrode topology.
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Hardware design implementation
Having successfully designed the electrode topology. It is necessary to design the remain-
der of the connected devices and subsystems to produce a functional end product. The
overview that follows gives indication of the subsystems needed to produce a working sys-
tem. A modular design approach is followed in order to individually debug and optimise
the subsystems.
5.1 Overview
It is logical that one of the subsystems should be a device capable of recording (or stream-
ing via some wireless medium) the EEG data obtained from the electrode topology. It
will be required to play the audio stimulus to the ear of importance to evoke the auditory
response. Therefore it is vital that an acoustic stimulation subsystem be implemented.
In order to avoid bone conduction stimulation of the contralateral ear, causing unwanted
artefacts in the response obtained, a white noise generating system should be designed to
mask it.
All of the above-mentioned subsystems need to be contained within close proximity of
a patient undergoing surgery. Longer wiring distances increase susceptibility to electro-
magnetic interference (EMI). A containing base structure system is therefore necessary to
hold the individual subsystems together in order to simplify the presurgical set-up pro-
cess. Figure 5.1 shows a system block diagram depicting the various subsystems whilst
providing an indication of their proposed interconnectivity and the relevant sections de-
tailing the design. It can be noted that from the ﬁgure, the acoustic stimulus subsystem
contains a wired connection to the EEG recording device. This linkage exists in order for
the EEG data to be synchronised with the stimulus, if such a need arises.
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Bluetooth / SD card
Acoustic waves
Wired connection
Figure 5.1: Overview of the hardware subsystems and their corresponding section num-
bers
The next sections contains the details of the design process required to produce these
subsystems.
5.2 White noise generator
In order to maximally eliminate noise propagation to the other very sensitive subsystems,
the noise generator was designed entirely separately and has its own power supply and
containment housing. This section focuses on the design of such an isolated system.
5.2.1 Electronic design
In order to playback white noise, one needs to either have some form of audio player
device built into the subsystem containing a white noise ﬁle, play noise remotely from
a wired/wirelessly connected device or generate the white noise on-board and play the
generated signal. The former two options would be over-designed implementations for
the simple task at hand and would result in unnecessary expenses. The latter option,
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however, is a feasible choice and is the preferred route.
One such method of achieving a white noise generator, is utilising the phenomenon
that a npn-transistor exhibits random behaviour when placed in reverse bias. As the
reverse voltage over the base-emitter junction surpasses the breakdown voltage, there is
an increasing presence of noise observed at the emitter node. It was chosen to use a
2N3904 bipolar junction transistor as the noise source (datasheet available at [73]). It is
listed in the datasheet that the minimum base-emitter breakdown voltage is:
B(BR)EBO = 6.0V
Therefore a standard 9V battery is suﬃcient to push the junction into the breakdown
region. In Fig. 5.2 the designed circuit is presented with the circuitry on the left being
the white noise generating stage and the right being the audio ampliﬁer. The 9V battery
is to be connected in series with a switch to element JP1 nodes 1 and 2 (having the
positive terminal leading to node 2). The switch allows turning the device on and oﬀ
without needing to disconnect the battery.






























Figure 5.2: White noise circuit schematic as designed in Autodesk Eagle [72]
Due to the bipolar transistors having slight electrical variations, it is logical to make
use of a potentiometer to allow tuning of the base-emitter reverse breakdown current
until optimal results are obtained. The positive terminal of the battery is fed through a
chosen R3 = 100kΩ potentiometer in series with a protective R1 = 10kΩ resistor, which
is connected to the emitter of transistor Q1. The base of Q1 is grounded to insure that
the reverse biasing is obtained. With variation of the R3 setting, the reverse current
and bias of the transistor is tweaked to give optimal observable output. The reverse noise
behaviour of VE contains a DC oﬀset that is decoupled using a small C2 = 0.1µF capacitor.
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The audio ampliﬁer was built using an LM386N low-voltage audio power integrated
circuit (datasheet available at [74]). In order to control the volume of the output signal,
another R4 = 10kΩ potentiometer adjusts the level of the decoupled noise signal being in-
put to the positive specialised operational ampliﬁer node. The negative input is connected
to ground (being the negative battery terminal). Pins 6 and 4, being the source rails,
are connected across the battery. Pins 1 and 8 are bridged with a C3 = 10µF electrolytic
capacitor to set the gain of the ampliﬁer to 200 [74]. Finally the output is decoupled
using a C4 = 250µF electrolytic capacitor, before connecting to the 8Ω speaker attached













= 79.58 Hz. (5.3)
The printed circuit board (PCB) layout can then be generated and optimised from the
schematic and the board can be manufactured (see Fig. 5.3). Figure 5.3a shows the copper
connections on the bottom layer with components placed on the top layer. Figure 5.3b
provides a photograph of the produced and soldered PCB that is ready to be tested.





















(a) PCB design in Autodesk Eagle [72] (b) Photograph of the prototyped design
Figure 5.3: The white noise generator PCB realisation
In order to prepare the test of the generator, initial tweaking was done whilst moni-
toring an oscilloscope output to ﬁnd the optimal potentiometer setting. To obtain a true
output representation, a smartphone microphone recorder was used to record the output
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of the speaker. The audio ﬁle was then transferred to a computer where it was input into
a Matlab [69] script and plotted in the frequency and time-domain, as shown in Fig. 5.4.
(a) Time-domain
(b) Frequency-domain
Figure 5.4: Output result of the hardware system
Although the frequency-domain, plotted in Fig. 5.4b, shows slight irregularities over
the half sampling rate (oversampled Nyquist frequency for audio ﬁle is fs = 44100 Hz)
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range, the response is more than suﬃcient for the application of merely being a masking
noise. The time-domain is indicative of a randomly distributed signal, thus validating
the design's success. The section that follows describes the design of the container within
which such a system will be isolated.
5.2.2 Containment design
In accordance with conventional ethical practice and EMI reduction techniques, a contain-
ment unit was designed for the developed circuitry. Figure 5.5 summarises the components
drawn up in Inventor [71], to shield the open wiring and PCB from human contact as well
as to prevent the noise generated from causing outwardly propagating EMI.
(a) The white noise PCB box with a
switch hole and opening for lid (see
Fig. 5.3b)
(b) Lid to the PCB box with an inside shoulder to
align closure
(c) Cover to surround the shielded
speaker container (in Fig. 5.5d)
(d) Speaker container with two small holes for wiring
and a holed lid to attach an acoustic canal to
Figure 5.5: Designed white noise generator parts in Inventor [71]
The PCB in Fig. 5.3b is placed in the container of Fig. 5.5a and closed with the part
of Fig. 5.5b. Wiring from the PCB connects to an external 9V battery as well as an ex-
ternal speaker placed inside the part of Fig. 5.5d, which is ﬁrst shielded using aluminium
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tape (which is grounded to the battery negative terminal) before being covered with the
printed component shown in Fig. 5.5c. The shielding ensures that the electromagnetic
nature of the speaker has a minimal eﬀect on the electrode wires within proximity of the
device. An transparent acoustic channel leads the sound from the speaker to the target
ear.
The ﬁnal system is shown in Fig. 5.6 with all the attached parts being glued together.
The switch conveniently allows for separate control of the device.
Figure 5.6: Final white noise generator system housing as fabricated using the UP Plus
2 [57]
The next section describes the design procedure for the EEG recording device.
5.3 EEG recording device
It was chosen to use an OpenBCI Cyton Biosensing board [60], portrayed in Fig. 5.7, as
the means of obtaining the data from the designed electrode topology. The reason for
this choice is as follows:
 It contains eight 24-bit EEG channels that are individually conﬁgurable (houses
a Texas Instruments ADS1299 ADC IC [75] specialised for low-noise biopotential
measurement).
 It allows for adjustment of sampling rate for the faster sampling required for evoked
potentials (as opposed to standard EEG).
 The device is wirelessly controllable via means of a Bluetooth dongle and serial
communication.
 The data is both streamable by means of Bluetooth or writeable to a microSD card.
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 The device is compact and externally powered with a battery pack.
 OpenBCI has made the ﬁrmware open-source and has developers that have written
packages and integration tools in languages such as C++ and Python [67].
Figure 5.7: The OpenBCI Cyton [60] biosensing board
5.3.1 Electronic design
The Cyton board will receive various inputs from the diﬀerent electrodes, audio stimulus
generator (to synchronise the recordings) as well as communication from the controlling
computer. The details of these connections are given in the integrated design described
by Fig. 5.8. The peripheral pin connections, listed from top to bottom in the ﬁgure, were
chosen to be as follows:
 The analogue ground (AGND  either top or bottom as they are shorted) is con-
nected to the shielding of the wire leading speciﬁcally to the in-ear and reference
electrodes. This ensures that the noise eﬀect is ultimately reduced as far as possible
in the channel of importance.
 The biasing node (BIAS  bottom pin), included to utilise common mode rejection
for removing mains and other resilient interference artefacts from the active and
reference electrodes, that are input into an on-board ampliﬁer, is connected to the
left earlobe electrode.
 The synchronising diﬀerential signal from the audio stimulus generator is connected
to the diﬀerential nodes of channel two. Upon testing, the voltage drift caused
unwanted random behaviour in the signal, and as such, the negative input was
shorted to ground to eliminate the drift as well as the observed unwanted behaviour.
 The bottom pin of channel one is connected to the in-ear electrode of focus.
 The reference (SRB  bottom pin) is connected to the right earlobe electrode to be
used as a reference to which the channel one potential is compared.
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 A Bluetooth USB dongle, plugged into the computer, communicates with the built-
in Bluetooth module on the Cyton board (found on the bottom layer).
 Included in the box of the Cyton, is a 6V (4 × 1.5V AA batteries) power supply
which can be plugged into a connector on the bottom of the board.
11 x 2 pins
AGND to channel shield
BIAS (bottom pin) to  
left earlobe electrode
SRB bottom pin / reference
to right earlobe electrode 
Differential sync connected
to negative and positive
channel 2 input (negative
grounded) 











Figure 5.8: Layout depicting how the Cyton board is connected to the electrodes, sur-
rounding subsystems and computer (three images adapted from [60])
In order to connect all of the electrodes to the Cyton [60] board, one needs to design
some form of pin-out connector. Figure 5.9 shows such a pin-out for bridging the pins of
the board to the wires of the various electrodes and synchronisation system. Figure 5.9a
shows how the central 11×2 standard pin header is individually wired to the attaching
nodes. Figure 5.9b represents the minimal board area translation of the drawn schematic.
Later, in Fig. 5.12, it is shown how the pin-out connector is assembled and connected to
the Cyton board. The design was then precautionarily veriﬁed using the continuity test
of a multimeter.
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Figure 5.9: Eagle [72] designed part to conveniently switch the bias and reference elec-
trodes
For comparison reasons, it would be valuable to design a circuit (as shown in Fig. 5.10)
capable of interchangeably switching the bias (or ground) and reference electrodes.
































(b) Eagle PCB layout
(c) Prototyped top of board (d) Prototyped bottom of board
Figure 5.10: Designed part (using Eagle [72]) and fabrication (using the ProtoMat S63
[59]) to conveniently switch the bias and reference electrodes
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In doing so, the auditory evoked potential will therefore be measured through the
brainstem across the inner-ear and contralateral earlobe electrodes, rather than across
the inner-ear and ipsilateral earlobe electrode. The pins of the bias and reference nodes
are switched in the mapping of the two 11×2 headers, shown in the schematic of Fig. 5.10a,
while the remainder of the pins are correspondingly linked. Due to the desired interme-
diate placement of the part as well as the pin-mapping, it becomes necessary to design
a double sided PCB, as given in Fig. 5.10b. The two sides of the fabricated board, with
soldered vias and both male and female headers, are depicted in Fig. 5.10c and Fig. 5.10d.
In validating the design, the desired pathways were veriﬁed by measuring the conti-
nuity across the ends. In order to protect and insulate the board from patient contact, a
containment unit is designed in the following section.
5.3.2 Containment design
OpenBCI have made available a GitHub repository containing a printable full ten-twenty
EEG helmet and board cover (link provided in [76]). The board cover can be adapted for
the in-ear device of this thesis, by closing the unnecessary through-holes, strengthening
some regions and removing various threaded geometries.
(a) Cyton cover bottom piece (b) Cyton cover top piece
(c) Battery holder cover (d) Stand to ﬁx board to headphones (see Sec-
tion 5.5)
Figure 5.11: Designed and adapted (using Inventor [71]) housing components for the
Cyton board and related parts
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Fig. 5.11, Fig. 5.11a and Fig. 5.11b show the modiﬁed models of the downloaded board
top- and bottom- covers. An adjustment was also made to the GitHub design to allow
for the battery wires to be lead through a slit out of the side of the cover (see the top
right hand corner of Fig. 5.11a). Figure 5.11c shows the designed battery holder cover,
made from taking measurements of the shipped part. To attach the board to the Peltor
[64] (see Section 5.5), the curvature of the over-the-head part of the earmuﬀs is traced
and measured to be used in designing a stand, as shown in Fig. 5.11d.
The ﬁnal assembly of the design is shown in Fig. 5.12, with the board cover ﬁxed
onto the battery holder cover, which is attached to two board stands connected to the
headphones by means of glued Velcro strips.
Figure 5.12: The ﬁnal compilation of all the designed EEG recording components
The success validation of the electrode topology and set-up is implicit with the outputs
of the software chapter that follows. The following section describes the design of the
acoustic stimulator subsystem.
5.4 Acoustic stimulus generator
A critical component in the recording of auditory evoked potentials (AEPs), is the audi-
tory stimulus (having the form as recommended in Section 2.6.6). The details of how the
waveform is generated, and validation thereof, is given in Section 6.2. This subsection
merely deals with the playing of such audio signals and describes how to provide the Cy-
ton board with a signal to synchronise the recorded data with the relative latency after
audio click. The reason that an audio stimulus synchronisation signal is necessary is also
discussed.
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5.4.1 Motivation for audio synchronisation
In the perfect world where everything is perfectly structured, in-time and on-time, there
should be no need to create a signal used to synchronise the data to the stimulus. If it is
known that the frequency of stimulation is 8 Hz, and the sampling frequency of the Cyton










= 125 samples. (5.4)
By merely averaging together every group of 125 data samples, one should obtain a
waveform representing the AEP (although perhaps being shifted in the time-domain).
But in actual fact, none such perfect-world assumptions can be made and there are too
many factors than need to be accounted for. Some of the factors that could be accounted
for are the following:
 Clock drift  If the clock of the audio player device and recording device are not
an exact factor or multiple of (or exactly equivalent to) each other, there will be
a gradual drift in the time misalignment over time causing erroneously averaged
evoked potentials.
 Audio sampling rate  If the audio ﬁle sample rate is not an exact multiple of the
stimulus rate, a slight time-oﬀset due to the actual realised frequency is produced.
Let the sampling rate be the commonly used 44100 Hz and the stimulus rate 8 Hz,
which is not a factor of the sampling rate. The time oﬀset (Ep) for every period can









= 1.13378685× 10−5s (5.5)
and therefore for a 5 minute audio ﬁle with 5× 60× 8 = 2400 stimulus periods, the
gradual time-drift due to the audio sample rate totals to 2400×(1.13378685×10−5) ≈
0.02721s = 27.21ms, which is extremely signiﬁcant and unignorable.
There are, however, factors that are predominantly unpredictable and can therefore
not be accounted for without some synchronisation signal. Such factors are:
 true quartz crystal frequency having an unknown oﬀset from the presumed frequency
on the devices involved in playing the signal;
 transmission errors causing time-domain jumps in the Bluetooth streaming of the
audio; and
 electronic communication errors also eﬀecting the on-time delivery of the audio to
the speaker, and as a result, causing time-oﬀsets.
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It is therefore critical to be able to sense the beginning of every stimulus in order to
synchronise the averaging algorithms using this information. An astute way to address
this, would be to utilise the stereo nature of an audio stream to simultaneously stimu-
late the ear with one channel and provide the EEG device with a synchronisable signal
in the other channel. Another advantage of doing so is the ability to generate diﬀerent
duty cycles on the two channels, which will allow the EEG recording device to detect the
stimulus onset on the synchronising channel, even if its sampling frequency is too slow to
detect the duty cycle on the stimulation channel (which was the case in this thesis).
The following section describes the initial design approach to stimulate the ear and
synchronise the data.
5.4.2 Initial approach
Geist 36BL Bluetooth earphones [63] were initially modiﬁed and adapted to become the
audio subsystem. Figure 5.13 shows the designed circuit that, once again, uses a LM386
audio ampliﬁer [74] based circuit for a maximum gain of 20. The component values of the








































































Figure 5.13: Eagle [72] designed expansion part, to amplify and use as synchroniser for
the signals, of a Geist [63] audio device
The Geist earphone circuit is removed from its containment unit and detached from
the speakers before channel one's positive and negative output is wired to pins 4 and 3 of
JP1, illustrated in Fig. 5.13a. These pins are fed as input through the ampliﬁer to obtain
a desired output sound level, played on the speaker connected to pins 1 and 2 of JP2.
The diﬀerential second output channel of the Geist is fed through an adjustable simple
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voltage division circuit consisting of R4 = R5 = 100 kΩ. The output voltage fed into pins
3 and 4 of JP2, which is connected as the synchronisation channel to the EEG device, is
therefore adjustable to 00.5 times the input by adjusting the potentiometer. The system
Geist is powered with the included rechargeable battery and the ampliﬁer is power with
a 9V battery connected to the pin headers marked "POWER".
Figure 5.13b shows the PCB design (with space reserved at the bottom to attach the
Geist 36BL circuit). The ﬁnal system was fully wired to an isolated speaker and power
system and contained within the designed and printed housing, as shown in Fig. 5.14.
Figure 5.14: The ﬁnal product of the the initial audio ampliﬁer subsystem
It was, however, observed that the cascading of the built-in ampliﬁer of the Geist and
the designed ampliﬁer caused irregularities in the audio output. An oscillating sound
intensity, together with other irregularities, was audible when testing the sound stimulus
generated by the code presented in Section 6.2. It was decided to instead design a system
that does not require a second ampliﬁer and that exhibits a satisfactory low-frequency
response. The following section details such an approach.
5.4.3 Electronic design of improved system
A headphone device has louder output volume capabilities than that of an earphone,
and as a result a JBL T450BT on-hear headphone [62] is selected as the replacement for
the Geist. The speaker and ampliﬁer, playing the audio stimulus, will be kept as the
built-in optimised options, with the modiﬁcation of the second channel to be used as the
synchroniser. The circuit components, along with one speaker and all of its housing is
kept, while the remainder of the device is removed and disconnected. Figure 5.15 gives
the design of channel two modiﬁcation circuitry similar to that of the initial approach.
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Figure 5.15: Eagle [72] designed part to modify the second channel to be input into the
EEG recording device
Another consideration change from the ﬁrst approach is that an alteration in the load
that the JBL circuitry sees will cause unbalanced load irregularities. The impedance of
the speaker is therefore measured with a multimeter and found to be Rs = 32Ω, which
is mimicked by the R1 = 25Ω potentiometer in series with the R2 = 7.5Ω resistor. The
current protection of the EEG device (and conveniently also a reduction in EMI genera-
tion of the wiring leading to it) is applied in the software of Section 6.2 by dramatically
decreasing the amplitude of the synchronisation channel of the stereo signal (also evident
in Fig. 5.16).
In Fig. 5.15a, the nodes that did lead to the removed speaker are connected to JP2
pin 1 and 2. This is passed through a simple voltage division circuit and wired as a
diﬀerential signal to the EEG device by means of JP1 pin 1 and 2. The whole shielding
system, consisting of the speaker container wrapped in foil as well as the wiring shield, is
connected to ground (negative node of the JBL's battery) by means of JP2 pin 3 which
is directly bridged to JP1 pin 3.
5.4.4 Veriﬁcation of design
To fully verify the audio stimulus generator's functionality, it can be connected to an
oscilloscope and observed in the time-domain. Figure 5.16 shows the measurement of
both the speaker signal and amplitude decreased, duty cycle increased synchronisation
signal. It can be noted that from the x-axis scale, the frequency of 8 Hz (125 ms pulse
spacing) is obtained as designed in Section 6.2.
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Figure 5.16: Oscilloscope measurements of the two audio stimulus channels used for
synchronisation (yellow-orange) and sound stimulation (cyan)
5.4.5 Containment design
Figure 5.17 models the designed assembly of printable components that have been created
to cover the designed audio generator in its entirety. The interior surfaces of all the
components are covered with aluminium foil tape to act as shielding that is also shorted
to the ground node. The speaker sound can be carried to the ear by means of an auditory
canal attached to the leftmost part.
Figure 5.17: The Inventor [71] designed containment of the audio generator subsystem
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The diﬀerential synchronisation signal is routed to the EEG recording device by means
of shielded wiring. The ﬁnal assembly of the subsystem attached to the Peltor earmuﬀs
is shown by Fig. 5.18.
Figure 5.18: The complete optimised version of auditory stimulator with synchronisa-
tion signal
5.5 Base structural element
It was decided to use a 3M Peltor X2A [64] 31dB noise blocking earmuﬀ as the structural
component to attach all the hardware subsystems to. The passive noise cancelling nature
of the earmuﬀ attenuates external noise in the region of the ears, so that the white noise
and auditory stimulus is the predominant sound delivered to the respective eardrums.
The ﬁnal hardware system in entirety is shown in Fig. 5.19.
Figure 5.19: Entire hardware system perspective
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The auditory canals are placed through drilled holes on both sides and the surround-
ing gaps closed with a hot glue gun. The white noise generator (bottom), EEG recording
device (left), audio stimulus generator (top) and all the electrodes of the designed topol-
ogy (right) are shown attached to the Peltor (centre) in the ﬁgure.
5.6 Conclusion of the hardware designs
The following chapter details the software design components of the thesis, which integrate
with the hardware of the last two chapters.
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Software design implementation
This chapter deals with the design and successful implementation of the software aspects
integrated with the hardware described in Chapter 4 and Chapter 5. Its functionality and
detailed design are of vital importance to meeting the objectives of this dissertation.
6.1 Overview
Figure 6.1 illustrates which software components are necessary to obtain a working prod-
uct as well as how they communicate and integrate with the hardware of the previous two
chapters. The key software subsystems are:
 the generation of an auditory stimulus, both unipolar and bipolar, to induce an
electrical response in the auditory nervous pathway (see Section 6.2);
 the control of sequences that will set channel settings, prompt the user to set pa-
rameters (such as sampling frequency) and control the microSD recording process
(see Section 6.3);
 the importation and conversion of the 24-bit hex-values from a structured text ﬁle
to arrive at the raw EEG data (see Section 6.4);
 the synchronisation and signal detection to identify the starting positions of each
stimulus pulse in order to later implement successful averaging (see Section 6.5);
 ﬁltering of the raw data to obtain a clean and usable averaging input (see Section
6.6); and
 the averaging algorithm that utilises the starting position of the stored stimulus to
produce the evoked potential waveform (see Section 6.7).
It is chosen to implement the software in an Anaconda Jupyter Notebook [68] envi-
ronment running Python [67]. The ﬁltering modules, modular execution, powerful data-
processing capability, existing GitHub OpenBCI libraries [77], user interface and tool-sets
available make it the preferred choice over Matlab and C++.
74
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Generate audio stimulus Play audio stimulus
Board control sequence


















Figure 6.1: Overview of the software subtasks and their corresponding section numbers
6.2 Generate audio stimulus
The ﬁrst system designed is a audio generator script which is outlined and validated in
this section.
6.2.1 Overview
As discussed in Section 2.6.6, the optimal stimulus required to produce a middle latency
auditory evoked potential (MLAEP), that is not frequency speciﬁc, is a click (or also often
referred to as a pip) that occurs at a frequency between 8 Hz to 10 Hz and is of 100µs
duration. The literature also suggested that an alternation of stimulus polarity will reduce
the speaker and wiring artefacts in the ﬁnal averaged system. The alternation technique
may have an observable negative eﬀect on the amplitude of the MLAEP waveforms and
therefore the code will be designed to account for both stimulation formats.
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6.2.2 Design
Figure 6.2 presents the design of the audio stimulation along with its synchronisation on
the second audio channel of the stereo conﬁguration.
Start
Deﬁne stimulus and sync
properties 
Set alternation to yes or no 




Select stimulus signal 
Y
from_high = 0 
ﬂag = 0 
i = 0 
Is i < length(signal) ?
Has sync been  
alternated?
N
Select sync signal 
N
Is signal at i = 0.0 ?
from_high = 1 
N
Is from_high = 1 
and 
ﬂag = 0 ? 
Is from_high = 1 
and 
ﬂag = 1 ? 
from_high = 0 
ﬂag = 1 
from_high = 0 





Is ﬂag = 0 ? 
N
Alternate signal at i  







Multiply stimulus by desired
volume 





Figure 6.2: Software design ﬂowchart of the audio stimulus and synchronisation (sync)
signal generator
Due to the maximum achievable sampling rate writeable to the microSD card of the
Cyton [60] being Fs = 2 kHz (higher only upon purchasing an additional WiFi streaming
module), the synchronisation duty cycle needs to be selected appropriately. It can be
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determined that due to the sampling selection, the click (square-shaped high pulse) length







= 0.0005s = 500µs. (6.1)
This is ﬁve times longer than the stimulation pulse and therefore can not be of the same
duty cycle. There is no restriction on the length of the pulse in the second channel and
it is therefore chosen to be 100 times larger than the ﬁrst stimulation channel, meaning
that the selected click length is
tclick = 100× 100µs = 10000µs = 10ms. (6.2)
From the chosen pulse widths, with frequency of 8 Hz (not being a factor of the mains











= 0.08 = 8% (6.4)






= 0.0008 = 0.08%. (6.5)
Additionally the volume of the stimulation channel clicks is chosen to be at a maximum
(16-bit two's compliment data values having a maximum of (215 − 1) = 32768) and the
synchronisation channel volume, for interference limiting purposes, is chosen to have a
volume of one-hundredth of the stimulus volume (correlating to a rounded integer of 328).
6.2.3 Implementation
The Python implementation, of the ﬂow-diagram with the chosen parameters, can be
found in Appendix D. The next section veriﬁes the output of the implementation.
6.2.4 Veriﬁcation
Figure 6.3 is a visual veriﬁcation of the implemented software's ability to generate an
audio stimulus, along with its synchronisation signal, in both a bipolar and a unipolar
fashion. Note the scale diﬀerence for both signals showing the 16-bit representation of
each.
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(a) Unipolar stimulus generation
















































(b) Bipolar stimulus generation
Figure 6.3: Veriﬁcation of the software's ability to generate both bipolar and unipolar
audio stimulus (with aligned synchronisation)
Figure 6.3a shows the unipolar and Fig. 6.3b the bipolar version of both the stim-
ulation (blue) and synchronisation (red). To verify that the correct frequency is being
generated, the fast Fourier transform (FFT) of both the polar and unipolar signals are
generated and plotted as shown in Fig. 6.4.
In Fig. 6.4a, it is evident that there is an 8 Hz component with all of the expected
square-form relating harmonics.
In 6.4b, due to the alternating nature of the signal, its initial component shifts to 4Hz,
with a harmonic spacing of the fundamental 8Hz component. It can also be observed that
there is no DC component present at 0Hz, due to the net-zero voltage of the bipolar signal.
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(a) Unipolar stimulus generation with components starting at 8 Hz




















(b) Bipolar stimulus generation with components starting at 4 Hz
Figure 6.4: Frequency-domain representation of a synchronisation signal showing the
clear 8 Hz-spaced square-form harmonics
Visual conﬁrmation, that the designed for duty cycles have been obtained through
software generation, is provided in Figure 6.5.
















































(a) Duty cycle of the synchronisation channel ( 10ms125ms = 0.08 = 8%)


















































(b) Duty cycle of the stimulus channel ( 100µs125ms = 0.0008 = 0.08%)
Figure 6.5: Veriﬁcation of the duty cycle output for both of the generated signals
The signal can then be played on the audio stimulus player designed in the previous
chapter. The hardware output can be measured on an oscilloscope and all of the param-
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eters can be matched to their corresponding expected values. Figure 6.6, along with the
previously presented measurements in Fig. 5.16, conﬁrm the successful hardware-software
integration.
(a) Duty cycle of the synchronisation channel
( 10ms125ms = 0.08 = 8%)
(b) Duty cycle of the stimulus channel
( 100µs125ms = 0.0008%)
Figure 6.6: Veriﬁcation of the ﬁnal hardware duty cycle (and also frequency and period)
output for both of the generated signals
From the right hand panes of Fig. 6.6a and Fig. 6.6b, it can be observed that the
desired pulse durations of 10ms and 100µs, were obtained for the synchronisation and
stimulus channels respectively. The board control sequence is implemented next.
6.3 Board control sequence
The second system implemented interfaces with and controls the Cyton [60] board's set-
ting and data acquisition phase.
6.3.1 Overview
The design of the board control sequence (which records data with the necessary channel
settings, sampling rate and duration) is discussed in this section. OpenBCI have made
available Python packages on GitHub [77] to control the communication timings and
serial protocols for board-computer interfacing. These packages are used to design the
subsystem, together with the serial commands (provided on the software development kit
website [78]) for setting and controlling the recordings.
6.3.2 Design
A ﬂowchart was developed to describe the board control sequence software, which se-
quentially sets parameters and allows for the recording of data for a pre-deﬁned period
of time. The order of the steps was optimised during the implementation phase, but is
already reﬂected as such in Fig. 6.7.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. SOFTWARE DESIGN IMPLEMENTATION 81
Start
Initialise and set board
connection parameters 
Connect to Cyton board 
Is choice in 
[0,1,2,3] ? 
Input sampling choice 
0 = 250 Hz 
1 = 500 Hz 
2 = 1 kHz 
3 = 2 kHz 
N
Set frequency to choice 
Initialise microSD card for
data and print ﬁle name 
Start data streaming 
Reset frequency to choice 
(board sets back to default
when log starts) 
Wait 0.1s
Set channel settings for
channel one and two 
Y
Is i < time 
Set recording time in
seconds 
Set i = 0 
Print time 






command 'o' to start data
logging without resetting
frequency 
Write 'j' to stop data logging 
Stop streaming 
N
Wait 0.5s Disconnect Cyton board End
Figure 6.7: Software design ﬂowchart of the Cyton [60] board control sequence for
recording data
6.3.3 Implementation
Upon implementing the board control software, it was discovered that in order to protect
the Bluetooth modules from damage, the module is continually reset back to a sampling
rate of 250 Hz, unless an OpenBCI WiFi add-on module is detected. This inherently
posed a problem for the success of the project, as 250 Hz sampling would not suﬃce to
obtain clear distinguishable evoked potentials. This happens regardless of whether one
wishes to write the information to a capable microSD or not. After deeply analysing the
Arduino ﬁrmware sketches (utilising a C++ language), the responsible lines of code were
identiﬁed.
In order to protect the board's Bluetooth module, as well as the provided USB dongle,
the data streaming via this medium is switched oﬀ as is shown by the commenting out of
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. SOFTWARE DESIGN IMPLEMENTATION 82
the line in Listing 6.1.
Listing 6.1: Commenting-out the board streaming command in "SDBoard.ino"
void loop ( )
{
i f ( board . streaming )
{
. . .
// EDIT made − Stop board from streaming over Bluetooth
// board . sendChannelData ( ) ;
}
}
Listing 6.2 shows the remainder of the changes made to the ﬁrmware to ensure that
data is written to the microSD card at higher sampling rates.
Listing 6.2: Adding serial command in "SD_Card_Stuﬀ.ino" to start data stream (or in
this case only data logging) without resetting the sample rate
char sdProcessChar (char cha rac t e r )
{
switch ( cha rac t e r )
{
case 'A ' : // 5min
. . .
case 'L ' : // 24hr
case ' a ' : // 512 b l o c k s
f i l e S i z e = charac t e r ;
SDfileOpen = setupSDcard ( cha rac t e r ) ;
break ;
. . .
case ' b ' :





// ADDED code s t a r t −−−−−−−−−−−−−−−−−−−−
case ' o ' :









return cha rac t e r ;
}
The serial command 'b' [78] is used to begin the logging of the data to the microSD
card, but also triggers checks for a WiFi module and the resetting of the sampling fre-
quency. In order to bypass these checks, an unused serial command 'o' was added to the
ﬁrmware to mimic the command 'b', without triggering the extra checks and resetting of
the ADC rate. The board was re-ﬂashed with the updated ﬁrmware and the implemen-
tation could continue.
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Channel one is switched-on and linked with the bias and reference electrodes. Due to
the small nature of the evoked signals, the gain thereof in the ADS1299 [75] is set to a
maximum value of G1 = 24, meaning that with the ADC reference voltage of Vref = 4.5V




G1.(223 − 1) = 2.23517445× 10
−8 ≈ 22.352 nV. (6.6)
Channel two is switched-on, delinked from both the bias and reference electrodes and
set to diﬀerential input mode. Due to the signiﬁcantly larger nature of the synchronisation
signal, the gain thereof in the ADS1299 [75] is set to a minimum value of G2 = 1, meaning
that with the same ADC reference voltage and 24-bit two's compliment resolution, the
step size of the ADC channel 2 (Vs2) is
Vs2 =
Vref
G2.(223 − 1) = 5.36441867× 10
−7 ≈ 536.442 nV. (6.7)
Due to the changes made, the order in which the serial commands should be sent to
the Cyton (to maintain the proper channel settings and allow for the faster sampling rate)
was obtained by a trial-and-error approach (observing and verifying the output and if not
satisfactory, re-iterating the sequence). Figure 6.7 provides the optimised implementation
design with its realisation being included in Appendix D.
6.3.4 Veriﬁcation
The validation of the subsystem will not involve observation of actual data (which will be
done from Section 6.4 onwards), but more of a veriﬁcation that there is successful commu-
nication with the Cyton board and that there is no resetting of the sampling frequency.
The realised implementation produces the output as given in Fig. 6.8. The output screen
shows the successful control of board connection, frequency selection and setting, mi-
croSD set-up with ﬁle initiation, recording timing, veriﬁcation that the frequency stayed
constant at the set value throughout and ﬁnally the disconnection from the board (which
produces a warning by nature).
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Figure 6.8: Example of board control sequence veriﬁcation, copied from the communi-
cation cell output of the Jupyter Notebook [68]. Note that the data received
from the board is shown within dotted borders. The remainder of the input
and output is generated by the designed code.
6.4 Import raw data from ﬁle
The next step would be to connect the microSD card from the Cyton to a computer for
data importation.
6.4.1 Overview
The format of the data ﬁles are comma separated structured lists. Each line contains: a
two digit board mode ('00' meaning default mode), 6-digit hexadecimal data values for
each of the channels (one to eight) and occasionally an additional three parameters of four
hexadecimal digits each, representing accelerometer data in the three axes. An example
of the ﬁle contents is given by Fig. 6.9.
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Figure 6.9: Extract of a data ﬁle named OBCI_0A.txt
6.4.2 Design
The channel data values are of 6-digit two's complement hexadecimal format. This equiv-
alently converts to a 24-bit binary digit, with the ﬁrst bit representing the sign of the data
and also how the remainder of the data should be interpreted. Upon researching available
conversion libraries it was discovered that a standard conversion function for a 24-bit digit
does not exist, with the closest library being a 16-digit or 32-digit to decimal converter
package. It therefore becomes necessary to convert the 24-bit digit to an equivalent 32-bit
representation.
From the theoretical knowledge of two's complement format, one can create a check
to determine whether the ﬁrst binary character is a '1' or a '0' and add either a respective
'FF' or '00' to the beginning of the hexadecimal value to convert it into standard form.
One such an approach to check the value, is using a standard hexadecimal-to-decimal
conversion on the ﬁrst two hex values of the digit and then testing whether the output is
greater than 127 (or 27 − 1). If true, the ﬁrst digit is an 'F' and one should append 'FF'
to the beginning of the digit to equate it to 32-bit representation. If false, the ﬁrst digit
is anything excluding an 'F' and one should append '00' to the beginning of the digit to
like-wisely equate it.
The decimal values can be converted to a uV value by multiplying it by the ADC step
size equations of Section 6.3.3. The ﬂowchart in Fig. 6.10 represents the full design of the
subsystem used to import the converted data of both channel one and two into arrays.
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Start
Set channel gain, sample
rate and ADC parameters
such as  
Vref = 4.5V 
Does ﬁle name exist? 
Input name of microSD 
.txt ﬁle that contains  
the data 
N
Is count = 2?
Open ﬁle 
Count = 0 
(Data only starts after
second "%STOP_AT" line) 
Read next line in ﬁle 
N
Is count = 0 
and "%STOP_AT"  
in line ?
Count = 1 
Y
Is "%STOP_AT"  
in line ?
N
Count = 2 
Skip next non-data line in ﬁle 
Y
N
Initialise data and sync hex
arrays 
Loop counter = 0 
Y
Is line at position 51 
a ',' ? 
Read next line in ﬁle 
(last data line does not
contain ',' at position 51) 
Read channel 1 and 2 into
arrays (6 character HEX
values in line) 
Increment counter 
Read next line in ﬁle 
N
Y




sync value arrays 
Y
Y
Set i = 0 
Is i < (counter - 1) ? 
Select data hex
array 








Is value(byte) > 127 ?Read ﬁrst two hex digitsfrom array at i into byte 
Y
Append 'FF' to beginning
of array at i to make
standard 32-bit two's
compliment value 
Append '00' to beginning
of array at i to make
standard 32-bit two's
compliment value 
Convert 8-digit hex into
two's compliment decimal
and covert to voltage, 




Figure 6.10: Software design ﬂowchart of the data ﬁle import algorithm and conversion
of 24-bit hexadecimal (hex) values into voltages
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6.4.3 Implementation
The implementation of the data importing component, outlined in the ﬂowchart, is at-
tached in Appendix D.
6.4.4 Veriﬁcation
The text feedback of the implemented Python cell is given by 6.11. The sample number











Figure 6.11: Example of the data import veriﬁcation copied from the ﬁle reading cell
output of the Jupyter Notebook [68]. The parameters were set for three
minutes of recording at 2 kHz, which veriﬁes that the sample number of
359 645 is close to the expected number of (2 kHz× 180 s = 360 000)
The imported data can be veriﬁed by passing it through a simple band-pass ﬁlter
(see Section 6.6) to remove the DC components and frequencies above half that of the
sampling rate. The time-domain and frequency-domain of the ﬁltered signal is shown in
Fig. 6.12.
The time-domain correlates to that which can be expected when observing a raw EEG
signal. Likewise the frequency-domain shows the majority of the information being in the
domain below 50 Hz, which is characteristic of raw EEG data. Shielding and various
hardware design considerations have contributed to the low amplitude (yet visible) of
the 50 Hz interference frequency. Implicitly, the fact that the 50 Hz spike frequency
appears where it should in the spectrum is veriﬁcation that the desired sampling frequency
(assumed to be 2kHz in plotting the FFT) is obtained in the data.
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Figure 6.12: Veriﬁcation of the EEG data, read and converted from hexadecimal to µV,
in the ﬁle of Fig. 6.11 that has been band-pass ﬁltered with fL = 2 Hz and
fH = 800 Hz
6.5 Stimulus synchronisation implementation
The ability to detect the stimulus start positions, from the use of the simultaneously
generated synchronisation signal, is the design addressed in this section.
6.5.1 Overview
The ability to detect the stimulus start positions in a bipolar signal implies that the
simpliﬁed unipolar stimulation is also detectable (eﬀectively the sole diﬀerence between
the two signals, programmatically speaking, is a simple absolute value function). A rising-
or falling- edge threshold approach can be used on a preprocessed signal to store the
locations of the stimulus start positions (in terms of sample numbers) in an array. These
sample numbers correlate directly to the sample numbers of the in-ear data channel as
they are synchronously recorded on the ADS1299.
6.5.2 Design
The necessary preprocessing would be a band-pass ﬁlter (Section 6.6) to remove aliasing
higher frequencies and DC oﬀsets, followed by an absolute value to convention the peaks
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to a single side (or make unipolar), followed by a square of the signal to increase the
amplitudinal spacing between the noise rail and the pulse peaks. Figure 6.13 shows the
designed ﬂowchart for detecting the falling edges of a negative squared signal (correlating
to a rising edge of a positive square) that lies below a determined threshold. This is then
the sample position considered to be ﬁve samples before the initial onset of stimulus.
Start
Deﬁne ﬁlter functions 
Is i <  size of  
sync array 
- 15 ? 
Bandpass ﬁlter sync signal 
fl = 2 Hz 
fh = 800 Hz 
n = 2 
Take absolute value of
signal 
(removes alternating pulses) 
Square the signal and
multiply by (-1), save as
square 
Removes any DC offset or drift in the signal 
as well as cutting off slightly below half of the 
sampling rate (Fs = 2 kHz). Order is 2 
Effectively changes an alternating (bipolar)  
stimulus or unipolar stimulus into a standard 
unipolar form 
Separates the pulses from the ground signal 
to an even further extent for the threshold 
algorithm that follows. (uses a negative 
threshold which is reason for multiplication by -1) 
Deﬁne negative threshold to
detect pulse start position 
Deﬁne minimum spacing 
Set i = 5 
Deﬁne stimulus position
array (initial size = 0) 
End
N
Is square[i-1] > threshold & 




Is size(position array) 
= 0 ? 
Y
Append (i-5) to position
array  
Y
Is i - (previous position) 
> minimum spacing 
Y
Rigidity test whether the approximate period 
is one that makes sense 
N
(i - 5) is used because start of 
pulse occurs 5 samples before 









Figure 6.13: Software design ﬂowchart of the synchronisation (sync) signal pulse posi-
tion detector algorithm
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6.5.3 Implementation
The design is implemented in a Jupyter Notebook cell using the same script as all of the
Python implementations provided in Appendix D.
6.5.4 Veriﬁcation
Veriﬁcation of the detection ability, as well as the eﬀect of each pre-processing step,
is plotted in the series of frequency-domain spectra of 6.14 and time-domain ﬁgures of
Fig. 6.15.




















(a) Frequency-domain of band-passed signal (fL = 2 Hz and fH = 800 Hz)



















(b) Frequency-domain of absolute-valued signal in Fig. 6.14a





















(c) Frequency-domain negative of squared signal in Fig. 6.14b
Figure 6.14: Frequency-domain veriﬁcation of bipolar (and therefore also unipolar) syn-
chronisation detection
A short calculation was written to calculate the average frequency detected. This
was achieved by ﬁrst calculating the average of all the period time-diﬀerences, for the
10-minute recording used in Fig. 6.15, and then taking its inverse to obtain the frequency.
This resulted in an average detected frequency of 7.9991592 Hz.
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(a) Time-domain of band-passed signal (fL = 2 Hz and fH = 800 Hz)

















(b) Time-domain of absolute-valued signal in Fig. 6.15a


















(c) Time-domain negative of squared signal in Fig. 6.15b
Figure 6.15: Time-domain veriﬁcation of bipolar (and therefore also unipolar) synchro-
nisation detection and processing of the second channel
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The band-pass ﬁlter eﬀectively removes its necessary DC and aliasing components,
as seen in Fig. 6.14a and Fig. 6.15a, while the frequency-domain matches that of the
theoretically generated bipolar one in Fig. 6.4b. The absolute value is successfully ap-
plied to the signal, as shown in Fig. 6.15b, and causes its frequency-domain, shown in
Fig. 6.14b, to expectedly correlate with that of a unipolar spectrum, theoretically pre-
sented in Fig. 6.4a. Although the squaring application does not indicate an observably
large eﬀect on the spectrum of Fig. 6.14c, the time representation of Fig. 6.15c shows a
much ﬂatter ground rail relative to the signal pulses. This is used in falling edge detection
with a threshold of -50000uV 2. All of the time-domain plots are superimposed with blue
dots representing the detected start positions of the stimuli. The dots correlate to the
correct samples and the subsystem design is therefore veriﬁed.
6.6 Filtering processes
In order to clean the data from noise related interference or focus on a speciﬁc frequency
band, a series of ﬁlter functions are to be designed for convenient use.
6.6.1 Overview
Python has built-in functions to assist in implementing numerous ﬁlter types. Butterworth
type ﬁlters are chosen for their ﬂat amplitude response (compared to another common
Chebyshev type). A slightly more complex ﬁlter implementation is that of a comb ﬁlter
for attenuating all the harmonics of a interfering frequency in a signal. A critical design
choice is the use of forward-reverse ﬁltering to eliminate phase oﬀsets, induced by ﬁltering,
that will have a signiﬁcantly detrimental eﬀect on evoked potential timings. Figure 6.16
is a block diagram drawn to represent how such ﬁltering is applied (which is unique to
digital ﬁltering, since an inversion of the time axis is not achievable by means of purely
analogue circuitry).










Figure 6.16: The application of a forward-reverse ﬁltering approach to obtain a linear
phase response
Python contains a function called "ﬁltﬁlt" that is used to apply the forward-reverse
ﬁltering. Figure 6.17 graphically shows the diﬀerence between normal ﬁltering (applied
forward twice shown by red plot) and forward-reverse ﬁltering (ﬁlter applied once forward
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and once reversed by black plot) as compared to the input noisy signal shown by the blue
plot. It goes without saying that the latency nature of evoked potentials requires a ﬁlter
response as show by the blue plot
Figure 6.17: Example of practical ﬁltﬁlt implementation (Image obtained from [79])
6.6.2 Design
In order to design a comb ﬁlter response, the fundamentals are ﬁrst discussed. It is known
that a pole-zero diagram can be used to depict a ﬁlter. A pole-zero diagram with one zero
on the unit circle and one pole just inside the unit circle, as shown on the left of Fig. 6.18,
creates a notch ﬁlter with a notch width proportional to the distance between the pole
and the zero. For the placement on the real axis, the frequency of occurrence will be at
0 Hz (or DC).














Figure 6.18: The pole-zero diagram of both the prototype notch ﬁlter (left) and the
designed comb ﬁlter (right)
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It can now be calculated that with a sampling rate of Fs = 2 kHz and a desired atten-




of both poles and zeroes evenly spaced around the unit circle, as shown in the plot to
the right of Fig. 6.18. It may seem that the poles and zeroes are both on the unit circle,
but the poles are slightly interior thereto in order to create a sharp and narrow notch at
the harmonic frequencies. Such a plot can now be converted to a series of numerator and
denominator coeﬃcients and a ﬁlter generated therefrom.
A ﬂowchart of the designed ﬁltering algorithm is provided in Fig. 6.19, along with
function descriptions of the purposing for each ﬁlter.
Start
Band-pass ﬁlter 
Is band-stop  
necessary to  
remove 50 Hz ? 
Band-stop ﬁlter 
Is comb ﬁlter  






Is low-pass ﬁlter  
necessary? 
Averaging subsystem








Often-times the 50 Hz EMI interference is so
severe or slightly square-formed that there are
multiple harmonics that arise within the signal at
50Hz multiples. An effective wave of dealing
with such is by use of a comb ﬁlter.
To remove a 50Hz mains EMI (or any other
frequency interference signal with a short
spectrum) frequency, a band-stop ﬁlter can
attenuate the short window to a desired level
In order to better deﬁne local minimums and
maximums, a low-pass ﬁlter can be applied
on the averaging subsystem output
To remove any DC offset and slow drift of the
signal and to cut-off just below half of the
sampling frequency, a band-pass ﬁlter is applied
Figure 6.19: Software design ﬂowchart of the ﬁltering processes and their relative pos-
sible application regions (if required)
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6.6.3 Implementation
The ﬁlters are encapsulated in functions provided in Appendix D and their transfer func-

















































































































(c) Example of low-pass response (fH = 100 Hz and order = 2)






























(d) Example of comb response (fN = 50.n.Hz, where n ∈ {N})
Figure 6.20: Frequency response of the designed ﬁlters showing both phase and ampli-
tude eﬀect along with marked -3dB cut-oﬀ points
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6.6.4 Veriﬁcation
The ﬁlters are veriﬁed by applying data through them in a forward-reverse nature using
the ﬁltﬁlt function, as is shown in Fig. 6.21.




















































































































Figure 6.21: Filter veriﬁcation applications (showing both before and after measure-
ments in both time- and frequency- domains) for miscellaneous data ﬁles
recorded over the design phase
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The same veriﬁcation can be applied to the designed comb ﬁlter as shown in Fig. 6.22






















(a) Comb ﬁlter frequency-domain















(b) Comb ﬁlter time-domain
Figure 6.22: Comb ﬁlter veriﬁcation application (showing both before and after in both
time- and frequency- domains) for mains with harmonics interfered data
ﬁle
The ﬁlters are conﬁrmed to work as expected and observation of the time-domain
showed no evident shift in the phase of any ﬁltered signal. The design of the ﬁnal software
stage is now able to commence.
6.7 Averaging algorithm
In order to derive the evoked potentials from the simultaneously played auditory stimulus,
the averaging of period lengths, aligned with period onset, needs to be implemented.
6.7.1 Overview
An algorithm that can average all of the data obtained within a speciﬁed time into a
single period, with the stimulus onset being ﬁxed to a certain location (usually the ﬁrst)
sample, is of vital importance to the evoked potential derivation. Furthermore, a spike
period exclusion algorithm can be implemented to clean larger than usual amplitudes
from the data, that may somewhat distort the average.
6.7.2 Design
A ﬂowchart of the designed averaging algorithm, with its cleaning application, is given in
Fig. 6.23. Only periods conﬁned within a certain boundary are allowed to pass onto the
averaging process, thus removing artefacts such as accidental electrode touches or large
muscle artefacts.
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Start
Deﬁne averaging start_time 
Deﬁne averaging end_time 
periodSamples = (SampleRate/StimulusRate) 
ave_len_max = periodSamples + 10 
ave_len_min = periodSamples - 10 
End
Deﬁne uV range_thres 
Deﬁne average_uV array of
size ave_len_max  
Deﬁne ave_num array of
size ave_len_max zeroes 
Deﬁne data_cleaned empty
array 
Is i < size of stimulus 
position array (6.5) 
Set i = 0 Set i = 0 
Is i < ave_len_max ? 
average_uV =  
average_uV element-wise
division by ave_num  
Is ave_num at  







[0 to i] 
Y
Plot average_uV which is
now the auditory evoked
response 
Local_max = Local_min =
ﬁltered data (6.6)  
at (stimulus position a i) 
Is stimulus position 







Set j = stimulus position at i 
Is j < stimulus position  
at (i + 1) ? 
Increment j 
Is ﬁltered data at j 
> Local_max ? 
Local_max =
data at j 
Is ﬁltered data at j 








Is  Local_min >  
(-range_thres) and Local_max <
range_thres ? 
N
Set pos = 0 
Set j = stimulus position at i 
Is j < stimulus position  




average_uV at pos =
average_uV at pos + 
ﬁltered data at j 
Increment ave_num at pos 





Figure 6.23: Software design ﬂowchart of the averaging algorithm (along with amplitude
cleaning and period checking mechanisms) to obtain the auditory evoked
potential (AEP)
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6.7.3 Implementation
Due to the unique approach followed and successful functionality of the designed averaging
method, the ﬁnal commented Python code is provided in Fig. 6.24 (also see Appendix D).
Figure 6.24: Python [67] averaging and cleaning algorithm as implemented in a Jupyter
Notebook [68] environment
6.7.4 Veriﬁcation
Veriﬁcation of the cleaning component of the design is evidenced by the removal (and
therefore time shortening) of signal spikes in Fig. 6.25.
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(a) Signal before period cleaning algorithm is applied showing several spikes over the full
10 minute recording

















(b) Signal after period cleaning algorithm is applied showing the removal of whole periods
which are not conﬁned within a speciﬁed range (in this case from -10µV to 10µV)
Figure 6.25: Veriﬁcation of the period spike cleaning algorithm with notable shortening
of full signal duration
Figure 6.26 illustrates the successful evoked potential output and averaging implemen-
tation. It is shown in Fig. 6.26a that the auditory evoked potential measured within the
ear exhibits a similar nature, yet not exactly the same response as provided in the liter-
ature on evoked potential, measured from the vertex of the head. This can be expected
due to the electrically inhomogeneous properties of the brain and skull. The output can
be optimised by tuning the parameters and ﬁlters to a satisfactory extent.
Figure 6.26b shows the diﬀerence on the averaged signal and therefore also the aver-
aging of interference, generated by bipolar (band-pass red signal) and unipolar (absolute
value blue signal) stimulation. The alternating bipolar signal has a net cancellation ef-
fect, whereas the unipolar implementation has an obvious resilience in the averaging of
the signal.
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(a) Output of the period averaging algorithm on the in-ear data to produce the middle
latency auditory evoked potential (comparable to, but not from the same origin as
Fig. 2.18)















(b) The output of the averaging algorithm for the band-pass and absolute synchronisation
signal from Fig. 6.15
Figure 6.26: Veriﬁcation of the averaging algorithm when applied to the two channels
6.8 Conclusion of the software designs
That concludes the design of the software as well as the overall design process. The device
is now ready for clinical trials which are presented in the next chapter.
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Results
The actual testing phase of the developed device, within the medical industry, could now
commence. This chapter covers and details the results obtained from such tests.
7.1 Clinical preparation and testing procedure
In order to complete a successful experimental procedure, to validate the potential of the
designed device, one needs to deﬁne a series of steps and control measures to ensure that
valuable results will be output. A detailed list of such steps is given below:
1. Preliminary preparation phase consisting of:
1.1. ensuring that the designed system is comfortable to wear (even over extended
periods of time);
1.2. applying for ethical clearance at the Health Research Ethics counsel 2 (HREC2)
of Stellenbosch University;
1.3. waiting for the approval of said application ensuring that all protocols are
followed; and
1.4. upon receiving approval, making contact with appropriate and willing anaes-
thesiologists to make arrangements for such tests to be done in theatre and to
learn how the procedures are done.
2. Preclinical preparation, a day before the surgery is due to take place, one should:
2.1. ensure that the patient undergoing a non-interfering suitable anaesthesia pro-
cedure receives a copy (and translator if needed) of the consent form drawn-up
as a supplementary document to the ethical application;
2.2. ensure the wiring of the electrodes are still conductive by means of a continuity
test;
2.3. test the battery voltages and charge the appropriate hardware subsystems to
ensure that all of the voltages are at satisfactory levels;
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2.4. make arrangements with the doctor on duty regarding the time to arrive and
set-up at the corresponding hospital; and
2.5. create a formatted spreadsheet in which the corresponding information such
as patient expiratory anaesthetic as well as the bispectral index, measured
throughout the procedure at speciﬁed time intervals, can be recorded from the
anaesthesia machine.
3. On the day of the clinical trial the steps to follow are to:
3.1. arrive early at the hospital with the device, communication dongle, laptop and
microSD card to set-up and check that everything is in order for recording;
3.2. speak to the patient explaining the exact procedure and answer any questions
they may have, and if they are willing to participate, have them sign the consent
form;
3.3. open the Jupyter Notebook script on the laptop and plug the OpenBCI dongle
into the USB port;
3.4. insert the microSD card into the Cyton EEG recording device;
4. Once the patient enters into the operation theatre and is ready for set-up:
4.1. start by preparing the earlobes and inner-ear of the patient for electrode at-
tachment by cleaning it with Weaver NuPrep [66] (formulated product for EEG
electrode skin preparation) placed on cotton buds;
4.2. place the earmuﬀ device over the patient's head, not yet covering the ears and
having the in-ear electrode component on the right-hand side of the patient
(unless auditory impairment is diagnosed in that ear, in which case the left-ear
is chosen), so as to bring the electrodes into the proximity of the attachment
regions;
4.3. cover the in-ear region and ﬁll the cup gold electrodes with Weaver Ten20
[65] conductive paste, so as to ensure that a conductivity pathway is formed
between the skin and the electrodes;
4.4. securely attach the peg electrodes (reference and ground) to both earlobes;
4.5. pinch and insert the in-ear electrode into the patient's right-hand ear canal
insuring a comfortable ﬁt;
4.6. carefully place the earmuﬀs over the ears, taking care not to have the electrodes
detach or slip out of their positions;
4.7. switch-on the EEG recording device, stimulus Bluetooth player and white noise
generator;
4.8. start playing the bipolar stimulus ﬁle from a smartphone device connected to
the Bluetooth audio subsystem;
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4.9. move aside to an area where the anaesthesia machine's display can be clearly
seen and the BIS value as well as expiratory anaesthetic agent concentrations
(and possibly other anaesthesiologist recommended parameters) are clearly vis-
ible;
4.10. commence with the EEG recording process from the controlling laptop, taking
note and manually recording the BIS, minimum alveolar concentration (MAC,
as described in Section 7.5.1), expiratory sevoﬂurane concentration (ESC) or
expiratory desﬂurane concentration (EDC) and monitor values (found on the
monitor as shown in Fig. 7.1) that are applicable for the current surgical iter-
ation, in intervals of one minute for a speciﬁc ten minute EEG recording ﬁle,
identiﬁed by its name as sent by the Cyton;
Inspiratory / Expiratory
anaesthetic and MAC 
Bispectral index reading from
forehead electrodes
Figure 7.1: Key anaesthesia monitoring machine areas for recording in the spreadsheet
(layout provided in Chapter 3)
4.11. repeat the previous step after each ten minute interval is complete, up until
the time the patient needs to be moved out of theatre after the surgery is
completed and suﬃcient anaesthesia recovering has occurred;
4.12. carefully remove the earmuﬀ device from the patient and create a back-up of
the microSD card and the ten minute data ﬁles recorded on the laptop; and
4.13. either prepare the device for the next patient or pack up all the equipment if
it was the ﬁnal test for the day.
5. Postoperative tasks include:
5.1. importing, cutting and processing the data ﬁles individually to generate middle
latency auditory evoked potentials (MLAEPs) from the data segments, using
the software designed in Chapter 6;
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5.2. correlating the MLAEPs to the anaesthesia machine values, recorded in a
spreadsheet, and like-wisely correlating the machine values with each other;
5.3. identifying the MLAEP characteristics for each data segment output waveform
and correlating these with the anaesthesia machine parameters;
5.4. calculating the frequency power spectrum for each in-ear recorded data seg-
ment, in order to relate changes in the EEG frequency bands with machine
parameters indicative of anaesthesia depth; and ﬁnally
5.5. provide all the information gathered above as graphical patient speciﬁc results.
The output results of the clinical trials, for each of the four patients tested, are pre-
sented in the sections that follow.
7.2 Results of Patient one
The ﬁrst patient was monitored on the 11th of November 2018, the details of which are
provided in this section.
7.2.1 Overview and background
The ﬁrst patient, undergoing a surgical procedure to remove gouty arthritis (uric acid
waste build-up causing the formation of sodium urate crystals in the joints) from the
knuckles of their left hand, was an adult male. The operation took place at Stellenbosch
MediClinic, with the general anaesthesia applied by anaesthesiologist Dr. J. Lourens.
The total duration of the surgery was 39minutes, of which 10minutes accounted for
the transition from deep anaesthesia (just as anaesthetic agent is switched-oﬀ) to a near-
wakeful state (just prior to the patient exiting the theatre and regaining full conciousness).
7.2.2 Anaesthesia machine parameters
The anaesthesia machine parameters, that were manually recorded into a spreadsheet,
were the bispectral index (BIS) and the expiratory sevoﬂurane concentration (ESC). The
relationship between these two parameters at the analysis points is plotted in Fig. 7.2 and
is indicative of a sigmoid form correlation.
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Figure 7.2: Both the recordings of the anaesthesia monitoring machine (BIS and ESC)
plotted against each other for patient one
Recall that, from the literature study, a BIS value of 0% indicates zero cortical func-
tion, and a value of 100% is indicative of full cortical function. Inversely, on the other
hand, an expiratory anaesthetic agent concentration that is higher represents a higher
presence of anaesthesia in the patient's body and is therefore suggestive of a higher level
of sedation. This accounts for the negative nature of the relationship observed in the plot.
7.2.3 Middle latency auditory evoked potentials at anaesthesia
levels
The MLAEPs at various analysis points are plotted in Fig. 7.3, each at their correspond-
ing instance of BIS and ESC, as provided in Fig. 7.2. The characteristic points are deﬁned
as Na, Pa and Nb, as can be seen in every plot. A trend in latency (time from stimulus
onset to peak time, or simply the x-axis reading of that peak since the stimulus-onset is
normalised to 0ms by the nature of the algorithm) can be seen.
An important factor to mention when observing the evoked potentials, is that a low-
pass ﬁlter was applied to the evoked potential post brainstem response (or after the ﬁrst
10ms). This was done due to the relatively small nature of in-ear auditory evoked poten-
tials obtained, relative to the standard evoked potentials mentioned in literature, causing
a strong presence of high frequency noise (possibly from muscular activity, known as
EMG, and other external sources). Both the placement of the electrode as well as the
applied processing of the measured signals could cause discrepancies between the readings
and the literature presented MLAEP values, discussed in 2.18. However, there is still a
strong correlation with the more concious patient in Fig. 7.3a. The averaging time can
alternatively be extended to clean the data over-time, but will result in an even larger
delay when deriving an output MLAEP.
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An identical ﬁlter, with cut-oﬀ frequency of 50Hz, is applied to all four of the patient's
MLAEP data in order to diﬀerentiate between peak latencies and maintain comparabil-
ity. As a result, however, the forward-reverse ﬁlter (although not producing a phase or
latency eﬀect) produces an amplitude response that may alter the amplitudes of the peaks
obtained. Also, any characteristic peaks, with a large frequency precedence above 50Hz,
will have their lower frequency components combined with other peaks to produce a more
overall eﬀect.
Both Pa and Nb are observed to increase in latency as the anaesthesia (and there-
fore unconsciousness) level is sequentially increased in Fig. 7.3a, Fig. 7.3b, Fig. 7.3c and
Fig. 7.3d. To visually compare the latencies and eﬀect on amplitude that anaesthesia
has on the evoked potentials, these will be extracted and plotted against the anaesthesia
machine parameters in the sections that follow. It is again crucial to note that, due to
the nature of both the BIS (being an empirical approach) and ESC, the values are by no
means a true indication of conciousness. Such a feasible and real-time conciousness mea-
suring system is yet to be designed, but BIS and expiratory concentrations (also related
to MAC from Section 7.5.1) are the best parameters currently available in theatre.
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(a) MLAEP at a BIS of 62% and expiratory sevoﬂurane concentration of 0.1%, three
minutes before patient showed signs of movement and waking


















(b) MLAEP at a BIS of 52% and expiratory sevoﬂurane concentration of 0.23%, after
anaesthesia was switched oﬀ


















(c) MLAEP at a BIS of 50% and expiratory sevoﬂurane concentration of 1.7%, after
anaesthesia was switched oﬀ


















(d) MLAEP at a BIS of 43% and expiratory sevoﬂurane concentration of 1.9%, deeply
anaesthetised patient
Figure 7.3: Averaged reverse-forward low-pass ﬁltered MLAEPs at various levels of
anaesthesia for patient one
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7.2.4 Correlation of recorded MLAEP amplitudes and latencies
with anaesthesia machine readings
The eﬀect of anaesthesia on the latency of the characteristic peaks can be seen in Fig. 7.4.
Peak latencies of Pa and Nb, as well as the inter-peak latency Pa − Na, are most eﬀected
by anaesthesia levels.


























(a) Against the bispectral index


























(b) Against the expiratory sevoﬂurane concentration
Figure 7.4: Graphs depicting changes in characteristic peak and inter-peak latencies
against corresponding anaesthesia machine BIS and ESC values for patient
one
The correlation of the latencies to the BIS are closely linear, as seen in Fig. 7.4a, and
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seemingly sigmoid to the ESC shown in Fig. 7.4b. These correlations are in agreement to
what would be expected when referring back to the BIS and ESC relationship in Fig. 7.2.
Longer latencies relate to deeper levels of anaesthesia, which is consistent with the liter-
ature.
The brainstem auditory evoked potential (BAEP) peak Na is less eﬀected by anaes-
thesia. On the contrary, it is diﬃcult to identify the exact latency of this peak due to
the sampling rate not being high enough to measure BAEPs (requiring a sampling rate
of 6000Hz or higher [56]). The unﬁltered higher frequency nature of the initial segment
also results in the prevalence of the high-frequency noise.
Similarly, yet less linearly, the amplitude diﬀerence between peaks Pa and Nb is also
noted to decrease with increasing levels of anaesthesia, for patient one in Fig. 7.5. This
corresponds to what is expected from the theory of the literature.
















(a) Against the bispectral index
















(b) Against the expiratory sevoﬂurane concentration
Figure 7.5: Graphs depicting changes in the inter-peak voltage diﬀerence between Pa
and Nb against corresponding anaesthesia machine BIS and ESC values for
patient one
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As the anaesthesia eﬀect on the nervous system increases, the auditory cortex's abil-
ity to process the auditory signals becomes delayed and less prominent, as is seen by the
increase in latency and decrease in amplitude of the MLAEPs.
Another advantage of using the in-ear approach with evoked potentials, is that it
remains possible to additionally analyse the usual EEG spectral information. This is
done at the various anaesthesia levels in the next section.
7.2.5 In-ear spectral power at anaesthesia levels
The average spectrum of the anaesthesia levels' segmented data, prior to the low-pass
ﬁlters, are calculated and averaged over the speciﬁc EEG band domains, namely delta
(0Hz-4Hz), theta (4Hz-8Hz), alpha (8Hz-13Hz), beta (13Hz-30Hz) and gamma (30Hz-
50Hz). The average normalised power of each band, for every measured state of anaes-




















































































































(d) BIS of 43% and ESC of 1.9%
Figure 7.6: Power spectral density of diﬀerent anaesthesia levels at quoted bispectral
indices (BIS) and expiratory sevoﬂurane concentrations (ESC) for patient
one
Although slight changes in band power for anaesthesia levels are evident, it is unclear
from the bar graphs how the bands change with increasing levels of sedation. To better
represent this correlation, the average spectral band amplitudes are plotted over the
recorded BIS and ESC readings.
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7.2.6 Correlation of spectral power with anaesthesia machine
readings
Figure 7.7 generally shows a gradual decrease, for all of the frequency bands, as BIS
decreases (in Fig. 7.7a) and ESC increases (in Fig. 7.7b).




























(a) MLAEP at a BIS of 62% and expiratory sevoﬂurane concentration of 0.1%





























(b) MLAEP at BIS of 52% and expiratory sevoﬂurane concentration of 0.23%
Figure 7.7: Graphs depicting changes in EEG frequency band average amplitudes
against corresponding anaesthesia machine BIS and ESC values for patient
one
The low frequency delta and theta bands increase in prominence, relative to the other
bands, as anaesthesia levels deepen. This is expected since there is a known general shift
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to the lower frequencies with the sedation and even sleep (or less concious) states.
7.3 Results of Patient Two
The second patient was monitored on the evening of the 20th of November 2018, the
details of which are provided in this section.
7.3.1 Overview and background
The second patient, who was undergoing a cholecystectomy operation (being the use of a
camera and other specialised surgical tools to extract the gallbladder from the abdomen,
commonly due to gallstone formations), was an adult female. The operation took place
at Stellenbosch MediClinic, with the general anaesthesia applied by anaesthesiologist
Dr D.E. Von Durckheim. The total duration of the surgery was 43minutes, of which
7minutes accounted for the transition from deep anaesthesia (just as anaesthetic agent is
switched-oﬀ) to a near-wakeful state (before the patient is transported out of the theatre
and regains full conciousness).
7.3.2 Anaesthesia machine parameters
The anaesthesia machine parameters for the second patient were, as with patient one, the
BIS and the ESC. The relationship between these two parameters at the analysis points is
given in Fig. 7.8 and seems to show a broken correlation. It was practically observed that
the parameter at fault, was the BIS. The patient showed signs of regaining consciousness
before the BIS could give such indication.













Figure 7.8: Both the recordings of the anaesthesia monitoring machine (BIS and ESC)
plotted against each other for patient two
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 7. RESULTS 114
7.3.3 Middle latency auditory evoked potentials at anaesthesia
levels




















(a) MLAEP at a BIS of 53% and expiratory sevoﬂurane concentration of 0.1%, one
minute before patient showed signs of movement and responsiveness

















(b) MLAEP at a BIS of 28% and expiratory sevoﬂurane concentration of 1.9%, after
anaesthesia was switched oﬀ


















(c) MLAEP at a BIS of 30% and expiratory sevoﬂurane concentration of 2.2%, after
anaesthesia was switched oﬀ

















(d) MLAEP at a BIS of 33% and expiratory sevoﬂurane concentration of 2.5%, deeply
anaesthetised patient
Figure 7.9: Averaged reverse-forward low-pass ﬁltered MLAEPs at various levels of
anaesthesia for patient two
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The MLAEPs at various analysis points are plotted in Fig. 7.9. The plots are again done
with each corresponding to the instances of BIS and ESC from Fig. 7.8. The charac-
teristic points are similar to the ﬁrst patient (Na, Pa and Nb) with the added delayed
peaks P1 and N1 for the more conscious response of Fig. 7.9a. It can be noted that Nb
eventually falls outside the observable domain as sedation deepens and therefore becomes
undetectable.
An identical low-pass ﬁlter, with cut-oﬀ frequency of 50Hz, is applied (as with patient
one). Similar trends as before are also protruding. There is again, as with the ﬁrst patient,
a decreasing inter-peak amplitude (Pa−Nb) as well as delays in the latencies of the same
characteristic peaks (and troughs), as the patient's anaesthesia level is raised sequentially
higher in Fig. 7.9a, Fig. 7.9b, Fig. 7.9c and Fig. 7.9d. The MLAEPs were ordered from
top-to-bottom, in increasing order of ESC, as in this instance it was found to be a more
accurate monitor of the depth of general anaesthesia (DGA) as compared to the BIS,
which is supported by the data plotted in Fig. 7.8.
7.3.4 Correlation of recorded MLAEP amplitudes and latencies
with anaesthesia machine readings
The eﬀect of anaesthesia, on the latency of the characteristic peaks, can be seen in
Fig. 7.10. Due to the erroneous nature of the BIS, too much attention should not be
given to Fig. 7.10a. Figure 7.10b is indicative of half of a sigmoid function, which cor-
relates to the expected relationship as produced in Fig. 7.4b. The peak latencies of Pa
and Nb, as well as the inter-peak latency Pa − Na, are again most eﬀected by anaesthesia
levels. Pa evidently produces the largest gradient and is beginning to emerge as the most
promising characteristic. Due to Nb falling outside of the detectable range in Fig. 7.9d,
only three points and diﬀerences therewith can be plotted.
The latency Na, due to its aforementioned inaccurate detection ability, is unreliable
and can thus not be used as a potential DGA for the designed system. The resilient
nature of the brainstem's responses to the eﬀects of anaesthesia are clearly presented
in the literature. The inter-peak latency Nb − Pa, due to the low-pass eﬀects and also
limited detectability of Nb, does like-wise not present evidence of reliable anaesthesia
depth detection capability.
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(a) Against the bispectral index

























(b) Against the expiratory sevoﬂurane concentration
Figure 7.10: Graphs depicting changes in characteristic peak and inter-peak latencies
against corresponding anaesthesia machine BIS and ESC values for patient
two
The amplitude diﬀerence between peaks Pa and Nb again generally decreases with
increasing levels of anaesthesia for patient two, as shown in Fig. 7.11. Upon ﬁrst view,
it may seem that the BIS in Fig. 7.11a is almost perfectly directly proportional to the
amplitude diﬀerence, until one notices that the two bottom left-hand points are switched.
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Figure 7.11b shows the amplitude diﬀerence plotted against the expiratory sevoﬂu-
rane concentration (ESC). The unexpected amplitudes of the last two points can be
partly attributed to the eﬀects of the low-pass ﬁlter. The higher frequency (over 50Hz)
components, that could have slightly upped the amplitude of the point at 1.9% ESC, are
attenuated by the ﬁlter. Due to the majority of the signal information laying below 50Hz,
however, the eﬀect is minimal and a general decrease in amplitude is still observable with
increasing sedation.















(a) Against the bispectral index















(b) Against the expiratory sevoﬂurane concentration
Figure 7.11: Graphs depicting changes in the inter-peak voltage diﬀerence between Pa
and Nb against corresponding anaesthesia machine BIS and ESC values for
patient two
The following section analyses the frequency information before the low-pass ﬁlter. It
is crucial to ensure that each data segment for a patient is ﬁltered and processed in an
identical fashion so that the diﬀerent tests maintain analysis capability and comparability.
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7.3.5 In-ear spectral power at anaesthesia levels
The average spectra of the anaesthesia levels, from Fig. 7.8, are calculated and averaged
over the speciﬁc EEG band domains, namely delta (0Hz-4Hz), theta (4Hz-8Hz), alpha
(8Hz-13Hz), beta (13Hz-30Hz) and gamma (30Hz-50Hz). The results are presented in




















































































































(d) BIS of 33% and ESC of 2.5%
Figure 7.12: Power spectral density of diﬀerent anaesthesia levels at quoted bispectral
indices (BIS) and expiratory sevoﬂurane concentrations (ESC) for patient
two
For the sake of clarity, the average spectral band amplitudes are plotted over the
recorded BIS and ESC readings in the following section.
7.3.6 Correlation of spectral power with anaesthesia machine
readings
The change in the average frequency spectrum amplitudes is plotted against anaesthesia
machine values in Fig. 7.13. Again, the BIS plot (Fig. 7.13a) shows irregular behaviour
and Fig. 7.13 is therefore noted but not analysed. In Fig. 7.13b, a general decrease in
average spectrum amplitude is evident, for most of the bands, as the ESC increases.
The low-frequency theta band is the only frequency that is observed to increase in
average amplitude, before being subdued by the anaesthetic at the deeper levels. There
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is gradual shift, in signal composition, from the higher-frequencies to lower-frequencies.
As aforementioned in Section 2.2.2, this is expected.






























(a) Against the bispectral index






























(b) Against the expiratory sevoﬂurane concentration
Figure 7.13: Graphs depicting changes in EEG frequency band average amplitudes
against corresponding anaesthesia machine BIS and ESC values for pa-
tient two
The third patient was measured directly after the second, and as such, the device was
prepared and readied for the second measurement of the day.
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7.4 Results of Patient Three
The third patient was monitored on the evening of the 20th of November 2018, the details
of which are provided in this section.
7.4.1 Overview and background
The third patient, that underwent a appendectomy (surgery that also uses a camera and
other specialised surgical tools to remove the appendix from the abdomen, almost always
as an emergency response to appendicitis), was a young adult male. The operation took
place at Stellenbosch MediClinic, with the general anaesthesia applied by anaesthesiolo-
gist Dr D.E. Von Durckheim. The total duration of the surgery was 30minutes, of which
3minutes accounted for the transition from deep anaesthesia (just as anaesthetic agent is
switched-oﬀ) to a near-wakeful state (before the patient is transported out of the theatre
and regains full conciousness).
Sevoﬂurane was used to initiate anaesthesia, which was then maintained with desﬂu-
rane (being more of a pungent agent and therefore not commonly used for initiation).
The reason for the change of anaesthetic were to allow for a faster recovery time.
7.4.2 Anaesthesia machine parameters
The anaesthesia machine parameters for the third patient diﬀers from the former two, now
being the same BIS with a diﬀerent expiratory desﬂurane concentration (EDC) monitored.
Desﬂurane concentrations need to be higher to have the same sedating eﬀect as that of
sevoﬂurane. The relationship between these two parameters at the analysis points, is given
in Fig. 7.2 , and again shows a broken correlation. The culprit monitoring parameter was
practically observed to be the BIS value, as was the case with patient number two.












Figure 7.14: Both recordings of the anaesthesia monitoring machine (BIS and EDC)
plotted against each other for patient three
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7.4.3 Middle latency auditory evoked potentials at anaesthesia
levels




















(a) MLAEP at a BIS of 42% and expiratory desﬂurane concentration of 2%, one minute
before patient showed signs of movement and responsiveness


















(b) MLAEP at a BIS of 30% and expiratory desﬂurane concentration of 5.8%, after
anaesthesia was switched oﬀ


















(c) MLAEP at a BIS of 33% and expiratory desﬂurane concentration of 5.9%, after
anaesthesia was switched oﬀ


















(d) MLAEP at a BIS of 28% and expiratory desﬂurane concentration of 6.3%, deeply
anaesthetised patient
Figure 7.15: Averaged reverse-forward low-pass ﬁltered MLAEPs at various levels of
anaesthesia for patient three
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 7. RESULTS 122
The MLAEPs at various analysis points are plotted in Fig. 7.15. The characteristic points
are similar to the second patient (Na, Pa and Nb) with added delayed peaks P1 and N1 for
the more conscious response in Fig. 7.15a. It can be noted that Nb eventually falls on the
domain edge and therefore becomes somewhat eﬀected by boundary saturation eﬀects.
It is thus expected that irregular latency changes will be exhibited in the following section.
An identical low-pass ﬁlter, with cut-oﬀ frequency of 50Hz, is applied on the MLAEPs
(not on initial BAEPs, as this would completely attenuate these high-frequency responses).
Decreasing inter-peak amplitude and delays in the latencies of the same peaks, are evi-
dent as the patient's anaesthesia level climbs sequentially higher, as shown in Fig. 7.15a,
Fig. 7.15b, Fig. 7.15c and Fig. 7.15d. The MLAEPs were ordered from top-to-bottom
in increasing order of EDC, as it was again found to be a more accurate measure of the
depth of general anaesthesia (DGA) when compared to the BIS.
The latencies observed over the noted BIS and EDC values are plotted in the following
section. This allows for the analysis of the changes in latency over the suggested DGA
values of the anaesthesia machine.
7.4.4 Correlation of recorded MLAEP amplitudes and latencies
with anaesthesia machine readings
The eﬀect of anaesthesia on the latency of the characteristic peaks, for patient three, can
be seen in Fig. 7.16. Lagging and irregular monitor outputs are evident from the BIS plot
provided in Fig. 7.16a. Figure 7.16b latencies, with speciﬁc reference to Pa and Pa −Na,
is again indicative of a half a sigmoid function. This follows the trend observed for both
patient one and two (Fig. 7.4b and Fig. 7.10b). The eﬀects of edge averaging saturation
cause unpredictable behaviour when detecting the local minimum (or trough) latency.
For this reason, the latency Nb, approaching the boundary condition, can be attributed
to this unpredictable saturation.
Due to the aforementioned inaccurate detection ability of the latency Na, any diﬀer-
ential use thereof (with the designed system) is considered to be unreliable as a potential
measure of DGA. This has already been discussed in more detail in the discussion of the
results obtained for patient two.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 7. RESULTS 123


























(a) Against the bispectral index


























(b) Against the expiratory desﬂurane concentration
Figure 7.16: Graphs depicting changes in characteristic peak and inter-peak latencies
against corresponding anaesthesia machine BIS and ESC values for patient
three
The Pa−Nb diﬀerential voltage continues to show a overall decreasing nature with in-
creasing levels of anaesthesia, as depicted in Fig. 7.17. The BIS plot (Fig. 7.17a), however,
contains very signiﬁcant irregularities, especially for the middle two data values plotted
at BIS values of 30% and 33%.
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Figure 7.17b shows the amplitude diﬀerence plotted against the EDC, as done for
patient one in Fig. 7.5b. The curve is iconic of a half sigmoid function, which conﬁrms
that the apparent correlation of expiratory anaesthetic versus anaesthesia levels is of a
sigmoid-type form. This conclusion is arrived at since an approximately linear relation-
ship between the BIS and the peak characteristics of the previous two patients was also
observed, as shown in Fig. 7.4a and Fig. 7.5a. All of the curves, containing the expiratory
concentrations of either desﬂurane or sevoﬂurane on its axis, seem to exhibit some full-
or partial- characteristics of a sigmoid function.
















(a) Against the bispectral index
















(b) Against the expiratory desﬂurane concentration
Figure 7.17: Graphs depicting changes in the inter-peak voltage diﬀerence between Pa
and Nb against corresponding anaesthesia machine BIS and ESC values for
patient three
The frequency information for patient three is presented in the following two sections.
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7.4.5 In-ear spectral power at anaesthesia levels
The normalised power of the frequency bands, at each anaesthesia depth analyses, is




















































































































(d) BIS of 28% and EDC of 6.3%
Figure 7.18: Power spectral density of diﬀerent anaesthesia levels at quoted BIS and
EDC for patient three
The normalisation applied in these bar graphs were done so as to ensure that the sum
of all of the bands equates to a value of one for a certain graph. For that reason, the
plots of the correlation sections contain the averages of the frequency band intervals (non
normalised) , so as to better illustrate decreases in overall power as anaesthetic is applied
(or increases when ﬂushed out by the body during recovering). This were done for every
patient.
7.4.6 Correlation of spectral power with anaesthesia machine
readings
In Fig. 7.19, one can observe the expected irregular behaviour of the bands-BIS plot of
Fig. 7.19a as well as the expected trends of the bands-EDC plot of Fig. 7.19b. The bands-
EDC plot shows strong similarities with the trends observed for patients one and two, but
with slight diﬀerences. Frequency-domain information is much more susceptible to both
external and internal noise sources, which could be the reason for the sudden dip seen at
5.9% EDC in Fig. 7.19b as well as the overall diﬀerences observed between patients.
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(a) Against the bispectral index






























(b) Against the expiratory desﬂurane concentration
Figure 7.19: Graphs depicting changes in EEG frequency band average amplitudes
against corresponding anaesthesia machine BIS and EDC values for pa-
tient three
An important observation that can be made is that, due to the BIS value's algorithmic
dependence on the EEG frequency information (on the forehead, yet having similarities to
the in-ear information), the irregular frequency information around the dip could account
for the irregular BIS output.
The fourth patient was measured directly after the third one. Therefore, the device
was prepared and readied for the third measurement of the day.
7.5 Results of Patient Four
The fourth patient was monitored on the 20th of November 2018, the details of which are
provided in this section.
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7.5.1 Overview and background
The last of the four patients had a ureteroscopic laser lithotripsy (removal of ureteral
stones assisted with the use of X-ray and gamma ray lasers) and was an adult male. The
operation also took place at Stellenbosch MediClinic, with the general anaesthesia ap-
plied by anaesthesiologist Dr D.E. Von Durckheim. The total duration of the surgery was
40minutes, of which 9minutes accounted for the transition from deep anaesthesia (just
as anaesthetic agent application is ceased) to a near-wakeful state (before the patient is
transported out of the theatre and regains full conciousness).
Due to the previous use thereof, no more BIS monitors were stocked and available for
use on the ﬁnal patient. As a result, it was decided to additionally record the minimum
alveolar concentration (MAC) on the anaesthesia machine along with the expiratory value
of the desﬂurane used. One MAC represents the minimum concentration value of a
speciﬁc gaseous or vapour anaesthetic that needs to be present in the lungs to historically
prevent motor responses in 50% of subjects. The level of concentration is age related,
and therefore dependant. For instance, one MAC of a 40-year old patient is given by
MAC40 = 6.6% EDC = 1.8% ESC. This implicitly indicates that sevoﬂurane is a much
more potent and volatile anaesthetic than desﬂurane. Elderly people and infants have
lower MAC values and observations have shown that factors such as gender and build are
less signiﬁcant than the predominant age factor.
7.5.2 Anaesthesia machine parameters
The anaesthesia machine parameters, recorded for the last patient, are again diﬀerent
from all of the previous patients. The new parameters now being the EDC along with its
corresponding minimum alveolar concentration (MAC) value. The relationship between
these two parameters, at the analysis points, is given in Fig. 7.2 and shows an almost
perfect linear correlation. This is clearly expected, since the two values are directly linked
and the MAC is calculated using knowledge of the anaesthetic used, patients age and the
expiratory value obtained.












Figure 7.20: Both recordings of the anaesthesia monitoring machine (BIS and MAC)
plotted against each other for patient four
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7.5.3 Middle latency auditory evoked potentials at anaesthesia
levels


















(a) MLAEP at a MAC of 0.23 and expiratory desﬂurane concentration of 1.7%, one
minute before patient showed signs of movement and responsiveness
















(b) MLAEP at a MAC of 0.75 and expiratory desﬂurane concentration of 5.4%, after
anaesthesia was switched oﬀ
















(c) MLAEP at a MAC of 0.85 and expiratory desﬂurane concentration of 6.0%, after
anaesthesia was switched oﬀ















(d) MLAEP at a MAC of 0.9 and expiratory desﬂurane concentration of 6.2%, deeply
anaesthetised patient
Figure 7.21: Averaged reverse-forward low-pass ﬁltered MLAEPs at various levels of
anaesthesia for patient four
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The auditory evoked middle latency plots, for the varying depths of anaesthesia of patient
four, are given in Fig. 7.21. The characteristic points Na, Pa, and if detectable, Nb, P1
and N1 are labelled on the plots. Eventually at deep anaesthesia, Nb again falls outside
of the boundary region and becomes undetectable.
The 50Hz low-pass ﬁlter was implemented on the segments of the MLAEPs. It has
now become clear that there exists a repeatable trend, within the evoked potentials, as
anaesthesia moves sequentially higher in all of the four observed patients (from Fig. 7.21a
to Fig. 7.21d for patient four).
To analyse the observed changes in latency with anaesthesia , using the machine sug-
gested DGA, latencies over the noted MAC and EDC values are plotted in the following
section. The plots are logically expected to be almost identical due to the linear relation-
ship mentioned in the previous section.
7.5.4 Correlation of recorded MLAEP amplitudes and latencies
with anaesthesia machine readings
There is an exceptionally strong relationship between the latency data obtained for pa-
tient four, provided in Fig. 7.22, and the data obtained for the previous patients. It has
become clear that the delay (or otherwise know as latency) of peak Pa repetitively corre-
lates well with the strongest expiratory sedative agent concentration, in a sigmoid-fashion,
and continues to show extra-ordinary potential in being used as the basis of perhaps the
ﬁrst feasible and reliable DGA for anaesthesiologists.
The peak Nb and inter-peak latency Pa − Na values also maintain a strong sigmoid
(or perhaps even partly exponential) correlation with both the latency-MAC and latency-
EDC plots of Fig. 7.22a and Fig. 7.22b as well as with the latency-expiratory plots for
the previous patients.
The values obtained for peak latency Na and inter-peak latency Nb − Pa are too incon-
sistent to be described as feasible characteristics for the outputs presented in this chapter
and for this designed system set-up. This could possibly be attributed to the previously
mentioned sampling limitations, presence of high-frequency noise as well as boundary
averaging saturation.
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(a) Against the bispectral index

























(b) Against the expiratory desﬂurane concentration
Figure 7.22: Graphs depicting changes in characteristic peak and inter-peak latencies
against corresponding anaesthesia machine BIS and ESC values for patient
four
The next plot (Fig. 7.23) presents the Nb − Pa amplitude diﬀerence against the MAC
(Fig. 7.23a) and EDC (Fig. 7.23b) values for the fourth patient.
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(a) Against the bispectral index

















(b) Against the expiratory desﬂurane concentration
Figure 7.23: Graphs depicting changes in the inter-peak voltage diﬀerence between Pa
and Nb against corresponding anaesthesia machine BIS and ESC values for
patient four
The graphical representation of the amplitude diﬀerence, plotted against the expira-
tory desﬂurane concentration and minimum alveolar concentration, is again indicative
(in terms of its form) of a sigmoid or exponential relationship between the diﬀerential
amplitude and anaesthesia machine gaseous/vapour concentration measurements.
The ﬁnal patients frequency information, as analysed from the designed in-ear elec-
trode, is presented in the section that follows.
7.5.5 In-ear spectral power at anaesthesia levels
The normalised power of the frequency bands, at each anaesthesia depth analyses coordi-
nate of Fig. 7.20 and consequently every MLAEP waveform in Fig. 7.21, is presented in
Fig. 7.24.
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(d) MAC of 0.9% and EDC of 6.2%
Figure 7.24: Power spectral density of diﬀerent anaesthesia levels at quoted BIS and
MAC for patient four
The next section better represents the last patient's frequency spectrum shift at various
depths of general anaesthesia.
7.5.6 Correlation of spectral power with anaesthesia machine
readings
The non normalised (and therefore having unaﬀected amplitude information) averaged
frequency band data is plotted over the monitoring machines output readings in Fig. 7.25.
The higher-frequency alpha and beta bands, and also the lower-frequency theta bands,
show similar responses. There is an initial gradual drop in average amplitude as the
patient's body contains increasingly higher anaesthetic presence, followed by a sharper
negative gradient as deep anaesthesia is reached.
The lowest-frequency delta band has a similar start, but actually exhibits a positive
gradient as the patient enters into deep anaesthesia. This correlates well with the litera-
ture and also what has been observed from subjects that are in a state of deep sleep.
The highest-frequency gamma wave band shows a similar, yet less prominent response
to the alpha and beta bands. Due to the relatively smaller nature of the amplitude of the
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gamma ray, it is more likely to have a higher signal-to-noise ratio in the presence of any
noise source introduced by the ambient environment.































(a) Against the bispectral index































(b) Against the expiratory desﬂurane concentration
Figure 7.25: Graphs depicting changes in EEG frequency band average amplitudes
against corresponding anaesthesia machine BIS and EDC values for pa-
tient four
7.6 Final remarks and conclusion
A general consensus, gained from the anaesthesiologists, is that they have repetitively
found that the bispectral index is an inaccurate measure of anaesthesia. Descriptive
words and phrases such as "delayed", "lagging" and "sudden jumps" were in the vocabu-
lary of the doctors when asked about their opinion of the BIS. So much so, that if it was
not requested to use the BIS for correlation purposes, it would not have been set-up at
all. There is a dominant preference, amongst the anaesthetists, towards the monitoring
and application guidelines of sedative agents via means of expiratory anaesthetic concen-
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trations and their corresponding MAC values.
Expiratory anaesthetics measurement is, however, not a direct measure of conscious-
ness. It may give indication of how much of a certain sedating drug is present in the
patient's body, but the quantity needed to keep patients sedated varies substantially and
often unpredictably with factors such as patient age, gender and build.
Experience in working with the medical professionals proved that it is of vital impor-
tance, to the future of the ﬁeld of anaesthesiology, to derive a system capable of monitoring
consciousness more accurately and within relative real-time.
The latency value Pa has shown the strongest potential for being used as a measure
of depths of anaesthesia. In retrospect of the results presented in this chapter, it has
out-performed the BIS in all of the initial three tests at detecting a waking (or deepened
anaesthesia) patient. It is an extra-ordinary observation, since it is merely an evoked
potential characteristic, whereas the BIS is a more complex algorithm that is formulated
to be a measure of depth of general anaesthesia (DGA).
The discussion chapter that follows will present the information of the previous para-
graph, as a summary of the results and ﬁndings, in more detail.
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Discussion
This chapter is supplementary to the inter-result discussions of Chapter 7. The focus,
herewith, is placed on the overall perspective of the research and design project. The ﬁrst
section summarises the results obtained in a clear and conclusive manner.
8.1 Summary of result ﬁndings
The ultimate aim of the project was to develop a system that could potentially give a
better indication of the level of consciousness, possibly throughout the pre-, intra- and
post- surgery phases, that a patient undergoing general anaesthetics has. Existing meth-
ods, used in the hospital setting to address this need, have been found to be unreliable,
delayed or indirect.
The bispectral index (BIS) uses an empirical, observational and frequency-based al-
gorithm to derive at a percentage that should be indicative of cortical function. It has,
however, been found to commonly output delayed and unexpected values during its prac-
tical use in the ﬁeld of anaesthesiology. As mentioned in Chapter 7, it is, at least in the
hospital applicable to this study, scarcely set-up and used as a measure of depth of general
anaesthesia (DGA).
During the clinical trials, it was found that one especially promising parameter, being
the latency of the middle latency auditory evoked potential (MLAEP) peak Pa, outper-
formed the BIS's ability to give an accurate indication of the depth of sedation. It was not
possible, due to the design's limitations, to obtain this latency value in real-time during
the surgical procedures. Regardless, it was later analysed at corresponding time inter-
vals and compared to the average output of the anaesthesia machine's suggested depth,
over the same time intervals, to show a stronger correlation to expiratory desﬂurane con-
centrations (EDC) and expiratory sevoﬂurane concentrations (ESC) than that of the BIS.
Figure 8.1 summarises the outperformance, in the form of comparable box and whisker
plots, of the peak latency Pa over the BIS of the anaesthesia machine.
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(b) The overall performance of the latency of peak Pa to diﬀerentiate between the
suggested conciousness levels.
Figure 8.1: Whisker diagram summary of results showing a stronger and more accurate
correlation of peak Pa latency as compared to the BIS value readings. The
blue lines represent the data means and red lines the data range in every
grouping
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In order to derive the plots of Fig. 8.1, and due to the non-existence of a base-
line consciousness measuring system, all of the data from Chapter 7 was grouped into
three categories. The categories were, namely, "Patient just prior to waking (regaining
consciousness)", "Light anaesthesia (transition to awake)" and "Deep anaesthesia (mid-
operation)". These categories were formed, using as guidelines, the expiratory machine
outputs (ESC and EDC) as well as the expert interpretation of the anaesthesiologist,
to group all of the Pa latencies and BIS values into three perceived and suggested con-
sciousness levels. Due to the limited quantity of samples, the red whiskers of the plots
were instead linked to the range of the data groups (including outliers), whereas the blue
centre lines of the plots (usually representing the data medians) were instead linked to
the mean of the data groups. Green dotted lines were used to join the means of both plots.
The plots, speaking for themselves, show a remarkable improvement (in the tested
patients' results) in the ability of a single in-ear recorded MLAEP characteristic (Pa la-
tency) to distinguish between diﬀerent levels of consciousness, when compared to that of
BIS.
Figure 8.1a shows how the groupings of the average BIS, for anaesthesia level seg-
ments, strongly overlap in both their ranges and interquartile ranges. There is also a
problematic relative-closeness of the means in the "Light anaesthesia" and "Deep anaes-
thesia" categories. A general decline in the mean percentages output by the BIS is evident
as anaesthesia deepens (as would be expected), but the overall variability and range of
the data is far too large to accurately conclude what level of consciousness the patient has.
On the contrary, Figure 8.1b presents a strongly preferable and exemplary model re-
sponse for determining levels of consciousness, from the latency of Pa. There is a clear
and distinguishable separation between the ranges of each of the categories. A strongly
as well as positively linear correlation is evident from the mean plot linking the diagrams.
The positive gradient is sensible since a larger latency, inherent to the delayed primary
auditory cortex responses to stimulus, is expected as anaesthesia aﬀects the mind. The
interquartile ranges in the groupings, along with the overall trend observed, is indicative
of a more accurate deﬁnition for the state of consciousness.
The following section discusses the possible causes of BIS inaccuracy.
8.2 Shortcomings of the BIS
Returning to the analysis of the BIS, the reason for its inaccuracy, can be attributed to
various phenomena. In Section 2.2.2, it was shown that diﬀerent anaesthetics can have
inconsistent eﬀects on the frequency changes that occur at various depths of anaesthesia.
The BIS is predominantly dependant on this spectral information, and as such, will be
susceptible to these inconsistencies.
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As mentioned in the ﬁrst paragraph, the BIS is dependant on information that varies
with diﬀerent agents and drugs. In addition to this, another factor to consider is that
merely patient speciﬁc variables (such as age, gender, build and genetics) could eﬀect
the frequency response of that patient's brain to anaesthesia. Attempts have been made
to remove other inference sources from the BIS inputs, such as EMG and EKG (deﬁned
in Chapter 2), but the removal techniques are not always perfect in their functionality.
Resilient components of such sources can once again eﬀect the frequency-domain of the
signal and as a result, the BIS.
Sources of Electromagnetic interference (EMI) also introduce variation in spectral in-
formation, especially when such sources are not easily ﬁltered out in narrow-band notch
domains. The susceptibility of the frequency spectra to EMI, and the reliance of the BIS
on the information contained within these spectra, results in the accuracy of BIS being
dependant on the absence of strong interference sources. The EEG signal amplitudes are
relatively small in relation to other signals. The signal-to-noise ratio is therefore implicitly
decreased in the presence of EMI noise.
The expiratory anaesthetic concentration monitors are also limited in the information
that they can provide. This is discussed in the section that follows.
8.3 Limitations of the ESC and EDC
The expiratory desﬂurane and sevoﬂurane concentrations, although modernly preferred
over the use of the BIS, are not a direct measure of consciousness. As mentioned in Section
7.5.1, the minimum alveolar concentration (MAC) reference system, used in expiratory
concentration monitoring, is dependant on historically collected statistical information.
The EDC and ESC may give an indication of the amount of anaesthetic drug present in
the patient's body, but they do not account for all the possible variables (such as gender,
build and genetics) and are therefore ﬂawed in this regard.
In this study, EDC and ESC have been shown to correlate with conciousness in a
sigmoid-like fashion (concluded from the linear consciousness-latency of Fig. 8.1b and ob-
served sigmoid-like nature of the latency-ESC/EDC plots of Chapter 7). This results in a
sharp value change between the "Deep anaesthesia" and "Awake" concentration readings.
This sudden steep gradient makes it diﬃcult to respond, in-time, if such a monitor change
unexpectedly occurs.
To illustrate the sigmoid-form conclusion, made in the previous paragraph, the same
consciousness groupings, as shown in Fig. 8.1, can be applied to the ESC and EDC values
obtained during the trials. Due to the diﬀering ESC and EDC concentrations needed to
induce and maintain anaesthesia, the minimum alveolar concentration (MAC as deﬁned
in Chapter 7) is used to normalise the data. To better depict their sigmoid nature the
middle conciousness grouping, used in Fig. 8.1, is further divided up into two groups
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(the one being closer to deep anaesthesia and the other being closer to the "awake"
state). Figure 8.2 presents the results of such groupings, of expiratory values plotted
against observed levels of anaesthesia, as clearly symbolising a sigmoid form. The sigmoid









































Figure 8.2: The overall performance of the expiratory desﬂurane and sevoﬂurane con-
centrations (normalised to their corresponding MAC value) to diﬀerentiate
between the perceived conciousness groupings.
From the ﬁgure it becomes evident that although, for the cases of the patients mea-
sured, it is easy to diﬀerentiate between deep anaesthesia and a patient regaining con-
ciousness, the sharp gradient and nature of the sigmoid make it diﬃcult to diﬀerentiate
between light anaesthesia groups from the former two groupings. The linear response of
Fig. 8.1b therefore shows even more promise for addressing this downside through the use
of expiratory values as a monitor of consciousness.
Possibly one of the largest limitations to the use of expiratory anaesthetic concentra-
tions, is the fact that it can only be monitored during the use of vapour-type anaesthetics
(such as desﬂurane and sevoﬂurane). Such a limitation means that the approach is not
universal and can not be used in intravenous general anaesthetic applications. The only
method currently recommended to monitor total intravenous anaesthesia (TIVA), with
agents such as propofol and remifentanil, is the BIS. This points back to the shortcomings
of Section 8.2 and reiterates the importance of a more universal consciousness monitoring
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technique.
The following section discusses the case of the work in this investigation, in contrast
to the limited BIS and expiratory monitoring.
8.4 Notation on the sample perspective
One may question the validity of only using the four MLAEP plots, for each of the four
trial patients, to draw conclusive ﬁndings. For the sake of perspective, each of the four
evoked potential plots presented, for each patient in Chapter 7, is itself a composition of
between approximately 960 to 4800 period averages (or 8Hz stimulus periods of between
two and ten minutes, depending on the spike cleaning algorithm employed in Chapter
6 as well as the observed changes in the gradient of anaesthesia levels at that stage).
Furthermore, every one of these averaged individual periods, contains 250 samples (each
deriving from a 24-bit ADC resolution sampled at a rate of 2 kHz), which brings the to-
tal sample number composition of the deep anaesthesia's MLAEPs (from a ten minute
recording during the stable mid-surgery anaesthesia levels) to about 1.2million.
Every characteristic of the evoked potentials, as a result, should be observed as an
average of numerous data points rather than a single period entity or characteristic. This
larger perspective, of the average nature of each of the plots presented, gives greater
credibility to the individual ﬁndings, and therefore, the overall summary of results.
8.5 A potentially better measure of consciousness
Auditory evoked potentials (AEPs), being more than merely an empirical or observational
approach, have the potential to be utilised in the ﬁrst feasible and universal anaesthesia
monitoring device. The analysis of an AEP, delving deeper than the frequency observa-
tion of the BIS, gives an indication of the patient's mind's ability to process and be aware
(or "be conscious") of the auditory stimulus. Although some patient-to-patient variations
may be expected, the theoretical background thereof is constant. With the invention of
machine learning, come a number of potential innovations for its application, which may
include the analysis of in-ear AEPs to rigidly and accurately monitor consciousness. The
more detailed implications thereof, to the future of research aligned with this thesis, are
discussed in Section 8.6.
Due to the average-natured derivation of evoked potentials, the eﬀects of EMI are
attenuated to a negligible extent. The frequency of stimulation can be chosen to en-
sure that the frequency from the mains (being 50Hz in South Africa) is averaged out
over time. Such narrow-band EMI sources can alternatively be ﬁltered out, using non-
phase-distorting forward-reverse ﬁlters, as done in this project. The approach, in which a
stereo-channel and Bluetooth audio device were utilised, to simultaneously provide audi-
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tory stimulus and period synchronous ability, is unique to this dissertation. This provided
the ability to streamline the averaging method using the designed algorithms from Chap-
ter 6.
The easily and simultaneously streamable (with an additional WiFi unit not used in
this thesis) synchronous signal and in-ear EEG data, mean that a relatively real-time
MLAEP could be derived from the averaged data of a chosen past time-duration. The
longer the past time-duration, the more the averaging algorithm will be able to remove
other noise within the signal and zero in on the clean evoked potential. Inversely, the
shorter the time-duration, the more real-time the evoked potentials become, at the ex-
pense of a larger noise presence. This trade-oﬀ is something that needs to be analysed,
in detail, with further research.
In this thesis, a compromise between between real-time capability and signal quality
was achieved by using a minimum data segment of two minutes (so in real-time terms it
corresponds to the past two minutes) and applying a low-pass ﬁlter to remove any resilient
high-frequency noise.
8.6 The future of anaesthesiology
It was observed in Fig. 8.1, that the alone latency of Pa outperformed a BIS system that
has been optimised to determine consciousness in such an industry. An enticing thought
as to where the future of the ﬁndings in this study may lead. If the Pa latency, alone,
gives such a strong correlation to perceived levels of conciousness, imagine where a poten-
tial future machine learning system (that incorporates all the parameters) could lead. A
system (such as a neural network) that can learn from inputs such as the MLAEP char-
acteristics (latencies, amplitudes and form), in-ear spectral information (like-wise that of
the BIS placed on the forehead) and perhaps even accelerometer data from the ear-piece
(detecting patient head movements), could become the potential rigid baseline by which
consciousness in patients are determined in the future.
The ﬁndings, discussed in this chapter, may excite further research in the ﬁeld and as
such, recommendations for further investigations are given in Chapter 9.
8.7 Summary of contributions
Ultimately the work done in this dissertation contributed to the larger understanding of
evoked potentials and speciﬁcally so, within the ear. Based on a keywords passed through
a search engine and the literature review of Chapter 2, this study is the ﬁrst of its kind
in recording in-ear evoked potentials of patients undergoing anaesthesia. The uniqueness
of the approach followed in this thesis, provides useful insight into numerous future im-
plications of like-wise research. The proven veriﬁcation thereof as a strongly supported
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anaesthesia (or consciousness) monitoring device, opens up further research in the ﬁeld
of anaesthesiology.
The implications are, however, not limited to the ﬁeld of anaesthesiology. Fleet-driver
drowsiness monitoring in an insurance setting, general fatigue monitoring for health or
productivity research and the use thereof in becoming a wearable biometric identiﬁca-
tion device (that uses the uniqueness of the in-ear auditory evoked response to verify the
wearer's identity) are all directions for further investigation into the potentially limitless
opportunities possible.
It has been shown that it is possible to develop a minimally obtrusive in-ear device,
that uses the theoretical basis of middle latency auditory evoked potentials, to be used
as an accurate measure of consciousness levels (although such consciousness is expiratory
anaesthetic concentration and perception based due to the lack of a true baseline). All of
the research questions from Chapter 1, have thus been answered in this chapter.
8.8 Conclusion of discussion
This, hereby, concludes the additional discussions of the ﬁndings, other than those men-
tioned between the results and investigations of all of the preceding chapters. The follow-
ing chapter provides recommendations for future research.
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Recommendations
This chapter gives recommendations to investigators that wish to further pursue this
research. Possible other ﬁelds, in which the research could be utilised, are mentioned in
Section 8.7.
9.1 Signal amplitude considerations
The obtained in-ear auditory evoked potentials had amplitudes that, although expected
to be lower than conventional methods under similar signal-to-noise ratio conditions (as
provided in the brief literature study of Section 1.6), were somewhat lower than expected.
As a result, a low-pass ﬁlter was necessary to remove high-frequency noise and distinguish
between the characteristic peak latencies. There are, however, various changes that can
be considered to increase the amplitude of the evoked potential. The stimulus speaker
(adapted from the JBL headphones [62]) volume was set to maximum, but, due to the
electromagnetic interference (EMI) isolation design implemented, the sound intensity that
ultimately reaches the ear is somewhat attenuated along the acoustic channel and over-
all route. Design alterations, that maintain EMI isolation whilst allowing for maximum
volume from the headphones to reach the ear, may therefore increase evoked potential
amplitudes and reduce the need for a low-pass ﬁlter. Another method that can be used
to ensure maximum measurable amplitude, is to verify that optimal electrode-skin con-
ductivity is obtained.
9.2 Sampling rate of data
After modiﬁcations to the Cyton board's ﬁrmware (Section 6.3), the maximum achievable
sampling rate of EEG data was determined to be 2 kHz. Although this rate is suﬃcient
for a proof-of-concept and probably also for a working end user system, a faster sampling
rate would allow for smaller latency changes to be detectable. With the system in this
thesis, with the period of sampling being Ts =
1
2000 Hz
= 0.5 ms, the minimum step of
latency change is one half of a millisecond. Faster sampling rates would allow for smaller
detectable changes in latency and therefore possibly indicate even ﬁner changes in con-
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sciousness levels. It was, however, discovered that with desﬂurane and sevoﬂurane, large
latency changes can be expected and the half millisecond intervals are more than suﬃcient
to produce a deﬁnitive system.
9.3 Variabilities
The eﬀects of patient variabilities and set-up changes could be investigated. A few exam-
ples of this would be to research the eﬀect of:
 diﬀerent general anaesthetics (both intravenous and vaporous);
 patient sleeping states;
 neurological development disorders (such as Down syndrome and autism);
 patient characteristics (age, build and gender);
 intoxication (alcohol and other mind eﬀecting drugs);
 auditory impairment (therefore altered auditory evoked potentials);
 other stimulus methods (such as somatosensory deﬁned in Chapter 2); and
various other research meaningful parameters on the in-ear evoked potentials. Further
tests could be done to deﬁne expected changes (or the lack thereof), from the normal
in-ear evoked response, of the various eﬀects mentioned.
9.4 Machine learning implications
An in-depth investigation into the use of machine learning methods (such as a neural net-
work), that can be trained by learning from all possible variabilities, could be conducted
to produce a rigid consciousness monitoring device. All the parameters and inputs, men-
tioned in Section 8.6, as well as possible patient speciﬁc information (such as age, build
and gender) and expiratory anaesthetic values (if available), can be fed into a neural
network to, over-time, detect patterns that even the most trained data analysts would
never pick up on (without the use of a computerised tool, that is). This could result in
an anaesthesia monitoring device, that is truly universal and rigid, being able to become
the baseline that the industry has been waiting for.
9.5 Conclusion of recommendations
The recommendations mentioned here, are in the viewpoint of the researcher, the most
applicable to prospective future studies. Perhaps a brief ﬁnal recommendation, although
not critical to the functionality thereof, is that all of the circuit components and the
general size of the device can be substantially downscaled to streamline the patient set-up
and improve wearability. The following chapter concludes the ﬁndings of this dissertation.
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Conclusion
Auditory evoked potentials (and speciﬁcally the latencies denoted Pa), measured within
the ear, showed a strong correlation with the levels of consciousness experienced by a
patient undergoing a surgical procedure under general anaesthesia. The designed system
showed the potential to outperform the existing bispectral index (BIS) monitor for the
patients that formed part of the clinical trials. The ﬁndings could be of substantial im-
portance to the design of a conciousness measuring baseline system, which does not yet
exist. Therefore, this study encourages further research into such a system in the ﬁeld of
anaesthesiology and possibly into other applications as well.
The research questions have been answered and the problem statement has been ad-
dressed. The investigator successfully completed the phases of problem deﬁnition, liter-
ature analysis, methodical planning, design, implementation, veriﬁcation, optimisation,
ethical and clinical trials, presentation of results and an in-depth discussion of all of the
ﬁndings. All of the details pertaining to these stages are conveyed in this documentation.
The dissertation is thus concluded.
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Appendix A
Hospital consent form
The following four pages contain the hospital consent form that was provided to the
patients prior to testing.
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PARTICIPANT INFORMATION LEAFLET AND CONSENT FORM 
 
 
TITLE OF THE RESEARCH PROJECT: 
 
Design of an in-ear EEG device to provide drowsiness information, anaesthesia levels 
and responsiveness in order to determine the awareness of a user in a hospital, 
insurance or healthcare industry. 
 




Mr Carel Wessels 
 
ADDRESS: 
Office E210, Electrical & Electronic Engineering 





076 190 8185 
 
 
You are being invited to take part in a research project.  Please take some time to read 
the information presented here, which will explain the details of this project.  Please ask 
the study staff or doctor any questions about any part of this project that you do not fully 
understand.  It is very important that you are fully satisfied that you clearly understand 
what this research entails and how you could be involved.  Also, your participation is 
entirely voluntary and you are free to decline to participate.  If you say no, this will not 
affect you negatively in any way whatsoever.  You are also free to withdraw from the 
study at any point, even if you do agree to take part. 
 
This study has been approved by the Health Research Ethics Committee at 
Stellenbosch University and will be conducted according to the ethical guidelines and 
principles of the international Declaration of Helsinki, South African Guidelines for Good 




What is this research study all about? 
The study will be conducted at Mediclinic Stellenbosch where a minimum of 3 and 
maximum of 15 participants will be recruited to take part in the study, depending on 
statistical requirements. The project aims to build a patient-friendly portable anaesthesia 
monitoring device to ultimately improve the safety of patients going in and coming out of 
surgery. The device will later be used in other healthcare industries to provide 
meaningful feedback. The procedure will require you to wear headphones which 
contains three EEG electrodes to be placed in contact with both the earlobes and inner-
ear of one ear respectively. The device will be used pre-, intra- and post-anaesthesia 
along with the hospital’s measuring devices to read information from the brain activity. 
During each test cycle an audio test-signal will be played to the patient in the form of 
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quick click noises. The test will be repeated in the three phases mentioned above to 
gather information of changing neurological responses. The device will then be easily 
removed from the patient and any medical conductive paste used with the electrodes 
can be wiped off with a wet cloth. Pre-cleaning of the inner-ear may be necessary to 
insure skin contact of the electrode. No randomization process will occur, and no 
medication will be used. 
 
 
Why have you been invited to participate? 
You are undergoing an anaesthesia surgery/procedure at Stellenbosch Mediclinic. 
 
 
What will your responsibilities be? 
To wear the headphones with EEG electrodes and have the audio stimulus played you 
during each respective test cycle while undergoing your procedure. 
 
 
Will you benefit from taking part in this research? 
You will not benefit. 
 
 
Are there in risks involved in your taking part in this research? 
You are not at risk.  
 
 
If you do not agree to take part, what alternatives do you have? 




Who will have access to your medical records? 
All the neurological information collected will be treated as confidential and protected.  
Your contribution will remain completely anonymous in all publications and only the 
project investigator will have access to the information for the research purposes.  
 
 
What will happen in the unlikely event of some form of injury occurring as a direct 
result of your taking part in this research study? 
The project is registered with the University of Stellenbosch’s insurance brokers who 
have a procedure in which such events can be claimed and the project investigator, Mr 
C Wessels and study supervisor, Prof PR Fourie will insure compensation claims takes 
place in the very unlikely event that injury does take place as a direct result of the 
device under testing. 
 
 
Will you be paid to take part in this study and are there any costs involved? 
 
No you will not be paid to take part in the study.  There will also be no costs involved for 
you, if you do take part. 
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Is there any thing else that you should know or do? 
All procedures will occur under the supervision of your doctor at Mediclinic Stellenbosch 
being Dr Johan Lourens. 
You can contact Prof PR Fourie at 021-981 1200 if you have any further queries or 
encounter any problems. 
You can contact the Health Research Ethics Committee at 021-938 9207 if you have 
any concerns or complaints that have not been adequately addressed by your study 
doctor. 
You will receive a copy of this information and consent form for your own records. 
 
 
Declaration by participant 
 
By signing below, I …………………………………..…………. agree to take part in a 
research study entitled (insert title of study). 
 
I declare that: 
 
• I have read or had read to me this information and consent form and it is 
written in a language with which I am fluent and comfortable. 
• I have had a chance to ask questions and all my questions have been 
adequately answered. 
• I understand that taking part in this study is voluntary and I have not been 
pressurised to take part. 
• I may choose to leave the study at any time and will not be penalised or 
prejudiced in any way. 
• I may be asked to leave the study before it has finished, if the study doctor or 
researcher feels it is in my best interests, or if I do not follow the study plan, 
as agreed to. 
 
 




 ..............................................................   ............................................................ 
Signature of participant Signature of witness 
 
 
Declaration by investigator 
 
I (name) ……………………………………………..……… declare that: 
 
• I explained the information in this document to ………………………………….. 
• I encouraged him/her to ask questions and took adequate time to answer 
them. 
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• I am satisfied that he/she adequately understands all aspects of the 
research, as discussed above 
• I did/did not use a interpreter.  (If a interpreter is used then the interpreter 
must sign the declaration below. 
 
 




 ..............................................................   ............................................................ 
Signature of investigator Signature of witness 
 
 
Declaration by interpreter 
 
I (name) ……………………………………………..……… declare that: 
 
• I assisted the investigator (name) ………………………………………. to 
explain the information in this document to (name of participant) 
……………..…………………………….. using the language medium of 
Afrikaans/Xhosa. 
• We encouraged him/her to ask questions and took adequate time to answer 
them. 
• I conveyed a factually correct version of what was related to me. 
• I am satisfied that the participant fully understands the content of this 








 ..............................................................   ............................................................ 
Signature of interpreter Signature of witness 
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Department of Electrical and Electronic 
Engineering 
Master’s Thesis Research Protocol 
 
Design of an in-ear EEG device to provide 
drowsiness information, anaesthesia levels and 
responsiveness to determine the awareness of a 
user in a hospital, insurance or healthcare industry. 
 
C Wessels (17708133) 
 
14 April 2018 
 
Study leader Supporting Study Leader 
Prof WJ Perold Prof PR Fourie 
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In-ear electroencephalogram (EEG) devices have become increasingly more popular in the 
later stages of the last decade. Standard on-scalp EEG measuring methods have been around 
for quite a while, but these sensors become very obtrusive in their placement on the head as 
well as their numerosity. The time taken to set-up an EEG system on a user has been rather 
lengthy in the past and thus its feasibility in many fields has been rejected. An in-ear EEG 
system has the capability of becoming a much less obtrusive way of obtaining and analysing 
EEG signals that contain almost all the human body muscular, sensory and nervous information 
and therefore has the potential to provide a large diagnostic ability. 
 
II. AIM 
To design an in-ear EEG device that will be able to measure, analyse and process the 
electrical signals of the brain to provide meaningful insight in anaesthesia application 
environments. To use machine learning algorithms to intelligently identify characteristics in 
the signals and the changes thereof to provide such meaningful insight. 
 
III. MOTIVATION 
Such a device could offer valuable safety to future patients as the process of anaesthesia is 
often unpredictable for different patients. Drowsiness information could also be of 
immeasurable value to insurance companies in the future who wish to know the state of heavy 
vehicle fleet drivers whom they insure. 
 
IV. RESEARCH PURPOSE 
Such a device for such a purpose has in obtainable findings till thus far not been investigated 
in detail. The study will therefore provide meaningful insight into the feasibility of in-ear 
EEG devices in the use of medical and healthcare industries with the involvement of 
anaesthesiologists and related practitioners. 
 
V. LITERATURE REVIEW 
EEG has been around for quite some time as evident from [1] where Hans Berger, a 
researcher from Germany, studied the first human EEG signals 1924 following the discovery 
of brain tissue electrical activity of rabbits and monkeys in 1875 by physician Richard Caton. 
In-ear or ear EEG, being a new trend in the field of brain monitoring, provides various 
advantages over standard on-scalp measurements, but also comes with a cost. There exists a 
large database of EEG recordings from various medical departments as outlined in [2], but 
most of these are from conventional 10-20 electrode placement systems as well as not 
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necessarily having the stimulus being investigated. It therefore thus remains valuable to obtain 
validating data that is derivative of auditory stimulus (being the chosen method of analysis), 
ear EEG as well as acquisition during anaesthesia (being the investigation field). It is necessary 
to have all these factors present during the data to ensure that meaningful results can be 
obtained. 
Automatic sleep monitoring has been done with ear EEG in [3]. The shortcoming of the 
approach used in this finding was it analysed raw EEG waves and simply looked at the power 
spectrum of the frequency bands to draw conclusions about sleep states. Nevertheless, the 
findings were indicative that ear EEG analysis could be used as an indication of 
sleep/wakefulness but with decreasing accuracy as one introduces sleep states and result in a 
decision that is more complex than binary. The findings in [4] and [5] are similar and from the 
same source and shows how auditory evoked potentials measured from the ear can be obtained. 
These publications compared on-scalp Auditory Evoked Potentials (AEPs) to the same AEPs 
taken within the ear and substantiates the feasibility of ear EEG as a viable way of obtaining 
and further researching evoked responses as well as its applications from ear electrodes. The 
paper [5] does note that one may expect a decreased amplitude in the response obtained from 
the scalp to the ear (between 10dB to 20dB attenuation) but both have a similar signal to noise 
ratio which therefore maintains the feasibility of accurately extracting the waveform. 
A study done in [6] shows that a certain characteristic feature in AEPs can change in both 
amplitude and latency from patient to patient. What this means for the current investigation is 
that one should incorporate a system of reference when analysing such signals from different 
source patients. In simple terms, a differential AEP waveform input from a baseline 
measurement may be a better input to a machine learning algorithm than merely a single AEP 
waveform. 
The material in [7] shows various filters, algorithms as well as techniques one should 
consider in processing EEG signals. It provides the theoretical background, detailed derivations 
as well examples of both EEG and event related potentials. This information will be of vital 
importance when optimizing the data analytics algorithms of the designed system. Having 
obtained an overview of the supporting research in this section, the following section provides 
the sample selection for this investigation’s validation. 
 
VI. SAMPLE 
Statistically one shall require a sample number of 39 for a one-correlation test (using a 
Fisher Z refined algorithm) with an accuracy of 95% (derived from subtracting an type 1 error 
rate of 5% from 100%) and power goal of 90%. This will be obtainable by having 13 patients 
with 3 defined states of anaesthesia levels (13 patients × 3 levels/patient = 39 sample entities) 
with each combination of patient and anaesthesia level being treated as an independent entity 
on the output side of the statistical analysis. These recommendations were provided by Prof 
Daan Nel from the Department of Statistics and Actuarial Science of Stellenbosch University. 
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The 3 defined states of anaesthesia will relate to existing measuring equipment’s 
interpretation of a ‘fully awake / pre-anaesthesia’, ‘mild anaesthesia level’ and ‘full 
anaesthesia’ patient. The power goal is defined as the probability to reject the null hypothesis 
for a chosen effect size (between 0.25 and 0.75) with a good value of the power goal being 
chosen as 90% and never less than 75%. This ultimately results in a viable test to show that 
the designed system can strongly correlate to existing measurement system (which may be 
obtrusive to the patient). This substantiates why the one correlation model was selected to 
validate the system that aims to one-to-one relationally correlate to the existing equipment at 
Netcare Kuilsriver. Figure 1 below shows the design of the statistical model as done with 
Prof Daan Nel in Statistica [8]. 
 
These patients shall all be above the age of 18 undergoing an anaesthesia procedure with 
Prof AR Coetzee. The sample aim is 13 patients as previously described to insure statistical 
soundness of the thesis analysis that will follow. All the patients will receive a consent form 
explaining the procedure to them in detail and all the data gathered from measurements will be 
treated with absolute confidentiality.  
 
VII. VARIABLES 
Basic variable anonymous characteristics such as patient age and gender shall be recorded 
for the sole purpose of their possible effect on data-analytics outcome and such information 
shall only be accessible by the principle investigator. The EEG data variable measurements 
recorded from within the ear will be a potential difference signal in the micro- and nano-volts 
range. The system ADC (analogue to digital converter) samples the analogue signals using a 
24-bit resolution at a frequency of 2 kilohertz. These 24-bit numbers can be converted to a 
meaningful voltage with knowledge of the reference voltage and gain setting. This leads to the 
Figure 1: Fisher Z Transformation plots from Statistica 
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raw data being a long time-domain chain of microvolt values which without processing may 




i. Recruitment and inclusion/ exclusion criteria: The only criteria necessary is being over 
the age of 18 and being prepared for surgery at Netcare Kuilsrivier with Prof AR 
Coetzee in which general anaesthetics (not local) is to be used. The patients will have 
the option to option out without any medical consequence and will undergo the 
procedure as per normal. 
 
ii. Methodology: The method for the implementation of such a research system and the 
corresponding recording thereof can be broken up into the following methodical steps. 
a. Pre-testing phase:  
To adapt a designed in-ear EEG device to be able to detect the drowsiness, 
anaesthesia levels or awareness of a user or medical patient. The EEG recording 
device is designed and built with user and patient safety in-mind. This phase is 
completed before the research and testing phase can commence.  
b. Testing and validation phase:  
This is where data needs to be obtained from patients and is the reason for 
ethical application. The process of recording data from a patient once ethical 
clearance is given will commence with patient identification. Once a patient who is 
undergoing the appropriate medical procedure is identified at the specified hospital, 
he/she will be approached with the research opportunity whereby the exact details 
of the consent form and the option to refuse part-taking therein will be clearly 
communicated. If the patient agrees to take-part in this anonymous data analytical 
research, they will be clearly briefed and shown the exact setup of the measuring 
device before their surgery commences. The patient will also be given a copy of the 
consent form containing the information needed in the very unlikely event that there 
is an injury as a direct result of the in-ear EEG device. 
On the date of the surgery the patient who has agreed to be a subject for the 
research will have the EEG headband connected to their head. Measurements will 
be taken at predetermined intervals throughout the operation commencing before 
the anaesthesia is applied and terminating after the patient has recovered from 
anaesthesia. Every test cycle will be clearly allocated to a time interval and the 
doctor’s existing anaesthesia measuring device output at that specific time will be 
recorded. Once the patient has recovered from anaesthesia and it is deemed 
appropriate to remove the headband, the patient will be assisted with the removal. 
The patient will be thanked for their anonymous contribution and offered any post-
surgery assistance if need be. 
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The above process will be repeated on various patients to create the sample size 
necessary for the statistical conclusions to be drawn within the formal 
documentation. 
c. Machine-learning and validation process: 
The data gathered will be partly used to train a machine learning algorithm to 
intelligently determine the state of anaesthesia for a patient. The algorithm will 
contain a calibrated signal for an ‘awake’ or patient not submitted to anaesthesia 
and monitor learn how this signal changes through the surgery process, specifically 
focusing on the latency and amplitude of neuron groups being triggered due to the 
audio stimulus involved. The remainder of the data which will be kept separate from 
the learning data will be used to verify the machine learning algorithm and produce 
statistical information. All the findings will be written up in the thesis report and all 
the patients will remain completely anonymous to any reader thereof.  
iii. Measurement: 
The designed device will play an audio stimulus in the form of click sounds at a 
predetermined rate around 8 hertz during the measurement phase. The electrical response of 
the audio signal being propagated through the neurological pathways will be averaged over 
time to produce a periodic time-domain waveform. The averaging time ranges from about 2 to 
3 minutes in order to average out ambient noise and artefacts. This average waveform as well 
as the raw data frequency power spectrum can be used as input to the machine learning system. 
The measurements are recorded with high-resolution analogue-to-digital converters with built-
in safety mechanisms that make it impossible to produce any electrical shock to a patient 
through the electrodes. These converters are also not configured in any way to produce a signal, 
but instead are solely configured to detect potential difference on a micro level.  
iv. Safety Procedures and Design 
Throughout the design process the safety of the user was considered. All the electronic 
circuitry was encapsulated in 3D printed insulated housing, all the wiring was done using 
shielded and insulated cables and all the soldering joints were insulted with heat-shrink covers. 
The parts of the headset that meets the head was smoothened and cushioned to provide optimal 
comfort. The electrodes contain safety circuitry and are thoroughly shielded from external 
noise. The in-ear electrode contains a layer of memory foam to comfortably take the shape of 
the patient’s specific ear canal. The design has been approved by both Prof PR Fourie and Prof 
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IX. DATA MANAGEMENT AND ANALYSIS PLAN 
 
i. Data Management 
All the raw and collected data and information will be saved offline on the password 
protected personal computer of the primary investigator. The data will be anonymous, 
and so will the findings be of the published thesis.  
 
ii. Analysis Plan 
The raw data will be first processed via a series of frequency filters to collectively 
remove DC offsets, remove speaker interference, remove mains interference as well as 
remove any frequencies that are note related to the auditory evoked potential range. The 
filtered data is also run through algorithms to remove corrupted data from muscle 
twitches or other non-related head electrical activity. The raw data is then divided and 
synchronised into period subsets correlating to the audio stimulus frequency. These data 
sets are then all averaged together to produce a single low micro- or high nano-volts 
waveform of stimulus period length (meaning with 8 hertz stimulus the waveform will 
be 125ms in length). The resulting signal is known as the auditory evoked potential 
waveform and contains a series of peaks and valleys correlating to the activation of 
neuron groups (which each produce a small yet detectable electrical ripple) from the 
eardrum up until auditory cortex where the stimulus is processed.  
As the brain is subjected to anaesthesia, these peaks and valleys and the latency 
thereof is expected to defer from the normal ‘awake’ state and it is this change that will 
become the foundation of machine learning analysis. The peaks and valleys will reduce 
in amplitude as the neuron groups become sedated and the latency is expected to 
increase due to increase in propagation time from group to group. The exact machine 
learning algorithm used will only be selectable once data is available. The machine 
learning algorithm will be trained to take an auditory evoked potential waveform (as 
well as some reference perhaps) as input and output one of three anaesthesia states. 
 
X. CONCLUSION 
The data collected can thus be put through statistical testing and validation to outcome the 
feasibility of such a medical device. This research aims to provide new insight into the field of 
understanding medical technology and ultimately aims to be beneficial to the healthcare of the 
society in which it may be implemented. With the advantage of potential inexpensive 
manufacturing of such devices as well as its portability and reusability it may prove to be 
especially valuable for the African context where such accessible devices are a scarcity.  
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09/10/2018                                                           
Project ID : 6499 
HREC Reference #: S18/06/128   
Title: Design of a in-ear EEG device for clinical and health prognosis 
 
Dear Mr Carel Wessels, 
The New Application received on  13/09/2018 14:54  was reviewed by members of Health Research Ethics Committee 2
(HREC2) via expedited review procedures on 09/10/2018  and was approved.
Please note the following information about your approved research protocol:
Protocol Approval Period: This project has approval for 12 months from the date of this letter.
Please remember to use your Project ID  [6499] on any documents or correspondence with the HREC concerning your research protocol.
Please note that the HREC has the prerogative and authority to ask further questions, seek additional information, require further modifications, or
monitor the conduct of your research and the consent process.
After Ethical Review 
Please note you can submit your progress report through the online ethics application process, available at: Links Application Form Direct
Link  and the application should be submitted to the HREC before the year has expired. Please see Forms and Instructions on our HREC website
(www.sun.ac.za/healthresearchethics) for guidance on how to submit a progress report.
The HREC will then consider the continuation of the project for a  further year (if necessary). Annually a number of projects may be selected
randomly for an external audit.
Provincial and City of Cape Town Approval
Please note that for research at a primary or secondary healthcare facility, permission must still be obtained from the relevant authorities (Western
Cape Departement of Health and/or City Health) to conduct the research as stated in the protocol. Please consult the Western Cape Government
website for access to the online Health Research Approval Process, see: https://www.westerncape.gov.za/general-publication/health-research-
approval-process. Research that will be conducted at any tertiary academic institution requires approval from the relevant hospital manager. Ethics
approval is required BEFORE approval can be obtained from these health authorities.
We wish you the best as you conduct your research.
For standard HREC forms and instructions, please visit: Forms and Instructions on our HREC
website https://applyethics.sun.ac.za/ProjectView/Index/6499  





Health Research Ethics Committee 2 (HREC2).
National Health Research Ethics Council (NHREC) Registration Number:
REC-130408-012 (HREC1)·REC-230208-010 (HREC2)
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Federal Wide Assurance Number: 00001372
Office of Human Research Protections (OHRP) Institutional Review Board (IRB) Number:
IRB0005240 (HREC1)·IRB0005239 (HREC2)
 
The Health Research Ethics Committee (HREC) complies with the SA National Health Act No. 61 of 2003 as it pertains to health research. The
HREC abides by the ethical norms and principles for research, established by theWorld Medical Association (2013). Declaration of Helsinki:
Ethical Principles for Medical Research Involving Human Subjects;the South African Department of Health (2006). Guidelines for Good
Practice in the Conduct of Clinical Trials with Human Participants in South Africa (2nd edition); as well as the Department of Health
(2015). Ethics in Health Research: Principles, Processes and Structures (2nd edition).
 
The Health Research Ethics Committee reviews research involving human subjects conducted or supported by the Department of Health and
Human Services, or other federal departments or agencies that apply the Federal Policy for the Protection of Human Subjects to such research
(United States Code of Federal Regulations Title 45 Part 46); and/or clinical investigations regulated by the Food and Drug Administration
(FDA) of the Department of Health and Human Services.
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