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NON-UNIQUENESS FOR THE AB-FAMILY OF EQUATIONS IN PERIODIC
CASE
RAJAN PURI
Abstract. For the cubic ab-family of equations with a 6= 0, it is proved that there exist an
initial data in the Sobolev space Hs, s < 3/2, with non-unique solutions on circle.
1. Introduction
This paper is a continuation of our work [10] where we studied the non uniqueness for the
ab-family of equations in non periodic case. The goal of this paper is to prove the same result in
periodic case. We consider the Cauchy problem for the ab- family of equations
ut + u
2ux − au3x +D−2∂x
[ b
3
u3 +
6− 6a− b
2
uu2x
]
+D−2
[2a+ b− 2
2
u3x
]
= 0 (1)
u(x, 0) = u0(x), (2)
where u0(x) ∈ Hs(R), for s < 3/2 and t ∈ R, x ∈ R2piZ . The two parameters a, b ∈ R and
we will assume a 6= 0. ut and ux denote the derivatives of u with respect to t and x, ∂x denotes
differentiation with respect to x, and the non-local operatorD−2 = (1−∂2x)−1 is the inverse Fourier
transform of (1 + ξ2)−1. The local form of ab-family is given by
(1− ∂2x)ut + (b+ 1)u2ux − 3au3x − (6a+ b)uuxuxx + 6auxu2xx − u2uxxx + 3au2xuxxx = 0. (3)
Peakon traveling wave solutions were discovered in 1978 by Fornberg and Whitham [2] and
then by Camassa and Holm [CH] in their quest for a water wave model that could capture wave
breaking. Peakons have discontinous spatial derivatives at their peaks so they make sense only as
distributional solutions, see [8] for details. The periodic one peakon of the ab-family (1) is given
by
u(x, t) = ±√c(1 + (1 − a) sinh2 π)−1/2 cosh([x − ct]p − π).
where c > 0 and where [.]p makes a quantity 2π periodic via [x]p = x− 2π⌊ x2pi ⌋.
The well-posedness theory for the ab-family is not completely understood. Two members of ab-
family (1) have been studied extensively in different contexts by several researchers. In particular,
the choice of parameters a = 1/3, b = 2 corresponds to the Fokas-Olver-Rosenau-Qiao (FORQ)
equation derived in Fokas [1], Fuchssteiner [3], Olver and Rosenau [12], and Qiao [13]; while the
choice a = 0, b = 3 gives the Novikov equation (NE) derived by Novikov [11]. Himonas and
Mantzavinos [7] showed that FORQ is well-posed in Hs, with s > 5/2 and this was extended to a
four-parameter family in [9] which includes the ab-family. A nonuniqueness result by Himonas and
Holliman [5] showed that the FORQ equation is ill-posed in Hs for any s < 3/2 for both periodic
and non-periodic case. There is no theory concerning well-posedness in the gap 3/2 ≤ s ≤ 5/2.
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In contrast, the NE is well-posed in Hs for all s > 3/2, see [4] for details, and Himonas, Kenig
and Holliman [6] showed ill-posedness in Hs for s < 3/2. Both the ill-posedness results for the NE
equation and the FORQ equation study the behavior of the solution near the time of collision of a
2-peakon solution. We use similar idea of constructing specific 2-peakon solutions and the existence
of collision time to prove non-uniqueness for the ab-family of equations in Hs for all s < 3/2 in
our earlier paper [10]. Perhaps the most interesting phenomenon discovered in our paper [10], is
that multipeakon solutions to the ab-equation interact unlike classical solitons. For some values
of a and b, we proved that our 2-peakon solutions are entangled and do not seem to separate and
smaller solitons can begin behind larger solitons, and yet, they collide. The main theorem of this
paper is stated as below.
Theorem 1.1. For all b ∈ R and a 6= 0, solutions to the Cauchy problem for the ab- family of
equations are not unique in Hs on circle when s < 3/2.
Our proof of nonuniqueness for the periodic case follows the same strategy as used in the real
line case [10]. The paper is organized as follows. In the next section, we study the relationship
between the system of ODEs with multipeakon solutions of the ab-family of equations on circle.
Later we will prove that the collision profile is indeed a single peakon solution and use this to
establish the nonuniqueness.
2. The ODE System
Lemma 2.1. [8] The periodic 2-peakon function
u(x, t) = p1(t) cosh([x− q1(t)]p − π) + p2(t) cosh([x − q2(t)]p − π), (4)
solves the ab-equation on circle if and only if the positions q1, q2 and the momenta p1, p2 satisfy
the 4× 4 system of ordinary differential equations:
q
′
1 = p
2
1[1 + (1− a) sinh2 π] + 2p1p2 coshπ cosh([q1 − q2]p − π) + p22[1 + (1− 3a) sinh2([q1 − q2]p − π)],
q
′
2 = p
2
2[1 + (1− a) sinh2 π] + 2p1p2 coshπ cosh([q2 − q1]p − π) + p21[1 + (1− 3a) sinh2([q2 − q1]p − π)],
p
′
1 = (2− b)p1p2 sinh([q1 − q2]p − π) · [p1 coshπ + p2 cosh([q1 − q2]p − π)],
p
′
2 = (2− b)p1p2 sinh([q2 − q1]p − π) · [p2 coshπ + p1 cosh([q2 − q1]p − π)],
(5)
where [.]p makes a quantity 2π periodic via [x]p = x− 2π⌊ x2pi ⌋.
The solution u is a 2π periodic function and for simplicity, we will restrict our attention to the
interval [0, 2π]. We define q(t) =˙ q2 − q1, h =˙ p2 − p1, w=˙p1 + p2 and z =˙ p1p2.
q′ = hw
[
(1− a) sinh2 π + (3a− 1) sinh2([q]p − π)
]
.,
h′ = (2 − b)wz sinh([q]p − π)
[
cosh(π) + cosh([q]p − π)
]
,
w′ = (2 − b)hz sinh([q]p − π)
[
cosh(π) − cosh([q]p − π)
]
,
z′ = −(2− b)hwz sinh([q]p − π) cosh([q]p − π),
q(0) = q2(0)− q1(0) = µ,
h(0) = p2(0)− p1(0) = h0,
w(0) = p1(0) + p2(0) = w0,
z(0) = p1(0)p2(0) = z0,
(6)
where µ, h0, w0, z0 are any real numbers. We will assume that, q1(0) = 0 and q2(0) = µ > 0, and
therefore, by continuity, q(t) ≥ 0 for some 0 ≤ t ≤ T c, where T c is the collision time. From the
system of equations (5), we have
q
′
= q
′
2 − q
′
1 = (p
2
2 − p21)
[
(1− a) sinh2 π + (3a− 1) sinh2([q]p − π)
]
. (7)
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Additionally, we define p(t) = p22(t)− p21(t). Now,
p
′
= 2p2p
′
2 − 2p1p
′
1 = 2(2− b)p1p2 sinh([q2 − q1]p − π)
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q2 − q1]p − π)
]
.
(8)
If a = 1/3, then
[
(1 − a) sinh2 π + (3a− 1) sinh2([q]p − π)
]
= 2/3 sinh2 π. We set q(0) = µ > 0
to be a small positive number. Else, we can always find a number c, 1 < c < 2 such that
0 < µ = µ(a) = [µ]p = π + sinh
−1
(
±
√
a(c+ sinh2 π)− 1
3a− 1
)
,
which implies
La(µ) =˙
[
(1− a) sinh2 π + (3a− 1) sinh2([µ]p − π)
]
= ca.
We note that as q tends to 0,
[
(1 − a) sinh2 π + (3a − 1) sinh2([q]p − π)
]
tends to 2a sinh2 π, and
therefore, the sign of this term remains constant. Also, La(µ) can never take the value 0 when
a 6= 0 on the domain µ ≥ 0.
Proposition 2.2. If a 6= 0, the initial value problem (6) has a unique smooth solution on some
positive time interval. Furthermore, the functions h(t) and w(t) and z(t) remain bounded for all
q(t) ≥ 0.
Proof. The right hand side of the system (6) is smooth in the arguments q, h, w, z and therefore,
by the ODE theorem, has a solution on some time interval [0, T ), T > 0. We define E(x) =
cosh([x]p − π) and E′(x) = sinh([x]p − π). We now derive the relations between h,w, z and q from
(6).
q′ = hw
[
(1− a) sinh2 π + (3a− 1)(E′(q))2],
h′ = (2− b)wzE′(q)[ cosh(π) + E(q)],
w′ = (2− b)hzE′(q)[ cosh(π)− E(q)],
z′ = −(2− b)hwzE(q)E′ (q).
(9)
We follow the same strategy as in the non-periodic case.
Expressing z interms of q: Beginning with z, from the equations (9) with z′ and q′ we find
z′
z
=
−(2− b)E(q)E′(q)q′[
(1 − a) sinh2 π + (3a− 1)(E′(q))2] .
Therefore, we have
d
dt
ln |z| = (2− b)
2(1− 3a)
d
dt
ln |(1− a) sinh2 π + (3a− 1)(E′(q))2|.
If z0 > 0, then by continuity, we can assume z > 0 for some time and |z| = z. Likewise, if z0 < 0,
we will assume |z| = −z. In either case, integrating from 0 to t yields,
ln
(
z(t)
z0
)
=
(2− b)
2(1− 3a) ln
(
(1 − a) sinh2 π + (3a− 1)(E′(q))2
(1 − a) sinh2 π + (3a− 1)(E′(µ))2
)
. (10)
We exponentiate and rearrange terms to find the expression z interms of q
z(t) = z0
(
(1 − a) sinh2 π + (3a− 1)(E′(q))2
(1 − a) sinh2 π + (3a− 1)(E′(µ))2
) (2−b)
2(1−3a)
. (11)
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From here we can conclude that z(t) remains bounded for all t ∈ [0, T c], since neither the numer-
ator nor the denominator take the value 0.
Expressing h interms of q: Now, we will use the above formula for z(t) to find h(t). We have
h′
q′
=
(2 − b)wzE′(q)[ cosh(π) + E(q)]
hw
[
(1− a) sinh2 π + (3a− 1)(E′(q))2] ,
or rearranging we find
hh′ = z · (2− b)E
′
(q)
[
cosh(π) + E(q)
]
q
′[
(1− a) sinh2 π + (3a− 1)(E′(q))2] .
We substitute the formula found for z in equation (11) to get
hh′ = z0
(
(1− a) sinh2 π + (3a− 1)(E′(q))2
(1− a) sinh2 π + (3a− 1)(E′(µ))2
) (2−b)
2(1−3a)
(2− b)E′(q)[ cosh(π) + E(q)]q′[
(1− a) sinh2 π + (3a− 1)(E′(q))2] .
We define
g(q) =˙z0
(
(1− a) sinh2 π + (3a− 1)(E′(q))2
(1− a) sinh2 π + (3a− 1)(E′(µ))2
) (2−b)
2(1−3a)
(2− b)E′(q)[
(1− a) sinh2 π + (3a− 1)(E′(q))2] , (12)
and then define
G1(q) =˙
∫ t
0
(cosh(π) + E(q))g(q)dq.
Since g(q) is smooth and bounded for all q ≥ 0 (since the denominator is singular only when a = 0),
G(q) remains smooth, bounded and differentiable for all 0 ≤ t ≤ T c. Therefore,
h2 = h20 + 2G1(q),
remains bounded for all 0 ≤ t ≤ T c.
Expressing w interms of q: Next we solve for w(t). We rearrange the equations for w′ and q′
to find
ww′ = z · (2− b)E
′
(q)
[
cosh(π)− E(q)]q′[
(1− a) sinh2 π + (3a− 1)(E′(q))2] = (cosh(π)− E(q))g(q)q′,
where we used the definition of g(q) found in equation (12) and the formula for z found in equation
(11). Define
G2(q) =˙
∫ t
0
(cosh(π)− E(q))g(q)dq,
we find
w2 = w20 + 2G2(q),
and similarly to h, w remains smooth and bounded for all 0 ≤ t ≤ T c. 
Since p1 =
1
2 (w − h) and p2 = 12 (h + w), the above proposition shows that as long as q ≥ 0,
p1, p2 < ∞. We will next choose the initial values for p1(0) and p2(0) to be consistent with the
above proposition and which will necessarily lead to a collision time T c < ∞. We will show that
T c exists and find an upper bound by showing q′(t) is bounded by a negative number so long as
q(t) remains non-negative. More precisely, we will prove the following Theorem.
Theorem 2.3. For all b ∈ R and a 6= 0, there exists an initial multipeakon profile on circle such
that for some ǫ > 0, dqdt < −ǫ < 0 for t ∈ [0, T c) (and hence T c < ∞) or there exists a time T p
such that at least one of p1(T
p) = 0 or p2(T
p) = 0.
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Proof. If min{T p, T c} = T p and T p <∞, we are done. Therefore, we will assume p1(t) and p2(t)
do not equal zero. By continuity, whatever the sign of their initial data is, we may assume the
solutions take as well. We will prove the theorem in four cases, based upon the values of a and b,
omitting the trivial case when b = 2. For each case, we will consider the function p(t) and q(t).
From (7) and (8),
q′(t) = p(t)
[
(1− a) sinh2 π + (3a− 1) sinh2([q]p − π)
]
, (13)
p′(t) = 2(b− 2)p1p2 sinh(π − [q]p)
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
]
. (14)
Case 1: a > 0, b > 2. We take the initial data
p1(0) = α+ δ, q1(0) = 0, p2(0) = −α, q2(0) = µ.
By the choice of our initial data:
p(0) = p22(0)− p21(0) = −(2αδ + δ2) < 0, and q(0) = q2(0)− q1(0) = µ > 0.
Since p2(0) = −α < 0 and p1(0) = α+ δ > 0, p1(0)p2(0) < 0 and by continuity p1(t)p2(t) < 0.
We will now show that for all 0 ≤ t ≤ T c,
dp
dt
= 2(b− 2)p1p2 sinh(π − [q]p)
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
]
< 0.
Indeed, the following calculation shows that
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
]
> 0. Use the
fact that coshπ > cosh([q]p − π) to compute[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
] ≥(p21 + p22) cosh([q]p − π) + 2p1p2 cosh([q]p − π)
= (p1 + p2)
2 cosh([q]p − π) ≥ 0.
(15)
We notice that for all 0 ≤ t ≤ T c either sinh(π − [q]p) ≥ 0 or sinh(π − [q]p) ≤ 0.
Remarks: We may assume the case with sinh(π − [q]p) ≥ 0. Otherwise we may need to choose
the different initial profile such that dpdt becomes negative by having p1p2 > 0. That means we need
to treat the case differently by having a initial profile (similar to the case 2 below).
p1(0) = α+ δ, q1(0) = 0, p2(0) = α, q2(0) = µ.
Either way, our method works and gives the same result.
For simplicity, we may assume sinh(π − [q]p) ≥ 0. Therefore, dpdt < 0. Now, we may use the fact
that p(t) < p(0) < 0. Substituting this into equation (13), we have
dq
dt
≤ p(0)[(1− a) sinh2 π + (3a− 1) sinh2([q]p − π)].
The right hand side is negative, since initially 0 < a ≤ La(µ) = ca ≤ 2a, and as q decreases,
ca ≤ [(1− a) sinh2 π + (3a− 1) sinh2([q]p − π)] ≤ 2a.
Therefore we compute ǫ:
dq
dt
≤ ap(0) = −a(2αδ + δ2) = −ǫ < 0
Hence, either p1(t) = 0, p2(t) = 0, or q(t) = 0 in finite time.
Note: We assume that sinh(π − [q]p) ≥ 0 for all our cases. We can proof the theorem similarly
with the case sinh(π − [q]p) ≤ 0 but only difference will be to choose different initial profile as
described above in the case 1. That means there exist an initial profile which guarantees the
statement of the theorem.
Case 2: a > 0, b < 2. For this case, we take the two peakon initial profile:
p1(0) = α+ δ, q1(0) = 0, p2(0) = α, q2(0) = µ.
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By the choice of our initial data
p(0) = p22(0)− p21(0) = −(2αδ + δ2) < 0, q(0) = q2(0)− q1(0) = µ > 0.
Since p1(0)p2(0) > 0, by continuity p1(t)p2(t) > 0 for t ∈ [0, T c). We have
dp
dt
= 2(b− 2)p1p2 sinh(π − [q]p)
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
]
< 0.
Thus, p(t) < p(0) < 0 ∀t ∈ [0, T c). Now from the equation (13),
dq(t)
dt
≤ p(0)[(1− a) sinh2 π + (3a− 1) sinh2([q]p − π)] for t ∈ [0, T c],
and, similarly to the first case
dq(t)
dt
≤ ap(0) = −a(2αδ + δ2) = −ǫ < 0.
Thus, we have shown that there exists an initial profile such that either p1(t) = 0, p2(t) = 0, or
q(t) = 0 in finite time.
Case 3: a < 0, b > 2. Similar to Case 2, we take the two peakon initial profile:
p1(0) = α, q1(0) = 0, p2(0) = α+ δ, q2(0) = µ.
By the choice of our initial data
p(0) = p22(0)− p21(0) = (2αδ + δ2) > 0, q(0) = q2(0)− q1(0) = µ > 0.
Also, by continuity p1(t)p2(t) > 0. We will assume this hold for t ∈ [0, T c), thus
dp
dt
= 2(b− 2)p1p2 sinh(π − [q]p)
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
]
> 0.
and therefore, p(t) > p(0) > 0.
Recalling the choice of µ, we have La(µ) = ca < 0 and limq→ 0 La(q) = 2a < 0. Hence,
2a < La(q(t)) < ca < 0, t ∈ [0, T c). (16)
Therefore, using equation (13) we have
dq(t)
dt
= p(t)La(q(t)) ≤ p(0) · ca = −ǫ < 0.
Again, this shows that there exists an initial profile such that p1(t) = 0, p2(t) = 0, or q(t) = 0 in
finite time.
Case 4: a < 0, b < 2. Similar to Case 1, we take a peakon-antipeakon initial profile:
p1(0) = −α, q1(0) = 0, p2(0) = α+ δ, q2(0) = µ,
and as before, we will assume T c ≤ T p. By the choice of our initial data
p(0) = p22(0)− p21(0) = (2αδ + δ2) > 0, and q(0) = q1(0)− q2(0) = µ > 0.
Since p1(0)p2(0) < 0, by continuity p1(t)p2(t) < 0, and therefore an argument similar to the
argument presented in Case 1 shows
dp
dt
= 2(b− 2)p1p2 sinh(π − [q]p)
[
(p21 + p
2
2) coshπ + 2p1p2 cosh([q]p − π)
]
> 0,
thus p(t) > p(0) > 0 ∀ t ∈ [0, T c). Therefore, using equation (13) and the estimate in inequality
(16) we have again
dq(t)
dt
= p(t)La(q(t)) ≤ ac · p(0) = −ǫ < 0.
This completes the fourth case, and we have shown that for every choice of a and b, there is an
initial profile which leads to min{T p, T c} <∞. 
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Remarks: We can actually estimate the time of collision T c by using above theorem (2.3) and
it is given by
T c ≤ µ
ǫ
.
2.1. Proof of Theorem 1.1. To complete the proof of Theorem 1.1, we will show that at time,
T = min{T c, T p}, the solution to the Cauchy problem of ab-family of equations (1)-(2) with the
initial profiles depending upon a and b, is either a single peakon or the zero solution. We define
the collision function:
C(x) = p∗ cosh([q∗]p − π), (17)
where if T = T c, q∗ = lim
t→ T−
q1(t) is the location of the collision and p
∗ = lim
t→ T−
(p1(t) + p2(t)) is
the magnitude of the collision. We define q∗ = lim
t→ T−
qj(t). If T = T
p, then lim
t→ T−
pi(t) = 0, and
lim
t→ T−
pj(t) 6= 0 for i, j ∈ {1, 2}. The choice in q∗ is irrelavent if both p1 and p2 converge to zero at
time T , since C(x) = 0. Now we will show that the solution converges to the collision function as
shown in the following lemma.
Lemma 2.4. The Hs limit of u, as t approaches T from below is C:
lim
t→ T−
||u(t)− C||Hs = 0.
Proof. We take the Fourier transform of u, and we have
û(ξ, t) = sinhπ
(
2p1e
−iξq1
1 + ξ2
+
2p2e
−iξq2
1 + ξ2
)
.
Similarly, we can find the Fourier transform of C as
Ĉ(ξ) = sinhπ
2p∗e−iξq
∗
1 + ξ2
.
Calculating the Hs norm of u(t)− C gives us
lim
t→ T−
||u(t)− C||2Hs = 4 sinh2 π lim
t→ T−
∑
n∈Z
(1 + ξ2)s−2
∣∣p1e−iξq1 + p2e−iξq2 − p∗e−iξq∗ ∣∣2.
We can bound the quantity inside the absolute value by (|p1| + |p2| + |p∗|) ≤ M < ∞. Let
v(ξ) = (1 + ξ2)s−2 ·M2 then v dominates our original summand and v is itself summable when
s < 3/2. Therefore, we may apply the Dominated Convergence Theorem and bring the limit inside
the summation.
lim
t→ T−
||u(t)− C||2Hs = 4
∑
n∈Z
(1 + ξ2)s−2|p1(T )e−iξq1(T ) + p2(T )e−iξq2(T ) − p∗e−iξq
∗ |2. (18)
By definition of p∗ and q∗, the term inside the integral is zero. 
Acknowledgement
The author like to express his sincere appreciation to John Holmes for his valuable comments
8 RAJAN PURI
References
[1] A.S. Fokas. On a class of physically important integrable equations. Physica D: Nonlinear Phenomena, 87(1-
4):145–150, 1995.
[2] Bengt Fornberg and Gerald Beresford Whitham. A numerical and theoretical study of certain nonlinear wave
phenomena. Philosophical Transactions of the Royal Society of London. Series A, Mathematical and Physical
Sciences, 289(1361):373–404, 1978.
[3] Benno Fuchssteiner. Some tricks from the symmetry-toolbox for nonlinear equations: generalizations of the
Camassa-Holm equation. Physica D: Nonlinear Phenomena, 95(3-4):229–243, 1996.
[4] A. Alexandrou Himonas and Curtis Holliman. The Cauchy problem for the Novikov equation. Nonlinearity,
25(2):449, 2012.
[5] A. Alexandrou Himonas and Curtis Holliman. Non-uniqueness for the Fokas-Olver-Rosenau-Qiao equation.
Journal of Mathematical Analysis and Applications, 470(1):647–658, 2019.
[6] A. Alexandrou Himonas, Curtis Holliman, and Carlos Kenig. Construction of 2-peakon solutions and ill-
posedness for the Novikov equation. SIAM Journal on Mathematical Analysis, 50(3):2968–3006, 2018.
[7] A. Alexandrou Himonas and Dionyssios Mantzavinos. The Cauchy problem for the Fokas-Olver-Rosenau-Qiao
equation. Nonlinear Analysis: Theory, Methods & Applications, 95:499–529, 2014.
[8] A. Alexandrou Himonas and Dionyssios Mantzavinos. An ab-family of equations with peakon traveling waves.
Proceedings of the American Mathematical Society, 144(9):3797–3811, 2016.
[9] A. Alexandrou Himonas and Dionyssios Mantzavinos. The Cauchy problem for a 4-parameter family of equations
with peakon traveling waves. Nonlinear Analysis, 133:161–199, 2016.
[10] John Holmes and Rajan Puri. Non-uniqueness for the ab-family of equations. arXiv preprint arXiv:2002.00399,
2020.
[11] Vladimir Novikov. Generalizations of the Camassa-Holm equation. Journal of Physics A: Mathematical and
Theoretical, 42(34):342002, 2009.
[12] Peter J. Olver and Philip Rosenau. Tri-hamiltonian duality between solitons and solitary-wave solutions having
compact support. Physical Review E, 53(2):1900, 1996.
[13] Zhijun Qiao. A new integrable equation with cuspons and w/m-shape-peak solitons. Journal of mathematical
physics, 47(11):112701, 2006.
