For a ðd; f Þ-regular planar graph, which is an infinite planar graph embedded in the plane such that the degree of each vertex is d and the degree of each face is f , we determine two kinds of isoperimetric constants in concrete form.
Introduction
Let G ¼ ðVðGÞ; EðGÞÞ be a connected undirected graph without loops and multiple edges, where VðGÞ is the set of vertices and EðGÞ is the set of edges. For x 2 VðGÞ, the degree of x in G, denoted by deg G ðxÞ, implies the number of edges incident with x, and the neighbourhood of x in G, denoted by N G ðxÞ, implies the set of vertices adjacent to x in G; thus deg G ðxÞ ¼ jN G ðxÞj. Definitions and notation on graphs which are not given in this note can be found in [1, 2] .
A graph G is said to be a ðd; f Þ-regular planar graph if it satisfies the following:
(1) G is planar and already embedded in the plane; (2) G is regular in the ordinary sense, that is, deg G ðxÞ ¼ d for every vertex x 2 VðGÞ and d ! 3; (3) Every face R is an f -gon, that is, dðRÞ ¼ f for every face R 2 FðGÞ, where FðGÞ is the set of faces of G, dðRÞ is the number of edges of the boundary of R and f ! 3. Set Hðd; f Þ ¼ 4 À ðd À 2Þð f À 2Þ. It is well known that, if Hðd; f Þ > 0, G is one of the platonic graphs, which are finite regular polyhedra. If Hðd; f Þ 0, G is an infinite graph. In this note, we deal with only infinite ðd; f Þ-regular planar graphs satisfying the following conditions: Assumption 1.1. (A1) If Hðd; f Þ ¼ 0, then G is isomorphic to the graph which is obtained as a tessellation of the two-dimensional Euclidean space R 2 consisting of regular f -gons. In other words, if ðd; f Þ ¼ ð3; 6Þ; ð4; 4Þ or ð6; 3Þ, then G is socalled the hexagonal lattice, the square one or the triangular one, respectively; (A2) If Hðd; f Þ < 0, then G is isomorphic to the graph which is obtained as a tessellation of the Poincaré disc H 2 consisting of regular f -gons with angle 2=d. [We can derive such a tessellation by considering the canonical tessellation under a triangle group Gð2; f ; dÞ, which is a Fuchsian group (cf. [13] ).]
One of the main topics in spectral analysis of a discrete Laplacian is to give some information on its spectrum for a given graph; for example, a set of spectrum, a lower or upper bound of this set, and so on. Here, a discrete Laplacian is a bounded linear operator Á G : ' 2 ðVðGÞÞ ! ' 2 ðVðGÞÞ defined by
for a given general graph G, where ' 2 ðVðGÞÞ ¼ f' : VðGÞ ! R j k'k V < 1g with the inner product h' 1 ; ' 2 i V ¼ P x2VðGÞ ' 1 ðxÞ' 2 ðxÞ deg G ðxÞ. Let SpecðÀÁ G Þ be the spectrum of ÀÁ G and 0 ðGÞ ¼ inf SpecðÀÁ G Þ. For some kinds of graphs, the spectra are determined exactly (for instance, [15, 16] ).
Our final aim for a ðd; f Þ-regular planar graph G is to determine the spectrum of Á G concretely when Hðd; f Þ < 0, but we do not succeed at this moment. In this note, we instead determine two kinds of isoperimetric constants of G, which relate closely to a lower bound of SpecðÀÁ G Þ. One, denoted by ðÁÞ, is an analogue of Cheeger's constant, which can be defined for general graphs (cf. [4-6, 10, 11] ); the other, denoted by Ã ðÁÞ, is essentially the same as the one found in combinatorial group theory, which is defined only for planar graphs and gives a ''hyperbolicity criterion for an infinite where Eð@ f KÞ ¼ fxy 2 EðKÞ \ EðF 0 Þ j F 0 2 FðGÞnFðKÞg. Both of them are equal to 0 when G is finite. Either of them is a discrete analogue of the isoperimetric constant of a manifold: each denominator corresponds to the ''area'' of K, and each numerator to the ''length'' of the boundary of K.
It is known that ðGÞ is positive if and only if 0 ðGÞ is positive [3] [4] [5] ; moreover, Fujiwara [5] gives the following estimate:
On the other hand, the following fact which is represented in terms of graph theory is well known as small cancellation theory in combinatorial group theory [7, 8, 10] : Theorem 1.3. Let G be an infinite planar graph such that 3 m 0 deg G ðxÞ < 1 for every x 2 VðGÞ and 3 l 0 dðRÞ < 1 for every R 2 FðGÞ. Then,
In addition, the following relationship between ðÁÞ and Ã ðÁÞ is known. If ðGÞ > 0, then 0 ðGÞ > 0, which implies the simple random walk on G is strongly transient. In combinatorial group theory, the group À is said to be hyperbolic if Ã ðGÞ > 0, where G is the graph associated with À [7, 8] . Thus we may say an infinite planar graph G is ''hyperbolic'' if ðGÞ > 0 or Ã ðGÞ > 0, since G which is embedded into the plane can be considered as the discrete version of a noncompact 2-dimensional surface. In this sense, ''1=m 0 þ 1=l 0 À 1=2'' in Theorem 1.3 or Hðd; f Þ may be considered as a kind of ''curvature'' for planar graphs. More general curvature for planar graphs is discussed in [10] .
By Theorems 1.3 and 1.4, it is easy to see that, for a ðd; f Þ-regular planar graph such that Hðd; f Þ < 0, ðGÞ, Ã ðGÞ, ðG Ã Þ and Ã ðG Ã Þ are all positive. Remark G Ã corresponds to an ð f ; dÞ-regular planar graph. Our purpose is to give the following expressions of ðGÞ and Ã ðGÞ for a ðd; f Þ-regular planar graph by purely combinatorial methods:
Main Theorem. For a ðd; f Þ-regular planar graph G satisfying Hðd; f Þ ¼ 4 À ðd À 2Þð f À 2Þ 0 and Assumption 1.1, we have
ð1:5Þ
Our strategy to show the above is as follows. In Sect. 2, we introduce notation and terminology used in our proof and give some lemmas including upper estimates of ðGÞ and Ã ðGÞ (Lemma 2.2 and Lemma 2.3). In Sect. 3, we manage to show a lower estimate of Ã ðGÞ, which is the main part of this proof (Proposition 3.1).
Remark. Another proof of Main Theorem is independently obtained by Häggström, Jonasson and Lyons [9] . They use a kind of duality relation between some isoperimetric constants, while we construct a sequence of ''balls'' and directly show that this sequence is optimal for the isoperimetric constant.
Lemmas
If Hðd; f Þ ¼ 4 À ðd À 2Þð f À 2Þ ¼ 0, then G is the hexagonal, the square, or the triangular lattice. In this case it is obvious the equalities in (1:4) and (1:5) hold since it is well-known 0 ðGÞ ¼ ðGÞ ¼ Ã ðGÞ ¼ 0; in order to shed light on the difference between the Euclidean and hyperbolic cases, we give some observation for this case in Remark 2.6. Therefore we may assume Hðd; f Þ < 0 and Assumption 1.1 here and hereafter. In addition, we write for simplicity D and F for d À 2 and f À 2, respectively.
Let us first introduce a concept of an n-ball used in our discussion:
Definition 2.1. For a ðd; f Þ-regular planar graph G, we pick and fix a face R 0 2 FðGÞ and define the n-ball B
. . ., where G½A is the subgraph of G induced by a set A and VðRÞ is a set of vertices of a face R.
We set some abbreviations for facilitating our exposition:
. . ., and u Ã 0 ¼ 0. Remark 2.2. We notice the following:
(
These are the consequences derived directly from Definition 2.1 and Assumption 1.1.
It is easy to see that
ð2:3Þ
Here, setting
we find 1 and 2 are eigenvalues of the matrix in (2:3); it is obvious that 1 > 1 > 2 > 0,
By straightforward computation, we get
for every non-negative integer n. Hence we have
which decreases monotonously as n increases. Consequently, we obtain
ð2:9Þ
This implies the following: Lemma 2.3. For a ðd; f Þ-regular planar graph G satisfying Hðd; f Þ < 0 and Assumption 1.1, we have
ð2:10Þ
Let us secondly introduce another n-ball for simplifying our discussion.
Definition 1; 2; . . ..
For this n-ball B n , we also set It follows from (2:8) that, for n ! 1, In the rest of this section, let us observe that Proposition 2.7 brings the rest part of Main Theorem to us:
Lemma 2.8. For a ðd; f Þ-regular planar graph G satisfying Hðd; f Þ < 0 and Assumption 1.1, it holds that
ð2:17Þ
Therefore we find the equality holds in (2:17) by Lemma 2.3.
Proof of Lemma 2.8 from Proposition 2.7. For any finite subgraph K in a ðd; f Þ-regular planar graph G, let K Ã be a subgraph, in the dual G Ã of G, induced by a subset ÃðVðKÞÞ of FðG Ã Þ. By the correspondence
we have
Since G Ã is an ð f ; dÞ-regular planar graph with Hð f ; dÞ ¼ Hðd; f Þ < 0 and the inequality (2:16) holds, we get the inequality (2:17) . Ã
Main Proof
Our aim in this section is to give the proof of Proposition 2.7 in the previous section, which is equivalent to the following: where
In order to show this, we may assume any finite subgraph K of G satisfies that (a) for every e 2 EðKÞ, there exists a face R 2 FðKÞ such that e 2 EðRÞ; (b) K is connected and has no cut-vertex. For (a), if there exists an edge e which belongs to EðKÞ and does not lie on any face R 2 FðKÞ, then it is sufficient to show the inequality (3:1) for K À feg. For (b), if K is disconnected, then it is sufficient to show the inequality (3:1) for each component of K. Moreover, if K has a cut-vertex x, K À fxg consists of some components K 1 ; K 2 ; . . . ; K l . Then it is sufficient to show (3:1) for each finite subgraph of G induced by VðK i Þ [ fxg for i ¼ 1; 2; . . . ; l.
Let us recall G satisfies Assumption 1.1. Namely, G can be realized as the canonical tessellation of the Poincaré disc H 2 by the triangle group Gð2; f ; dÞ (cf. [13] ). Thus, no accumulation point is on H 2 n@H 2 by discreteness of this group. Then, we may assume also (c) @ f K, the subgraph of K induced by Eð@ f KÞ, is connected and a cycle. If @ f K is not, we can choose a finite graph K 0 such that @ f K ( @ f K 0 and K is a subgraph of K 0 ; jFðK 0 Þj > jFðKÞj and jEð@ f K 0 Þj < jEð@ f KÞj. Then it is sufficient to show the inequality (3:1) for such K 0 . For any finite subgraph K of G, we pick and fix a vertex x 0 2 VðKÞ; we set B n ¼ B n ðG; x 0 Þ in G, which is defined in Definition 2.4. We use some notation around Definition 2.4 and set
ð3:3Þ
In the case where N ! 2, we denote by W n the subgraph of K induced by FðKÞ \ FðB n Þ for n ¼ 1; 2; . . . ; N.
Lemma 3.2. For every n (n ¼ 2; 3; . . . ; N) such that W n 6 ¼ B n , we have
Proof. Take such n that 2 n N and W n 6 ¼ B n . We denote VðW n Þ \ V n by A n and set a n ¼ jA n j. Then K½A n , which is a subgraph of K induced by A n , consists of some disjoint paths P 1 ; P 2 ; . . . ; P l in general. Let us first assume l ¼ 1, that is, K½A n is a path. At the end of this proof, we observe that it is essential to give a proof when l ¼ 1. Let F n ¼ FðW n ÞnFðW nÀ1 Þ and f n ¼ jF n j: ð3:5Þ
In addition, we set
ð3:6Þ where Z n is the set of edges xy satisfying there exist two faces R 1 ; R 2 2 F n such that xy 2 EðR 1 Þ \ EðR 2 Þ. It is easy to see the following:
ð3:7Þ and jFðW n Þj À jFðW nÀ1 Þj ¼ f n a n þ a nÀ1 F : ð3:8Þ
If a nÀ1 ¼ 0, then f n a n =F and jEð@ f W n Þj À jEð@ f W nÀ1 Þj ! a n . Thus it holds that
If a nÀ1 6 ¼ 0, then we define an auxiliary sequence fa k g nÀ2 k¼0 by the following procedure. Let us set F nÀ1 ¼ fR 2 FðB nÀ1 Þ j VðRÞ \ A nÀ1 ¼ VðRÞ \ V nÀ1 g and f nÀ1 ¼ jF nÀ1 j:
ð3:9Þ
For G½F nÀ1 , we set also
ð3:10Þ
where Z nÀ1 is the set of edges xy satisfying there exist two faces R 1 ; R 2 2 F nÀ1 such that xy 2 EðR 1 Þ \ EðR 2 Þ. We inductively define
and a kÀ1 for 1 k n À 2. We remark a 0 ¼ 0. Otherwise, namely if a 0 ¼ 1, W n must coincide with B n ; this contradicts the assumption W n 6 ¼ B n .
We now set
Let us see the following claim:
for m þ 2 k n. In particular, a mþ2 ! ðDF À 2Þa mþ1 . Furthermore, we have a n a nÀ1 > 1 ; ð3:13Þ where 1 is the same as in (2:4).
Proof of Claim 3.3. By the definition of fa k g, we have
ð3:15Þ
for m þ 1 k n. Combining (3:14) and (3:15), we have
for m þ 2 k n; thus we obtain the inequalities (3:12). Now let us consider a sequence fb k g as follows: b mþ2 ¼ DF À 2 and
ð3:17Þ
for k ! m þ 3. Since b k ! DF À 3 > 1 for every k and fb k g is strictly decreasing, it converges to 1 . Comparing (3:12) with (3:17), we obtain a n =a nÀ1 ! b n > 1 : Ã
We note that, if x > 1 ,
It follows from (3:12), (3:13) and (3:18) that a n a nÀ1
ð3:19Þ
Thus it holds that a n À a nÀ1 > ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi F ðDF À 4Þ D r a n þ a nÀ1 F ; ð3:20Þ which implies the inequality (3:4) by (3:7) and (3:8) .
At the beginning of this proof, we assume K½A n is a path. In general, K½A n consists of some disjoint paths P 1 ; P 2 ; . . . ; P l as stated before. Let Let us next assume that there exists n such that 1 n N and W n ¼ B n ; we set n 0 ¼ maxfn j W n ¼ B n g: ð3:24Þ
We remark that W n ¼ B n for every n n 0 . If n 0 ¼ N, then it follows from (2:14) that 
