The goal of this paper is to analyze the impacts of the level of decentralization in energy investment decisions on the technical, economic, and environmental performance. The analysis is important because of the increasing popularity of decentralized renewable energy technologies such as solar cells, fuel cells, wind power, etc. In this paper, we show that depending on the level of decentralization at which the decisions are made, the overall system performance is different. We consider an investment decision that can be made at varying levels of decentralization. The HOMER software is used for analyzing scenarios at different levels. The goal of this paper is not to present a new approach for design but to illustrate the problem itself. Using this problem, we highlight the need to establish new methodologies and tools to make such decisions related to the energy infrastructure.
INTRODUCTION

Systems Emerging from the Decentralized Decisions of Independent Stakeholders
There is a growing class of systems that emerge based on the independent decisions of stakeholders as opposed to being hierarchically designed by designers. An example of such a system is the Internet which is not designed by a single designer or a group of designers but has emerged from independent decisions of multiple decision makers. Another example is the growing decentralized energy infrastructure which is emerging from the independent decisions of individuals and organizations to invest in different renewable energy technologies.
Although common in other domains such as social science and economics, such decentralized systems have not been explicitly studied by the engineering design community. This is because the focus of the engineering design community has been on hierarchical design where system requirements are decomposed in a top-down manner and corresponding concepts for subsystems are hierarchically developed. This is apparent from the traditional systems engineering models such as the Vee model [1] and design methods such as the one by Pahl and Beitz [2] . The problems where the design of systems emerges from independent decisions are fundamentally different because they require the analysis of the interdependent nature of decentralized decisions and the associated dynamics. Furthermore, the design of such a system can be influenced only by modifying individual decisions, which can be achieved by providing incentives or enforcing penalties to individual decision makers. Such problems require theories and methodologies that are commonly used in social and economic sciences, such as game theory [3] .
As the focus of engineering design research expands from merely satisfying technical objectives to accounting for social, economic, and environmental considerations, the importance of analyzing the effect of decentralized decisions on the system design and performance becomes increasingly important. The goal of this paper is to present one motivating example to illustrate the effect of decentralization in investment decisions on the technical, economic, and environmental performance in decentralized energy infrastructure. The goal of this paper is not to present a new approach for design but to illustrate the problem itself. Our motivation behind this paper is our strong belief that understanding the problem is the first step to solving it.
The specific problem discussed in this paper involves comparing different levels of decentralization in energy investment decisions. Both centralization and decentralization have their advantages. Centralization involves collecting information from all sources and support efficient decision making (e.g., Pareto optimal) for all stakeholders. On the other hand decentralization allows stakeholders to retain their autonomy. If a system is fully decentralized the individual entities make decisions entirely based on their own utility which is typically not the best decision for the entire system. In many cases when system are evaluated based on multiple conflicting objectives, both complete centralization and complete decentralization result in inferior performance. In such cases, a blend of centralization and decentralization may result in the best performance. An example is open-source communities. Open source communities exist, for the most part decentralized, however, there is still some level of centralization in order for these communities to be successful. For example, decisions need to be made as to when to release new versions of software, update community mediums, and the control of member interactions (chats, blogs, comments, etc).
Upper-level decision-makers can provide incentives and other motivating factors to control how these communities are formed to optimize outcomes. Another example, which will be used throughout this paper, is the concept of decentralized energy. This example is discussed next.
Decentralized Energy Infrastructure
The nation currently relies on a centralized energy model. Large power plants exist with central authorities making decisions related to power production and distribution. However, centralized energy is not always the most efficient system structure and comes with limitations such as: a) transmission loss over great distances, b) vulnerability to failure, c) low control over demand, and d) detrimental impacts on the environment.
With the increase of small-scale energy generation such as solar-cells and wind turbines, decentralized energy is emerging with the users acting as producers. Such a decentralized energy paradigm addresses some of the limitations of the centralized energy paradigm. In the decentralized energy paradigm, users participate in making decisions such as a) how much energy to produce, and b) how much energy to purchase from the electricity grid or sell back to the electricity company, c) which energy technologies to invest in, etc.
While the decentralized energy paradigm has some advantages, it is also associated with some disadvantages. Examples include the intermittent nature of renewable energy sources resulting in a potential lack of system-level availability of power or the stability problem due to the high penetration of renewable energy. In addition, it is well known that the overall systemlevel performance of decentralized systems may be inferior to the system-level Pareto optimal solutions that can be achieved using global knowledge about the system. Hence, there are potential benefits in appropriately combining centralized and decentralized energy paradigm.
Consider an example of decision-making associated with energy investment decisions. 
APPROACH AND METHODOLOGY
To determine the level at which decisions should be made within this global system, we compare system performances (technical, economic, and environmental) from centralized to decentralized generation systems. According to Pepermans [5] , the definition of decentralized generation relies on the capacity of a generator, the voltage level, or the use of renewable sources. In addition, GIGRE indicates that decentralized generation can be specified by the types of prime movers such as wind turbine or other renewable generators with maximum capacity of 50 MW to 100 MW [6] . We will use these definitions throughout this paper to show the system performance for different levels of decentralization which would help in determining an optimal level for policy decisions.
In a decentralized infrastructure, stakeholders make their own decisions such as the type of technologies used, the maximum capacity and the electrical production. The overall system-level performance is dependent on these individual decisions. However, within a centralized energy paradigm, the fundamental difference is that all of these decisions are made by central authorities who are in-charge of the infrastructure. Therefore, by analyzing system performances, we can determine the influence of decision makers or stakeholders in centralized and decentralized generation systems.
In this example, we assume that there are six levels of decision makers. These levels at which these decisions are made include the state level, county level, city level, community level, company level and home level (individual level). From the state level (higher level) to the home level (lower level), the system becomes increasingly decentralized. The level at which decisions are made affects the technical, economic and environmental performance of the energy infrastructure. Specifically, at the state level, the electrical consumption is satisfied by one centralized system in a national plan. This system configuration is decided by a state authority in order to support residential electrical energy consumption (note that the focus in this paper is on residential consumption only). The overall energy consumption at this level is assumed to be about 464.9 trillion Btu per year (see Section 3 for details on how this was determined) [7] .
At the county level, we assume that there are ten stakeholders who have their own decisions about how to decide or organize their systems. In order to compare this system with one at the state level, the total consumption in the county level is the same as that at the state level, around 464.9 trillion Btu per year. In this paper, we first assume that at each level, the decision makers are homogeneous and their decisions are similar. Moreover, at the city level, we assume that there are 100 decision makers. This is compared to the assumption that, there are around 100000 decision makers at the home level (see Figure 1 ). The following section indicates additional assumptions and details for each level. Note that Level 1 (referred to as the state level) is the most centralized system whereas Level 6 (referred to as the home level) is the most decentralized system.
Figure 1 -The six levels used in this paper
ASSUMPTIONS AND TECHNICAL PARAMETERS
Consumption-Related Assumptions
After defining these six levels, we determine system boundaries and assumptions which dictate the optimal models for each level. We determine these optimal models by using the features of the HOMER software [8] . HOMER is a micro-power optimization model, which is used to determine the best combinations of energy technologies to satisfy given energy needs at lowest cost possible. By using HOMER, we can determine the best decisions about a) which technologies to invest in, b) how much energy to generate, c) what is the capital investment d) how to control the environmental influences [9] . In this paper, the goal is to optimize the total net-present-cost (NPC) of the entire system at each of the six levels. Therefore, HOMER provides the combinations of low-cost systems at each level.
Using the technical assumptions and parameters at each level, HOMER also provides the technical, economic and environmental performances of each system. In this paper, we present the potential outcomes in terms of total cost, CO 2 emission, operation cost, electricity price, total energy produced, energy consumption, capital investment and fuel cost. We discuss the results in Section 5.
According to the U.S. Energy Information Administration (EIA), the residential energy consumption of Washington State in 2005 is estimated to be 464.9 trillion Btu/year [7] . This is close to around 1.38x10 11 KWh/year. We use this as a baseline residential electrical consumption for Level 1. We divide this consumption into equal amounts for levels 2 through 5. Once this energy consumption is satisfied, economic, environmental, and technical outcomes are evaluated at the state level. In lower decision levels, we assume that different decision makers design the systems but the total consumption is limited to the same amount. All decision makers at each level have the same strategy of designing their system and there are no interactions among the decision makers. Therefore, the electrical demand is divided equally among each authority at the six levels. For example, there are ten independent authorities at the county level with similar decision models. It is also assumed that each authority shares the consumption equally which means that each authority provides 1/10 of the residential consumption, which is around 1.38x10 10 KWh/year. The electricity production from these ten systems can then satisfy the total consumption. The demand at other levels is similarly deduced.
The thermal load has two components: space conditioning and water heating. According to the EIA, the space conditioning and water heating are 16% and 8% of residential electricity of each household in 2001, respectively [10] . We assume that the overall thermal load is 25% of residential usage, which means that around 25% of residential energy consumption is for heating or other thermal usage. Table 1 shows the electrical and thermal consumption associated with each decision-making authority for the six levels. In the table, it is shown that the energy consumption associated with decision makers in consecutive levels is different by a factor of 10. Electrical and thermal consumptions are significant in this paper. As mentioned, the residential electrical consumption is 1.38x10 11 KWh/year. The thermal consumption is assumed to be 25% of the residential electrical consumption, which is around 34000x10 6 KWh/year. On the other hand, the electrical consumption is 75% of residential electrical consumption, which is 104000x10 6 KWh/year. This data is listed in the first column of Table 1 . At level 2 (county level), there are ten decision makers or authorities to share the total residential consumption at level 1 (state level). Therefore, for each decision maker, the electrical and thermal consumptions are 10400x10 6 and 3400x10 6 KWh/year, respectively.
Technical Parameters
The technologies considered for all levels are wind power, solar energy and electrical generator with natural gas. We first determine the cost, efficiency, and other technical parameters of each technology. According to Borberly et al. [11] , common wind turbines in the United States have power output ranging from 25 to 150KW. We choose AOC 15/50 wind turbines to produce electricity in this system, because this type of wind power has a high rated power of 65 KW AC. This power output can be efficiently used in systems with large electrical consumption. Economic parameters for each technology include purchase price, replacing fee and operating and maintenance costs (O&M). The average O&M cost is estimated to be $40/KW for wind turbines with capacity under 500KW [12] . For one wind turbine, the O&M cost per year is assumed around $3000 for a 65KW wind turbine within 15 years, which is assumed to be the life of a single wind turbine. From HOMER, the price of a wind turbine is estimated at $110000 and the replacement cost is estimated at $90000 after 15 years [13] . We define the O&M cost and initial price as the economic performance at each level. Furthermore, 4KW solar cells cost around $3,600 and the O&M fee is around $500/year [13] . The replacement cost is incurred every 20 years, since that is the life expectancy of a 4KW solar cell. The price of a gas fired generator is usually between $350-$430/KW [14] . Therefore, we assume that a 75KW generator costs $30,000 and $20,000 to replace, which translates to a generator cost of $400/KW. The replacement fee is assumed as two thirds of the original purchase price.
Moreover, the system needs a converter to convert electricity from DC to AC for primary AC loads, and needs to transfer AC to DC for battery storage. A battery is used to store the excess electricity to be used during peak demand. Battery and converter are optional components in these systems. So, we consider using the existing parameters in the HOMER samples. The type of the battery is the Surrette 6CS25P which costs $1100 to buy and $1000 to replace in wind-diesel system and the O&M cost is also assumed to be $10/yr in the paper. The converter with 20 kW capacity costs $15000 and $15000 to replace with no maintenance fee.
Furthermore, we have other technical parameters such as efficiency. The efficiency of wind power is related to wind speed. Figure 2 , adapted from [15] The efficiency of the generator is 0.21 m 3 /hour/KW [13] , which means that the generator needs 0.21 m 3 of natural gas to produce 1 KWh power. This information is used to calculate the fuel costs in HOMER. Finally, we assume the wind speed and the price of natural gas used to calculate the wind power outputs and fuel costs at each level. According to the wind power maps [16] , the wind speed is categorized into 7 classes. Class 6 represents the wind speed near the mountain area where wind turbines are usually located. The wind speed in class 6 is around 17.9 mph at 50 meters [16] . Due to the location, we assume that the wind speed is around 8 m/s (=17.9 mph). Additionally, we assume that the natural gas price is $0.43/m 3 [17] .
With the primary loads, the electricity production is determined which limits the power output for each facility. In order to satisfy the electricity demand, HOMER calculates the overall performances (cost, CO 2 emissions, and energy generated) of different combinations of technologies at each level and determines the configuration with the lowest net-present-cost.
Constraints in the systems
Various constraints are imposed on the overall system. Among the total energy outputs, the solar power output can be up to 25% and the wind power output can be up to 50%. Besides that, the emission factors of natural gas are used to calculate the environmental performance of the systems. When the generator burns 1 m 3 of natural gas, 6.5 g carbon monoxide and 58 nitrogen oxides are released into the air [13] .
SOFTWARE USED
After collecting the data for setting up the decisions as optimization problems at each level, we use HOMER to calculate the system performance at each level. When designing a system, HOMER determines the best combinations of technologies to use, the sizes of different components, the system's net-present-cost, and the environmental impact of the system [9] . The optimization problem has a single objectiveto minimize the net-present cost. The environmental impacts are simply presented as outputs, and the energy demand is modeled as a constraint.
Figure 3 -The user interface of HOMER software
There are three reasons for choosing this software application. First, HOMER has a simple and clear interface, as shown in Figure 3 . There are four important sections in HOMER: the equipment to consider, the resources and the constraints, the calculation section and results section. Second, HOMER has a significant amount of real data and parameters which can be easily used for this system model. Third, the outputs of HOMER are helpful to conduct sensitivity analysis. The details of using HOMER are not included in this paper.
RESULTS AND DISCUSSION
The outputs from HOMER are in terms of total NPC, CO 2 emission, operation cost, electricity price, capital investment and fuel cost. The outputs for each level are listed in Table 3 . The energy consumption is almost the same at all 6 levels because energy consumption is used as a constraint and the minimum cost designs are the ones that lie on this constraint boundary. Hence, the nominal values for energy consumption and production are not shown in Table 3 . The total NPC is the sum of capital investment, replacement cost, O&M cost, fuel cost and salvage savings with discount.
5.1.
Calculation of NPC NPC is the net present cost or life cycle cost of all the distributed generation or centralized generation components in the system. NPC represents the present value of all the costs of installing and operating minus all the salvages or revenues over the project lifetime which is assumed to be 25 years. HOMER calculates NPC using the following equation: (1) where is the initial investment at the beginning of the project and it is the cost to purchase the facilities; is the replacement cost when the facilities need to be replaced at their recycling period; only occurs when there is a generator in the system which uses fuel as the energy source;
is the operating and maintenance cost. There are two kinds of in HOMER to calculate the operating and maintenance cost. One is defined in dollars per operating hour and the one is described as dollars per year; is the salvage value as revenue which results at the end of the project lifetime, when the component still has some remaining lifetime. For example, the lifetime of one wind turbine is eight years, so the second wind turbine still has six years remaining lifetime at the end of the ten-year project lifetime.
is the discount factor to calculate the present value of cash flow considering the inflation and other economy conditions. The discount factor is calculated as follows: (2) where is the interest rate as a parameter in HOMER and N is the number of years.
First, the capital investment is determined by the technologies used at each level (see Table 4 ). It is shown in the table that levels 1 and 2 use the same technology to satisfy the consumption. However, the capital investment at level 1 is lower than that at level 2. This is because HOMER considers the discount in centralized energy system. Therefore, the capital investments of level 1 and 2 are slightly different. Besides that, from the state level (higher) to the home level (lower), more wind power is considered and more storage (e.g., battery banks) is used resulting in a greater investment in order to achieve a stable distributed generation system.
In addition, the replacement cost depends on the number of components at each level. The fuel cost depends on the number of generators. From the table of technologies (Table 4) , we realize that Levels 1-3 use more generators than Levels 4-6, and that is why Levels 1-3 have a higher fuel cost than Levels 4-6. As stated earlier, these decisions are based on the minimization of net-present-costs only. In the following section, we evaluate the environmental impacts of the technologies selected at each level. The environmental impact is quantified by the CO 2 emission only.
CO 2 Emission
Carbon dioxide (CO 2 ), carbon monoxide (CO), unburned hydrocarbons (UNC), particulate matter (PM), sulfur dioxide (SO 2 ) and nitrogen oxides (NO x ) are the six main pollutions considered in HOMER. CO 2 emissions result from the electricity production of the generators, the thermal energy production and the consumption of grid electricity. The calculation of CO 2 emission is related to the emissions factor which is the ratio of the pollutant emission and the fuel consumption. In HOMER, there are different values of emissions factors for each pollutant. For example, the CO 2 emission factor depends on the fuel quality, engine type and operating condition. However, HOMER simplifies the factor and uses a constant number -the fuel carbon content.
Furthermore, the CO 2 emissions are related to fuel usage and renewable outputs. According to the table of technologies (Table 4) , the lower levels such as levels 4, 5 and 6 use more wind turbines instead of electricity generators by burning fuel. That is the reason why CO 2 emissions, shown in Table 3 , are monotonically decreasing from level 1 to level 6. In order to show the changes in performances, the cost and CO 2 emissions are normalized as discussed in the following section.
Normalized Values
To highlight the differences between the outputs at the six levels, we also present normalized values of the outputs in Table 5 . First, we find the maximum and minimum total costs among 6 levels. Then we use the following equation to calculate each nominal value:
where X is each outcome at each level. In this equation, the minimum and maximum are selected among 6 levels. For example, in terms of the total cost, the minimum total cost is $1.5438 x 10 11 at home level and the maximum total cost is $1.6757 x 10 11 at county level. So the normalized value at home level is calculated to be zero, because the value of X is the minimum. The normalized value at the county level is equal to be one, because the value of X is the maximum. Other levels vary between 0 and 1, which quantify the extent to which they are cheaper or more expensive compared to each other. We have calculated all the normalized values of the outputs for total NPC, CO 2 emission, operation cost, electricity price, capital investment and fuel cost.
Discussion of Results for Total NPC and CO 2 Emission
Net present cost represents the total installation and operating costs of distributed components or centralized components in the system. CO 2 emission shows the environmental influence directly. The goal is to minimize both the net present cost and the CO 2 emission. Figure 4 shows the net present cost and the CO 2 emission for different levels of decentralization. The xaxis and y-axis are the normalized values of CO 2 emission and NPC respectively. Based on the figure, it is observed that both the normalized NPC and CO 2 emissions are zero at the home level which means the home level has the minimum CO 2 emission and the lowest NPC. Hence, it is clear that investment at the lowest level (i.e., the home level) is the best at minimizing both the NPC and the CO 2 emission. On the other hand, state level has the maximum emission and highest cost over the project. Figure 4 highlights the benefits of distributed generation in terms of economic and environmental factors. The extent of distributed generation decreases from home level to state level due to the size of the facilities in each system. However, it is important to recognize that the NPC value is the cost over the project period, which is usually about 25 years with the revenue and salvages. Another critical factor from an investor's standpoint in fostering the adoption of renewable energy technologies is the initial capital investment. If the initial investment is low, the individuals at the home level are more likely to adopt these technologies. On the other hand, high investment discourages investors to consider decentralized energy. Figure 5 shows the normalized numbers of capital investments at each level. The capital investment at home level is significantly higher than the first five levels, which means that the installation cost of distributed generation technologies is significantly higher than in centralized scenario. A comparison of the initial investment and the net present cost is shown in Figure 6 . It is observed in the figure that as the net-present cost increases, the initial investment decreases. Hence, there is a tradeoff between the goals of minimizing the overall netpresent cost and minimizing the initial investment. Similarly the reduction of initial investment and the CO 2 emissions are also conflicting. The choice of the level depends on the preferences for the different objectives. If the policy decision-maker has a greater preference for reducing the initial investment, then state/county level is the best option. On the other hand, if the preference is to reduce the NPC and the CO 2 emission, then the home level is the best option. Figure 4 and Figure 5 show that the economic and environmental aspects impose conflicting requirements and the deciding the level at which investment decisions are made have significant influence on the system performance. 
Stability Issues
If the system has a high renewable energy penetration the system is inherently unstable. This is because of the inherent variability of renewable energy sources such as wind and solar energy. In order to solve this problem of stability, one possible solution is the use of additional storage devices such as flywheels and battery banks.
At the state level, there are 8 scenarios of system configuration according to HOMER to meet the daily electricity demand of about 284,901 MWh. These scenarios have different combinations of wind turbines, solar cells, generators, converters and battery banks. Table 6 lists the components and the sizes of these systems in the order of increasing NPC. Table 6 -Scenarios at state level Scenarios 1 to 4 have stability problems due to the lack of batteries and the high penetration of the renewable energy (wind power). HOMER needs another tool to model the storage systems for scenarios 1 and 3, but stability problem in scenarios 2 and 4 may be solved by adding more storage. Comparing these scenarios, the NPC is increasing but the system becomes more stable as we go from scenarios 1 through 8. This illustrates that in addition to considering the NPC, the decisions must also be driven by other factors such as stability of the system. Tools for modeling the storage system for distributed system are needed in the future.
CONCLUSION
In this paper we present a simple example from decentralized energy where the level of decentralization affects the overall system performance at technical, economic, and environmental fronts. It is important to determine the level at which policy and investment decisions should be made. Our results for finding the optimal level of decentralization in this example showed that the optimal system performance considering the net present cost and the CO 2 emissions was at the home level (Level 6). With this simplistic model it was found that the level of decentralization should be high and that the users should have more say about the technologies to invest in. However, when other factors such as initial investment and stability are considered, the home level is no longer the optimum choice.
There is a conflict between the initial investment and the net present cost. The optimum decisions in such scenarios depend on the preferences for the different objectives.
There is significant opportunity for future work in this direction. First, there is a need to develop systematic methodologies for making higher-level policy decisions such as investment in energy technologies by considering multiple objectives. In this example we defined our optimal performance as the system which provides the most electricity at the lowest cost. In an ideal scenario, multi-objective optimization techniques must be used to choose technologies while considering factors such as increasing power production, reducing CO 2 emissions, maximizing system reliability, etc. By determining what level the optimal system performance is at, decision makers can be influenced by policies and incentives (tax breaks, discounts, etc.).
By providing this example we highlight that the optimal system performance can be determined by analyzing system performance at various levels of centralization. Future work is needed to show how incentives can be used to influence individual decisions to obtain the optimal system performance. Finally, dynamics of the decision making processes need to be considered because such technology investment decisions are generally made over a period of time during which the technology options may also change.
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