This paper presents a new tensor motion descriptor only using optical flow and HOG3D information: no interest points are extracted and it is not based on a visual dictionary. We propose a new aggregation technique based on tensors. This is a double aggregation of tensor descriptors. The first one represents motion by using polynomial coefficients which approximates the optical flow. The other represents the accumulated data of all histograms of gradients of the video. The descriptor is evaluated by a classification of KTH, UCF11 and Hollywood2 datasets, using a SVM classifier. Our method reaches 93.2% of recognition rate with KTH, comparable to the best local approaches. For the UCF11 and Hollywood2 datasets, our recognition achieves fairly competitive results compared to local and learning based approaches.
Introduction 1
Human action recognition is a very attractive field of research as it is a key 2 part in several areas such as video indexing, surveillance, human-computer Usually the optical flow itself is not used as a descriptor. Instead, its 10 histogram is largely associated with other features in order to improve the 11 recognition rate [1, 2] . In our preliminary work, presented in [3] , we showed 12 that the modeling of optical flow vector fields gives a consistent global motion 13 descriptor. This descriptor is obtain using the parameters of a polynomial Hollywood2, UCF11 and UCF sports datasets. The use of local features for human action recognition is more exploited, 57 as they provide higher recognition rates. In general, these approaches use 58 bag-of-features (BoF) strategy. Hence, there are few references about global 59 descriptors which do not rely on a visual dictionary and are uniquely depen-60 dent on the video, instead of the whole training set as such in BoF method.
61
Global approaches, however, are much simpler to compute and can achieve 62 fast and fairly high recognition rates. In order to obtain a global descriptor on the KTH dataset, Laptev et al 71 [11] apply the Zelnik descriptor [10] in two different ways: using multiple 72 temporal scales like the original and using multiple temporal and spatial 
where the functions V 1 (x 1 , x 2 ) and V 2 (x 1 , x 2 ) corresponds to the horizontal 86 and vertical displacement of the point (x 1 , x 2 ) ∈ Ω.
87
This optical flow is then approximated by projecting the displacement 88 functions onto each polynomial P i,j , which belong to an orthogonal basis, as 89 such Legendre basis.
90
In that way, it reduces the dimension of the optical flow field. Thus, we
, using a basis of degree g, as:
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It is important to note that the number of polynomials which composes 94 a basis of degree g is: The partial derivatives of the j-th video frame at point p 
164
The tensor for the frame j is then computed as the addition of all block 165 tensors: It is important to note that the nature of these two tensors is different and, 
Experimental results

194
We compute the optical flow using the method described by Augereau 195 et al [18] . This method was chosen because we found experimentally that it ing with a dog. We use the same evaluation protocol of the original paper
226
[6].
227
The sliding window is not interesting for this dataset because its actions 228 are more complex than those in KTH dataset. Table 4 shows the recognition 229 rates for several degrees using the optical flow tensor descriptor. The best 230 recognition rate was 57.8% with polynomials of degree 12 (66430 elements). Table 6 shows the recognition rates obtained with the proposed descriptor shows the best recognition rates.
231
248 Table 7 shows the recognition rates for several degrees using the optical 249 flow tensor descriptor. Similar to UCF11 dataset, the sliding window is not 250 interesting for this dataset because the actions are more complex than on
251
KTH dataset. We can see that the recognition rates achieved are very low.
252
In fact, the summation of tensors will tend to be an isotropic tensor because 253 there are a lot of different motions happening at the same time in the scenes.
254
The best recognition rate was only 15% with polynomials of degree 2 (300 255 elements). A comparison with the state-of-the-art methods is presented in Table 9 . 
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