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a b s t r a c t
Recently, Psarrakos obtained a lower bound, which depends on a real parameter ν, for the
distance between the pseudospectrum of a matrix polynomial and a given point that lies
out of it. In this note, we study the best choice of the parameter. As a consequence, the best
lower bound among those given by Psarrakos is obtained.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the matrix polynomial
P(λ) =
m∑
j=0
λjAj, (1)
where Aj ∈ Cn×n (j = 0, 1, . . . ,m) and λ is a complex variable. For a given ε > 0 and a given set of nonnegative weights
w = (ω0, ω1, . . . , ωm) (ωj ≥ 0)with at least one of them nonzero, the ε-pseudospectrum of P(λ) is defined [1] by
σε,ω(P) =
{
λ ∈ C | det P4(λ) = 0, ‖4j ‖2 ≤ ε ωj, j = 0, 1, . . . ,m
}
, (2)
where P4(λ) =∑mj=0 λj(Aj +4j).
Higham and Tisseur [1] show the following important result:
σε,ω(P) = {λ ∈ C | σmin(P(λ)) ≤ ε qω(|λ|)} , (3)
where σmin(·) denotes the minimum singular value of a matrix and
qω(t) =
m∑
j=0
t jωj. (4)
Lancaster and Psarrakos [2] verified that σε,ω(P) is bounded if and only if
ε ωm < σmin(Am). (5)
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Pseudospectra have several applications, see [3–5,2,1] and the references cited therein. Recently, Psarrakos [6]
investigated the distance dist(λ0, σε,ω(P)), where λ0 6∈ σε,ω(P), and proved the following result:
Theorem 1 (Psarrakos [6]). Suppose that λ0 6∈ σε,ω(P) and at least one of the weights ω0, ω1, . . . , ωm is positive. Then
dist(λ0, σε,ω(P)) ≥ min{νr1, rν}, (6)
where ν ∈ (0, 1), r1 is the positive root of
m∑
j=1
λj
q(j)ω (|λ0|)
j! −
(
σmin(P(λ0))
ε
− qω(|λ0|)
)
= 0, (7)
and rν is the positive root of
m∑
j=1
λj
‖P (j)(λ0)‖2
j! − (σmin(P(λ0))− ε qω(|λ0| + νr1)) = 0. (8)
Here, q(j)ω (t) denotes the jth derivative of qω(t), P
(j)(λ) denotes the jth derivative of P(λ) with respect to λ.
Apparently, (6) provides a family of lower bounds for the distance dist(λ0, σε,ω(P)), as the scalar ν changes from 0 to 1. A
question of interest is how to choose ν ∈ (0, 1) so that themaximum in the lower bounds (6) of the distance dist(λ0, σε,ω(P))
is attained. The aim of this paper is to solve the problem.
2. Main results
First, we obtain the following result:
Theorem 2. Assume that λ0 6∈ σε,ω(P) and at least one of the weights ω0, ω1, . . . , ωm is positive. Then
dist
(
λ0, σε,ω(P)
) ≥ ρλ0 , (9)
where ρλ0 is the positive root of
m∑
j=1
[‖P (j)(λ0)‖2 + ε q(j)ω (|λ0|)
j!
]
t j = σmin(P(λ0))− ε qω(|λ0|). (10)
Proof. For any µ ∈ σε,ω(P), there exists a vector y ∈ Cn and a4j ∈ Cn×n such that
P4(µ)y = 0, ‖y‖2 = 1, ‖4j ‖2 ≤ ε ωj, j = 0, 1, . . . ,m.
Consequently,
[P(µ)− P(λ0)] y = −P(λ0)y−
(
m∑
j=0
µj4j
)
y.
Taking 2-norm, we have
‖[P(µ)− P(λ0)]y‖2 ≥ σmin(P(λ0))−
m∑
j=0
|µ |j ‖4j ‖2 ≥ σmin(P(λ0))− ε qω(|µ|).
By Taylor expansion, we have
P(µ) =
m∑
j=0
(µ− λ0)j P
(j)(λ0)
j! ,
qω(|µ|) ≤ qω (|λ0| + |µ− λ0|) = qω(|λ0|)+
m∑
j=1
q(j)ω (|λ0|)
j! |µ− λ0 |
j .
As a consequence,
m∑
j=1
‖P (j)(λ0)‖2
j! |µ− λ0 |
j ≥ σmin(P(λ0))− ε qω(|λ0|)− ε
m∑
j=1
q(j)ω (|λ0|)
j! |µ− λ0 |
j .
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Hence, it follows
m∑
j=1
‖P (j)(λ0)‖2 + ε q(j)ω (|λ0|)
j! |µ− λ0 |
j ≥ σmin(P(λ0))− ε qω(|λ0|).
From this it is easy to see that the desired inequality (9) holds. 
Comparing the lower bound in (9) with that in (6), we get the following result.
Theorem 3. ρλ0 = maxν∈(0,1)min{νr1, rν}.
Proof. Observe that
qω(|λ0| + νr1) = qω(|λ0|)+
m∑
j=1
q(j)ω (|λ0|)
j! (νr1)
j. (11)
Substituting (11) into (8) yields
m∑
j=1
‖P (j)(λ0)‖2
j! r
j
ν +
m∑
j=1
ε q(j)ω (|λ0|)
j! (νr1)
j = σmin(P(λ0))− ε qω(|λ0|). (12)
Next we consider the following two cases:
(i) If νr1 ≤ rν , then (12) implies
m∑
j=1
‖P (j)(λ0)‖2 + ε q(j)ω (|λ|)
j! (νr1)
j ≤ σmin(P(λ0))− ε qω(|λ0|).
Comparing with (10), we have
νr1 ≤ ρλ0 .
(ii) If rν < νr1, then (12) implies
m∑
j=1
‖P (j)(λ0)‖2 + ε q(j)ω (|λ0|)
j! r
j
ν ≤ σmin(P(λ0))− ε qω(|λ0|),
and (10) implies that
rν ≤ ρλ0 .
To summarize, we always have
min{νr1, rν} ≤ ρλ0 . (13)
Note that rν is the positive root of
m∑
j=1
λj
‖P (j)(λ0)‖2
j! − (σmin(P(λ0))− ε qω(|λ0| + νr1)) = 0.
It follows that rν is a continuous decreasing function of the variable ν ∈ (0, 1), with limν→1− rν = 0. As a consequence,
there exists exactly one ν0 ∈ (0, 1) such that rν0 = ν0r1, which is the only maximum of the function min{νr1, rν}.
Combined with inequality (13), we have
ρλ0 = rν0 .
Hence,
ρλ0 = max
ν∈(0,1)
min{νr1, rν}. 
This result demonstrates that ρλ0 is the best lower bound Theorem 1 can imply.
We present an example to illustrate our result.
Example ([6]). Consider
P(λ) =
( 1 0 0
−1 1 1
0 0 −1
)
λ2 +
( 0 0 0
−2 0 0
0 0 1
)
λ+
(−2 8 0
10 6 0
8 −8 10
)
.
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The eigenvalues of P(λ) are {−3.9698,−1.9194, 1.6868, 4.6209, 0.2908± i3.9250}. As observed in [6], the pseudospectra
σε,ω(P) for ω = {1, 1, 1} and ε = 0.4 is bounded and the point 0 6∈ σε,ω(P). The unique positive root of Eq. (10) is 0.9355,
which corresponds to ν = 0.3328, as shown in [6].
Two comments on the lower bound ρλ0 are in order.
First, we analyze dist(λ0, σε,ω(P)) by coming to a close. Under the condition (5), σε,ω(P) is a bounded closed set. As a
consequence, for a given scalar λ0 6∈ σε,ω(P), there exists µ0 ∈ σε,ω(P) such that |µ0 − λ0| = dist(λ0, σε,ω(P)). Suppose
that |µ0 − λ0| is sufficiently small and σmin(P(λ0)) is a simple singular value of P(λ0). Denote by u and v respectively the
corresponding left and right singular vectors of P(λ0), with both normalized. From [7], we have
σmin(P(µ0)) = σmin(P(λ0))+ Re
[
u∗P ′(λ0)v
]
(µ0 − λ0)+ O(|µ0 − λ0 |2).
We can prove that µ0 must lie on the boundary of σε,ω(P). That is, σmin(P(µ0)) = ε qω(|µ0|). Note that qω(|µ0|) ≈
qω(|λ0|). It follows that
σmin(P(λ0))+ Re
[
µ∗P ′(λ0)ν
]
(µ0 − λ0) ≈ ε qω(|λ0|).
If δ = ∣∣Re [µ∗P ′(λ0)ν]∣∣ > 0, then
|µ0 − λ0| ≈ 1
δ
[σmin(P(λ0))− ε qω(|λ0|)] . (14)
Second, a simple inclusion–exclusion algorithm for the estimation of pseudospectra of complex matrices was recently
proposed by Koutis and Gallopoulos, see [4]. Theorem 2, the estimation (14) and Theorem 4 below might be useful to
construct an analogous inclusion–exclusion algorithm for the approximation of pseudospectra of matrix polynomials.
Theorem 4. Suppose that λ0 ∈ σε,ω(P), such that σmin(P(λ0)) < ε qω(|λ0|). If a scalar λ ∈ C satisfies |λ − λ0| ≤ ρlow , then
λ ∈ σε,ω(P), where ρlow is the unique positive root of the following equation
m∑
j=1
‖P (j)(λ0)‖2 + ε q(j)ω (|λ0|)
j! t
j = ε qω(|λ0|)− σmin(P(λ0)).
Proof. From a result of Mirsky, we have
σmin(P(λ)) ≤ σmin(P(λ0))+ ‖P(λ)− P(λ0)‖2.
By using Taylor formula, we obtain
‖P(λ)− P(λ0)‖2 ≤
m∑
j=1
‖P (j)(λ0)‖2
j! |λ− λ0 |
j,
qω(|λ|)− qω (|λ0|) =
m∑
j=1
q(j)ω (|λ0|)
j! (|λ| − |λ0|)
j.
Note that |λ− λ0| ≤ ρlow implies
m∑
j=1
[‖P (j)(λ0)‖2
j! +
ε q(j)ω (|λ0|)
j!
]
|λ− λ0 |j ≤ ε qω(|λ0|)− σmin(P(λ0)).
Consequently,
σmin(P(λ0))+
m∑
j=1
‖P (j)(λ0)‖2
j! |λ− λ0 |
j ≤ ε
[
qω(|λ0|)+
m∑
j=1
q(j)ω (|λ0|)
j! (|λ| − |λ0|)
j
]
.
From this we see that
σmin(P(λ0))+ ‖P(λ)− P(λ0)‖2 ≤ ε
[
qω(|λ0|)+
m∑
j=1
q(j)ω (|λ0|)
j! (|λ| − |λ0|)
j
]
.
Therefore, σmin(P(λ)) ≤ ε qω(|λ|). The result follows. 
Corollary 5. If λ0 is an eigenvalue of P(λ), then S(λ0) ≡ {λ | |λ− λ0| ≤ ρλ0} ⊂ σε,ω(P), where ρλ0 is the unique positive root
of the equation
m∑
j=1
‖P (j)(λ0)‖2 + ε q(j)ω (|λ0|)
j! t
j = ε qω(|λ0|).
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