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Abstract:  
The identification of the protein-coding regions of a genome is straightforward due to the universality 
of start and stop codons. However, the boundaries of the transcribed regions, conditional operon 
structures, non-coding RNAs and the dynamics of transcription, such as pausing of elongation, are 
non-trivial to identify, even in the comparatively simple genomes of prokaryotes. Traditional methods 
for the study of these areas, such as tiling arrays, are noisy, labour-intensive and lack the resolution 
required for densely-packed bacterial genomes. Recently, deep sequencing has become increasingly 
popular for the study of the transcriptome due to its lower costs, higher accuracy and single 
nucleotide resolution. These methods have revolutionised our understanding of prokaryotic 
transcriptional dynamics. Here, we review the deep sequencing and data analysis techniques that are 
available for the study of transcription in prokaryotes, and discuss the bioinformatic considerations of 
these analyses.  
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1. Introduction  
Deep sequencing techniques have provided the opportunity to gain a more detailed and accurate 
understanding of the bacterial transcriptome [1-7]. These techniques were originally designed for the 
study of eukaryotes, and have traditionally been used for the analysis of differential gene expression 
[8, 9]. The development of experimental techniques and analysis resources for prokaryotic 
transcription has therefore lagged behind. This deficiency was due in part to technical difficulties 
involved in enriching bacterial mRNAs, which lack the poly(A) tail utilised in eukaryotic RNA-Seq; 
alternative priming approaches, such as artificial polyadenylation and random hexamers are used for 
bacterial RNA-Seq [5]. It was also generally assumed that bacterial genomes are very simple and do 
not require such in-depth analysis [4]. However, bacterial transcriptomes have been found to be far 
more complex and dynamic than previously thought [10], and a number of prokaryote-specific deep 
sequencing methods have been developed to accurately investigate this complexity [4]. 
2. The prokaryotic transcriptome 
Prokaryotic transcriptional units often overlap (Figure 1) [11]. In addition to the translated coding 
sequences (CDS), which produce the final protein products, a bacterial transcriptional unit can contain 
untranslated regions (UTRs) that are bordered by the transcription start and termination sites (TSS 
and TTS, respectively), and which can contain regulatory regions [12, 13]. The DNA sequences 
downstream of the TSS (5' UTRs) are often essential to transcription, since they may contain 
regulatory factors such as secondary structures [14]. However, leaderless mRNAs are also found in 
prokaryotes that have no 5’ UTR; the ribosome binds directly to the start AUG without the need for 
additional regulatory structures [15, 16]. TSS can be classified as primary (upstream of a CDS), 
secondary (upstream but weaker than a CDS's primary TSS), internal (within a sequence feature on 
the sense strand), antisense (within a sequence feature on the antisense strand), or orphan (un-
associated with annotated regions) [17-20]. The bioinformatic identification of promoters and binding 
sites can be non-trivial from genome sequence alone. However, since promoter binding occurs ~6-8 
nucleotides from the TSS, experimental identification of the TSS aids in the identification of 
promoters, binding sites and other regulatory structures [21, 22]. 
Traditionally, TSS have been identified for specific genes of interest by small scale methods such as 
primer extension [23] or the PCR-based 5' RACE (Rapid-Amplification of cDNA Ends) [24], which are 
accurate for TSS identification but inefficient and time-consuming [7]. Tiling arrays consisting of high 
density oligonucleotide probes can be used to identify TSS with accuracy varying from ~30 to 5 
nucleotide resolution and, therefore lack precision [4, 12, 25-29]. Furthermore, the signal for some 
genes can be close to the level of background noise [30, 31]. Finally, ChIP-chip array methods have 
been used to identify promoters by capturing the transcription machinery following immobilisation of 
the RNA polymerase [32, 33]. These methods, however, provide even lower resolution TSS 
determination.  
The DNA sequences upstream of the TTS (3' UTR) also contain regulatory regions, such as 
conditional terminators, and have been linked to translational regulation in archaea [34]. There are 
two types of terminator in prokaryotes: Rho-dependent and intrinsic (reviewed in [35] and [36]). 
Intrinsic terminators consist of a thymine-rich stretch of DNA preceded by a GC-rich hairpin [37]. 
While terminators can be identified from sequence to a certain extent [38], their identification is greatly 
aided by identification of the TTS. However, the identification of the TTS is non-trivial, due to the 
inefficiency of termination [39] and exonuclease degradation [1] making the boundary less clear than 
that of the TSS, particularly where transcripts overlap.  
Once the TSS and TTS have been identified, the continuous expressed sequence in between them 
defines the transcriptional unit [12], which may contain a single CDS, an operon of multiple CDSs or 
other untranslated elements such as tRNAs, rRNAs and regulatory small RNAs [5, 6]. Computational 
methods can use sequence data and features of known operons to predict transcriptional units, but 
these methods lack sensitivity [40-42].   
Non-coding RNAs are widespread in bacterial genomes, both intergenically (sRNAs) and on the anti-
sense strand (asRNAs) [5, 18, 29, 43-48]. Many of these RNAs can be difficult to identify due to their 
small size (~50-500bp), location and short half-life [4, 49]. Small non-coding RNAs (sRNAs) have 
been linked to several aspects of gene expression control including mRNA stability, transcriptional 
termination, and the RNA-based regulation of diverse cellular processes [50-55]. While several 
asRNAs have been functionally characterised (reviewed by Georg and Hess [56]), it remains 
uncertain whether most asRNAs have a biological role or are artefacts produced by spurious 
promoters and are mostly transcriptional noise [57-60]. 
The complexity of the prokaryotic genome is further increased by its conditional nature. TSS can 
change depending on condition [11, 12, 21, 61] and can be cell cycle dependent [25]. Consequently, 
the transcriptome identified in one condition can differ greatly from that in another [62, 63]. Internal 
promoters can produce sub-operons, making operons modular and giving flexibility to gene 
expression [4, 40, 64]. For instance, the glpEGR operon of E, coli has three internal promoters 
potentially producing three suboperons of different lengths [65]. Detection of these operon dynamics 
requires specific experimental design and analysis, for example the use of differential RNA-Seq 
(discussed below). 
The process of transcription is itself dynamic and non-continuous. RNAP has been observed to pause 
approximately once per every 100 bp in the E. coli genome [66, 67]. Pausing is thought to be involved 
in the regulation of initiation at the promoter [68]. Pauses are over-represented at TSSs, and are 
enriched within the first 100 nt of expressed genes [66]. Pausing is also involved in Rho-dependent 
and intrinsic termination [36, 69, 70], where pausing allows Rho factor to catch up with RNAP or GC 
hairpin to form, respectively [35, 71]. Finally, pausing has been associated with misincorporation 
events [72-74]. 
3. RNA-Seq 
Deep sequencing has quickly taken over from array-based methods for the study of bacterial 
transcriptomics, since it allows direct sequencing of the entire transcriptome in a high-throughput 
manner [4, 6, 19, 45, 48, 64, 75-84]. Sequencing techniques are also far more efficient and cost-
effective, as well as being far more accurate, since arrays have high levels of noise due to non-
specific cross-hybridisation of the probes [6, 12]. A basic RNA-Seq protocol involves extraction of total 
RNA, which is converted into a cDNA library by reverse transcription (RT), fragmented and then 
sequenced. However, there are several possible variations to this protocol (Figure 2 A).  
The sequencing depth required for transcriptional analysis is dependent upon the focus of the study 
varies (discussed in [85]). Different types of transcripts vary in abundance by several orders of 
magnitude, therefore, the number of reads required to detect these transcripts also varies. Given that 
sequencing projects often have constrained budgets, several techniques can be used to optimise 
read depth which are discussed in the following sections. 
3.1 Replicates 
Several studies have addressed the need for experimental replicates in eukaryotic RNA-Seq data [86-
90]. Although sequencing is highly reproducible [89], replicates are essential when looking at single 
base resolution data [87], and provide more power than increased sequencing depth [88]. Technical 
replicates allow for technical noise in the data and are needed when evaluating methodologies [87], 
although it should be noted that at very low coverage technical replicates can vary [91]. Biological 
replicates are more meaningful when studying bacterial transcriptomics since they take into account 
both technical and biological variation between samples [87]. The number of replicates required for a 
study is dependent upon the biological question being asked of the data [92], although in 
Saccharomyces cerevisiae a minimum of six biological replicates has been recommended for 
differential expression analysis [90]. A recent study of replicate variation in bacterial RNA-Seq 
highlighted the need to minimise experimental variation between replicates, in particular by using 
consistent media lots [93]. Batch effects caused by experimental variation, such as media lots, 
personnel or laboratory conditions, can be a major problem in high-throughput deep sequencing, 
particularly if the batches correlate with the measured outcome [94]. For instance, if samples from two 
conditions are prepared on separate days by different individuals, there will likely be a batch effect in 
addition to a biological effect between the two samples. Therefore, variation should be minimised 
during experimental design, and batch correction should be carried out during the normalisation stage 
where required (see Section 4.4). 
3.2 mRNA enrichment 
Since mRNAs can comprise just 1-20% of the total RNA extract [12, 95, 96], enrichment of mRNAs, 
for instance by rRNA depletion, is often carried out prior to RT in order to improve coverage of protein 
coding regions (methods for enrichment are reviewed in [5] and evaluated in [97]). Enrichment may 
also be necessary when using host-bacterial mixed samples in which the host RNAs will also 
contaminate the sample [85, 98]. However, this enrichment step is not always necessary; for instance, 
dRNA-Seq (described in Section 5.1) is often performed without enrichment in order to study the 
whole transcriptome [99]. However, a far greater read depth is required if mRNA enrichment is not 
used [85]. Alternatively, fragment selection based on strand size may also be used to improve 
sequencing results; for example to remove larger RNAs where short RNAs (sRNAs) are of interest 
[100], or fractionation to divide the RNAs into different groups prior to sequencing (see Section 5).  
3.3 Amplification 
Where the original sample is very small a PCR amplification step is often required prior to 
sequencing. For example, some RNA-Seq variations, such as NET-seq discussed in Section 5.3, only 
use a subset of the cellular RNAs and require amplification. In addition, single cell samples also 
require amplification  prior to sequencing [101]. 
3.4 Sequencing 
There are various options for sequencing which will each require the addition of the correct adaptors 
during library preparation.  Paired end sequencing (sequencing from both ends of the strand) is not 
generally needed for prokaryotic genomes, since they lack the splicing variants common to 
eukaryotes [6], but can be useful to increase coverage, when de novo transcript assembly is required, 
and when genomic rearrangements are of interest. However, in most cases, single-ended 50bp RNA-
Seq is adequate for most prokaryotic transcriptional studies to provide unique mappings to the 
genome, and is more cost effective than paired end sequencing. 
Strand specificity is important for the detection of overlapping UTRs and antisense transcription [5, 
102]. These methods, termed ssRNA-Seq, use directional adaptors to allow the distinction between 
strands during the alignment stage [12, 82, 103]. A combination of paired end and stranded 
sequencing has been used to improve the identification of transcript boundaries [104]. The 
incorporation of barcoded adapters, termed multiplexing, allows reads from different samples to be 
sequenced in the same lane [85], which may be preferable when sequencing studies are budget-
constrained. 
4. Bioinformatic analysis 
RNA-Seq produces millions of short sequence reads ranging from ~20 bp to 200 bp depending on the 
sequencing platform used. To analyse these data they must first be mapped to a reference genome 
and counted. However, there are several optional steps to the analysis (Figure 2 B). The handling of 
the data is dependent on the question being asked and the data type [105]; many existing RNA-Seq 
analysis pipelines are designed for differential expression analysis in eukaryotes and are not suitable 
for other analyses or data types in prokaryotes. 
4.1 Quality control 
An essential first step is to assess the quality of the data; for instance, by using an automated 
program such as FastQC1 which assesses quality, content and sequence duplication levels. These 
tests identify possible artefacts which can be removed by pre-processing. However, several RNA-Seq 
variations have unusual sequence distributions, and will fail most of the sequence content and 
duplication tests used for standard RNA-Seq data. For instance, NET-seq data (discussed in Section 
                                                          
1 http://www.bioinformatics.bbsrc.ac.uk/projects/fastqc  
5.3) is repetitive due to pause consensus sequences and will fail the sequence GC content test, which 
assumes an even GC distribution across all the reads. Therefore, interpretation of the quality control 
reports is dependent on the data type. 
4.2 Trimming and filtering 
Some pre-processing of the reads may be required prior to alignment. Many RNA-Seq analysis 
pipelines often heavily trim and filter reads based on sequencing quality [92]. Trimming of low quality 
bases is useful to improve alignment for differential expression analysis, where read counts are per 
genomic feature (such as CDS), but is often inappropriate for single nucleotide resolution data, where 
counts are per nucleotide and preserving the ends of the reads is often essential. For example, 
trimming at the 3' ends of reads will add noise when identifying TTS from RNA-Seq data (see Section 
5). Therefore, while adaptor and primer sequences should be clipped from the reads prior to 
alignment [106], further trimming may be detrimental to the results. Where the 5' end of the read is of 
interest, for example NET-seq and Term-seq data, where it corresponds to the 3’ end of the transcript 
(Sections 5.2,  5.3 and Figure 3), truncation of the error-prone 3' section of the read will aid alignment, 
although some read aligners, for example segemehl [107], will ignore this section during mapping 
anyway. Alternately, rather than hard trimming, filtering based on sequence quality may be applied at 
each position individually to preserve 5’ positions [74]. Filtering can also be applied to remove whole 
reads that fall beneath a minimum length and those with low overall quality. 
 
4.3 Alignment 
Once pre-processed, the reads are aligned to a reference genome. There are many alignment tools 
for RNA-Seq reads (reviewed in [108]). Due to the simplicity of the prokaryotic genome, many of the 
features of these tools are not required for bacterial data, and the simple un-gapped alignment tool 
Bowtie can be used for short reads ≤ 50bp [109], or Bowtie2 for longer reads [110]. Some pipeline 
tools, such as Rockhopper [111],  include an alignment step prior to analysis.  
The parameter selection for alignment is highly dependent on the data type and intended results. The 
three parameters of greatest importance are the seed length, the number of mismatches, and the 
number of times a read aligns; however, there are several other parameters which may be changed to 
optimize results. The seed is the region at the high quality 5’ end of the read and is the basis of the 
alignment, since sequencing quality falls significantly towards the 3’ of the read (Figure 3). The 
number of mismatched bases allowed within this region can be altered to allow for sequencing errors. 
The alignment algorithm will then identify genomic matches to the seed region given this parameter, 
and then extend the alignment along the rest of the read using dynamic programming [110]. The 
mismatched bases outside the seed region are not counted; however, minimums can be set for both 
mismatches and sequence quality in the non-seed region. Reducing the length of the seed can 
optimise an alignment, particularly where the 5’ position is of interest [74]. The number of times a read 
maps to the genome may also be altered. Generally, most transcriptome analyses accept only unique 
matches. However, if tRNAs, rRNAs or other multi-copy genes are of interest then multiple mappings 
must be allowed, due to the repetitive nature of these sequences.  Ideally, sequential alignments can 
be carried out to first align the uniquely-matching reads, and then to align the remainder of the reads 
that match in multiple positions, therefore, allowing assessment of all the read data. 
4.4 Counting 
Following alignment most RNA-Seq analyses will perform counts of the reads using a tool such as 
bedtools [112] or featureCounts [113]. While differential expression analysis counts reads or 
fragments by gene feature, the analysis of transcriptional features is usually based on per base 
counts, or in some cases 5’ position counts [114, 115]. Following counting, normalisation between 
replicates (and between conditions and batches, if applicable) must be carried out prior to the 
analysis. Several normalisation and batch correction algorithms are available [94, 116]. Analysis tools 
such as Rockhopper, Condop and Parseq (discussed in Section 5) automatically include a 
normalisation step [111, 117, 118]. 
5. RNA-Seq for the study of prokaryotic transcription 
RNA-Seq data can be used to identify TSS, TTS, and operons, and to study transcriptional dynamics. 
Identification of TSS and TTS involves identifying breaks in the transcribed regions (Figure 4 A) [6, 
81]. There are many confounding factors that make it difficult to pinpoint the borders between 
transcriptional units,  including their dense nature, overlapping areas and lack of uniform expression 
[81],  so a priori CDS knowledge is often used as a starting point [119]. Strand-specific sequencing 
can aid greatly in the identification of TSS and TTS. For instance, White and colleagues developed an 
empirical methodology to automatically identify transcript boundaries from strand-specific data to a 
resolution of 10-20 nucleotides [101]. O’Shea and co-workers used a probabilistic approach based on 
a priori knowledge [119], Borodovsky and co-workers trained hidden Markov models (HMMs) using 
high confidence transcriptional units as a gold standard datasets [79, 120], and Xu and co-workers 
applied support vector machines (SVM) to identify transcriptional units [121]. Integration of RNA-Seq 
with other data types can aid also TSS identification [12, 21, 64, 122]. 
Although sRNAs are hard to identify, they can be enriched by combining depletion of tRNAs and 
rRNAs with size selection prior to sequencing [100], or using a low molecular weight RNA enrichment 
step [123]. Gradient fractionation of the RNAs prior to sequencing can also be used  [54]. In this case 
the cellular RNAs are separated into 20 fractions which are sequenced in turn. This technique has the 
advantage of grouping the RNAs that have similar function, so mRNA enrichment (Section 3.2) is not 
required for this technique. 
Several algorithms and software tools have been developed for identification of transcriptional units 
from deep sequencing data. The open source Rockhopper pipeline can identify transcript boundaries, 
operons and sRNAs from single stranded RNA-Seq reads or alignments using a Bayesian approach 
[111]. Rockhopper can performs alignment of sequencing reads using bowtie2 [110]. However, since 
bowtie2 is designed for use with longer reads, a separate alignment may be preferred as input where 
reads are <50bp.  Rockhopper handles replicates from multiple conditions, performing normalisation, 
aggregation and comparison in one step, and also outputs differentially expressed genes where more 
than one condition is supplied. Rockhopper also has a de novo transcript assembly option for 
organisms without a reference genome [124]. 
The Parseq algorithm which identifies TSS and TTS from alignment data based on state space 
modelling, and accounts for variations in the transcriptional signal and technical artefacts in the data 
[118]. Parseq is available as a free command line tool.  
Condop is an algorithm which identifies condition-dependent operon patterns from RNA-Seq by 
comparison with the Database of prOkaryotic OpeRons (DOOR) [125]. The algorithm uses an 
ensemble classifier based on Neural Networks (NN), Support Vector Machines (SVMs) and Random 
Forests (RFs) which is trained on the DOOR operons. The algorithm then identifies operon 
differences between conditions. Condop is freely available as a bioconductor package [117]. In 
addition to traditional RNA-Seq, several variations have been developed for the analysis of specific 
areas of prokaryotic transcription, which we discuss in sections 5.1 to 5.4. 
5.1 Transcription start sites 
Differential RNA-Seq (dRNA-Seq) exploits the fact that the RNAs extracted and sequenced from the 
cell are of two types: primary nascent transcripts with a 5' triphosphate and processed full length 
transcripts with a 5' monophosphate (broken RNAs with a 5’ OH cannot ligate to the linker prior to 
sequencing). By distinguishing between the primary and processed reads a more accurate estimation 
of TSS positions is possible [19, 126-128]. The primary transcripts are enriched via the degradation of 
the processed transcripts, using 5′ mono-phosphate-dependent terminator exonuclease (TEX). 
Comparison of TEX+ and TEX- sequences allows accurate identification of TSS (Figure 4 B). The 
detection of small RNAs has been significantly improved by this method [20, 129] and, dRNA-Seq has 
also been applied to the study of condition-dependent operons [130], leaderless mRNAs [131] and 
sub-operon expression [99]. 
Initially, TSS were manually annotated, however this method is labour-intensive, time-consuming, and 
subjective, so prone to variation between individual researchers. Therefore, several computational 
approaches have been developed for TSS identification from dRNA-Seq data. TSSPredator is an 
open source program which generates TSS maps from the single base read counts of dRNA-Seq 
replicates [17]. TSSAR is both a standalone package and a Web server for the automatic de novo 
identification of TSS from dRNA-Seq data [132]. The TSSAR algorithm assumes that the differences 
between the dRNA-Seq libraries follow a Skellam distribution, allowing the identification of primary 
transcript enrichment at TSSs. The TruHMM algorithm uses HMMs to identify transcription units from 
dRNA-Seq data  and is available as C++ code [130]. Evguenieva-Hackenberg and co-workers 
developed a machine learning algorithm for TSS recognition from dRNA-Seq data, which requires an 
expert-curated training dataset [133]. Finally, the TSSer software identifies TSSs from dRNA-Seq 
data using a probabilistic framework for identifying read enrichment [134]. 
A variation of dRNA-Seq utilises tobacco acid pyrophosphatase (TAP), an enzyme that converts a 5′ 
triphosphate to monophosphate, prior to constructing and sequencing cDNA libraries of native 5′-end 
segments [45-47, 122]. This treatment enriches the 5' read depth at TSS sites which are identified by 
comparison of the TAP+ and TAP- alignments in a number of ways. Kenneth and co-workers used M-
A (ratio-intensity) scatterplots in a similar fashion as that used for microarrays [122]. Sorek and 
colleagues developed a machine learning approach that used random forest machine learning from a 
heuristic-derived training dataset [135].  
A further variation of dRNA-Seq is Transcription Start Site-Exact Mapping Of Transcription Ends 
(TSS-EMOTE). This experimental technique uses the EMOTE protocol in order to precisely identify 
the mono-phosphorylated 5'-ends of the processed mRNAs [14, 136, 137]. Finally, several studies 
have used a modified 5′ RACE protocol (see Section 2) combined with high-throughput sequencing, 
to identify TSS with high precision [12, 21, 138, 139]. 
 
5.2 Transcription termination sites 
Although dRNA-Seq improves the accuracy of TSS identification, it cannot provide accurate 
information about TTS.  Finding 3' ends of reads is hard as they decay very quickly, meaning that 
there are few reads extending as far as the terminator [1].  The inefficiency of termination means that 
there is also considerable read-through of the terminator [39]. Furthermore, the absence of a poly(A) 
tail makes experimental identification of TTS challenging [4, 5]. 
Term-seq is a recently developed deep sequencing based technique which allows the direct 
sequencing of the RNA 3' ends to single base resolution [140]. Terminators are then identified as the 
largest peak in the 5’ end read counts on the opposite strand (Figure 4 C). A recent study using this 
technique has revealed that 30% of archaeal genes are controlled by multiple consecutive terminators 
[115]. An alternative method for TTS identification combines 3’ RACE with high-throughput 
sequencing in a similar fashion to the modified 5’ RACE described in Section 5.1 [138]. 
5.3 Polymerase dynamics and fidelity 
RNAP pauses are involved in initiation, regulation and termination of transcription [68, 70, 141, 142], 
and have been linked to transcriptional fidelity [73, 74]. Nascent elongating transcript sequencing 
(NET-seq) was developed to enable characterisation of RNAP positions at the single nucleotide level. 
The technique, developed by Churchman and Weissman [114], exploits the stability of the 
transcription elongation complex in order to isolate nascent RNA prior to library preparation by 
immunoprecipitation (IP) of the RNAP. The 5’ ends of the reads may then be mapped to the 3’ base of 
nascent RNA positions and counted following genome alignment (Figure 4 D). Importantly, the 
transcripts are captured directly from live cells without any cross-linking, allowing the study of 
transcriptional dynamics under physiological conditions.  
Weissman and co-workers used NET-seq to identify the consensus sequence linked to polymerase 
pausing in E. coli and observed similar results in B. subtilis [66]. Kashlev and colleagues used a 
RNase-based NET-seq variant, read-length-specific NET-seq (RNET-seq), to investigate pause 
positions and backtracking [73]. While RNAP fidelity can be measured in RNA-Seq data [143, 144], 
NET-seq allows measurement of transcriptional fidelity prior to proofreading [73, 74]. Due to the 
sequence-biased nature of these data types, the sequence reads will fail most standard quality control 
pathways (Section 3.1) and require distinct analysis protocols from standard RNA-Seq. 
5.4 RNA binding and modification 
RNA Immunoprecipitation sequencing (RIP-seq) is another IP-based method, which is used to identify 
sRNAs and which has revealed their abundance in several bacterial genomes [83]. This technique 
has been used to investigate RNAs that are bound to an RNA-binding protein (RBP) of interest, for 
example the RNA chaperon, Hfq [145], by exploiting the specificity of the RNA-RBP binding. 
However, the basic protocol does not identify the RBP binding site itself. A later digestion optimized 
variation, DO-RIP-seq, combines RIP-seq and cross-linking to successfully identify the binding sites 
[146, 147]. The RIPSeeker R package uses HMMs to identify peaks from RIP-seq alignment files 
[148], while the free Piranha package identifies peaks based on a negative binomial regression model 
[149]. However, both of these tools are designed for eukaryotic data and to date no prokaryote-
specific software has been created. 
Bisulfite treatment of DNA can be used prior to sequencing in order to determine its pattern of 
methylation in eukaryotes (Bis-seq). In prokaryotes, methylation of rRNAs and tRNAs is linked to 
translation fidelity and ribosome assembly. A prokaryotic variation of Bis-seq has been used to 
identify RNA m5C modification in bacteria and archaea [150]. Methylation sites are identified as 
cytosine residues that are not converted to uridine by the bisulfite treatment (since they are protected 
by the methylation). Since RNA modification is most common in tRNAs and rRNAs, no mRNA 
enrichment is required for the Bis-seq protocol.  Flexible alignment parameters are required due to the 
bisulfite-induced mismatches and multiple copies of rRNA and tRNA genes, and several mappers 
have been developed for eukaryotic data (reviewed in [151]). However, software for prokaryotic Bis-
seq data is yet to be developed.  
6. Conclusions and perspectives 
Deep sequencing has become the method of choice for the high-throughput study of bacterial 
transcriptomics.  While the majority of deep sequencing techniques and analysis tools are designed 
for eukaryotes, prokaryotic-specific variations are increasing, and have revealed a far more complex 
bacterial transcriptome than previously thought. In addition to standard RNA-Seq, new variations such 
as dRNA-Seq, NET-seq and Term-seq allow the analysis of specific areas of prokaryotic transcription. 
The analysis of deep sequencing data for transcriptome analysis requires different bioinformatic 
processing than RNA-Seq gene expression studies. While automated pipelines for prokaryotic 
analysis are being developed, these resources are still lacking in some areas. However, as these 
deep sequencing technologies continue to be developed and improved, prokaryote-specific 
bioinformatic resources will also continue to be produced, increasing the utility of deep sequencing for 
the analysis of bacterial transcriptomes. 
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Figure Legends 
Figure 1. Bacterial transcriptome complexity. In addition to the translated coding sequences 
(CDS), transcribed regions (green and red) include untranslated regions (UTRs - shaded) that are 
bordered by the transcription start (TSS) and termination sites (TTS). A transcript may contain a 
single CDS, an operon of multiple CDSs or another un-transcribed elements such as the antisense 
RNA (asRNA) shown here.  TSS can change depending on condition. Here a two-CDS transcript is 
produced under condition 1 (green), while a single CDS transcript is produced by the alternate TSS 
(dashed) under condition 2 (red). 
Figure 2. RNA-Seq for transcriptomics and its analysis. A. The experimental pipeline. B. The 
analysis pipeline. 
Figure 3 Seeded alignment. The per base sequencing quality of an RNA-Seq library decreases from 
5’ to 3’ (measured here using FastQC). Therefore, for each individual read a seed region at the high 
quality 5’ end is first aligned to the genome using strict parameters (here a perfect alignment with no 
mismatches), before the alignment is extended along the length of the read using less strict 
parameters. 
Figure 4. RNA-Seq technologies. A. In standard RNA-Seq the reads align as a solid block across 
the transcriptional unit; here a two-gene operon. Transcription start sites (diamond) and termination 
sites (circle) can then be identified from breaks in read depth. B. In dRNA-Seq reads next to the start 
sites are enriched in the TEX+ reads, allowing far more accurate TSS identification. C. In Term-seq 
data reads next to the termination site are enriched, with reads aligning to the opposite strand. D. 
NET-seq reads also align on the opposite strand. Pause sites (dashed arrow) are identified as 
enrichment of read 5’ ends (equivalent to the 3’ of the nascent RNA). 
  
  
  
   
   
 
