The utilization of extremely high frequency (EHF) bands can achieve very high throughput in satellite networks (SatNets). Nevertheless, the severe rain attenuation at EHF bands imposes strict limitations on the system availability. Smart gateway diversity (SGD) is considered indispensable in order to guarantee the required availability with reasonable cost. In this context, we propose and examine a new SGD architecture, namely, load-sharing SGD (LS-SGD). For this diversity scheme, we define the system outage probability (SOP) using a rigorous probabilistic analysis based on the Poisson binomial distribution (PBD), and taking into consideration the traffic demand as well as the gateway (GW) capacity. Furthermore, we provide several methods for the exact and approximate calculation of SOP. As concerns the exact computation of SOP, a closed-form expression and an efficient algorithm based on a recursive formula are given, both with quadratic worst-case complexity in the number of GWs. Finally, the proposed approximation methods include probability-distribution approximations and Chernoff bounds.
I. INTRODUCTION
N EXT-generation broadband SatNets require very high data-rates (up to 1 Tbps) that can be accomplished by utilizing EHF bands (above 30 GHz) in the feeder links. Although the frequency shift from Ka (20/30 GHz) to Q/V (40/50 GHz) or W (75-110 GHz) bands provides more spectrum, the high levels of rain attenuation (tens of dB) cannot be tackled by the standard fade mitigation techniques (FMTs), such as uplink power control (ULPC), adaptive coding and modulation (ACM) and data rate adaptation (DRA). As a result, gateway diversity (GD) is necessary to achieve high system availability, since it is a more effective and powerful FMT (at the expense of installing additional GWs) [1] - [5] . Nevertheless, the conventional GD (where the same signal is transmitted by two or three GWs) is economically prohibitive for reaching the Tbps due to the large number of required GWs [6] . An alternative solution to achieve high availability with reasonable cost is the smart gateway diversity (SGD), where a user beam can be served by different GWs depending on the propagation conditions and the traffic load. In particular, if a GW experiences deep fades then its traffic can be rerouted to other GWs with better propagation conditions.
A. Related Work
In [6] , two SGD techniques are examined, namely, the frequency multiplexing diversity and the N + P diversity. The performance analysis of these schemes is based on a simple probabilistic model, assuming the same outage probability for each GW (although unusual in practice) as well as independent propagation conditions over the GW locations. Moreover, the authors in [7] study the N -active diversity (with time or frequency multiplexing, taking into account the spatial correlation between the GWs) and the N + P diversity (where there are N active plus P redundant or idle GWs). In the former scheme, all the N GWs are active and each user beam is served by a group of GWs, whereas in the latter scheme each user beam is served by only one GW and switches to a redundant GW in case of outage.
A novel GW switching scheme for the N + P scenario is proposed in [8] , using a dynamic rain attenuation model and considering two key performance indicators: the average outage probability and the average switching rate. Furthermore, a different SGD scheme, where there is no redundant GWs but each GW should have some spare capacity, is analyzed in [9] . Specifically, in nominal clear-sky conditions all GWs are active and operate using a maximum fraction of their full capacity, while if some GWs experience heavy rain attenuation then their traffic is served by the remaining GWs using their extra capacity. Finally, an extension of the well-known N -active and N + P diversity schemes to multiple-inputmultiple-output (MIMO) architectures is presented in [10] .
B. Contribution
The main contributions of this work, in comparison with existing approaches, are as follows:
• In this paper, we introduce and analyze a new SGD architecture operating in a load-sharing mode, where the GWs do not necessarily have equal outage probabilities. • Unlike previous research, we present a system-level approach taking into account the traffic demand as well as the GW capacity. In particular, we are interested in the system outage probability (SOP), defined as the probability of not satisfying the overall traffic demand, which is a stricter performance metric than the user outage probability (UOP), i.e., the probability of not satisfying the traffic demand of a specific user. • Furthermore, we study the performance improvement (in terms of SOP) that can be achieved by increasing the number of GWs in the proposed diversity scheme. For this purpose, we define two comparative metrics, namely, the SOP-improvement factor and the generalized SOPimprovement factor. • In addition, exact methods for the computation of SOP are given, including a closed-form expression and an arXiv:2003.06786v1 [cs.NI] 15 Mar 2020 efficient algorithm based on a recursive formula. The worst-case complexity of both methods is quadratic in the number of GWs. • Finally, we provide some approximation methods for the estimation of SOP. More specifically, the SOP can be approximated by various probability distributions (normal, binomial, Poisson, translated Poisson) as well as Chernoff upper/lower bounds.
C. Paper Organization & Mathematical Notation
The remainder of this article is organized as follows. Firstly, Section II describes and analyzes the new SGD architecture. Moreover, Sections III and IV present exact and approximation methods for calculating the SOP, respectively. In addition, the performance of the proposed diversity scheme as well as the accuracy of the approximation methods are examined in Section V. Finally, concluding remarks are given in Section VI, and some preliminaries on probability distributions are provided in the Appendix.
Mathematical notation:
where N ∈ Z + . Moreover, P(·) and E(·) denote probability and expectation, respectively. · and · are respectively the floor and ceiling functions. In addition, |x| and x = x − x represent the absolute value and the fractional part of x ∈ R respectively (0 ≤ x < 1), while |S| stands for the cardinality of a set S. 0 N and 1 N denote the N -dimensional all-zeros and all-ones vectors, respectively. Finally, the total variation distance between two (discrete) random variables (RVs) X and Y on Z + 0 is defined as follows:
Mathematical conventions: i∈∅ a i = 0 and i∈∅ a i = 1.
II. SMART GATEWAY DIVERSITY ARCHITECTURE
In this section, we describe and analyze a new SGD scheme, namely, load-sharing SGD (LS-SGD), where the unused capacity of available (not in outage) GWs can be exploited to serve the users of the remaining GWs (which are in outage).
A. System Model
Consider a SatNet consisting of a geostationary satellite and a ground network of N ∈ Z + (geographically distributed) GWs, which are denoted by the set N = {1, 2, . . . , N }. All the GWs are connected to a network control center (NCC) through dedicated terrestrial links. The NCC performs, when necessary (in case of deep fading), the traffic switching/rerouting between the GWs. 1 Furthermore, the following analysis focuses on the feeder links (data transmission from the GWs to the 1 The details on the switching/handover procedure are beyond the scope of this paper; see [6] , [8] , [11] for more information on this important topic. satellite), considering ideal (without noise and interference) satellite-user links. 2 In addition, the distance between any two different GWs is large enough (some hundreds of km), and thus the spatial correlation of the propagation impairments at the GW locations is extremely small [6] , [13] . As a result, the rain attenuations/fades experienced by the GWs can be considered (mutually) independent. It is also assumed that there is no ACM, so each feeder link is either available at full capacity or completely unavailable. Therefore, the feeder links can be mathematically modeled as a set {X n } n∈N of independent, but not necessarily identically distributed, Bernoulli RVs (X n ∼ Bern(p n ), ∀n ∈ N ), where p n ∈ [0, 1] is the outage/exceedance probability of the n th link/GW (i.e., the probability that the rain attenuation exceeds a specific threshold); some methods for calculating p n are discussed in [9] . Moreover, we define the RV
which is the total number of GWs that are in outage in the set N . 3 The expectation, the standard deviation, and the 3 rd central moment of S N are given respectively by:
B. System Outage Probability
In the sequel, suppose that the n th GW can offer a maximum data-rate (capacity) R max n > 0, and the total requested
. . , U } is the set of users and R req u ≥ 0 is the requested data-rate of user u. Moreover, the operation of NCC ensures the following load-sharing property: all users receive their requested data-rate if and only if (iff) the overall capacity of the available (not in outage) GWs is greater than or equal to the traffic demand. Equivalently, there is at least one user that receives inadequate data-rate iff the overall capacity of the available GWs is less than the traffic demand. In this context, the SOP is defined as follows:
where F = A ⊆ N :
In other words, F contains all the subsets A of the N GWs such that: if the GWs in A are all in outage and the remaining GWs in N \A are all available (not in outage), then the traffic demand cannot be satisfied by the latter group of GWs. In essence, the SOP expresses the probability of not satisfying the traffic demand of all users (or, equivalently, the probability that there is at least one user that receives inadequate data-rate). Moreover, we can define the system availability (SA) as the probability of the complementary event: P sys avail = 1 − P sys out . For simplicity, we assume that all GWs have the same capacity in the rest of the paper, i.e., R max n = R max GW > 0, ∀n ∈ N . In this case, F = A ⊆ N : (N − |A|)R max GW < R req tot . By defining the ratio of the traffic demand to the GW capacity:
Furthermore, we can define:
and thus F = {A ⊆ N :
Consequently, (5) reduces to the following expression:
, the SOP is the probability of having at least L out of N GWs in outage. 4 Although in general L ∈ N 0 , for the diversity system under consideration L ∈ N due to the fact that r ∈ N , since a) r > 0 ⇔ r ≥ 1, and b) N R max GW ≥ R req tot ⇔ N ≥ r ⇔ N ≥ r (note that N min = r is the minimum required number of GWs). Finally, observe that for a constant number N of GWs:
, the SOP is an increasing function of r.
C. SOP-Improvement Factor
Subsequently, we study the performance improvement (in terms of SOP) achieved by an N -GW diversity system in comparison with a single-GW system. In particular, the SOPimprovement factor, assuming the same r = 1 (since 1 ≤ r ≤ min(1, N ) = 1) and that P sys out (N, N ) > 0, is defined as follows:
4 Similar formula is also given in [9] and [14] , however, without explicit dependence on the traffic demand and the GW capacity. Herein, this dependence is clearly expressed by (6) and (7) . Note that this SOP definition is a generalization of the classical SOP (i.e., the probability of having all GWs in outage), which is obtained when r = 1 ⇒ L = N ⇒ P sys out = n∈N pn;
the classical SOP is used in [15] to select the (globally) minimum number of GWs satisfying SOP-requirements.
Next, consider a diversity system with N + K GWs (K ∈ Z + 0 ) all of which have the same capacity R max GW > 0, and r ∈ N (since 1 ≤ r ≤ min(N, N + K) = N ). Furthermore, let K = {N +1, N +2, . . . , N +K} be the set of additional GWs, and
denoting the total number of GWs which are in outage in the sets K and N ∪ K, respectively. For this diversity system L = N + K − r + 1 = L + K, with L ∈ {K + 1, K + 2, . . . , K + N }. Finally, P N out = P sys out (L, N ) = P(S N ≥ L) and P N ∪K out = P sys out (L , N + K) = P(S N ∪K ≥ L ) stand for the SOP of the N -GW and (N + K)-GW diversity systems, respectively. Now, by virtue of the law/theorem of total probability, we get:
As a result, P N ∪K out ≤ P N out . In view of this fact, we can generalize the notion of SOP-improvement factor. Specifically, we define the generalized SOP-improvement factor of the (N + K)-GW over the N -GW diversity system as follows (assuming the same r ∈ N and that P N ∪K out > 0): 5
≥ 1 (11) Notice that by setting N = 1 and K = N − 1 (thus r = 1 and L = 1), we obtain I g = P sys out (1,1) P sys out (N ,N ) = I. Finally, we would like to emphasize that by increasing the number of GWs the SOP decreases, but higher GW connectivity is required. In other words, there is a trade-off between performance improvement and connectivity complexity.
III. EXACT METHODS FOR COMPUTING SOP
In the sequel, several techniques for the exact computation of SOP are presented. The time complexity of these methods is summarized in Table I . 
A. Direct Computation
The direct computation of SOP is based on the analytic formula (8) , which requires 
B. Closed-Form Expression
According to [16] , the SOP can be calculated, using polynomial interpolation and discrete Fourier transform (DFT), by the following closed-form expression (CFE):
where c = e j2π/(N +1) , with j = √ −1 being the imaginary unit. It is interesting to note that the CFE comprises a sum of complex numbers, but the overall outcome is a real number in [0, 1]. The same formula is also derived in [17] , using the characteristic function of the PBD as well as the DFT. Furthermore, the computational complexity of (12) is Θ(N 2 ).
C. Recursive Formula
In this part, we explore the power and beauty of recursion. More specifically, from the law/theorem of total probability, the SOP P sys out (L, N ) = P(S N ≥ L) can be written as follows: (14) . To the best of our knowledge, this RF is derived for the first time in [18] , making use of symmetric switching functions. Our proof, however, is much simpler.
Algorithm 1 presents an efficient method to compute the SOP using the RF, which follows directly from the algorithm given in [18] . The time complexity of Algorithm 1 is Θ(L(N − L + 1)) = O(N 2 ), with best-case complexity Θ(1) for L = 0, and worst-case complexity Θ(N 2 ) for L = N/2 Algorithm 1 Exact computation of SOP [18] Input: N ∈ Z + , L ∈ N 0 , and p = [p 1 , p 2 , . . . , p N ] ∈ [0, 1] N Output: P 
D. FFT-based Algorithm
An even more efficient algorithm for computing the SOP is provided in [19] . In particular, this method recursively applies the fast Fourier transform (FFT) to compute generatingfunction products, thus achieving an overall complexity of O(N (log N ) 2 ).
IV. APPROXIMATION METHODS FOR ESTIMATING SOP
Afterwards, we introduce some useful methods to approximate the SOP, exploiting the fact that P sys out (L, N ) = P(S N ≥ L) = 1 − P(S N ≤ L − 1), ∀L ∈ N 0 . These techniques are divided into two categories: probability-distribution approximations (PDA) as well as Chernoff upper/lower bounds (CUB/CLB). For convenience, a summary of approximation methods is given in Table II. A. Probability-Distribution Approximations 1) Normal Approximation (NA): According to [20] , the central limit theorem (CLT) for the PBD states that: lim
and Φ(·) is the CDF of the standard normal distribution (see Appendix-F). Therefore, by applying a continuity correction, 6 the SOP can be approximated by:
where ζ = (L − µ N − 0.5)σ −1 N and Q(·) is defined in Appendix-F. 
The quantities µ N , σ N , ν N are given by (2), (3), (4), respectively. In addition, the functions ϕ(·), Φ(·), Q(·), G(·) are respectively defined in (32), (33), (34), (16) .
2) Refined Normal Approximation (RNA): Consider the following function:
where Φ(·) and ϕ(·) are respectively the CDF and PDF of the standard normal distribution (see Appendix-F). The added term improves the accuracy of the NA even for relatively small N . In particular, according to [20] - [22] , there exists a (universal) constant C < ∞ such that ∆ N = sup
As a result, by applying the continuity correction once more, we obtain the following approximation: P sys out (L, N ) ≈ min max P sys out (L, N ), 0 , 1
where P sys out (L, N ) = 1 − G(ζ) and ζ = (L − µ N − 0.5)σ −1 N . Note that we make use of the above min-max formula in order to ensure that P sys out (L, N ) ∈ [0, 1], because P sys out (L, N ) may be outside the interval [0, 1] in some cases.
3) Binomial Approximation (BA): The PBD can be approximated by the binomial distribution in the following sense [23] , definingp = 1 N n∈N
It is interesting to note that when p n =p, ∀n ∈ N , it holds that: Bin(N,p) , which is in agreement with Appendix-B. Consequently, the BA is given by: where Z ∼ Pois(µ N ). As reported in [25] , Le Cam's theorem/inequality admits various proofs using different techniques. Hence, we have that:
5) Translated Poisson Approximation (TPA):
As stated in [26] , the translated Poisson distribution can approximate the PBD as follows:
i.e., according to Appendix-E, W = µ N − σ 2 N + H with H ∼ Pois(ϑ) and ϑ = σ 2 N + µ N − σ 2 N . Due to the fact that
. Furthermore, observe that if σ N → ∞, then d TV (S N , W ) → 0. Therefore, the SOP is approximately equal to:
B. Chernoff Bounds

1) Chernoff Upper Bound (CUB):
A CUB can be constructed using a result given in [27] which states that: P (S N ≥ (1 + δ)µ N ) ≤ e δ /(1 + δ) 1+δ µ N , ∀δ > 0. Specifically, by setting (1 + δ)µ N = L and assuming µ N > 0, we obtain: 2) Chernoff Lower Bound (CLB): As reported in [27] , we know that:
∀δ ∈ (0, 1). Now, by setting (1 − δ)µ N = L − 1 and assuming µ N > 0, we have the following CLB:
V. NUMERICAL RESULTS AND DISCUSSION
In this section, all results present statistical averages derived from 10 3 independent system configurations, where the GW outage probabilities {p i } i∈N ∪K are uniformly distributed in (0, 1). In order to evaluate the accuracy of a PDA method and the tightness/sharpness of Chernoff bounds, we define the maximum absolute error (maxAE), the root-mean-square error (RMSE), and the mean absolute error (MAE) as follows:
where P sys out (L, N ) is the approximate SOP. Moreover, for PDA methods S = N 0 (with |S| = N + 1), for CUB S = { µ N + 1, µ N + 2, . . . , N } (with |S| = N − µ N ≥ 1), and for CLB S = {2, 3, . . . , µ N } (with |S| = µ N − 1 ≥ 1). In general, it holds that max (N ) ≥ rms (N ) ≥ mean (N ).
Firstly, we study the SOP as a function of the number of GWs, N , and the ratio of the traffic demand to the GW capacity, r. As shown in Fig. 1 , the SOP increases with r for all values of N , which is in accordance with the last sentence of Section II-B. Moreover, for any fixed r , we can observe that the SOP decreases with the increase of N . Nevertheless, Fig. 2 . Generalized SOP-improvement factor, Ig, (computed using Algorithm 1), in comparison with a diversity system consisting of N = 10 GWs, versus the ceiling of r (the ratio of the traffic demand to the GW capacity).
as mentioned at the end of Section II-C, this SOP improvement is achieved in exchange for higher connectivity complexity.
Secondly, we examine the performance enhancement achieved by a (10 + K)-GW compared to a 10-GW diversity system by means of the generalized SOP-improvement factor (where K ∈ {1, 2, 3, 4, 5} is the number of additional GWs). Specifically, as illustrated in Fig. 2 , I g decreases rapidly with the increase of r for every value of K. Furthermore, for a given r , larger number of additional GWs results in higher performance improvement.
Last but not least, Fig. 3 presents the accuracy of approximation methods versus the number of GWs. It can be observed that maxAE, RMSE, and MAE decrease as N increases for all approximation techniques (except for the maxAE of CUB/CLB which slightly increases with N ). In addition, the approximation methods in descending-performance (or, equivalently, ascending-error) order are as follows: {RNA, NA, TPA, BA, PA, CLB, CUB}. This order is probably explained by the fact that these methods take advantage of different information about the PBD. In particular, RNA exploits the quantities {µ N , σ N , ν N }, NA and TPA take into consideration {µ N , σ N }, while BA, PA and CLB/CUB use only {µ N }. Finally, it is interesting to note that RNA and NA significantly outperform the other methods (the achieved errors are of the order of 10 −3 or 10 −4 ), while CUB and CLB exhibit by far the lowest accuracy.
VI. CONCLUSION
In this paper, we have studied a new SGD scheme in SatNets, which operates in a load-sharing mode. Furthermore, a number of useful mathematical tools have been presented in order to compute and approximate the SOP. Finally, based on the numerical results, we conclude that the SOP can be well approximated by NA and RNA, since these PDA methods achieve remarkable accuracy. Such approximations may be useful for simplifying and solving hard optimization problems with SOP-constraints in SGD-based SatNets. 
APPENDIX PRELIMINARIES ON PROBABILITY DISTRIBUTIONS
In this part, we summarize some probability distributions of random variables (RVs), which are used throughout the paper.
A. Bernoulli Distribution
A binary (0/1) RV follows a Bernoulli distribution with parameter p ∈ [0, 1], X ∼ Bern(p), if and only if (iff) its probability mass function (PMF) is given by: P(X = 1) = 1 − P(X = 0) = p (26)
B. Binomial Distribution
A discrete (integer-valued) RV X ∼ Bin(N, p), where N ∈ Z + and p ∈ [0, 1], iff its PMF is:
The binomial distribution is a generalization of the Bernoulli distribution, because Bin(1, p) ≡ Bern(p). Furthermore, if {X n } n∈N is a set of independent and identically distributed (i.i.d.) Bernoulli RVs (X n ∼ Bern(p), ∀n ∈ N ), then S = n∈N X n ∼ Bin(N, p).
C. Poisson Binomial Distribution
A discrete RV X ∼ PoisBin(p), where p = [p 1 , p 2 , . . . , p N ] ∈ [0, 1] N with N ∈ Z + , iff its PMF is: . Moreover, if {X n } n∈N is a set of independent, but not necessarily identically distributed, Bernoulli RVs (X n ∼ Bern(p n ), ∀n ∈ N ), then S = n∈N X n ∼ PoisBin(p).
D. Poisson Distribution
A discrete RV X ∼ Pois(λ), where λ ≥ 0, iff its PMF is expressed by: P(X = m) = e −λ λ m (m!) −1 , ∀m ∈ Z + 0 (29)
E. Translated Poisson Distribution
According to [26] , a discrete RV X ∼ TrPois(µ, σ 2 ), where µ ∈ R and σ 2 ≥ 0, iff X can be written as:
where Y ∼ Pois(σ 2 + µ − σ 2 ). Observe that TrPois(σ 2 , σ 2 ) ≡ Pois(σ 2 ). If µ ≥ σ 2 , then X takes values on {η, η + 1, η + 2, . . .} ⊆ Z + 0 , where η = µ − σ 2 ≥ 0.
F. Normal Distribution
A continuous (real-valued) RV X ∼ Norm(µ, σ 2 ), where µ ∈ R and σ 2 > 0, iff its probability density function (PDF) is expressed by:
In the special case where µ = 0 and σ = 1, we obtain the standard normal distribution, Norm(0, 1), with PDF:
cumulative distribution function (CDF):
and complementary CDF (CCDF) given by the Q-function:
In addition, if X ∼ Norm(µ, σ 2 ), then Z = (X − µ)σ −1 ∼ Norm(0, 1).
