. Ritz type methods for the solution of linear dynamic problems in coupled thermoelasticity were given by Nickell and Sackman [2] . Oden [3] has formulated finite element models for the analysis of a class of nonlinear problems in dynamic coupled thermoelasticity, and Oden and Armstrong [4] have developed explicit quadratic numerical schemesfor the integration of nonlinear unpartitioned systems of difference equations arising from the analysis of dynamic coupled thermoviscoelasticproblems. Recently, Ting and Chen [5] have introduced a unified numerical approach for the analysis of thermal stresswaves. They have derived their algorithm from the concept of heat displacement and a variational formulation in Lagrangian form. They haveproposed to integrate the resulting semidiscrete equations with conditionally stable explicit schemes.Liu and Zhang [6] havedescribed an imphcit-explicit procedure for the prediction of thermal stress wavesin coupled thermoelasticity problems. They have adopted the explicit rational Runge-Kutta method [7, 8] for approximately solving the heat conduction equation and have claimed that their solution procedure is unconditionally stable. However, their computational strategy requires the manipulation of a full matrix. In a sequel note, Liu and Chang [9] have slightly modified the original procedureof Liu and Zhang to involve a bandedrather than full matrix, and have numerically verified the unconditional stability on one dimensional problems.
However,severalpractical issuesmust be resolvedbefore unconditionally stable explicit rational Runge-Kutta schemescan becomesuitable for the analysis of real thermomechanical coupled problems. First, when unconditional stability is achievedfor explicit time integration algorithms, typically consistency becomes conditional (seefor example Hughes and Belytschko [10] ). Second,most rational Runge-Kutta algorithms involve some divide operations by the difference betweenintermediate solution quantities, which can significantly damageaccuracy. Finally, these algorithms do not appear to accomodatestaggeredsolution procedures for thermal/structure interaction problems, as they are not implemented in many existing production-level thermal computer programs.
The semi-discrete equations governing soil-pore fluid interaction dynamic problems are similar to those governing thermoelastic coupled transient problems.
In this sense, the work of Park conditional stability. In SectionIV, we introduce an augmentedimplicit-implicit staggeredsolution procedurefor the partitioned problem. We establish the unconditional stability and secondorder accuracyof the resulting numerical algorithm in Section V. In Section VI, we discussthe computer implementation aspectsof the proposed computational strategy; we conduct a comparative cost analysis which demonstrates the superiority of the proposedsolution procedure to other conventional staggeredschemes.Finally in SectionVII, we apply our partitioned algorithm to the solution of the one-dimensionalSecondDanilovskaya [13] and two-dimensional Youngdahl-Sternberg [14] problems. For both problems, the results generated by the proposedstabilized procedureare shown to be in excellent agreementwith the analytical "exact" solutions. 
II. FINITE ELEMENT FORMULATION
and the velocity vector is extracted as:
Next, the heat equation is also integrated with the trapezoidal rule:
Finally, the system is augmented by recasting (5) in (6) to obtain:
Substituting (5) into the second of equations (4) and re-arranging (7) leads to:
Now, a displacement predicted staggered procedure for the solution of (8) is:
Predict the displacement field:
2.
Solve for the temperature field:
Correct the displacementfield:
A t2 
Remarks:
1. the predictor u n+lP is simply the previous step solution.
It has been found (see Park [17] ) that this is the most stable predictor when used in conjunction with the trapezoidal rule, while still maintaining a second-order accuracy.
2. the injection of (5) into (6) is not arbitrary. It will be shown in Section VI that this is more economical than injecting (6) into (5 ti" (14) and determining under what condition the real part of z is positive.
Substitution of (10) into (11) and (14) into (11)-(13) yields, after some algebraic manipulations:
-_OoAC a n ,15
Therefore, the characteristic equation associated with (15) is: is also positive, which demonstrates that the staggeredsolution procedure is unconditionally stable for the 2-d.o.f. model problem.
For the general multi-dimensional case, it turns out that the limiting case K = 0 which states that the structural system will grow quadratically in time, provides a sufficient test. For this case, (16) reducesto:
Since M is positive definite and VM and CQ-1C T are at least positive semidefinite, the procedure is unconditionally stable for the limiting case K = 0, as discussed in Bellman [19] . This argument has been extensively utilized in [12] during the analysis of several partitioned procedures. Therefore, we conclude that the procedure given by (10)-(13) is unconditionally stable.
Remarks:
. the characteristic equation (16) reveals that the proposed procedure (10)- (20) 2. Solve: 
VII. NUMERICAL

EXAMPLES
First, we consider the SecondDanilovskaya problem [13] . An elastic half-space (x > 0) with the surface plane z = 0 assumed free of tractions for all time is exposed to a sudden high ambient temperature 0_.
The continuum is assumed to be mechanically constrained and thermally insulated so that the displacement and temperature fields are given by:
The boundary and initial conditions for this problem are: The thermomechanical coupling parameter is defined by:
The exact solution for this problem can be obtained using the Laplace transform (see Nickell and Sackman [21] ). The finite element solution is carried out using 2-node linear elements. The ratio _h/ak is fixed to 0.5 and the thermomechanical coupling parameter 6 is set to 1. We report on the generated results for two time At --r/10wmin. Figure  5 compares the predicted temperatures at the center of the shaft (p = 0) with the exact ones for 6 = 0, and reports on the effect of thermocoupling (6 = 0.5) on temperature distribution. Clearly, the stabilized procedure provides accurate solutions.
The variations of the radial stress at = 0.1 for _ = 0 and 6 = 0.5 are depicted in figure  6 . All numerical results are reported at t = 0.2. It is interesting to note that when the thermocoupling effect is neglected the temperature field is overestimated, but the radial stress distribution is underestimated. 
