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Для задачи маршрутизации перемещений инструмента при термической
резке деталей из листового материала на машинах с числовым программным
управлением (ЧПУ) исследуются вопросы, связанные с построением точных
(оптимальных) и эвристических алгоритмов, используемых на этапе математи-
ческого моделирования элементов маршрутизации последовательного обхода
мегаполисов. Пунктами (городами) упомянутых мегаполисов являются точки
врезки (пробивки) материала и точки выключения инструмента. В каждом
из мегаполисов предусматриваются внутренние работы, состоящие в продви-
жении к эквидистанте "вырезаемого" контура детали от точки врезки и в
продвижении (по завершении резки) от эквидистанты к точке выключения ин-
струмента (имеется в виду рабочий ход). Исследуется задача быстродействия
процесса резки, являющаяся специальным случаем обобщенной задачи курье-
ра (задача последовательного обхода мегаполисов с условиями предшествова-
ния). Предлагается оптимальная процедура на основе динамического програм-
мирования, а также эффективный эвристический алгоритм, реализованный
на многоядерной ПЭВМ. Процедура на основе динамического программиро-
вания использует специальное расширение основной задачи, при котором до-
пустимость по предшествованию заменяется допустимостью по вычеркиванию
(заданий из списка). Условия предшествования используются для снижения
сложности вычислений: не осуществляется построение всего массива значений
функции Беллмана (последняя заменяется в процедуре системой слоев).
1Работа выполнена в рамках программ Президиума РАН (проекты 12-П-1-1012, 12-П-1-1019) и
при поддержке РФФИ (проект 15-01-07909) и региональной целевой программы РЦП-13-П1-1030.
278
Маршрутизация в задаче листовой резки 279
Введение
Статья посвящена разработке методов решения задачи маршрутизации перемеще-
ний инструмента при листовой резке деталей, осуществляемой с применением ма-
шин с ЧПУ. Положение каждой детали, описываемой внешним замкнутым конту-
ром и, возможно, одним или несколькими внутренними контурами, фиксировано и
определено предварительно на этапе раскроя материала. Технология резки дикту-
ет требование, чтобы у каждой детали резка внутренних контуров предшествовала
резке внешнего; в результате возникают условия предшествования [1–3] (см. также
задачи типа коммивояжера в [4]). С каждым контуром связывается некоторая экви-
дистанта, позволяющая осуществлять резку с учетом технологически необходимой
ширины реза. В свою очередь вблизи каждой такой эквидистанты (дублирующего
контура) располагаются возможные точки врезки (пробивки) и точки выключения
инструмента; последние могут находиться и на эквидистанте, но мы будем рассмат-
ривать более общий случай. Будем считать, что каждый контур имеет конечное
число возможных точек врезки и точек выключения. Точки вышеупомянутых двух
типов можно рассматривать как парные: первую можно трактовать как пункт при-
бытия, а вторую – как пункт отправления. При этом используется стандартная
схема резки "по замкнутому контуру" (см. Рис. 1). Таким образом, задачу марш-
рутизации инструмента можно рассматривать в терминах математической модели,
применяемой при моделировании элементов маршрутизации последовательного об-
хода мегаполисов. Пунктами (городами) упомянутых мегаполисов являются воз-
можные точки врезки (пробивки) материала и точки выключения инструмента.
Рис. 1. Схема резки "по замкнутому контуру" двух деталей, состоящих из трёх
контуров
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Города мегаполиса группируются в пары “вход-выход”, с каждой из которых свя-
зываются свои затраты "медленного" (поскольку происходит движение инструмен-
та в материале) времени. Следовательно, мы имеем дополнительные ограничения
на перемещения при выполнении внутренних работ. Наконец, в процессе резки важ-
но учитывать (в той или иной мере) некоторые условия т.н. жесткости материала в
точках врезки [7], что на уровне формализации можно в какой-то степени отразить
ограничениями на выбор варианта перехода с одного мегаполиса на другой.
Итак, в рассматриваемой ниже постановке возникают существенные особенно-
сти в сравнении с наиболее известной труднорешаемой задачей маршрутизации –
задачей коммивояжера [1–3], так же как и с более близкой по формальной мате-
матической модели – обобщенной задачей курьера. Эти особенности делают акту-
альным разработку алгоритмов оптимизации маршрута, учитывающих технологи-
ческие ограничения термической резки и направленных на получение рациональ-
ных по времени и приемлемых с практической точки зрения решений. В настоящей
работе эти алгоритмы основываются на использовании обобщений метода динами-
ческого программирования (ДП). Используется подход [6], [8].
В связи с общими вопросами решения комбинаторных задач отметим [5, 9]. В
связи с методами решения задачи коммивояжера наряду с [1–3] отметим масштаб-
ное исследование [10]; см. также [4, 11–13] в связи с задачами типа коммивояжера,
включая последовательный обход мегаполисов. Вопросы, касающиеся общей теории
труднорешаемых задач (NP-полнота) см. в [14]; наконец, в связи с применением ДП
в задаче коммивояжера см. [15, 16].
Некоторые эвристические алгоритмы решения обобщенной задачи курьера (или
обобщенной задачи коммивояжера GTSP), разработанные специально для маршру-
тизации инструмента машин листовой резки, описаны в [17–20, 26]. Однако среди
них отсутствуют точные алгоритмы, позволяющие получать оптимальные решения
для задач небольшой размерности. Кроме того, в отличие от предлагаемой в данной
статье математической модели, учёт дополнительных технологических ограничений
типа условий предшествования в этих алгоритмах усложняет поиск допустимых ре-
шений и увеличивает время получения рациональных вариантов маршрута.
1. Обозначения общего характера
Используем обычную теоретико-множественную символику (кванторы, связки); че-
рез 4= обозначаем равенство по определению, ; – пустое множество. Семейством
называем множество, "составленное" из множеств. Если x и y – объекты, то через
{x;y} обозначаем множество, содержащее x, y и не содержащее никаких других эле-
ментов; если z – объект, то {z} 4= {z;z} есть одноэлементное множество, содержащее
z. Для любых двух объектов p и q в виде (p,q) 4= {{p};{p;q}} имеем [21] упорядочен-
ную пару (УП) с первым элементом p и вторым элементом q. Если h – какая-либо
УП, то через pr1(h) (через pr2(h)) обозначаем первый (второй) элемент h; разуме-
ется, h = (pr1(h); pr2(h)) и, в случае h 2 AB, где A и B — множества, pr1(h) 2 A
и pr2(h) 2 B.
Для любых трех объектов a, b и c полагаем, как обычно [22, c.17], (a; b; c) 4=
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((a; b); c). Если же A, B и C – множества, то [22, c.17] A  B  C 4= (A  B) 
C; при всяком выборе x 2 A  B и y 2 C имеем, следовательно, (x; y) 2 A 
B  C (данное свойство используется в последующих обозначениях). Заметим, что
при обозначении значений функций двух и трех переменных ниже используются
обычные правила экономии скобок.
Если H – множество, то через P(H) (через P 0(H)) обозначаем семейство всех
(всех непустых) подмножествH. Через R обозначается вещественная прямая, [0;1[4=
f 2 Rj0  g;N 4= f1; 2; : : :g;N0 4= f0g [ N = f0; 1; 2 : : :g и
k; l
4
= fj 2 N0j(k  j)&(j  l)g;8k 2 N0;8l 2 N0 (1)
(в (1) допускается реализация ;). Если S – непустое множество, то через R+[S]
обозначаем множество всех функций из S в [0;1]. Широко используется индексная
форма записи отображений (см. [23]); в частности, это касается кортежей.
Непустому конечному множествуK сопоставляется его мощность |K |2 N и непу-
стое множество (bi)[K] всех биекций [24, c. 87] "отрезка" 1; jKj на K. Как обычно,
j;j 4= 0. Перестановкой непустого множества A называем [24, c. 87] всякую биек-
цию A на себя; если  – перестановка A, то через  1 обозначаем перестановку
(множества A), обратную к : ( 1(x)) =  1((x)) = x; 8x 2 A.
2. Маршруты и трассы (специальные конструкции)
В настоящем разделе, следуя содержательным построением раздела 1, введем клю-
чевые понятия, связанные с достаточно общей маршрутной задачей [8]. Мы огра-
ничиваемся далее рассмотрением плоского варианта [8], а именно: исследуем пере-
мещения в R R из фиксированной точки x 2 R R, именуемой базой. Полагаем
далее заданными множества
M1 2 P 0(R R); : : : ;MN 2 P 0(R R); (2)
где N 2 N; 2  N . Все множества (2) полагаем конечными и именуем далее мегапо-
лисами. Постулируем, что
(x =2Mj; 8j 2 1; N)&(Mp \Mq = ;; 8p 2 1; N; 8q 2 1; N n fpg) (3)
(условия (3) типичны для задач маршрутизации). Фиксируем отношения (см. [21])
M1 2 P 0(M1 M1); : : : ;MN 2 P 0(MN MN) (4)
(в содержательной постановке задачи о маршрутизации перемещений инструмента
при листовой резке деталей точками каждого из отношений (4) являлись УП, эле-
ментами которых были точки врезки и точки выключения инструмента; мы допус-
каем более общий случай, что может, например, отвечать случаю неединственности




= fpr2(z) : z 2Mtg; 8t 2 1; N: (5)
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Разумеется, в (5) имеем непустные конечные множества; Mt 2 P 0(Mt); 8t 2 1; N:
Введем в рассмотрение множества





= fx0g [ (
N[
i=1
Mi) 2 P 0(X); (6)
каждое из которых непусто и конечно. Со вторым множеством в (6) связываем
набор мультифункций: следуя [12], фиксируем
A1 : X! P 0(M1); : : : ; AN : X! P 0(MN) (7)
Если x 2 X и t 2 1; N , то непустое множество At(x); At(x) Mt, рассматриваем как
область достижимости в Mt из состояния x. Всюду в дальнейшем постулируем, что
8j 2 1; N; 8x 2 X; 9z 2Mj : pr1(z) 2 Aj(x): (8)
Заметим, что (7) и (8) содержат некоторую избыточность, поскольку таким обра-
зом допускаются при j 2 1; N внешние перемещения из точек x 2Mj снова в точки
множестваMj. Такие перемещения не будут возникать при реализации решений ос-
новной задачи и, строго говоря, требование непустоты образа, используемное в (7),
(8) для таких ситуаций является излишним. Однако по соображениям методическо-
го характера можно, "по-настоящему" определяя значения (7) и постулируя требо-
вания (8) только для перемещений извне, ввести фиктивные множества-значения
и "сделать" это так, чтобы и для них свойство, определяемое в (8), имело место.
Сделать это нетрудно, и мы будем полагать такое доопределение выполненным. С
учетом (7) и (8) полагаем при s 2 1; N , что
As : X! P 0(Ms) (9)
определяется следующим условием: если x 2 X, то
As(x)
4
= fz 2Msjpr1(z) 2 As(x)g: (10)
Мы рассматриваем в дальнейшем набор мультифункций
A1 : X! P 0(M1); : : : ;AN : X! P 0(MN)
как несущественную редакцию (7), связываемую в содержательной задаче оптими-
зации времени резки деталей с требованиями обеспечения жесткости материала по
мере движения инструмента машины с ЧПУ.
Условия предшествования. Через P обозначим множество всех перестановок
1; N : P 4= (bi)[1; N ]. Элементы P называем (полными) маршрутами. Фиксируем
множество K 2 P(1; N 1; N), элементами которого являются УП индексов из 1; N .
Постулируем, что
8K0 2 P 0(K); 9z0 2 K0 : pr1(z0) 6= pr2(z); 8z 2 K0; (11)
(11) – условие, исключающее “зацикливание” маршрутов, отождествляемых с пере-
становками из P. Для каждой УП z 2 K pr1(z) рассматривается [1] как “отправи-
тель”, а pr2(z) – как “получатель” (сообщения, груза и т.д.) Разумеется, в случае
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задачи о маршрутизации инструмента машины с ЧПУ для листовой резки, содер-
жательный смысл становится иным: предшествование сводится к требованию “одно




= f 2 P j  1(pr1(z)) <  1(pr2(z)) 8z 2 Kg 2 P 0(P): (12)
При этом A (12) есть, как легко видеть, множество всех  2 P таких, что 8z 2
K; 8t1 2 1; N; 8t2 2 1; N
(((t1) = pr1(z))&((t2) = pr2(z)))) (t1 < t2):
Иными словами, элементами A (12) являются маршруты, допустимые по предше-
ствованию и только они. Как отмечено в (12), A 6= ;, т.е. допустимые маршруты
существуют.
Редукция ограничений и допустимость по вычеркиванию. Следуя [6,
ч. 2], введем оператор I, действующий вN 4= P 0(1; N) по правилу I(K) 4= Knfpr2(z) :
z 2 [K]g, где [K] 4= fz 2 Kj(pr1(z) 2 K)&(pr2(z) 2 K)g (здесь K 2 N). Легко ви-
деть, что I(ftg) = ftg при t 2 1; N (синглетоны – неподвижные точки I). В терминах
I формулируем новое понятие допустимости частичных маршрутов (допустимость
по вычеркиванию), получая
(I  bi)[K] 4= f 2 (bi)[K]j(m) 2 I(f(i) : i 2 m; jKjg); 8m 2 1; jKjg 2
2 P 0((bi)[K]); 8K 2 N: (13)
При этом [6, (2.2.32), теорема 2.2.1] справедливо равенство
A = (I  bi)[1; N ]; (14)
т.е. для полного списка заданий "запасы" маршрутов, допустимых по предшество-
ванию и по вычеркиванию, совпадают. В этой связи систему множеств (13) можно
(в силу (14)) рассматривать как "расширение" A.
Трассы, согласованные с маршрутами. Если x 2 X; K 2 N и  2 (bi)[K],
то через Z(x;K; ) обозначаем множество всех кортежей
(zi)i20;jKj : 0; jKj ! X X; (15)
для каждого из которых
(z0 = (x; x))&(zt 2M(t); 8t 2 1; jKj)&(pr1(zs) 2 A(s)(pr2(zs 1)); 8s 2 1; jKj); (16)




= Z(x0; 1; N; ); 8 2 P: (17)
Из (16) и (17) вытекает, что полные трассы (см.(17)) формализуют процессы вида
x0 ! (x1;1 2 A(1)(x0) x1;2 2M(1))! :::! (xN;1 2 A(N)(xN 1;2) xN;2 2M(N))
(18)
для которых (xs;1; xs;2) 2M(s); 8s 2 1; N . По смыслу рассматриваемой ниже задачи
в (18) допускается произвольный выбор маршрута  2 A и трассы (18). Последняя
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формализуется в виде элемента Z; точнее, речь идет о кортеже (zi)i20;N 2 Z,
для которого z0 = (x0; x0) (здесь имеется несущественное отличие от (18)) и zt =
(xt;1; xt;2) при t 2 1; N .
Заметим, что каждое из множеств (17) непусто и конечно; кроме того, при x 2
X; K 2 N и  2 (bi)[K] множество Z(x;K; ) непусто и конечно; см. [8, (3.21)].
Каждую УП (; (zi)i20;N);  2 A; (zi)i20;N 2 Z, называем допустимым решением
(ДР). Множество всех ДР является (см.(12)) непустым и конечным.
3. Постановка задачи и её расширение
Ниже рассматривается задача о посещении мегаполисов с выполнением в этих ме-
гаполисах тех или иных работ, что на содержательном уровне отражено в (18). В
этой связи введем функции стоимости
c 2 R+[X X]; c1 2 R+[X X]; : : : ; cN 2 R+[X X]; f 2 R+[X]; (19)
значения которых содержательны в пределах подмножеств XX и X соответствен-
но, а на оставшихся "частях" этих множеств доопределены нулём (можно было бы
сделать способ доопределения другим). Полагаем, что c используется при оценива-
нии внешних перемещений (между мегаполисами, а также из x0 в тот или иной ме-
гаполис), c1; : : : ; cN оценивают работы в мегаполисах, а f – терминальное состояние
(точка xN;2 в (18)). При этом функции (19) полагаются "максимально продолжен-
ными".
Дело в том, что значения c(x; y) функции c содержательны в следующих двух
случаях: 1) x = x0; y 2 Aj(x0), где j 2 1; N ; 2)x 2 Mk и y 2 Al(x), где k 2 1; N и
l 2 1; Nnfkg. Для всех УП (x; y) 2 XX, не удовлетворящих ни одному из условий
1), 2), полагаем для определенности, что c(x; y) 4= 0.
Если j 2 1; N , то значения cj(x; y) функции cj содержательны в случае, когда
(x; y) 2Mj; если же (x; y) 2 XX, но при этом (x; y) =2Mj, то также полагаем (для
определенности), что cj(x; y)
4
= 0.
Наконец, значения f(x) содержательны при x 2 Xnfx0g; для определенности
полагаем f(x0) 4= 0.
Разумеется, продолжение "нулем" не является обязательным и может использо-
ваться любой другой вариант продолжения (доопределения) c; c1; :::; cN ; f до отоб-
ражений на X  X и X соответственно. Мы рассматриваем аддитивный способ аг-
регирования затрат. Имеет смысл ввести соответствующее определение сразу для
частичных маршрутов и трасс. Это позволит определить серию задач, среди кото-
рых естественным образом будет выделяться основная. Итак, приK 2 N;  2 (bi)[K]









c(t)(zt) + f(pr2(zjKj)): (20)
Отметим, что (20) существенно при  2 (I bi)[K] и (zi)i20;jKj 2 Z(x;K; ), где x 2 X
и K 2 N. В частности, с учетом (14) и (17) определяются значения
G[(zi)i20;N ] 4= G^[(zi)i20;N j1; N ]; 8 2 A; 8(zi)i20;N 2 Z: (21)
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Это позволяет ввести следующую основную задачу маршрутизации (ОЗМ):
G[(zi)i20;N ]! min;  2 A; (zi)i20;N 2 Z: (22)







G[(zi)i20;N ] 2 [0;1[ (23)
и (непустое) множество всех ее оптимальных ДР: как обычно, ДР (0; (z0i )i20;N), где
0 2 A и (z0i )i20;N 2 Z0 , оптимально, если G0 [(z0i )i20;N ] = V . Наша цель – найти V
(23) и какое-либо оптимальное ДР.
По аналогии с ОЗМ определяем частичные или укороченные задачи: при x 2 X
и K 2 N имеется в виду задача
G^[(zi)i20;jKjjK]! min;  2 (I  bi)[K]; (zi)i20;jKj 2 Z(x;K; ): (24)
Напомним, что ограничения каждой задачи (24) совместны, а множество всех ДР
(УП маршрут-трасса) конечно. С учетом этого получаем, что каждая задача (24)







G^[(zi)i20;jKjjK] 2 [0;1[; 8x 2 X; 8K 2 N: (25)
Кроме того, полагаем, что v(x; ;) 4= f(x); 8x 2 X. В итоге определена функция
v 2 R+[X P(1; N)]. С учетом (14), (17), (21), (23) и (25) получаем равенство
V = v(x0; 1; N); (26)
позволяющее рассматривать систему задач (24) в качестве расширения ОЗМ (22).
В [8] установлена





[c(x; pr1(z)) + cj(z) + v(pr2(z); K n fjg)]:





[c(x0; pr1(z)) + cj(z) + v(pr2(z); 1; Nnfjg)]: (27)
Для использования (27) и теоремы 4.1 напомним схему [6, §4.9] в редакции, отвеча-
ющей ОЗМ (24); см. также [8]. Пусть

4
= fK 2 Nj8z 2 K (pr1(z) 2 K)) (pr2(z) 2 K)g (28)
и s
4
= fK 2 js = jKjg; 8s 2 1; N . Элементы (28) именуем существенными списками
(заданий); они являются непустыми п/м 1; N . При этом 1 = fftg : t 2 1; NnK1g,
где K1
4
= fpr1(z) : z 2 Kg; N = f1; Ng и
s 1 = fKnftg : K 2 s; t 2 I(K)g; 8s 2 2; N: (29)
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Итак, имеем рекуррентную процедуру N ! N 1 ! : : : ! 1. С каждым из се-
мейств 1; : : : ; N связывается слой пространства позиций; определяется также слой
D0
4
= f(x; ;) : x 2 mg, где m есть по определению объединение всех множеств
Mi; i 2 1; N nK1. Полагаем DN 4= f(x0; 1; N)g (одноэлементное множество, содержа-
щее УП (x0; 1; N)); D0 и DN – крайние слои пространства XP(1; N) (пространство
позиций).
Промежуточные слои. Если s 2 1; N   1 и K 2 s, то [6, §4.9], полагаем
Js(K)
4
= ft 2 1; NnKjftg [ K 2 s+1g и определяем множество Ms[K] в виде
объединения всех множеств Mi; i 2 Js(K), получая непустые п/м X; естествен-
ной модификациейMs[K] является клетка Ds[K]
4
= f(x;K) : x 2Ms[K]g. Тогда при
s 2 1; N   1 слой Ds определяеется в виде (дизъюнктного) объединения всех клеток
Ds[K]; K 2 s; при этом Ds 2 P 0(XN). В виде D0; D1; : : : ; DN имеем непустные п/м
X P(1; N). По аналогии с [6, §4.9] устанавливается (см. [8]) следующее свойство:
(y;Knfkg) 2 Ds 1; 8s 2 1; N; 8K 2 s; 8k 2 I(K); 8y 2Mk (30)
(в связи с (30) см. также (29)). По поводу (30) отметим также, что K 2 s; 8s 2
1; N; 8(x;K) 2 Ds. Поэтому из (30) имеем, в частности, что
(pr2(z); Knfjg) 2 Ds 1; 8s 2 1; N; 8(x;K) 2 Ds; 8j 2 I(K); 8z 2 Aj(x): (31)
С учетом непустоты слоёв D0; D1; : : : ; DN введем сужения функции Беллмана на
каждый из этих слоёв: если s 2 0; N , то vs 2 R+[Ds] определяем условиями
vs(x;K)
4
= v(x;K); 8(x;K) 2 Ds: (32)
Из (32) имеем, в частности, явное описание v0 2 R+[D0] : v0(x; ;) 4= f(x) 8x 2 m.
Далее, с учетом (31), (32) получаем, что при s 2 1; N; (x;K) 2 Ds; j 2 I(K) и
z 2 Aj(x) определено значение vs 1(pr2(z); Knfjg) 2 [0;1[. Из теоремы 4.1 имеем
теперь следующее





[c(x; pr1(z)) + cj(z) + vs 1(pr2(z); Knfjg)]; 8(x;K) 2 Ds:
Таким образом получили рекуррентную процедуру v0 ! v1 ! : : :! vN , для которой
(см. (27),(32))
V = vN(x




[c(x0; pr1(z)) + cj(z) + vN 1(pr2(z); 1; Nnfjg)]: (33)
Совсем кратко остановимся на процедуре построения оптимального ДР, поскольку
она является достаточно традиционной в теории ДП (ее особенности отражены в
предложении 4.1). С учетом (33) выбираем индекс j1 2 I(1; N) и УП z(1) 2 Aj1(x0);
для которых
V = c(x0; pr1(z
(1))) + cj1(z
(1)) + vN 1(pr2(z(1)); 1; Nnfj1g): (34)
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С учетом (31) имеем, что (pr2(z(1)); 1; Nnfj1g) 2 DN 1; а потому из предложения 4.1
следует, что
vN 1(pr2(z(1)); 1; Nnfj1g) = minj2I(1;Nnfj1g)minz2Aj(pr2(z(1)))[c(pr2(z(1)); pr1(z)) + cj(z)+
+vN 2(pr2(z); 1; Nnfj1; jg)]:
(35)
Используя (35), выбираем j2 2 I(1; Nnfj1g) и z(2) 2 Aj2(pr2(z(1))), так что
vN 1(pr2(z(1)); 1; Nnfj1g) = c(pr2(z(1)); pr1(z(2))) + cj2(z(2))+
+vN 2(pr2(z(2)); 1; Nnfj1; j2g): (36)
Далее осуществляются аналогичные операции, достаточно типичные для ДП; см.









(2)) + vN 2(pr2(z(2)); 1; Nnfj1; j2g): (37)
Продолжая процедуру на основе (34), (36), получим [8, раздел 7] оптимальное ДР
(; (z(k))k20;N); где  = (jk)k21;N 2 A и (z(k))k20;N 2 Z;V = G[(z(k))k20;N ] (в связи
с последним равенством полезно отметить, что при N = 2 оно непосредственно
следует из (37)).
4. Конкретизация общей постановки
Рассмотрим гипотетическую модель для задачи маршрутизации инструмента ма-
шин листовой резки, в основе которой находятся конструкции, приводящие к ОЗМ
(22).
Пусть на плоскости X 4= RR имеется n непустых компактных (ограниченных
и замкнутых) телесных подмножеств D1; : : : ;Dn, где n 2 N и 2  n. Сопоставим
каждому из этих множеств границу, получая множества  1; : : : ; n. Если j 2 1; n, то
полагаем, что  j получается (конечным) объединением попарно непересекающихся
компактных подмножеств  j;1; : : : ; j;nj , где nj 2 N. Эти подмножества являются
замкнутыми кривыми и соответствуют внешнему и, возможно, внутренним конту-
рам, ограничивающим "деталь" Dj, а точнее, заготовку соответствующей детали.
Возле каждого контура  j;k, где j 2 1; n и k 2 1;nj, имеется (с внешней стороны)
замкнутая кривая 
j;k, именуемая эквидистантой; предполагается, что  j;k и 
j;k
"близки". Можно данную близость охарактеризовать в терминах метрики Хаусдор-
фа [25, с. 441]. При этом

j;k \Dj = ; 8j 2 1; n 8k 2 1;nj: (38)
Можно рассматривать (38) как условие, обеспечивающее последующую резку с
некоторым запасом.
Мы полагаем, что при j 2 1; n и k 2 1;nj плоское множество 
j;k непусто и
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а каждый мегаполис будем связывать со "своей" эквидистантой. Таким образом, мы
"перестаем воспринимать" сами детали и "оставляем" для рассмотрения только
получившиеся эквидистанты, с каждой из которых связываем свой мегаполис. Итак,
нумеруя подряд 
1;1; : : : ;
1;n1 ; : : : ;
n;1; : : : ;
n;nn , получаем 
(1); : : : ;
(N) (см. (38)).
Возле каждого множества 
(k); k 2 1; N , располагаем свой набор "парных" точек.
Упомянутые наборы используем в качестве мегаполисов. Таким образом, каждый
мегаполисM1; : : : ;MN получается объединением двухэлементных множеств (неупо-
рядоченных пар), составленных (каждая) из точки врезки и точки выключения
инструмента. В соответствии с содержательным смыслом задачи формируем отно-
шения M1; : : : ;MN ; если j 2 1; N , то Mj есть множество всех УП, имеющих каждая
первым элементом плоский вектор, определяющий точку врезки, а вторым – соот-
ветствующий этой точке врезки (плоский) вектор, определяющий точку выключе-
ния инструмента; не исключается совпадение двух упомянутых векторов.
Обсудим конструирование кортежа (c; c1; : : : ; cN ; f) (19). Следуя правилу, ука-
занному в разделе 4, в случаях 1), 2), упомянутых при введении c, полагаем c(x; y)
совпадающим с евклидовым расстоянием (x; y) между плоскими векторами x и y.
В отношении функций c1; : : : ; cN принимаем следующее соглашение, касающееся
существенных фрагментов определения (см. раздел 4). Итак, будем полагать, что
задано число  2 R; > 1; и каждой УП z 2 Mj, где j 2 1; N; сопоставлена точка
!j[z] 2 
(j), определяющая начало и конец резки; при этом предполагается, что при
pr1(z) 6= pr2(z) cj(z) 4= [(pr1(z); !j[z]) + (!j[z]; pr2(z))]; а в случае pr1(z) = pr2(z)
cj(z)
4
= (pr1(z); !j[z]) + (!j[z]; pr2(z)) (40)
(имеется в виду, что возвращение в точку врезки в режиме холостого хода проис-
ходит во втором случае). Поскольку обычно  >> 1 (замедление в металле) и !j[z]
реально находится вблизи pr2(z), то (во втором случае) последним слагаемым в (40)
можно пренебречь.
Наконец, конкретизируем операторы A1; : : : ; AN . Сначала сделаем это на идей-




= fpr1(z) : z 2Ms; ds   s  (x; pr1(z))g; (41)






если же ~x 2 Ms, то полагаем, что As(~x) 4= Ms (это соглашение является несуще-
ственным, но достаточным для справедливости (8)). Правило (41) предполагает,
что перемещения осуществляются в относительно удаленные от x точки из числа
первых элементов УП из Ms, что в какой-то степени отвечает соображениям, свя-
занным с обеспечением прочности. На этапе компьютерного моделирования правило
на основе (41) будет несколько скорректировано, что оговаривается дополнительно.
Итак, пусть N = 28 и jKj = 22 (28 мегаполисов и 22 адресные пары); кон-
кретные координаты точек мегаполисов и описание адресных пар не приводим по
Маршрутизация в задаче листовой резки 289
соображениям объема. Ограничимся сейчас описанием корректировки (41) на со-
держательном уровне.
Итак, будем использовать следующее правило выбора точек очередного мегапо-
лиса, имея в виду существенную "часть" области определения. Сначала оговорим
данное правило содержательно, фиксируя число 25 в виде некоторого порогового
уровня.
Теперь вышеупомянутое правило используем для точного определения операто-
ров A1; : : : ; AN . Пусть j 2 1; N и x 2 X nMj; в этом случае x =2 Mj: Полагаем,
что
(dj < 25)) (Aj(x) 4= fpr1(y) : y 2Mj; 0; 9dj  (x; pr1(y))g;
((min
h2Mj
(x; pr1(h))  25)&(25  dj))) (Aj(x) 4= fpr1(z) : z 2Mj; 25  (x; pr1(z))g);
(25 < min
h2Mj
(x; pr1(h)))) (Aj(x) 4= fpr1(z) : z 2Mjg):
Напомним, что, поскольку при x 2Mj множество Aj(x) для нас несущественно, то,
для определенности, мы полагаем здесь Aj(x)
4
= Mj:
В расчетах, как уже отмечалось, предполагалось, что N = 28; jKj = 22. Бы-
ло построено оптимальное ДР, иллюстрируемое в дальнейшем соответствующим
рисунком. Время счета 12 мин. 26 сек. Ниже рассматривается эвристический алго-
ритм, для которого проведено сравнение (на уровне вычислительного эксперимента)
с оптимальным решением.
5. Приближенный алгоритм решения задачи
В основе процедуры лежит известный жадный алгоритм решения маршрутных за-
дач. Построение маршрута происходит в пошаговом режиме, на каждом шаге сле-
дующий контур выбирается, в частности, с учетом ограничений. Алгоритм соcтоит
из двух частей — непосредственно сам алгоритм и итерационный принцип его при-
менения. Далее идет описание алгоритма по шагам.
1. Находим контур с номером, не являющимся второй компонентой ни в одной
из адресных пар, и содержащий допустимую (в терминах областей достижимости)
точку врезки, стоимость перехода в которую из точки старта минимальна. Делаем
данный контур первым на маршруте, а данную точку врезки первой на трассе.
2. Находим контур с номером, не являющимся второй компонентой ни в одной
из адресных пар, в которых первая компонента еще не на маршруте, и содержащий
допустимую точку врезки, стоимость перехода в которую c предыдущего контура на
маршруте минимальна. Делаем данный контур и данную точку врезки следующими
на маршруте и трассе.
3. Выполняем шаг 2 для всех оставшихся контуров, пока маршрут не будет по-
строен.
Основная идея итерационного подхода состоит в том, чтобы всякий раз направ-
лять алгоритм по новому пути, заставляя находить выходы из локальных экстре-
мумов. Для этого вводится специальная матрица коррекции стоимостей переходов
от контура к контуру. Именно, Ai;j 2 f0; 1g; i 2 1; N; j 2 1; N . Если Ai;j = 1, то
стоимость перехода на контур с индексом i в случае, если он находится в маршруте
290 Моделирование и анализ информационных систем Т.22, №2 (2015)
на позиции j, заменяется очень большой константой. В противном случае стоимость
рассчитывается традиционным способом.
В итерационном подходе будут использованы следующие параметры. Общее ко-
личество итераций N1 и размерность цикла итераций N2. На каждой из N1 ите-
раций, за исключением первой, для одного из контуров, выбранного случайно, де-
лается коррекция. По завершении каждого цикла из N2 итераций все коррекции
сбрасываются (обнуляется матрица A). Далее по шагам описана методика итераци-
онного применения алгоритма.
1. Выполнить алгоритм без коррекций. Сохраняем результат счета.
2. Выбрать случайно позицию i; i 2 1; N , на маршруте. В этой позиции находим
контур с индексом j; j 2 1; N . Принимаем Aj;i = 1.
3. Выполняем алгоритм с учетом коррекции. Если результат счета улучшился
по сравнению с сохраненным, запоминаем результат и маршрут с трассой.
4. Выполняем шаги 2 и 3 еще N2-1 раз (N2-2 раз для первого цикла итераций —
первая итерация была на шаге 1 без коррекции).
5. Обнуляем матрицу итераций.
6. Выполняем шаги 2–5 до тех пор, пока количество итераций не превысит число
N1.
7. Используем сохраненный наилучший результат счета и соответствующие ему
маршрут и трассу как результат работы итерационного алгоритма.
6. Вычислительный эксперимент
Вычисления производились на ПЭВМ с процессором Intel i7-2630QM с 8Гб опера-
тивной памяти, работающей под управлением Windows 7 (64-bit). Для разработки
программы была использована среда Microsoft Visual C++ 2010. Всего рассматри-
вается два примера.
В первом примере требовалось обойти 28 контуров (N = 28). Количество адрес-
ных пар равно 22 (jKj = 22). Точное описание контуров не приводится из сообра-
жений экономии места.
Далее описывается условие выбора допустимых точек следующего контура. Для
начала среди всех точек врезки следующего контура определяем такую, расстояние
lmin до которой от текущей точки завершения реза минимально. И такую, рассто-
яние lmax до которой максимально. Если lmin > 25, то переход возможен в любую
точку врезки следующего контура. Если lmin  25 и lmax  25, то переход возможен
только в те точки, расстояние до которых больше или равно 25. Если lmax < 25,
то переход возможен только в те точки, расстояние до которых больше либо равно
величине lmax  0; 9. Вычисления производились с использованием метода динами-
ческого программирования.
Результат счета 6717,7. Время счета 21 минута 18 секунд.
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Рис. 2. Маршрут и трасса обхода множеств (динамическое программирование)
Далее для того же примера производились расчеты с использованием эвристи-
ческого алгоритма. Значения параметров были взяты следующие: N1 = 100000,
N2 = 30. Получены следующие результаты. Результат счета 7112,2. Время счета 15
секунд. Результат без использования итерационного подхода 8503,4.
Рис. 3. Маршрут и трасса обхода множеств (эвристический алгоритм)
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Во втором примере требовалось обойти 200 контуров (N = 200). Количество
адресных пар равно 100 (jKj = 100). Детали представляют собой шайбы. Условие
формирования областей достижимости — как в предыдущем примере. Для вычисле-
ний использовался эвристический алгоритм. Общее количество итераций алгоритма
50000 (N1 = 50000). Количество итераций в пределах одного цикла 25 (N2 = 25).
Результат счета 20957,4. Время счета 5 минут 56 секунд. Результат без исполь-
зования итерационного подхода 21585,5.
Рис. 4. Маршрут и трасса обхода множеств (эвристический алгоритм)
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About a Routing Problem of the Tool Motion on Sheet Cutting
Petunin A.A., Chentsov A.G., Chentsov P.A.
Ural Federal University, Mira str., 19, Ekaterinburg, 620002, Russia,
N.N. Krasovskii Institute of Mathematics and Mechanics, Sofia Kovalevskaya str., 16,
Ekaterinburg, 620990, Russia
Keywords: routing problem, preceding condition
For the routing problem of tool permutations under the thermal cutting of parts
from sheet material realized on CNC machines, questions connected with constructing
precise (optimal) and heuristic algorithms used on the stage of mathematical simulation
of route elements under sequential megalopolises circuit are investigated. Cutting points
and points of tool cut-o are items (cities) of the above-mentioned megalopolises. In
each megalopolis, interior works are provided. These works are connected with motion
to the equidistant curve of the cut contour of a part from the cutting point and (with
cutting completed) with motion from the equidistant curve to the tool cut-o (we keep
in mind a working run). The problem about the time-optimal process of cutting which
is a special variant of the generalized courier problem is investigated (the problem of
the routing on the megalopolises with precedence conditions). An optimal procedure
based on the dynamic programming and an eective heuristic algorithm realized on
a multicore computer are proposed. A dynamic programming based procedure uses
a special extension of the main problem. This extension provides the replacement of
admissibility by precedence with the admissibility by deletion (from the list of tasks).
Precedence conditions are used for decreasing computational complexity: it excludes the
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