The airflow field around wind fences with different porosities, which are important in determining the efficiency of fences as a windbreak, is typically studied via scaled wind tunnel experiments and numerical simulations. However, the scale problem in wind tunnels or numerical models is rarely researched. In this study, we perform a numerical comparison between a scaled wind-fence experimental model and an actual-sized fence via computational fluid dynamics simulations. The results show that although the general field pattern can be captured in a reduced-scale wind tunnel or numerical model, several flow characteristics near obstacles are not proportional to the size of the model and thus cannot be extrapolated directly. For example, the small vortex behind a low-porosity fence with a scale of 1550 is approximately 4 times larger than that behind a full-scale fence.
The airflow field around wind fences with different porosities, which are important in determining the efficiency of fences as a windbreak, is typically studied via scaled wind tunnel experiments and numerical simulations. However, the scale problem in wind tunnels or numerical models is rarely researched. In this study, we perform a numerical comparison between a scaled wind-fence experimental model and an actual-sized fence via computational fluid dynamics simulations. The results show that although the general field pattern can be captured in a reduced-scale wind tunnel or numerical model, several flow characteristics near obstacles are not proportional to the size of the model and thus cannot be extrapolated directly. For example, the small vortex behind a low-porosity fence with a scale of 1550 is approximately 4 times larger than that behind a full-scale fence.
A fence is a useful windbreak because of its effect on wind erosion [1] [2] [3] [4] , sand movement and deposition [5] [6] [7] , microclimate 8, 9 and soil conditions 10 ( Fig. 1 ). Many studies have been conducted to study the influence of the shape, height, spacing and porosity of a fence on changes in airflow fields and on the reduction in the leeward wind velocity. Porosity is defined as the ratio of the total pore area to the total fence area. The critical porosity of a fence, below which flow separation and reversal occur, is approximately 0.3 according to previous works [11] [12] [13] , whereas its optimal porosity is determined to be approximately 0.3 to 0.4 by most researchers 2, [14] [15] [16] . Airflow regions behind a low-porosity or solid fence can be identified as: outer flow, overflow, an internal boundary layer, a reverse cell and a small vortex 13 . Considering the difficulty in capturing the entire flow field around a fence at an actual site, inherent advantages, such as controllability and repeatability, have made wind tunnel experiments one of the most fundamental methods for studying the influence of a fence on airflow and the effect of fence porosity. For detailed investigations, several types of advanced equipment, such as laser Doppler velocimeters, particle tracking velocimeters and particle image velocimeters (PIVs) have been applied by researchers to study the entire airflow field, particularly leeward of fences; such equipment are superior to conventional pitot tube anemometers or hot-wire anemometers 4, 5, 13, 16 . The use of non-intrusive methods is currently limited to wind tunnel experiments because such techniques are inapplicable in the field in terms of releasing fine tracer particles and capturing them at a fixed plane using a charge-coupled device camera.
Key issue in this type of research are determining whether the experiment results are directly applicable to the actual conditions and determining the extent of the result's application based on the following reasons: (1) the fence model in a wind tunnel is typically reduced to the millimetre or centimetre level, (2) the schematic of a porous fence and the materials used are hardly similar to those of an actual windbreak and (3) the roughness heights and inlet wind profiles between a wind tunnel floor and a natural land surface are different. Moreover, the ratio of the measured reference height of inlet wind in a wind tunnel to the height of the model is generally not proportional to that in the field; thus, making it is difficult to validate the accuracy of the experiment results under an actual tested wind speed condition. The scale problem has been mentioned by several researchers [17] [18] [19] ; however, no specific investigation is found in the literature.
An independent method that can conduct a comparison between an experimental model in a wind tunnel and an actual fence, while keeping other boundary conditions similar to their actual conditions, will determine whether the experiment results can be applied to actual situations. Computational fluid dynamics (CFD) simulation provides a possible solution to this issue. CFD has already been proven as a reliable means to study the wind flow field of a windbreak to discuss its protective effect 6, 17, [20] [21] [22] and other complex geometries [23] [24] [25] [26] [27] . The literature is also rich with validations of CFD studies on windbreak flow using wind tunnel results 8, 28 . However, these previous works were frequently based on same-scale comparisons. In the present study, we used a CFD simulation method to study the scale effect on mean velocity fields behind fences with different porosities. In particular, we compared the airflow fields of a porous fence model with those of its on-site counterpart.
The wind tunnel experiment performed by Dong et al. 13 was selected as a reference because (1) it presented a high-precision result via PIV and (2) this experiment had a practical application for the fences along the highway of the Taklimakan Desert in China, as shown in Figure 1a . The fence in this wind tunnel experiment has a height of 20 mm (H) and a thickness of 1.2 mm; these values represent a 1 m high and 0.06 m thick reed-bunch fence with a geometric scale of 1550. A numerical fence model with the same size in the same wind tunnel experiment was developed 14 H after the inlet and 26 H before the outlet. The height of the simulation domain was set to 12 H, which was sufficient for the complete development of the airflow. To understand how the airflow characteristics around the fence change with different scales, the model was magnified 50 times to represent the actual scenario.
An inlet wind profile was provided by the following logarithmic law:
where u(z) is the wind speed value at a z(m) height, k 5 0.41 is the von Karman coefficient, u* is the friction velocity and z 0 is the surface roughness. Four wind speed conditions, i.e., 8 m/s, 10 m/s, 12 m/s, and 14 m/s, were considered at a 30 cm height in the wind tunnel scenario and a 2 m height in the actual scenario. A value of z 0 5 0.004 mm was used in the wind tunnel simulation based on the measured wind profiles in the wind tunnel, whereas z 0 5 0.001 cm, which is a typical value over a blown sand surface, was used in the actual scenario. We developed nine porosity scenarios (g 5 0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5 and 0.6). Conditions in which the porosity exceeds 0.6 were not considered because previous works show that the porosity effect is weak above these values. A total of 72 simulation cases are required for the four wind speed conditions and the two scale levels for each fence. The fence can be regarded as a thin porous boundary that acts as a momentum sink and causes a pressure drop DP in the flow passing through it:
where v is the normal velocity toward the fence, k r is the pressure loss coefficient related to the porosity of the fence and r is the air density.
The porosity values were defined by changing the k r of the fence instead of the solid model itself. To estimate the pressure loss coefficient at various fence porosity conditions, two common empirical relationships are available. One of these relationships was from Reynolds 29 , i.e.,
whereas the other relationship was from Hoerner 30 , i.e.,
The estimation results from the two relationships have the same change patterns given that the k r values of both are related to 1/g 2 .
The results from the Reynolds equation are smaller when g , 0.06, and vice versa, with limited absolute differences. However, the relative differences are significant at large porosity conditions, reaching approximately 40% when g 5 0.6. To reduce errors from the estimation, the average results from the two equations were adopted in our simulations. Moreover, the permeability of the fences was set to a high value of 10 10 m 2 to cancel out viscous effects. The current study may be the first to simulate flow around porous wind fences at different scale scenarios to test the scale problem. As a standard procedure to validate the numerical method and the applicability of the turbulence model, the results of the current study were first compared with the PIV-measured wind tunnel results. If the simulation results were directly comparable with those of the wind tunnel study, then the scale problem of a reduced numerical or wind tunnel model can be discussed. The scale effect was evaluated by comparing wind speed contours and wind profiles at 13 locations (22, 21, 20.5, 0.5, 1, 2, 4, 6, 9, 12, 16, 20, and 25 H) in the wind tunnel-sized simulations with those from the actual-sized simulations.
Results
Comparison with the previous wind tunnel experiment. The flow field behind a porous fence can be characterised by the shape and size of the reverse cell, the location of the flow separation zone and the flow speed at several specific locations. The flow convergence distance on the leeward side of the fence, which is where the forward flow and reversed backward flow meet to form a zerospeed contour, was sensitive to changes in the fence porosity. The comparison between the flow convergence length from the wind tunnel and the CFD simulation at the two fence scales is shown in Fig. 2 . The experiment results are consistent with those of the scaled simulation. A general trend in which the convergence length increased with the wind porosity was observed for all wind speed conditions, except for the wind tunnel result with a wind speed of 8 m/s and g 5 0.2. This abnormal value may have resulted from an experimental error.
Similar to many previous studies, the CFD-simulated flow field characteristics, including streamline patterns, velocity profiles and flow regions, are consistent with the results of the wind tunnel experiments; thus, the applicability of the numerical method is proven. In addition, Dong et al. 13 noted that the convergence length does not increase when the porosity is lower than 0.05. The simulation at the wind tunnel model scale exhibited the same features at all wind speed conditions, further proving that the CFD method could represent the flow field with high precision and reliability. However, the simulation with an actual-sized model resulted in an obviously low relative length when the porosity was less than 0.1 and a high value when the porosity was larger than 0.15. This finding was affected by the different relative intensities of a small vortex that occurred immediately behind the fence at low porosity conditions.
A small vortex behind a solid or low-porosity fence was observed in the wind tunnel 13 and in both numerical simulations in the present study. A direct comparison of the vortex in the two scale simulations reveals the difference caused by the scale effect (Fig. 3) . Under a 10 m/s wind condition, the vortex behind the solid wind tunnel model fence was well developed to approximately a 0.6 H height and 1 H distance, whereas the vortex behind the actual size solid fence had a height and distance of only approximately 0.15 H and 0.25 H, respectively; the relatively small vortex in the latter led to the short convergence length of the actual-sized simulation in Fig. 2 . If the measured wind tunnel and CFD-simulated data were extrapolated 50 times to their actual size, then the height and length of the vortex would be 4 times larger than those of the vortex in the actualsized model. This scale-affected difference indicates that although the general flow characteristics can be captured using scale models in a wind tunnel or same-scale CFD simulations, as tested by many previous works, the results of these methods will not be proportional to the model size and can be deformed if applied directly to a unique area, particularly near obstacles.
Comparison of flow fields at two scaled fences. In the current study, we focused on changes in flow velocity that were caused by different model scales. First, the result shows that the wind speed had a limited effect on the flow pattern, as proven by many previous studies. For each scale and porosity scenario at 13 locations, the wind profiles under four referential wind speeds were proportional and highly correlated with one another (r 5 1). The percentage differences in the wind velocity of the two scale simulations were calculated by averaging the difference at each measured location under the four wind speed conditions. The average percentage difference at each porosity scenario was then determined by obtaining the average of the differences at all the measured locations.
A direct comparison between the flow fields behind the two scaled fences revised several general similarities and differences caused by the scale effect. The lift streamline that appoached the fence, the flow compression above the fence, the bleed flow immediately after the fence, the high-velocity region above the fence, the flow reattachment distance and the shape of the separation cell for the two scale simulations are consistent, as shown in Fig. 4 for a porosity of 0.3 and an inlet wind speed of 10 m/s.
However, a significant difference was observed, i.e., the overall wind speed in the actual-sized simulation was apparently higher than that in the wind tunnel-sized simulation (Fig. 4) . This finding is attributed to the referential wind speed in the wind tunnel that was monitored as 0.3 m (15 H) above the surface, whereas in the actualsized simulation, the speed was 2 m high, which corresponds to 2 H as the typical field condition. Another difference was observed in the varying relative strengths of the bleed flow behind the porous fence. In the actual-sized simulation, the space for the bleed flow development was larger, and lead to a longer convergence length and a more intensive leeward deformation of the separation cell. In contrast, the space behind the 20 mm-high wind tunnel fence was limited; thus, the intensity of the bleed flow was smaller behind the fence.
A quantitative comparison of the wind profiles at various locations emphasised that the difference in the outer-flow and overflow zones was caused by the varying ratios of the referential wind speed height to the fence models and by the displacement of small vortices or reverse cells leeward (Fig. 5) . At the 13 compared locations, the difference in the total wind speed of the 9 porous conditions was 21.1%, which was close to the average wind speed difference of 22.9% from the inlet boundaries. The data are stable at the outer-flow and overflow regions, as well as behind the separation cells. However, the data fluctuate, with large standard deviations, behind the fence that was affected by high-intensity turbulence, particularly near or within a small vortex and before the separation cell of low porosity fences because the absolute wind speed is low and the two flow patterns differ in these areas; thus, a small difference in values can result in a highly variable ratio. These differences indicate that the results from the wind tunnel simulation at a certain referential wind speed or for particular characteristics in a scale model are not directly applicable to the actual condition, even when the same inlet wind speed is assumed. The results also reiterate that the porous effect ceases when g is larger than 0.5.
Discussion
This study presents the first numerical analysis of the scale problem of a windbreak in wind tunnel experiments and reduced-scale simulations. The flow field difference that was influenced by the scale effect between the two fence models was numerically measured. The result of the comparison between the wind tunnel experiment and the CFD simulation with an equal size is encouraging, and emphasizes the reliability of the CFD method. However, two major differences between the flow fields of the scale model and the actualsized fence were determined.
In the outer-flow and overflow regions where the fence had limited influence, the difference was mainly caused by the varying ratios of the referential wind speed heights in the model and of the actualsized fences. This problem is common because a wind tunnel model is typically scaled down tens or several hundred times from the actual size, which can be generally solved by considering referential wind speed height and model size, for example, by multiplying by approximately 122% in the current study.
Moreover, the small vortex and the separation cell behind a lowporosity fence are not proportional to the size of the model; thus, a significant discrepancy occurs between the wind tunnel and the actual-sized simulations immediately behind the fence and within the separation cell. For example, the small vortex behind a low-porosity fence is relatively four times larger in the 1550 scale model. This problem can only be addressed by comparing two numerical models at the required scales and then extrapolating the results of a wind tunnel experiment to the actual condition. Methods ANSYS Fluent code (version 12.0), which was frequently used in previous studies, was also used in our simulations. Fluid (air) is considered incompressible and Newtonian. The shear stress transport (SST) k-v turbulence model was used to provide closure. The SST model automatically changes from the standard turbulence/frequency-based k-v model in the inner region of the boundary to a higher Reynolds number k-e model in the bulk flow. The accuracy and reliability of this model can be increased for a broader class of flows than the standard k-e and k-v models 31 .
Boundary conditions. The wind profile given in equation (1) was imposed as the inlet boundary condition with a changing u* to alter the referential wind speed, whereas for the top boundary the inlet velocity at its height was assigned. The non-slip boundary condition was applied to the floor with z 0 , as described previously. The zero-pressure boundary condition was adopted for the outlet boundary. The porous condition of the fence was applied according to the k r calculated from equations (3) and (4) and the width of the fence. The solid fence with a porosity of 0 was modelled as a wall.
Discretisation scheme and specifications of the turbulence model. The fully developed turbulent wind flow over the fence was solved by the Reynolds-averaged Navier-Stokes equations that use the finite volume method. The default ''standard wall function'' applied the wall boundary condition to all variables of the k-v model that were consistent with the logarithmic wind profile in equation (1) . The SIMPLEC algorithm was used to solve pressure-velocity coupling. The pressure interpolation scheme was PREssure Staggering Option (PRESTO!). Second-order discretisation schemes were used for the convection and viscous terms of the governing equations. The least-squares cell-based gradient reconstruction scheme was used because of its accuracy and speed. A structured quadrilateral grid method was used in the upstream and downstream regions, whereas an unstructured triangular grid was built near the fence model to bridge fine cells at the bottom of the domain and coarse cells at the top. The grid resolution was determined via grid-sensitivity analyses; thus, the results were independent of the grid size. The total number of cells was 5,100.
The initial conditions for pressure and velocity were set to zero for the entire domain, except at the left inlet boundary wherein the logarithmic wind profile was imposed. The transport equations for the SST k-v model were then solved iteratively until the convergence criteria were satisfied. The convergence criteria were defined in terms of residuals, i.e., the degree to which the conservation equations were satisfied throughout the flow field. We assumed that convergence was achieved when all normalised residuals for the velocity components k and v fall below 10
25
. The execution time of each run was approximately 15 minutes on a 3.40 GHz Intel i7-4770 processor with 8 GB of RAM.
