ABSTRACT Whale optimization algorithm (WOA) is a population-based meta-heuristic imitating the hunting behavior of humpback whales, which has been successfully applied to solve many real-world problems. Although WOA has a good convergence rate, it cannot achieve good results in finding the global optimal solution of high-dimensional complex optimization problems. The learning mechanism of Lamarckian evolutionism has the advantages of speeding up and strengthening local search. Through this learning mechanism, solutions with certain conditions can acquire higher adaptability with a higher probability by active learning. To enhance the global convergence speed and get better performance, this paper presents a WOA based on Lamarckian learning (WOALam) for solving high-dimensional function optimization problems. First, the population is initialized by good point set theory so that individuals can be evenly distributed in the solution space. Second, the upper confidence bound algorithm is used to calculate the development potential of the individual. Finally, based on the evolutionary theory of Lamarck, individuals with more development potentials are selected to perform the local enhanced search to improve the performance of the algorithm. The WOALam was compared with six variants of WOA on 44 benchmark functions. The experiments proved that the proposed algorithm can balance the global exploring ability and the exploiting ability well. It could obtain better results with fewer iterations and had good convergence speed and accuracy.
I. INTRODUCTION
Traditional optimization algorithms are based on gradient information when solving such problems, which is only applicable to the case where the objective function and constraint conditions are differentiable. With the increasing complexity of optimization problems, traditional optimization algorithms become more and more powerless. In recent years, a class of optimization algorithm based on iterative process has been widely studied. Compared with traditional optimization algorithm, meta-heuristic algorithm is a group-based search technology and is not restricted by whether the search space is continuous or differentiable. It has the characteristics of simple operation, strong versatility and parallel processing.
Metaheuristic is formally defined as an iterative generation
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process which guides a subordinate heuristic by combining intelligently different concepts for exploring (global search) and exploiting (local search) the search space [1] . Many new swarm intelligence algorithms have been proposed by scholars in recent years. These algorithms have the characteristics of fewer parameters, relatively simple evolutionary process and fast operation speed. Such as: Magnetic Charged System Search (MCSS) [2] , Dolphin Echolocation Optimization (DEO) [3] , Colliding Bodies Optimization (CBO) [4] , Chicken Swarm Optimization (CSO) [5] , Water Evaporation Optimization(WEO) [6] , Cuttlefish optimization algorithm (CFA) [7] , Gray Wolf Optimizer(GSO) [8] , Fruit Fly Optimization Algorithm(FFOA) [9] , Multi-Verse Optimizer (MVO) [10] , etc.
In 2016, a new intelligent optimization algorithm, called Whale Optimization Algorithm (WOA), was proposed by Mirjalili and Lewis [11] . WOA was developed through simulating the hunting behavior of humpback whales to update the location of populations for finding the optimal in search space. It has the advantages of simple concept, less adjustable parameters and easy implementation. The superiority of WOA over Particle Swarm Optimization (PSO) [12] , Gravitational Search Algorithm (GSA) [13] , Differential Evolution (DE) [14] and Fast Evolutionary Programing (FEP) [15] has been demonstrated. Owing to its impressive advantages such as easy implementation, lesser adjustable parameters and quick convergence, the WOA has been successfully applied to diverse problems. For example, 0-1 knapsack problem [16] , the permutation flow shop scheduling problem [17] , clustering and classification [18] , [19] , optimal control problems [20] , [21] , Multi-objective optimization [22] , [23] , routing optimization [24] , support vector machines and neural networks [25] - [27] , Feature selection [28] , economic load dispatch problems [29] , image segmentation [30] , fuzzy controller [31] , and parameter estimation [32] .
In original WOA algorithm, the current best individual is the target prey and the other individuals attempt to modify their positions towards this best individual in each iteration process. This update process may lead the algorithm into local optimum. Researchers have proposed some variants of WOA to enhance the convergence capability of algorithm when dealing with global optimization problems in recent years. Trivedi et al. [33] proposed an adaptive whale optimization algorithm (AWOA). The results show that compared with the standard WOA optimization algorithm, the AWOA has better competitive performance. Hu et al. [34] proposed an improved whale optimization algorithm based on inertia weight (IWOA) to adjust the impact on the current optimal solution. Bentouati et al. [35] proposed a new power system planning strategy by combining Whale Optimization Algorithm (WOA) with pattern search algorithm (PS). Simulation results clearly reveal the effectiveness and the rapidity of the proposed algorithm for solving the OPF problem. Abdel-Basset et al. [36] proposed a memetic algorithm using the Whale optimization Algorithm (WA) Integrated with a Tabu Search (WAITS) for solving Quadratic Assignment Problem. Ling et al. [37] proposed an improved version of the WOA (LWOA) based on Lévy flight trajectory. The simulation results show that the LWOA is feasible and effective, and has superior approximation capabilities for global optimization problems with dimension up to 50. Sun et al. [38] proposed a modified whale optimization algorithm (MWOA) for solving LSGO problems, Lévy-flight strategy and quadratic interpolation method is applied to enhance the local exploitation ability and improve the solution accuracy. Trivedi et al. [39] proposed a hybrid PSO-WOA which is a combination of PSO used for exploitation phase and WOA for exploration phase in uncertain environment, analysis of competitive results obtained from PSO-WOA validates its effectiveness compared to standard PSO and WOA algorithm. Yan et al. [23] proposed an ameliorative whale optimization algorithm(AWOA), the logistic map is used to obtain the initial solution and inertia weight is introduced in the WOA to improve the algorithm, the problem of water resource allocation optimization is well solved by the AWOA. Sun et al. [40] proposed an improved whale optimization algorithm based on different searching paths and perceptual disturbance(PDWOA), the effect of several other spiral curves on the performance of the algorithm has been verified , the simulation results also proved that the performance of the equal-pitch Archimedean spiral curve is superior to other types of spiral curve. Abd Elaziz and Oliva [32] proposed an improved opposition-based whale optimization algorithm(OBWOA) ,the proposed method has been tested over different benchmark optimization functions to verify its exploration capabilities and has also been applied to estimate the parameters of solar cells using three different diode models. Kaveh and Ilchi Ghazaan [41] proposed an enhanced whale optimization algorithm (EWOA). Mafarja et al. [42] proposed a hybrid WOA-SA algorithm, the SA was used to enhance the exploitation by searching the most promising regions located by WOA algorithm. Kaur and Arora [43] proposed an chaotic whale optimization algorithm (CWOA). The experimental results show that logistic, cubic, sine, sinusoidal, singer, tent, piecewise and gauss/mouse chaotic maps are able to enhance the performance of WOA algorithm successfully. Abdel-Basset et al. [44] , [45] proposed improved Lévy-based whale optimization algorithm (ILWOA) which parameters a, A, L are updated by Levy distribution and p is generated by logistic chaos map. The 1-D bin packing problems and bandwidth-efficient virtual machine placement are well solved by the proposed algorithm.
Although WOA has been greatly improved, it still has several problems, such as slow convergence and deteriorating optimization capability when dealing with complex highdimensional problems. The essence of these strategies of the above literature is to improve the individual evolutionary mode by balance exploring (global search) and exploiting (local search). However, it is found that the invariance of individual evolutionary strategy is also an important reason for the low efficiency of the algorithm in the evolutionary process. For example, the individual update is subjected to randomly selected or the current best individual of whale population in the evolutionary process , the inheritance of past group experience is missing and has not been effectively utilized . For multimodal function optimization problems, if the current best individual falls into local optimum, the probability of the whole population falling into local optimum will increase. In this paper, Whale Optimization Algorithm based on Lamarckian learning (WAOLam) is proposed. First, the population is initialized by good point set theory so that individuals can be evenly distributed in the solution space. Second, the upper confidence bound algorithm is used to calculate development potential of the individual. Finally, based on evolutionary theory of lamarck, individuals with more development potentials are selected to perform local enhanced search to improve the performance of the algorithm. The remainder of this paper is organized as follows. Section 2 provides a summary of the original WOA to better understand the procedure and principles of WOA. The proposed algorithm, called WOALam, is described in detail FIGURE 2. 100 points generated by random method. FIGURE 3. 100 points generated by good point set method.
in Section 3. Some experimental studies regarding the numerical benchmark functions, along with analysis and discussions are summarized in Section 4. Finally, Section 5 is devoted to conclusions and the future work.
II. WHALE OPTIMIZATION ALGORITHM
This algorithm is inspired by the hunting mechanism of humpback whales in nature, and simulates the shrinking encircling, spiral updating position, and random hunting mechanisms of humpback whale pods. This algorithm is composed of the following three stages: encircling prey, bubblingnet attacking, and search for prey. And it works as follows.
A. ENCIRCLING PREY
For encircling prey, the WOA algorithm assumes that the current optimal solution is the target prey. Other individual whales then try to update their positions toward the optimal position. This behavior is represented by the following equations:
where t represents the current iteration, X (t) is the position vector, − → X * (t) is the position vector of the optimal solution obtained so far, || is the absolute value, and · is an element-byelement multiplication. A and C are coefficient vectors and are calculated as follows: where a is linearly decreased from 2 to 0 over the course of iterations (in both exploration and exploitation phases) and r is a random vector in [0, 1].
B. BUBBLE-NET ATTACKING METHOD (EXPLOITATION PHASE)
The bubble-net behavior of humpback whales includes the shrinking encircling mechanism and spiral updating position. 
1) SHRINKING ENCIRCLING MECHANISM
This mechanism is mainly achieved by decreasing the value of control parameter a. A is a random value in the interval [−a, a]. When random values for A are in the interval [−1, 1], the new position of the individual whales can be defined anywhere between the original position and the current best position. The mathematical modeling is expressed by Equations (1) and (2).
2) SPIRAL UPDATING POSITION
A spiral equation is then created between the position of whale and prey to mimic the helix-shaped movement of humpback whales as follows: where b is a constant for defining the shape of the logarithmic spiral, l is a random number in [−1, 1], and · is an elementby-element multiplication. When humpback whales attack their prey, they move simultaneously within a shrinking encircling circle and along a spiral-shaped path. The WOA assumes there is a 50% probability of choosing between the shrinking encircling mechanism and the spiral model to update the position of whales during optimization. The mathematical model is as follows:
C. SEARCH FOR PREY (EXPLORATION PHASE)
In fact, humpback whales search randomly according to the position of each other. In the search for prey or exploration phase, the positions of other individual whales are updated according to a randomly chosen individual whale. In order to find other better prey, individual whales are forced to move far away from reference whales by setting | A > 1|. WOA algorithm can perform global search by this way. The mathematical model can be expressed as: where X rand is a position vector randomly selected from the current whale population. The pseudocode and flow chart of the original WOA are shown in Algorithm 1 and Figure 1 , respectively.
III. WHALE OPTIMIZATION ALGORITHM BASED ON LAMARCKIAN LEARNING (WOALam)
However, the current best individual of the WOA is only the optimal position that an individual can find in the current iteration process. It can only represent the current best level of all individuals, but it can't represent the overall level and direction of evolution. Especially in solving highdimensional optimization problems with multiple local optimal solutions. If the current best individual is a local optimal solution, other individuals updating the position according to the local optimal individual may lead the WOA to fall into the local optimal solution. Evolutionary studies have shown that organisms have great adaptability to the environment, environmental changes will cause changes in the organisms, and organisms will improve their behavior. Diversification of the environment is the root cause of biodiversification. This paper proposes an individual development potential evaluation method. Based on Lamarck's evolutionary theory, individuals with more development potentials are selected to perform local enhanced search to improve the performance of the algorithm.
A. POPULATION INITIALIZATION BASED ON GOOD POINT SET THEORY
WOA starts iterative optimization from random initialization individuals. If there are optimal solutions near some individuals, the convergence of the algorithm can be accelerated and the performance of the algorithm can be improved to a certain degree. The good point set theory [46] , [47] has been proved that the weighted sum of n good points is less error than that of any other n points when the approximate computation function is integrated in the s dimensional Euclidean space unit cube. The specific definitions are as follows:
is a constant only related to r and ε(ε > 0). p n (k) is called good point set. In general, r = 2 cos(2πk/p), 1 ≤ k ≤ s , p is the smallest prime number that satisfies (p − s)/2 ≥ s. Figure 2 and Figure 3 shows the initial population distribution of 100 points constructed by random point distribution method and good point set distribution method respectively.
B. INDIVIDUAL LOCAL SEARCH STRATEGY BASED ON THE LAMARCKIAN THEORY
The lamarckian evolution theory, which existed concurrently with Darwin's theory of evolution, believes that the learning and adaptive behaviors produced by the direct influence of organisms can be inherited to the offspring to a certain extent. According to Lamarck, the traits acquired by the organisms can be directly fed back to the genotypes and passed on to the offspring through genetics. This mechanism enables individuals to directly replace the corresponding individuals in the group by the excellent individuals obtained by local search. This thinking mode has considerable reference value for optimization algorithm [48] . Liu et al. [49] designed a Lamarck learning rule and established a framework of Lamarck genetic algorithm, and proved its good convergence performance and local search ability in engineering theory. Luan et al. [50] proposed Lamarck individual learning mechanism based on the new concept of ''learning potential'', so that the advantages of local learning can be fully utilized. The results of the above literature research show that the local learning mechanism based on lamarckian evolutionism has the advantages of speeding up and strengthening VOLUME 7, 2019 local search. However, Lamarck learning does not predict the validity of the search object before local search, but requires traversing all individuals. This traversal mechanism not only enhances the global search ability of the algorithm, but also increases the probability of the algorithm falling into local optimum. At the same time, some useless calculations have VOLUME 7, 2019 been increased. Therefore, development potential of individual is needed to evaluate before performing local search in the algorithm. This paper proposes the concept of ''development potential''. The size of development potential directly reflects the improvement effect of local search. Before performing the local search, the probability that each individual can search the global optimum through learning can be predicted by evaluating the improvement ability. Local search is carried out for individuals with high improvement ability, which reduces the computational complexity required by the algorithm. The evaluation method of development potential is given as follows.
In the absence of any prior knowledge, development potential can be made more quickly by coordinating the use of acquired knowledge and the exploration of new knowledge. Upper Confidence Bound (UCB) [51] , [52] is composed of two parts, one of which is the current reward value, and the other is related to the size of the unilateral confidence interval to ensure that the expected reward can fall within the range of reward with a great possibility. This algorithm has been applied to the computer Go program and has achieved good results. Based on the immediate value of the current situation on the chessboard and the future value of the optional subpoints, the UCB algorithm is used to calculate the maximum confidence interval of the upper limit as the falling sub-point of the current situation. Therefore, the calculation of individual development potential can be analogous to computer Go decision making. The mathematical model for calculating individual development potential can be expressed as:
where, t is the number of current iterations. The role of C 0 is to balance the utilization of individual knowledge and the need for exploration, which is set to 2 according to the default value of UCB. Potential t (x i ) is the individual development potential of x i in the t iteration. 
It can be seen from equation (11) that the fitness of X 2 is better than that of X 1 , but from the composition of the solution, X 1 is closer to the optimal solution X min only by changing the value of the fourth position. X 1 can be considered as an individual with greater development potential. X 1 which is modified by the value of the fourth position can quickly get a better fitness value then X 2 . Although the above example exists in the actual iteration process, all WOAs guide individual evolution based on the optimal fitness value except for a few, desired decision variables might be modified. So, local search strategy is proposed to use the value of the optimal individual to modify the value of each dimension of other individuals. Through learning, individual can better adapt to the environment and improve their fitness. In local search process, inappropriate decision variables of individuals with the greater development potential have the opportunity to be modified by using the most appropriate decision variables of optimal individual . In other words, every decision variable x i of X is replaced by a decision variable x j of X best . X best is the current optimal individual. As it can be deduced from local search strategy, the computational complexity of search strategy is O(n 2 ). Based on this, the algorithm complexity of WOALam can be deduced as follows:
where m is the number of whale individuals that were searched locally, MaxT is the total number of iterations of the algorithm, n is the number of decision variables. It is obvious that such complexity might be undesired for high dimensional optimization problems. So for local search, how to solve the contradiction between the sufficiency of local search and the calculation time is a primary issue that we need to consider. In order to overcome this problem, three methods will be integrated into the proposed algorithm:
1) SELECTION OF ITERATIONS OF THE LOCAL SEARCH START
If the fitness of each iteration increases slowly, it may fall into the local optimum or have found the global optimum solution. It is necessary to judge whether local search strategy is adopted in this case. The variance of fitness can reflect the degree of convergence of individuals. The smaller the variance, the more likely it is to fall into the local optimum or to find the global optimal solution. Therefore, the algorithm is judged by the variance of individual fitness value, and the VOLUME 7, 2019 calculation method is presented by Equation (13) .
where, t is represents the current number of iterations, count is the number of fitness values (count is set to 20 in this paper), f i is the fitness value of each iteration, andf is the average of fitness values. According to Lamarck's evolutionary theory, improved parent individuals can inherit the learning good genes to their offspring and obtain more adaptive individuals. Therefore, individuals need to undergo certain iterations before passing on the acquired good genes to their offspring. In order to gain good genes and avoid frequent calculation variance, Local Search Start Interval (LSSI) is set in this paper (The default value of LSSI is set to 50). Where LSSI is the parameter that controls the period in which local search and variance calculation occur. In other words, when t mod LSSI is equal to 0 and the variance satisfies a preset threshold, local search strategy is performed.
2) SELECTION OF INDIVIDUALS WITH BETTER DEVELOPMENT POTENTIAL
From Equation (12), m is the number of individuals who need to perform local search strategy. The larger the value of m, the greater the amount of work that needs to be calculated . Each individual has a certain development potential (Potential(x i )), and the individual with the development potential greater than the average development potential of the population is selected for local search. In the early stage of evolution, the value of m should be more to maintain the diversity of the population, and in the later stage of evolution, the value of m should be less to accelerate the convergence of the algorithm. Therefore, the calculation method of m is presented by Equation (14) .
where, t is the number of current iterations. MaxT is the maximum number of iterations. Number is the number of individuals greater than the average development potential of the population. 
3) SUBSET SELECTION OF OPTIMAL INDIVIDUALS FOR LOCAL SEARCH
Another way to decrease the computational complexity imposed by local search is to use a subset of decision variables of X best . Similar to the above two methods, this method allows the algorithm to avoid too much complexity without losing the benefits of local search. The number of selected decision variables is determined by a parameter called Subset Length (SL), which is usually considered much smaller than n. Suppose that SL is used to indicate the length of the selected subset (SL is set to n/3 in this paper), n is the dimension of the problem to be optimized. The process of subset selection consists of two steps:
Step 1: Randomly generate an integer between 1 and (n-SL) as the starting point of the subset;
Step 2: From the starting point, successive SL decision variables of the optimal individual are selected as a subset of the local search.
Integrated into these three improved methods, the number of necessary fitness evaluations consumed by WOALam
D. IMPROVEMENT OF INDIVIDUAL RANDOM SELECTION METHOD IN ORIGINAL WOA
In the search for prey (exploration) stage, the reference individuals in the original whale algorithm are randomly selected. Although this method is conducive to increasing the diversity of the population, it also has blindness. It is possible to use the solution obtained from the local search as the reference individual (similar to the current optimal solution), which is not conducive to exploration. In addition, if the current fitness value is not much different from fitness of the reference individual, it means that the individual itself has no better improvement. This paper proposes the following methods to select the reference individuals in the exploration phase. The mathematical formula for individual selection is as follows:
where, x i is the selected reference individual. f t (x i ) is the fitness value of the t-th iteration of the x i . f b (x i ) is the best fitness value currently obtained by x i . The pseudocode and flow chart of the WOALam algorithm are shown in Algorithm 2 and Figure 4 , respectively.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. EXPERIMENTAL SETTINGS
To extensively investigate the performance of WOALam algorithm, we compared it with six other variants of WOA.
In the field of evolutionary computation, it is common to compare different algorithms using a large test set, especially when the test involves function optimization. In order to verify whether an algorithm is better than another, a function set containing 44 benchmark problems with different characteristics is employed. Although it is not exhaustive, it includes many different types of problems such as unimodal, multimodal, separable, non-separable and multidimensional. In this section, the benchmark functions are introduced. The experimental settings and results are presented, and several conclusions are provided. All experiments are implemented on Intel(R) Core(TM) i5 7200U CPU dual core processor 2.50 GHz and 2.71 GHz with 4.00GB memory physical address extension. All algorithms are coded and carried out by MATLAB R2014a version under the environment of Microsoft Windows 10 Professional. Six improved whale algorithms proposed in recent years were tested for comparison. The source information of the comparison algorithms are listed in Table 1 .
B. PERFORMANCE COMPARISON OF THREE DIFFERENT COMPONENTS OF THE WOALam
The algorithms were tested on 35 well-known benchmark functions based on previous work (Wang et al. [53] , Eesa et al. [54] , Mirjalili et al. [55] ). The test functions are listed in Table 2 . For all experiments, Maximum number of iterations of the algorithm (MaxT) is set to 500, which is the same as that of the other WOA variants used for comparisons. The population size N of all algorithms is set to 30. Moreover, in our experiments, 30 independent runs are carried out in each case. To compare the performance of the proposed algorithm, all the experiments in this paper run according to the above settings unless a change is mentioned. In experimental study, we compared WOA with WOA1 (WOA is improved only by initializing the population through Good Point Sets), WOA2 (WOA is improved only by initializing the population through Good Point Sets and embedding Lamarckian local search strategy) and WOALam. 25 high-dimensional optimization functions (F1-F13, F24-F35) were selected and compared. All the functions are tested in 500 dimensions. In comparison of 500-dimensional optimization performance of 25 functions, WOA2 and WOALam have better optimization performance than WOA. The 13 functions optimized by WOA1 are better than WOA, as shown in Figure 5 .
The optimization performance of the remaining 12 functions is similar to that of WOA. From the comparison results, it can be seen that the good point set initialization method is beneficial to improve the performance of the algorithm in VOLUME 7, 2019 most cases. The proposed Lamarckian local search strategy has the advantages of speeding up and strengthening local search. Improvement of individual random selection method has stronger local escape ability and can effectively prevent the population from entering the predicament of local optimum. The combination of these three improved methods can obtain better optimization results.
C. COMPARISON OF FIXED ITERATION NUMBER WITH SIX IMPROVED WHALE ALGORITHMS
In experimental study, We compared WOALam with six WOA variants. All the functions are tested in 50 dimensions, 100 dimensions and 500 dimensions. Limited to the length of the paper, only the best value, worst value, mean and standard deviation (SD) of the 500-dimensional optimization functions are given in this paper. They are reported in TABLES 3 and 4. The mean and standard deviation (SD) of the 50 and 100 dimensional optimization functions are reported in TABLES 5 and 6. The best ones are written in bold.
1) COMPARISON AND ANALYSIS OF EXPERIMENTAL RESULTS
From TABLES 3-6, it can be observed that the proposed algorithm WOALam is superior to the other 6 WOA algorithms in most cases. As can be seen from algorithm has better or similar results compared to the other 6 WOA algorithms for the 10 tested functions, except for F14, F15, F19 and F20. But for WOALam, the best result of these four functions have reached the optimal value more than once, the solution obtained by the algorithm is very close to the global optimal solution. At the same time, it can be seen in Table 3 that for some functions, the optimal results of WOA, MWOA, PDWOA, OBWOA and WOASA are very close to WOALam, but the variance is somewhat different. The results are written in underline. It should be pointed out that, compared with other algorithms, the fitness is evaluated twice in each iteration of OBWOA. But even so, the results of WOALam are better than that of OBWOA. As can be seen from Figure 6 , OBWOA shows better optimization performance before MaxT/2 iteration. Even though the fitness is evaluated twice in each iteration, the optimization performance of the OBWOA decreases significantly or remains basically unchanged after MaxT /2 iteration. It shows that although the improved mechanism based on opposition learning can improve the performance of WOA in the early stage of optimization, it can not overcome the shortcomings of WOA in solving high-dimensional optimization problems in the later stage of iteration.
As can be seen from TABLE 4, taking the best, worst, mean and standard deviation (SD) criteria into account, the WOALam algorithm outperforms the other WOA algorithms for 25 functions, except for F5, F7, F33 and F35. For F9,F11, F29, F30 and F32, the results of several other algorithms are the same as WOALam, but WOALam has fewer iterations than them. Similar conclusions can be obtained according to TABLES 5 and 6, and will not be repeated here. This indicates that WOALam algorithm has strong global searching ability and stability. Though some algorithms perform better than the WOALam algorithm in some special cases, WOALam algorithm has an overall edge in terms of performance. According to the above observations, we concluded that the performance of the WOALam is superior to the other six methods when used to solve most of these optimization problems. When the dimension is increased, optimization performance of WOALam is relatively stable. It can also get an ideal solution.
2) CONVERGENCE ANALYSIS
The convergence curve of 25 optimization functions for 500-dimensional is given in Figure 6 . As depicted in Figure 6 , WOALam not only converges quickly towards the global optimal solution but also achieves higher accuracy. On the contrary, the compared algorithms converge easily to the local optima for most functions, and the convergence speed will be very slow when they converge toward the global optimal solution. From the Figure 6 , it is obvious that WOALam converges very fast and reaches optimal results for the most But for functions F5, F7, F33 and F35, the result of WOALam is not superior to other comparison algorithms. It also shows that ''there is no free lunch theorem'' from other side. But from the iterative curves of functions F5, F7, and F35, it can be seen that the iteration curve of WOALam is not much different from the best iteration curve obtained. From the overall optimization results, the WOALam algorithm has good optimization performance compared with six comparison algorithms, especially in the process of dealing with high-dimensional functions with good adaptability.
From the iteration curve of Figure 6 , it can be seen that other six algorithms can hardly jump out of the local optimum after reaching a certain precision. However, the iteration curve of WOALam shows that even if the dimension reaches 500, the algorithm can update the optimal solution in a faster iterative manner. And it can be seen that WOALam can get better results with a smaller number of iterations. This shows that the local search technology based on lamarckian learning can effectively enhance the individual optimization performance and avoid some local oscillation computation. This optimization characteristic is especially suitable for optimization problems with complex fitness computation.
3) WILCOXON's RANK SUM TEST RESULTS
To estimate the statistical significance difference between the algorithms, the Wilcoxon rank sum test (Derrac et al. [56] ) at the 5% significance level was employed to determine whether the difference between other results and the WOALam result is significant. Specifically, An h value of 1 or −1 indicates whether the results achieved by WOALam are significantly better or worse than those of the compared algorithms. An h value of 0 means that no significant difference exists between WOALam and the compared algorithms. In addition, if the optimization results of the comparative algorithms are exactly the same, the p-value is NaN.The results of comparing WOALam with the other six algorithms on the benchmark functions with D=100, 500 are presented in TABLES 7-8 respectively.
4) COMPARISON OF DIVERSITY INDEX WITH DIFFERENT ALGORITHMS
A diversity index [57] is defined in order to assess the exploration/exploitation behavior exhibited by the each algorithm in the search process. The mathematical formula for diversity index is as follows:
where X j (i) is the value of the ith variable of the jthindividual; GB(i) is the value of the ith variable of global optimal individual; X i,min and X i,max are the minimum and maximum values of the ith variable, respectively; Dim is the number of design variables and N is the number of individuals. According to formula (15) , if the optimal solution is found, the value of diversity index is 0. The mean values for the diversity indices are plotted against iteration numbers for all of the algorithms in different examples. It will be seen that the differences between the performances of algorithms can be interpreted by analyzing the differences between their diversity index curves to some extent. Twenty functions with better optimization results than other algorithms are selected as shown in Figure 7 . According to Table 4 and Figure 7 , In the process of WOALam optimization, high values of diversity are provided in the early stages of the optimization process.
As the optimization process continues, the individuals focus on more promising regions of the search space in order to perform local search and diversity index values gradually decrease. As can be seen from Table 4 , the results of several other algorithms are the same as WOALam for F9,F11, F29, F30 and F32, but WOALam has fast convergence speed from Figure 7 .For PDWOA and EWOA the curves maintain a relatively high distance from the horizontal axis in the process of optimization. This means that the individuals are far apart from global optimal location and the algorithms do not perform a proper local search phase. Table 10 -12, we know that the optimization performance of WOALam is better than other algorithms with the increase of dimension. Statistical results show that the proposed algorithm has better performance than others in solving high-dimensional function optimization problems. From the results, although the seven algorithms have better optimization performance for solving Zakharov function, Rosenbrock function, rastrigin, levy function, schwefel's function and so on from TABLE4-6, the optimization effect is not good for their shifted and rotated functions. The reason for the analysis is that it is influenced by the evolutionary behavior of whale optimization algorithm. Therefore, it is a good research direction to improve the evolutionary behavior of the WOA algorithm itself in the future.
V. CONCLUSIONS
In this paper, Whale Optimization Algorithm based on Lamarckian learning (WOALam) is proposed to enhance the performance of WOA. In the WOALam, population distribution is homogenized through population initialization based on good point set theory. It is helpful for enhancing the ergodicity of the solution space and finding the global optimal solution better. The individual evaluation mechanism of development potential is proposed based on lamarck theory, and the excellent experience in the evolution process is directly passed on to the next generation through local search strategy. This learning mechanism has the advantages of speeding up and strengthening local search. Improvement of individual random selection method has stronger local escape ability and can effectively prevent the population from entering the predicament of local optimum. At the same time, the reasons for affecting the efficiency and speed of algorithm optimization are analyzed, and corresponding improvement measures are proposed. The test results based on the high dimension benchmark function showed that the proposed algorithm has a better global optimization ability and a faster convergence speed, and can obtain more satisfactory optimization results in less iterative times. Thus, it is suitable for solving high dimensional optimization problems, which some fitness calculations are complex and time-consuming. It has also carried out new explorations and attempts for the study of evolutionary computation. In addition, it is a good research direction to improve the evolutionary behavior of the WOA algorithm itself in the future.
