Optimal dividend payment under a ruin constraint is a two objective control problem 1 which -in simple models -can be solved numerically by three essentially different methods. One 2 is based on a modified Bellman equation and the policy improvement method (see (2003)). In this 3 paper we use explicit formulas for running allowed ruin probabilities which avoid a complete search 4 and speed up and simplify the computation. The second is also a policy improvement method, but 5 without the use of a dynamic equation (see (2003)). It is based on closed formulas for first entry 6 probabilities and discount factors for the time until first entry (see (2016)). Third a new, faster and 7 more intuitive method which uses appropriately chosen barrier levels and a closed formula for 8 the corresponding dividend value. Using the running allowed ruin probabilities, a simple test for 9 admissibility -concerning the ruin constraint -is given. All these methods work for the discrete 10 De Finetti model and are applied in a numerical example. The non stationary Lagrange multiplier 11 method suggested in (2016), section 2.2.2 does also yield optimal dividend strategies which differ 12 from those in all other methods, and Lagrange gaps are present here. These gaps always exist in De 13 Finetti models, see (2017). 14 Keywords: stochastic control; optimal dividend payment; ruin probability constraint 15 MSC 2010 classification: 93E20; 93E25; 49L20 16 1. Introduction 17
Bellman equation. We use the following dynamic equations for V(s, α) (see 2003, formula (4)):
G(s, α) = sup A(s,α) {rpV(s + 1, β 1 ) + rqV(s − 1, β 2 )}
A(s, α) = {(β 1 , β 2 ) ∈ B(s, α) : pβ 1 + qβ 2 = α} (8) B(s, α) = {(β 1 , β 2 ) : ψ 0 (s + 1) ≤ β 1 ≤ 1, ψ 0 (s − 1) ≤ β 2 ≤ 1}.
These equations hold in the range s = 0, 1, 2, ... and ψ 0 (s) ≤ α ≤ 1, and we use the values 80 V(−1, α) = 0 and ψ 0 (−1) = 1. The dynamic equations define the optimal dividend strategy in 81 feedback form: Equation (6) tells us when a dividend of size 1 is paid. Equation (7) gives the value 82 function when no dividend is paid, depending on the next period in which the surplus can go up 83 with probability p or down with probability q. The number α is the running allowed ruin probability, 84 which changes to β 1 or β 2 in the next period depending on an up-or down-move of the surplus.
85
Equation (8) implies that the process of running allowed ruin probabilities is a martingale with mean 86 α. Computation is based on an iteration which is the well known policy improvement procedure (see 87 2003): we start from V 0 (s, α) = 0, and when V n (s, α) is given for all s and α, we compute V n+1 (s, α) 88 from equations (6)-(9) where we use the functions V n on the right hand side of (7) and obtain V n+1 on 89 the left hand side of (6):
One can show that the sequence of functions V n (s, α) is non-decreasing and bounded, and its 91 limit is a solution of the dynamic equations above (see 2003, Lemma 2 a)). The classical verification 92 argument yields that the limit is the value function of our control problem, and a solution to the 93 dynamic equations (6)-(9) see also 2003, Lemma 2. b), c) and d)). By continuity, the supremum in (7) is 94 attained. The optimal dividend strategy can be given in feedback form: starting from an initial state 95 (s 0 , α 0 ), s 0 the initial surplus and α 0 the allowed ruin probability, after one step the surplus goes up or is the ruin probability of the with dividend process for the initial pair (B 0 , α 0 ). Since the transition 137 from B 0 to B 0 − 1 is certain, we get a 1 (B 0 − 1) = α 0 . This value determines γ 1 in the representation 138 a 1 (s) = 1 − γ 1 + γ 1 ψ(s). Proceeding in this way, for a non-decreasing sequence of barriers B i , i ≥ 0, 139 we obtain a non-decreasing sequence of numbers γ i , i ≥ 0 satisfying the recursion
The dividend strategy which pays dividends at the levels B i satisfies the ruin constraint
If we stop the sequence B i at some finite number n, this means that after visiting n barrier levels 143 we stop paying dividends for ever, i.e. γ i = 1 for i > n. The barrier method does not use iteration or discretization, it is more interactive and simpler. We The present value for payments on level B 0 is
for level B 1 we obtain the present value
and so on. A closed formula for the total dividend value of the dividend strategy D is
One method to find barrier levels uses the function M(α), which might come from the computation Another, more precise method is an (almost) complete search in the vectors of non-decreasing 165 n−tuples of numbers k, k + 1, ..., K, where k is the barrier in the unconstrained problem and K a suitable (16), but for B i+1 < B i − 1 after a jump to B i − 1 we pay out dividends immediately which 175 leads us to B i+1 . In this case the recursion reads
If we replace
and the same value appears for the non decreasing threetuple B i+1 ,B i , B i+2 . The dividend value 179 for these barriers is larger than before, since we pay dividends earlier. Repeating this argument step by 180 step, we can replace an arbitrary admissible sequence of barriers by an admissible non decreasing one 181 which leads to a higher dividend value.
value minus the weighted corresponding ruin probability:
We used a non-stationary approach and computed the quantities for time t
with V(−1, L, t) = −L. The resulting optimal dividend strategy is a time dependent barrier 188 strategy M(t) with which dividends are paid at t when the with dividend surplus is above M(t). Using 189 the barrier function M(t) one can compute the ruin probability for the optimal dividend strategy via 
