Abstract-Distributed video coding (DVC) is an interesting research topic for emerging application scenarios requiring low complexity video encoding. The central Slepian-Wolf (SW) coding, in a DVC system, exploits the cross correlation between the side information and the original frame. But, it does not exploit the source entropy of the input symbols, which is exploited by entropy coding in conventional video transmission systems.
I. INTRODUCTION
Modern multimedia communication systems demand efficient video coding algorithm. State-of-the-art video coding (e.g. MPEG-4, H.264/AVC, H.264/SVC) are very well suited for broadcasting scenarios, wheres the complex video encoding is done only ones, but the decoding is done many times at the client side. That approach is less adequate for emerging application scenarios, requiring low encoder complexity.
In contrast to conventional coding systems, distributed video coding (DVC) gives the ability to develop low complexity encoders. It is based on the theories of D. Slepian and J. Wolf [1] as well as A. D. Wyner and J. Ziv [2] , which proof that a distributed coding system can reach the same performance as a conventional coding system. Distributed video coding is also well suited for errorrobust transmission and multiview video coding. Further application fields and perspectives are given in [3] , [4] .
One of the major technologies in a distributed video coding system is the Slepian-Wolf (SW) coding. It exploits the correlation between the side information Y and the original frame X. The pixel values of the original frame are non-uniformly distributed, thus, the source entropy is reduced. In conventional video coding the source entropy is exploited by the entropy coding. Whereas, the SW coding in DVC does not exploit the source entropy by default. Furthermore, the SW coding performance is significantly reduced in case of reduced source entropy, which is shown in section IV. We propose two methods to adjust the SW coding to the reduced source entropy. Simulations show that the performance of SW coding is significantly increased, if the SW coding is adjusted to non-uniformly distributed symbols (sec. IV). An overview of the related work is given in sec. III. Furthermore, we propose a priori information transmission (AIT, sec. V-A) and a priori information estimation (AIE, sec. V-A) algorithm for our pixel domain DVC system (sec. II). Simulations show that the overall rate distortion performance is increased by up to 0.8 dB if AIT or AIE is applied (sec. VI). At the end conclusions and remarks on further research are given in section VII.
II. SYSTEM SETUP Our DVC coding scheme ( fig. 1 ) splits up the input sequence into Key K and Wyner-Ziv X frames. On the one hand, the Key frames are encoded and decoded by the H.264/AVC intra (JM12.4 [5] ) codec. On the other hand, the WZ frames are encoded by the low complexity WZ encoder. The corresponding decoding is performed by the WZ decoder, where an estimate of the original frame is available (side information Y ). The side information Y is estimated by temporal interpolation between the adjacent Key frames.
The WZ encoding includes quantization of the WZ frame pixel values by a 2 M -step linear quantizer. The obtained quantization symbols q are split up into M bit planes q (b) . Subsequently the binary SW encoder generates parity bits (turbo code, [6] ), which are transmitted to the decoder on request.
In the first step, the decoder generates the side information Y by temporal interpolation. The temporal interpolation is performed by the BiMESS (Bidirectional Motion Estimation and Spatial Smoothing, [7] ) or by the PBTI (Pixel Based Temporal Interpolation, [8] ) algorithm. Decoding in the WZ decoder includes SW decoding based on the side information Y (estimate of X) and requested parity bits from the encoder. SW decoding is very much like turbo decoding, it only works if a specific number of parity bits is available. Therefore more and more parity bits are requested until SW decoding is successful. The decoded quantization symbolsq are used in the reconstruction process to form the decoded frameX. Based on the discussed reconstruction algorithms in [9] , we choose the side information clipping reconstruction algorithm for our DVC system. At least the decoder stores the decoded frames in the output sequence.
The overall performance of the DVC system is significantly influenced by the quality of the side information and by the performance of the SW coding.
III. RELATED WORK
Slepian-Wolf coding for nonuniform sources was first studied in [10] . The Slepian-Wolf coder was implemented by a Turbo Coding (TC) scheme. The decoder was adjusted to the source statistic by supplying a priori information. In [10] the SW coding scheme was not applied to a practical distributed video coding system, thus the problem of providing the source statistic at the decoder was not studied.
Furthermore, Distributed Arithmetic coding (DAC) based Slepian-Wolf coding for nonuniform sources was studied in [11] . It was shown, that the TC scheme performs better for low correlation between the sources X and Y , whereas the DAC performs better for for high correlation. Furthermore the DAC is not so much affected by the nonuniform distribution of source X. At least [12] studied nonuniform sources for LDPC based SW coders.
IV. A PRIORI INFORMATION IN SW CODING
The pixel values in a video frame are typically nonuniformly distributed. Due to 2 M -step linear quantization the quantization symbols q and its bit planes q (b) are also non-uniformly distributed. Therefore the entropy H(q) is not at a maximum (H(q) < M , H(q (b) ) < 1). Figure 2 shows the entropy of each bit plane for the sequences Coastguard, Foreman and Soccer. The source entropy of the bit planes one and two of the sequence Foreman and of all three planes of Soccer is significantly reduced.
The binary simmetric channel (BSC) model is used for performance evaluation of the SW coding scheme. The channel is characterized by the cross over probability e. Furthermore, the channel capacity C depends on the crossover probability and is given in eq. 1.
For uniform input symbols x i the conditional entropy H(X|Y ) is equal to H(Y |X). For non uniform sources H(X|Y ) highly depends on the entropy of X. Equations 3 and 4 are used to calculate the conditional entropy for SW evaluation on nonuniform sources.
A. Non a priori information usage
The SW coding performance is evaluated by the simulation setup shown in figure IV-A, where the correlation Setup for SW channel simulation -a priori information incorporated at the encoder (AIT) H(X|Y ) between the original information X and the side information Y is modeled by a binary symmetric channel (BSC). Figure 4 shows, that the SW coding performance is significantly reduced if the source entropy H(X) is not maximum (blue dashed curves). The gap to the SW bound is larger compared to the case of maximum source entropy (black solid curve).
B. A Priori Information Transfer (AIT)
The SW decoder can incorporate a priori information (eq. 5), which indicates the non-uniform distribution of X. We propose to calculate the a priori information at the
Setup for SW channel simulation -a priori information incorporated at the decoder (AIE) encoder and the transmission to the decoder for improved SW coding performance ( fig. IV-B) . The a priori information transfer (AIT) algorithm shows good coding performance close to the SW bound. For a practical source entropy of H(X) = 0.81 (Foreman, 2nd bit plane, fig. 2(b) ) the coding performance is increased by 16% compared to the default SW coding without AIT.
C. A Priori Information Estimation (AIE)
The a priori information is calculated at the encoder for the AIT algorithm. Furthermore, it needs to be transmitted to the decoder. Thus, a transmission overhead is added to the system. The distribution of X and the distribution of the side information Y is highly correlated. Thus, the a priori information can also be estimated at the decoder side base on the side information ( fig. IV-C) , avoiding the transmission overhead of AIT. Therefore, secondly, we proposed the a priori information estimation (AIE) algorithm based on the side information Y . The a priori information is estimated at the decoder side (eq. 6). Simulations show that the performance of AIE (green, dash-dot line, fig. 4 ) is close to the performance of AIT, for high correlation between X and Y . Hence, AIE is an alternative to AIT, with the advantage of not introducing a transmission overhead.
It was shown, that a reduced source entropy has significant impact to the SW coding performance. We propose to adjust the SW decoder to a reduced source entropy by AIT and AIE, with high SW coding performance close to the SW bound.
V. PROPOSED WYNER-ZIV VIDEO CODING
In section IV the impact of reduced source entropy to the SW coding performance was discussed. Furthermore, two algorithm were proposed to adapt the SW coding to the source entropy for increased performance. In this section the proposed algorithms are adapted to our pixel domain DVC system (sec. II). Figure 7 . Proposed DVC system with AIT
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A. A Priori Information Transfer (AIT)
A priori information transfer (AIT) is included in our pixel domain DVC system as shown in figure 7 . After the uniform quantization, the statistic of the quantization symbol bit planes is analyzed in the AIT process. Furthermore, the a priori information for each bit plane L a,AIT (q
i ) is calculated and transmitted to the decoder. Each LLR value (Log Likelihood Ratio, L a,AIT ) is quantized to an 8 bit value prior transmission. Therefore a transmission overhead of M × 8 bit is added by AIT per frame (e.g. 0.36 kbps @ 30 fps, M = 3, GOP = 2).
The SW decoder incorporates the a priori information (L a , eq. 7) in conjunction with the intrinsic information (L c , eq. 8) extracted from the side information y and extrinsic information L e gathered from the transmitted parity bits to form the a posteriori information (decoding result, L, eq. 9).
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As shown in section IV the performance is increased by adjusting the SW coding to the source entropy. The impact to the overall RD performance of the DVC system is discussed in conjunction with the simulation results in section VI.
B. A Priori Information Estimation (AIE)
The SW coding can be adjusted to the source entropy by AIT, where a priori information needs to be transmitted to the decoder. An alternative is the AIE algorithm, where the a priori information is estimated at the decoder side. In section IV it was shown that AIE has good performance close to AIT, if the side information Y and the original symbol X is highly correlated. The AIE algorithm is implemented in our pixel domain DVC system as shown in figure 8 . The encoder is not modified, thus, remaining at very low computational complexity. Figure 8 . Proposed DVC system with AIE An additional quantization block is added to the decoder to obtain the quantization symbols q y based on the side information Y . They are used as an estimate of the original quantization symbols q to calculate the a priori information L a,AIE (q
The a priori LLR is calculated by equation 10 and incorporated in the SW decoding algorithm (eq. 11).
VI. SIMULATION RESULTS
The proposed algorithms were evaluated for the QCIF sequences Coastguard, Foreman and Soccer at 30 fps. The overall RD (rate distortion) performance is shown in the figures 9, 10 and 11. Simulation results are carried out for the BiMESS [7] and PBTI [8] side information generation algorithm. Furthermore, the quantization parameter M = 1 and M = 2 were used. A KWK GOP (group of picture) structure was used. The key (K) frames were coded by the H.264/AVC reference codec (JM12.4, [5] ) and the WynerZiv (W) frames were processed by the proposed DVC system (sec. V).
A. A Priori Information Transfer (AIT)
The overall performance of the proposed DVC system applying AIT for the sequence Coastguard is not significantly improved compared to the basic DVC system. Due to the high source entropy of the quantization symbol bit planes ( fig. 2(a) ) the extracted a priori information value L a is very small, causing similar RD performance. Furthermore, the introduced rate overhead is insignificant compared to the data rate transmitted by the SW encoder. Thus, the RD performance is not significantly influenced. Table I shows the RD performance gain of the proposed algorithms compared to the basic DVC system (sec. II). For the sequence Coastguard the performance gain for the quantization Figure 9 . Overall RD performance of WZ coding, Coastguard parameter M = 2 is higher than for M = 1, because the source entropy of the second bit plane is lower.
For the sequence Foreman, the RD performance is improved by up to 0.82 dB (tab. I). Furthermore, the highest gain is accomplished for the second bit plane, because the average source entropy of the 2nd bit plane is very low (H(q (2) ) ≈ 0.8 bit/symbol). Furthermore, the RD performance is improved for all evaluated coding conditions. High RD performance gains are also shown for the Soccer sequence ( fig. 11 , tab. I) for all quantization parameter. Because, the source entropy for all bit planes of the quantization symbols is low (frames 210 . . . 250, fig. 2(c) ). Furthermore, the RD performance gain for the DVC system using BiMESS side information generation is greater than the gain for the PBTI based DVC system. The DVC system applying PBTI shows the best overall RD performance. The proposed pixel domain DVC system outperforms the H.264 intra video coding for sequences with medium (Foreman, fig. 10 ) and high (Coastguard, fig. 9 ) temporal correlation. At least the AIT algorithm slightly increases the encoding complexity, because the a priori values need to be calculated at the encoder side.
B. A Priori Information Estimation (AIE)
In contrast to AIT the AIE algorithm does not add a transmission overhead to the DVC system. The overall RD performance of AIE is close to the performance of AIT (tab. I). Furthermore, the performance is better than the basic DVC system under all evaluated coding conditions. An advantage of the AIE algorithm compared to the AIT is the slightly lower encoding complexity and no additional transmission overhead. So, the AIE algorithm does not modify the encoder, preserving its low encoding complexity. Furthermore, there is no need to transmit the a priori vales, because the estimation is performed at the decoder side. A brief comparison of both proposed algorithm is given in Figure 11 . Overall RD performance of WZ coding, Soccer The choice between AIT and AIE depends on the application case. If it is possible to modify the encoder and add a transmission overhead, it is always the best choice to choose the AIT algorithm.
VII. CONCLUSION
In this paper, it was shown, that the Slepian-Wolf (SW) coding performance highly depends on the source entropy of the input symbols. The performance is significantly decreased for real world parameters. We proposed two methods, to adapt the SW coding to the source entropy (nonuniformly distributed input symbols). The proposed a priori information transfer (AIT) algorithm performs very close to the Slepian-Wolf bound and increases the SW coding performance by 16% (bit plane b = 2, Foreman). In contrast the a priori information estimation (AIE) algorithm shows also good performance if the side information is highly correlated to the original symbols.
Furthermore, we proposed a pixel domain DVC system applying AIT and AIE. Both algorithm improve the overall RD performance by up to 0.82 dB (0.74 dB). The AIT algorithm adds a small transmission overhead, which is insignificant compared to the overall rate. Furthermore, the encoding complexity is slightly increased. On the other hand the AIE algorithm does not modify the encoder, thus, neither transmission overhead nor additional encoding complexity is added.
