We consider random walks in dynamic random environment on Z d , d ≥ 1, where the dynamics are given by interacting particle systems of 2-state type. Our main result is a general law of large numbers for the walker when the environment is attractive and started from all sites equal to the same state. The proof also yields information about the large deviation behavior of the walker.
In the last decade, much focus has been devoted to models where the random environment evolves with time, i.e. random walks in dynamic random environments (RWDRE). It is believed that the extent to which trapping phenomena occur for RWDRE models depend on the correlation structure of the dynamics.
At a rigorous level, it is known to great generality that RWDRE models scale diffusively when the environment is only weakly correlated in space-time; see for instance Avena et al. [3] and Redig and Völlering [26] . These results are not restricted to walks on Z, but hold true in any dimension. Here weakly correlated essentially means that the environment becomes approximately independent of its starting configuration within a space-time cone, also known as conemixing environment.
Little is known at a general level when the environment has non-uniform correlation structure, though trapping phenomena are conjectured to occur for some specific models (see eg. Avena and Thomann [1] ). Avena et al. [2] have shown rigorously that a random walk on the one-dimensional exclusion process exhibits trapping phenomena at the level of large deviations under drift assumptions. On the other hand, several other models with non-uniform correlation structure have been shown to posses diffusive scaling limits, for example Avena et al. [4] , Hilário et al. [13] , den Hollander and dos Santos [15] , Mountford and Vares [23] .
In this paper we present a general law of large numbers which holds for random walks on a large class of attractive interacting particle systems when started from one of the extremal configurations. Our theory does not rely directly on the correlation structure of the environment, but rather monotonicity properties of the environment. The law of large numbers therefore holds for a large class of models with non-uniform correlation structure. Our arguments apply to random walks on Z d for any d ≥ 1 and we do not impose strong limitations on the transition rates of the walker. Under certain mixing conditions, we are able to weaken the restriction on the starting configuration. We further provide large deviation properties and present bounds on the rate function. In particular, we show that no trapping phenomena occur at the level of large deviations whenever the environment is attractive and cone-mixing. This result generalizes and extends results given in [2] for random walks on attractive spin-flip dynamics to hold in any dimension and without nearest neighbor restrictions on the transition kernel.
Our prime example of an attractive interacting particle system with non-uniform correlation structure is the super-critical contact process. For this model, we prove a law of large numbers when started from a configuration drawn from a Bernoulli product measure throughout the super-critical regime. Further properties about the speed are also derived. Our results for the random walk on the contact process extend recent results on law of large numbers obtained in [15] beyond the 1-dimensional nearest neighbor walker case.
Model
Let Ω = {0, 1} Let ξ = {ξ t } t ≥0 be a Feller process with ξ t = ξ t (x) : x ∈ Z d taking values in Ω. We say that
x ∈ Z d is occupied by a particle at time t if ξ t (x) = 1, otherwise x is called vacant at time t . The path of ξ takes values in D Ω [0, ∞). The process ξ starting from ξ 0 = η is denoted by ξ η and its law is given by P η . When ξ 0 is drawn from µ ∈ P (Ω), the set of probability measures on Ω, we write ξ µ for the corresponding process. Its law is denoted by P µ and is given by
We assume that the environment is a translation invariant Markov process, that is,
with θ x denoting the shift operator θ x η(y) = η(y − x), η ∈ Ω. For most of our arguments it is important that the environment can be constructed via a graphical representation. In all the theorems contained in this section we assume this to be the case. Many classical particle systems are known to obtain a graphical representation, such as the contact process, the voter model and the exclusion process. See Section 2.1 for a further discussions of graphical representations for interacting particle systems.
To the configuration space Ω we associate the partial ordering such that ξ ≤ η with ξ, η ∈ Ω if and only if ξ(x) ≤ η(x) for all x ∈ Z d . A function f : Ω → R is called increasing if ξ ≤ η implies f (ξ) ≤ f (η). For two measures µ 1 , µ 2 ∈ P (Ω) we write µ 1 ≤ µ 2 provided that
for all increasing continuous functions f . The process ξ is said to be attractive if
t for all t ≥ 0.
(1.4)
We denote by δ 1 and δ 0 the extremal measures which puts all their weight on the configurations1 and0, respectively, whereī (x) = i for all x ∈ Z d , i ∈ {0, 1}. Obviously, it holds that
For a fixed realization of (ξ t ) t ≥0 let the random walker (W t ) t ≥0 be defined as the timeinhomogeneous Markov process on
For convenience, we shall assume that
by adapting the values for α(0, o) and α (1, o) appropriately. Thus, the speed of the SRW seeing only occupied sites (i = 1) or only vacant sites (i = 0) is formally given by the local drifts
We say that the random walker has finite exponential moments if there exists κ > 0 such that for all 0 < < κ, max
o denote the law of W starting from W 0 = o conditional on ξ, which is the quenched law of W . The annealed law of W is given by
(1.9)
Law of Large Numbers
A law of large numbers for random walks on 2-state dynamic random environments has been proven in Avena et al. [3] under strong mixing assumptions on the environment, known as cone-mixing. This particularly requires that the states of the environment inside a space-time cone becomes approximately independent of the starting configuration as the temporal distance between the cone and the starting configuration increases. A necessary condition for an environment to be cone-mixing is convergence to a unique stationary distribution, irrespectively of the starting configuration. Our first results is the following. Instead of strong mixing conditions, our Theorem 1.1 requires the environment to be attractive and started from one of the extremal distributions. Note that, for conservative dynamics (such as the exclusion process) or for dynamics where both0 and1 are absorbing states (such as the voter model), Theorem 1.1 is trivial. However, for many super-critical attractive spin-flip dynamics, Theorem 1.1 extends the law of large numbers in [3] beyond the cone-mixing condition. Important examples are random walks on the contact process and random walks on the stochastic Ising model.The proof of Theorem 1.1 follows by a monotonicity argument and by use of the sub-additive ergodic Theorem and is given in Section 3.1.
The restriction to extremal starting configurations in Theorem 1.1 can in many cases be weakened. For m > 0, let
be a cone of inclination m opening upwards in space-time, and, recalling (1.7), let
For µ, ν ∈ P (Ω) and the process ξ on Ω, define
where (ξ (µ) t ) t ≥0 and (ξ (ν) t ) t ≥0 are two versions of the dynamics ξ with starting configuration drawn independently from µ and ν respectively, and P is the standard coupling with respect to the graphical representation (see Section 2.1). Note that for attractive interacting particle systems cone-mixing, as defined in [3, Definition 1.1], is equivalent to
(1.14) Theorem 1.2. Let i ∈ {0, 1}. Let ξ be an attractive and translation invariant Markov process. Moreover, let µ ∈ P (Ω) be such that for some m > 0 with U (u 0 ,
Then,
The proof of Theorem 1.2 is given in Section 3.3. Theorem 1.2 shows that the law of large numbers in Theorem 1.1 extends beyond extremal starting configurations. Note that (1.15) is weaker than cone-mixing. An example of an environment which is not cone-mixing, but which satisfies (1.15) for a large class of measures is given in Section 1.5, where we consider the random walk on the super-critical contact process. See also the discussion, Section 1.6, for further examples.
Large Deviation Properties
Large deviation principles for RWDRE models have previously been studied in e.g. Avena et al. [2] , Campos et al. [7] , Ignatiouk-Robert [17] , Rassoul-Agha et al. [24] and Redig and Völlering [25] . In [7] and [24] , general quenched LDPs were shown for a broad class of models, including random walks on interacting particle systems under certain conditions. In particular, they showed that the walker satisfies a full (quenched) large deviation principle with convex rate function. However, their analysis gives no explicit information about the rate function beyond a variational relation. In [25] explicit estimates are derived, but under strong mixing assumptions.
Closest to our paper is [2] , were an annealed as well as a quenched large deviation principle is derived, however, restricted to nearest neighbor random walks on attractive spin-flip dynamics on Z. Under a condition strictly stronger than cone-mixing (given as a relation between ,M from the − M condition and the transition rates of the walker) they proved that the rate function has a unique minimum. Interestingly, they also showed that for a (specific) random walk on the exclusion process the rate function does not have a unique minimum.
Denote by ρ(t , ξ) the number of occupied sites the walker has observed by time t > 0. See Section 2.2 for a proper definition of ρ(t , ξ). The proof of Theorem 1.1 goes by showing that there exists numbers ρ i ∈ [0, 1], i ∈ {0, 1}, such that
Here, ρ i represents the proportion of occupied sites the walker observes when the environment is started from all sites occupied (i = 1) or all sites vacant (i = 0), respectively. By similar techniques as in the proof of Theorem 1.1 we are able to derive several properties about the large deviation behavior of the walker. From our analysis it follows that these are most naturally expressed with respect to ρ(t , ξ) instead of W t . However, for given transition rates, our large deviation estimates can be turned into large deviation estimates with respect to W t .
For x ∈ R, t > 0 and i ∈ {0, 1}, define the moment generating function as
(1.18) Theorem 1.3 (Existence of the Logarithmic Moment Generating Function). Let ξ be an attractive and translation invariant Markov process. Then, for each x ∈ R and i ∈ {0, 1},
Moreover, Λ (i ) (·) is convex and monotone increasing and |Λ (i ) (x)| ≤ |x| for all x ∈ R. Theorem 1.3 allows us to apply the Gärtner-Ellis Theorem to ρ(t , ξ) yielding the existence of a convex large deviation rate function valid on the subset of exposing points of ρ(t , ξ) (see e.g. Theorem V.6 in [14] ). If, moreover, Λ is differentiable, then ρ(t , ξ) satisfies a full large deviation principle with convex rate function and unique zero. We have not been able to prove this for our model. However, by exploiting the subadditive nature of ρ(t , ξ) we obtain more explicit information about the rate function (recall (1.17)). 
and
Furthermore, we are able to show that the rate function is strictly positive in the region not covered by Theorem 1.4. 
The proofs of Theorems 1.3 -1.5 follow by well-known results for independent subadditive processes, see Section 3.2. Note that Theorem 1.3 -1.5 are all stated with respect to the annealed measure, however, the proof techniques also apply to the quenched setting.
In the same manner as in Theorem 1.2, we are able to transfer the large deviation properties obtained for ρ(t , ξ) to other starting configurations as long as ξ possesses sufficiently good mixing properties. The proof of Theorem 1.6 can be found in Section 3.3. For the case when the environment ξ in addition is cone-mixing, Theorem 1.6 yields a full large deviation principle as given in Corollary 1.7 below, for which a proof is provided in Section 3.4. 
for all Borel sets A for any µ ∈ P (Ω). Moreover, for all z ∈ R + ,
(1.27) Theorems 1.3 -1.5 imply large deviation properties for random walks on attractive interacting particle systems when started from the extremal configurations. Together with Theorem 1.6, these results extend results in [2] to general dimension and general transition kernel. Furthermore, Theorem 1.5 yields large deviation estimates for the number of particles the walker observes, which to our knowledge are new in the context of random walks in dynamic random environment. Note also that Theorem 1.5 implies explicit large deviation estimates with respect to W t (see Section 3.2).
Under the assumption of cone-mixing environment, Corollary 1.7 extends the full large deviation principle obtained in [2] to hold throughout the cone-mixing regime and beyond the nearest neighbor assumption for random walks in attractive spin-flip systems on Z d , d ≥ 1.
Random Walk on the Contact Process
The prime example of an attractive interacting particle system is the Contact Process ξ = (ξ t ) t ≥0 on Z d with local transition rates given by
where λ ∈ (0, ∞) and η x is defined by η x (y) := η(y) for y = x, and η
For the contact process, the empty configuration0 is an absorbing state. On the other hand, the full configuration1 evolves towards an equilibrium measure ν λ , called the "upper invariant measure", that is stationary and ergodic under space-shifts. There is a critical threshold λ c (d ) ∈ (0, ∞), depending on the dimension d , such that for λ ∈ (0, λ c (d )], the contact process is conemixing and ν λ = δ 0 , and for λ ∈ (λ c , ∞), ν λ (η(o) = 1) > 0. Hence, for λ > λ c (d ) the contact process is not cone-mixing.
The random walk on the supercritical contact process, i.e. λ > λ c (d ), was introduced and studied in den Hollander and dos Santos [15] . Restricting to the nearest neighbor random walk on Z they proved a general law of large numbers for all λ > λ c (1) . Moreover, under the additional assumption of large λ, they also showed that the walker satisfies a functional central limit theorem and a large deviation principle. These results were conjectured to be true also in higher dimensions and for all λ > λ c (d ). Mountford and Vares [23] showed a central limit theorem for all λ > λ c (1) for the one-dimensional lattice Z, assuming finite range transition rates for the walker. It is presumably possible to generalize their arguments to higher dimensions.
For the random walk on the contact process with parameter λ ∈ (0, ∞) write ρ(λ) = ρ 1 , for ρ 1 as defined in Equation (1.17). Then we have the following result (recall (1.7)).
Theorem 1.8. Let ξ be the contact process on
Z d , d ≥ 1, with parameter λ ∈ (λ c (d ), ∞) and a non-trivial Bernoulli product measure µ ∈ P (Ω) as initial measure. Let u 0 1 , u 1 1 < ∞. a) The function ρ : (λ c (d ), ∞) → R, λ → ρ(λ), exists,
is right-continuous and non-decreasing in λ, and satisfies
If, moreover, (1.8) holds then there existsρ(λ) > 0 and a constantR(λ, ) > 0 such that
c) The function ρ(t , ξ) satisfies the large deviation properties of Theorems 1.3 -1.5 with respect to P δ 1 ,o . Theorem 1.8 extends the law of large numbers of [15] to higher dimension and beyond the nearest neighbor assumption for all values λ > λ c (d ). It also yields new estimates of the large deviation behavior of the walker. We believe that Theorem 1.8 can be strengthened to yield a functional central limit theorem for the random walk on the contact process throughout the super-critical regime and that the walker satisfies a full large deviation principle with a unique zero. However, new estimates based on different methods seem necessary for this. Section 4 is dedicated to the proof of Theorem 1.8
Discussion
1. General law of large numbers for random walks on interacting particle systems are known to hold beyond our 2-state restriction, see e.g. Redig and Völlering [26] , however they require good mixing condition similar in spirit to cone-mixing.
The restriction to 2-state transition kernels is essential for our results and it is not clear how to extend the arguments we provide to models where the walker depends on multiple states. In fact, there are examples showing that the monotonicity property does not always hold for such systems already when the walker depends on three states, see e.g. Holmes and Salisbury [16] .
On the other hand, the restriction to Z d for our model can be weakened to yield equivalent results for walkers on any transitive graph.
2. The proof of Theorem 1.1 follows by showing that the number of occupied sites the walker has seen by time t , ρ(t , ξ), is monotone in ξ. This property has earlier been exploited by [16] to study monotonicity properties of random walks on static 2-state random environment.
3. None of our arguments require strong restrictions on the transition rates of the walker. Indeed, for the existence of ρ i , i ∈ {0, 1}, no restriction is needed at all. For the proof of Theorem 1.2 and 1.6, we assume the span of the transition rates to be contained in a cone.
4. The proof of Theorem 1.8 extends to all non-trivial measures µ which are at least polynomially mixing, see remark at the end of Section 4.2. By using ideas from [15] it seems possible to prove Theorem 1.8 for all measures with a strictly positive lower density.
On the other hand, the proof technique of our Theorem 1.8 b) and c) has the advantage that it easily can be adapted to more general dynamics. In particular, by applying results obtained in Völlering [31] , one can show that Theorem 1.8 b) and c) hold for random walk on a reversible Glauber dynamics having a spectral gap with respect to the corresponding upper invariant measure. As an example, this is true for the 2-dimensional stochastic Ising model.
5. Theorem 1.8 a) can also be shown to hold for a broader class of environments. For instance, the statements are true for a random walk on reversible Glauber dynamics due to continuity of the dynamics and uniformity in the flip rates. Presumably the theorem can also be shown to hold for all additive super-critical spin-flip systems. Indeed, by Bezuidenhout and Gray [5] , survival in slabs holds for all additive super-critical spin-flip dynamics, allowing us to apply the proof technique of Theorem 1.8 a) to this more general class of dynamics.
6. Non-triviality of the speed for random walks in dynamic random environment, as shown in Theorem 1.8 a), has previously been proven by dos Santos [27] for the random walk on the exclusion process by use of multi-scale analysis. Their argument can perhaps be adapted to yield a different proof of ρ(λ) ∈ (0, 1) for the random walk on the contact process.
Outline
The rest of the paper is organized as follows. In Section 2.1 we first give a construction of the environment via the graphical representation. Next, in Section 2.2, we give a specific coupling construction of the random walk on 2-state environments. This coupling yields important monotonicity properties for the walker, as shown in Section 2.3. In Section 2.4 we extend our construction to a broader class of models. In Section 3.1 we give the proof of Theorem 1.1 and in Section 3.2 the proofs of Theorems 1.3-1.5. These proofs follow by monotonicity properties and standard arguments for subadditive processes. The proofs of Theorem 1.2 and Theorem 1.6 are given in Section 3.3.
In Section 4.1 we give some preliminary results for the contact process as preparations for the proof of Theorem 1.8. In Section 4.2 we present the proof of Theorem 1.8 b) and c). In Section 4.3 the general construction in Section 2.4 is used for the proof of Theorem 1.8 a).
Construction

Graphical Representation
General interacting particle systems, as defined in Liggett [21] , can formally be constructed by defining a generator, see e.g. Chapter I.1-3 of [21] . Alternatively, one can describe an interacting particle system via a countable set of Poisson processes I , yielding a more probabilistic description, see e.g. Durrett [9] . The probabilistic construction has the advantage that it yields a natural coupling of the dynamics starting from any configuration on a common probability space. For many interacting particle systems this coupling can be constructed explicitly and is known as the graphical representation. See for instance III.3 in [21] or Griffeath [10] .
For concreteness, we give in the following an explicit description of the graphical representation when the dynamics is given by the contact process. Note, however, that this restriction is made only for ease of presentation. Indeed, any 2-state interacting particle system yields a Poissonian construction and our theory is not restricted to any particular construction. The exception is in Section 4, where we study the random walk on the contact process in more detail. More general constructions extending our exposition can for instance be found in Griffeath [10] for all additive and cancellative particle systems and in Völlering [31] for reversible Glauber dynamics. 
Random walk on dynamic random environment
We describe a coupling between the graphical representation and the random walk dynamics. This construction is at the heart of the argument for the proof of Theorem 1.1. To construct the evolution of the walker let N t be a Poisson jump process with jump rate γ ∈ (0, ∞) and with inverse process (J k ) k≥0 . Essential to our approach and for the proof of the law of large numbers is the introduction of two sequences of i.
Here O stands for occupied, whereas V stands for vacant.
for n, m ∈ N and set p(0) = q(0) = 0. Note that lim m→∞ p(m) = lim n→∞ q(n) = 1 by (1.6).
To this end, we first define the discrete time random walker S = (S k ) k∈N for a fixed environment (ξ t ) t ≥0 . Let S 0 ≡ 0. Given S k , k ≥ 0, we define S k+1 iteratively by
Here, 
Monotonicity
The construction above yields monotonicity in the dynamics for the number of occupied sites the walker has observed at any given time.
Lemma 2.1 (Monotonicity of particle density). For deterministic realizations
Proof. Consider two (discrete-time) random walkers (S ξ n ) n≥0 and (S η m ) m≥0 , both with the same jump process and transition rates as introduced in equation (1.6), seeing environment ξ and η, respectively. Assume that for some N ∈ N, ρ(N , ξ) = ρ(N , η) . Then by the construction,
) . If K = ∞, then ρ(n, ξ) = ρ(n, η) for all n ≥ N and so the claim is true. Assume K < ∞. Then, since ξ ≤ η, it must be the case that
Since ρ(k, ξ) as function of k ∈ N has only incremental jumps of length 1, either ρ(k, ξ) < ρ(k, η) for all k or at some point ρ(k, ξ) = ρ(k, η), after which the above argument repeats.
It is essential to the proof of Lemma 2.1 that the behavior of the walker only depends on two types. In our case, the transition kernel depends only on whether the position of the walker is occupied or vacant, however a more general construction can be considered (see Section 2.4). The exact structure of the graph, other than that it is transitive, is not important for the argument to work. For instance, the same argument can be used when studying random walks on d -ary trees for any d ≥ 1.
The coupling construction in Section 2.2 for random walks on a dynamic random environment is to our knowledge new. However, it was recently put to our attention that the same coupling construction has previously been used to study monotonicity properties for certain specific random walks in static random environment by Holmes and Salisbury [16] . Our Lemma 2.1 can be seen as an extension of their Theorem 4.1a) beyond i.i.d. static environment. In this article we demonstrate how to derive a law of large numbers from the monotonicity of ρ.
Note also that the monotonicity statement of Lemma 2.1 is purely deterministic in the environments ξ, η ∈ Ω [0,∞) . For any attractive interacting particle system ξ, Lemma 2.1 transfers to an almost sure statement with respect to the annealed measure (and also the quenched measure). That is, there exists for every µ ≤ ν a couplingP of P µ,o and 
Generalization of the coupling construction
We consider a generaliztion of the construction in Section 2.2, which we use in the proof of Theorem 1.8 a) in Section 4.3. For any t ∈ R + , denote by ξ [0,t ] the space-time environment from time 0 to time t and
To this end, we consider a family of Boolean functions ( f k ) k≥0 measurable with respect to the σ-algebra σ(
V ). The construction in Section 2.2 can then be generalized by setting
, k ∈ N denotes the number of infected sites the walker has seen in the first k jumps. We now interpret the value of the Boolean functions as a new environment ξ (d ) for the random walk, and Lemma 2.1 obtains
Proofs
Proof of Law of Large Numbers
In this subsection we first present the proof of Theorem 1.1 for the case when the environment is started from all sites occupied. Essentially the same proof can be applied for the case when started from all sites vacant. We comment at the end where changes to the proof are necessary for this case.
The main idea is to show that ρ(t , ξ) is sub-additive with respect to P δ 1 ,o . Subsequently, a subadditive ergodic theorem for ρ(t , ξ) yields (1.17), which in turn identifies the limiting speed v 1 . Indeed, monotonicity of ρ(t , ξ) follows from Lemma 2.1 if in the graphical representation we replace ξ s by1, since the environment is assumed to be attractive.
The use of subadditivity arguments is quite standard in proving laws of large numbers. However, in the traditional approaches spatial subadditivity is used, and therefore its usage is limited to one-dimensional lattices. The novelty in our approach is the use of temporal subadditivity to first derive a law of large numbers for ρ(t , ξ) and subsequently translate this into a spatial result via the coupling construction in Subsection 2.2.
Let ξ be an attractive interacting particle system. We consider the graphical representation of ξ, and denote by I the collection of Poisson point processes given by the graphical representation. In order to formulate the proof, we have to be more specific about I . To this end, we write I as countable set of Poisson point processes indexed by the lattice Z d , I = (X and Θ x,t shifts crosses and arrows in space by x and in time by t . To emphasize the graphical representation, we write ρ(t , ξ) = ρ(t , η, I , N ,O,V ) for ξ 0 = η. Note that, by Lemma 2.1, for any η ∈ Ω,
Moreover, let
Similar to Θ x,t we introduce the space-time shift θ x,t on Ω [0,∞) by
with space-shift θ x introduced in (1.2). To this end, consider the continuous-time process (X t ,s ) 0≤t ≤s defined by
Indeed, if ξ is such that ξ 0 =1,
Lemma 3.1 (Sub-additivity). The process (X t ,s ) 0≤t ≤s has the following properties.
i) X 0,0 = 0 and for all t , s ∈ R + : X 0,t +s ≤ X 0,t + X t ,t +s P δ 1 ,o -a.s.
ii) For all τ ∈ R + , the joint distribution of X (τ) = (X t +τ,s+τ ) 0≤t ≤s is the same as those of (X t ,s ) 0≤t ≤s .
iii) For all t 1 < · · · < t n , the random variables X t 1 ,t 2 , X t 2 ,t 3 , . . . X t n−1 ,t n are independent.
iv) For all t ≥ 0, the expectation E δ 1 ,o [X 0,t ] exists and satisfies E δ 1 ,o (X 0,t ) ≥ 0 for all t ≥ 0.
Proof. Fix t , s ∈ R + . By Lemma 2.1 and the memoryless property of the Poisson point process we have that
Properties i) and ii) follow because X 0,0 = 0, translation invariance (1.2), and X 0,s = X t ,t +s in distribution. Moreover, iii) follows by the Markov property of ξ and the graphical representation. Lastly, property iv) holds trivially, since X 0,t ≥ 0 for all t ≥ 0 and since X 0,t ≤ N t .
Lemma 3.1 enables us to prove the law of large numbers for the process ρ(t , ξ) under P δ 1 ,o for an attractive interacting particle system ξ by use of Kingman's sub-additive ergodic Theorem as given in Kingman [19] , Theorem 1.4. There it is proven that for any continuous-time separable stochastic process satisfying property i)-iv) as in Lemma 3.1, the claim of Corollary 3.2 below holds under the additional condition that
for any bounded interval I , where Ω l is given by
and denotes the oscillation of the subadditive process X on an interval I ⊂ R + .
Corollary 3.2 (Law of Large Numbers for ρ(t , ξ)). Let ξ be an attractive and translation invariant Markov process. There exists ρ
Proof. By Lemma 3.1 we know that X satisfies property i)-iv). Furthermore, condition (3.4) holds since X t ,s is dominated by N s − N t . The domination also implies that X is separable, and hence we may apply Theorem 1.4 in [19] to deduce the claim by (3.3).
We are now in position to present the proof of Theorem 1.1.
Proof of Theorem 1.1. By the construction in Section 2.2, W t can be written as,
Dividing by t > 0 gives
Taking the limit as t → ∞ and applying Corollary 3.2 we obtain
where ρ 1 is as in Corollary 3.2. This proves Theorem 1.1 when started from all sites equal to 1. We next comment on the changes necessary in the argument for proving Theorem 1.1 when started from all sites equal to 0. For this case we can define the process (Y t ,s ) 0≤t ≤s given by
By the same arguments as in Lemma 3.1 we can prove that −Y is an sub-additive process satisfying property ii) and iii) as in Lemma 3.1. Moreover, since Y 0,t is dominated by
. This is sufficient in order to apply Theorem 1.4 of [19] . By a literal adaptation of the proof under P δ 1 ,o above we obtain
where ρ 0 is as in Corollary 3.2 and with ρ 0 ≤ ρ 1 . This completes the proof of Theorem 1.1.
Proof of Large Deviations Properties
In the previous subsection we constructed in Lemma 3.1 an independent sub-additive process (X t ,s ) 0≤t ≤s . Such processes are well known to satisfy good large deviation properties. In this subsection we show these statements for continuous-time independent sub-additive processes in order to conclude the large deviation properties as stated in Section 1.4. These proofs are fairly standard, see Hammersley [12] and Kingman [20] for Theorem 1.3 and 1.4, and Grimmett and Kesten [11] for Theorem 1.5. We provide a full length proof for Theorem 1.5, since it appears to be new in the context of random walks in dynamic random environments.
Proof of Theorem 1.3.
Recall the definition of (X t ,s ) 0≤t ≤s in the previous subsection. Let x, t , s ∈ [0, ∞). Then we have,
where the first inequality follows by sub-additivity and the equalities follows since X 0,t and X t ,t +s are independent and since X t ,t +s and X 0,s are equal in distribution. Hence, the existence of the limit of t −1 log Λ
t (x) follows by sub-additivity. Moreover, since 0 ≤ X 0,t ≤ t it follows that 0 ≤ Λ(x) ≤ x.
Similarly, when x < 0, the same argument still holds by only changing the direction of the inequality, yielding super-additivity (instead of sub-additivity) with
Since X is non-negative, it immediately follows that Λ (1) (·) is monotone increasing and convexity follows by applying Hölders inequality. Applying the same argument to Y t ,s completes the proof of Theorem 1.3.
Remark.
A more precise bound on Λ (1) (x) can be obtained by applying Jensen's inequality and Proof of Theorem 1.5. We follow the proof of Theorem 3.2 in [11] and give the proof with respect to δ 1 . The proof with respect to δ 0 follows analogously. Let > 0 and choose T > 0 such that
If t = r T for some integer r , then by the sub-additivity inequality
where Q i = X (i −1)T,i T . The Q i 's are independent and identically distributed and
Applying the exponential Chebyshev inequality implies that for each y ≥ 0,
Since E δ 1 ,o e y Z 1 < ∞ for all y ≤ 1 and
Hence, by setting y = 2c , for r large,
≤ exp − r t y + r c y
This yields the estimate whenever t is a multiple of T .
For general values of t , write t = r T + s, where 0 ≤ s < T , and note that
where the latter two variables are independent. Notice that we can bound
By using that X 0,s ≤ s k=1 X (k−1),k and Markov's inequality, we obtain that for any δ > 0,
which completes the proof for the case starting with P δ 1 ,o .
Remark. Theorems 1.3 -1.5 gives us large deviation properties with respect to ρ(t , ξ). It does not appear immediate how to transfer the statements of Theorems 1.3 and 1.4 to statements with respect to W t , though we expect the corresponding statements to hold true. Indeed, the subaddivity argument in [15] implies equivalent large deviation properties for the nearest neighbor random walker on Z.
On the other hand, for given transition rates, the explicit estimates in Theorem 1.5 can easily be transfered to W t , by exploiting the relation (3.7).
Coupling Arguments
We continue with presenting the proofs of Theorems 1.2 and 1.6. These proofs proceed by re-defining the random walk via a slightly different coupling construction than the one given in Section 2.2. The idea behind the proof is to couple any two walkers seeing environments satisfying (1.15) such that they evolve independently until the environments are perfectly coupled in a large space-time cone. Due to assumptions on the transition rates, there is a positive probability that they are at the same location when this happens, hence onwards in time they can be coupled together such that they behave identically.
Our presentation is much influenced by the proof of Proposition 3.3 in den Hollander and dos Santos [15] . The proof of our Theorem 1.2 is a straightforward extension of their proof to higher dimensions, and we only comment at the end on the required changes. The proof of Theorem 1.6 starts from the framework developed in [15] ; a number of new ideas are required that make special use of results obtained first in this paper. Therefore, we fully demonstrate the proof of Theorem 1.6.
Recall the construction of the random walk in Section 2.2. Let U := (U k ) k∈N be an i.i.d. sequence of UNIF[0, 1] random variables, independent of the jumping process N = (N t ) t ≥0 . Set S (U ) 0 := 0 and, recursively for k ≥ 0,
and W t (as constructed in Section 2.2) are equal in distribution and hence onwards we do not distinguish them and write W t for both processes.
Proof of Theorem 1.6. Let µ ∈ P (Ω). It follows by Lemma 2.1 and Theorem 1.5 that for every > 0 and t > 0,
By the same reasoning, By the mixing condition (1.15),
(3.14)
Hence, in order to complete the proof of Theorem 1.6, it is sufficient to show that for any T > 0, the claim of both Theorem 1.3 and 1.4 hold under the conditioned measure P µ,o (· | Γ T ). For this, fix T > 0 and letÛ = (Û n ) n∈N be defined bŷ
It is clear thatŴ := W (ξ (δ 1 ) , N ,Û ) has the same law as W (δ 1 ) and is independent of W (µ) up to time T when conditioning on (N t ) 0≤t ≤T = N [0,T ] . Moreover, we claim that
To see this, note that conditioned on
andŴ use the same jump transitions after time T , if they are equal at time T and Γ T occurs, then they will thereafter see the same random environment, and will thus remain equal. The extension of Theorem 1.4 now follows by noting that under Γ T , for every t ≥ T ,
Hence, under Γ T ,
Note that, for each fixed x such that P(W
) with positive probability such thatŴ T = x on B x . Thus, for any > 0, we have that
Taking ↓ 0 implies the claim by using that I
is convex (and hence continuous).
Proof of Theorem 1.2. Let i ∈ {0, 1} and note that (because of (3.14)) for the proof of Theorem 1.2 it suffices to prove that 19) where v i ∈ R d is as given in Theorem 1.1. Moreover, (3.19) follows if we can show that
To this end, to conclude (3.20), we write
where we use independence of B x and the assumption that
Large Deviations Principle for Cone-mixing Environments
Corollary 1.7 is almost a direct consequence of Theorem 1.6 and the large deviation properties given in Section 1.4.
Proof of Corollary 1.7. Since ξ is cone-mixing, by Theorem 1.1 and Theorem 1.2,
and ρ 0 = ρ 1 . By Proposition 1.6 and Theorem 1.4 there exists a convex rate function I : R → R such that
Moreover, by Theorem 1.5, I has a unique zero and by Theorem 1.4 the relation (1.27) holds true.
Random Walk on the Contact Process
Preliminaries on the Contact Process
Recall the graphical construction of the contact process in Section 2.1. The following monotonicity property is a direct consequence of the graphical construction. Then, the distribution of (ξ A,t s (x)) s≥0 is the same as that of the contact process with the same initial configuration. Moreover, the backwards process and the contact process satisfy the duality equation. Namely, Recall the definition of C t (o, 0) in (2.1) and denote P η by P {o} whenever η = 1 {o} . The next lemma follows from estimates on the extinction probability of supercritical contact processes.
Proof. By Theorem I.2.30 of [22] ,
for some C , c 1 > 0. The probability on the left hand side is bounded below by the probability that |C t (o, 0)| ≤ at and each of these particles dies before producing further offspring (let us denote this probability by e −c 2 for c 2 > 0). Thus
Combining these two bounds obtains the result for c = c 1 − ac 2 , and c > 0 iff a < c 1 /c 2 .
where
Survival within slabs which are not tilted, i.e. L = 0, was first proven in Bezuidenhout and Grimmett [6] . Their results have later been extended to more general classes of dynamics. In particular, survival in slabs which are not tilted was shown in Bezuidenhout and Gray [5] for all super-critical additive spin-flip dynamics.
The proof of survival in non-tilted slabs proceeds via a block argument and comparison with a certain (dependent) oriented percolation model. As pointed out by Bezuidenhout and Grimmett [6] , there is a certain freedom in the spatial location of these blocks. The proof of Proposition 4.3 is achieved by adapting the proof in [6] in a way where the blocks are organized in a tilted way. We skip the details of this procedure.
Proof of Theorem 1.8 b) and c)
By Lemma 4.1, we know that the contact process is monotone. Hence, by Theorem 1.1 and the large deviations properties given in Section 1.4, we know W t satisfies a law of large numbers and ρ(t , ξ) satisfies the large deviation properties under P δ 1 ,0 . In order to conclude the statement of Theorem 1.8 b) and c) we need to show that (1.15) holds whenever µ is a non-trivial Bernoulli-product measure. To this end we consider the following lemma. 
Proof. By attractiveness, ξ
(o) if and only if the connected set of the dual process at time T started at (o, T ), denoted byĈ T (o, T ), is nonempty and ξ
By Lemma 4.2 and self-duality of the contact process, we can estimate the size ofĈ T (o, T ). Thus, for certain constants C 1 , c 1 ,C 2 , c 2 > 0,
Applying this estimate to (4.11) implies the Lemma. To this end, we use the generalized construction in Section 2.4. We start with an informal description of the construction. For a given graphical representation of the contact process, we consider a functional that is almost surely dominated by the ordinary contact process (given by a family of Boolean functions ( f k ) k∈N ). This restriction is achieved by considering only space-time paths inside tilted slabs. The quantity ρ (d ) in the restricted environment is a lower bound for ρ in the original environment, cf.
(2.8). Drift assumptions on the walk guarantee that the walker visits sufficiently many tilted slabs, for each visit there is a (independent and uniform) positive probability of observing value 1 in the restricted environment, and hence 0 < ρ
Now the formal argument. Let λ > λ c (d ) and let µ ∈ P (Ω) be a non-trivial Bernoulli product measure. Let K ∈ N and L > 0 be given as in Proposition 4.3 i). W.l.o.g. we assume that u 0 ·e 1 ≥ 0. .7) ) . Let S 0 = o and τ 0 = P 0 and define iteratively for the family of Boolean functions ( f k ) k≥0 by
where by ξ J − k (S k ) = 1 within P l we mean that there is a connected path from (S k , J k ) to time 0 completely contained in P l and
(4.14)
Denote by by ξ (d ) the environment given by the values of f . Clearly, the construction im-
is dominated by the corresponding function for the random walk on the ordinary contact process. We claim that there exists
Indeed, the time until the walker in the truncated environment ξ (d ) visits a new (unexplored) slab has finite mean; this is due to the drift assumption u 0 · e 1 ≥ 0 and the definition of ( f k ) k≥0 . Moreover, by Proposition 4.3 i), each time the walker visits an (unexplored) slab there is a (uniform) positive probability that the walker observes an occupied site. Hence, the bound (4.15) holds. Due to large deviation estimates on N t , (4.15) extends to the continuous time version
, which completes the prove of (1.28).
We next show that (1.29) holds. To conclude ρ(λ) → 1 as λ → ∞, we note that by Proposition 4.3 we may take L as close to ∞ as possible by choosing λ large enough. It follows that the time until the walker discovers an unexplored slab converges to 0, and thus the probability of observing a particle also converges to 1.
Lastly, if we in addition assume that (1.8) holds, we obtain exponential estimates on the time until the walker visits a new slab. Hence, under this additional assumption, it follows by the analysis above that for every > 0 there exists a constantR( ) such that We now proceed with the proof of Theorem 1.8 a) for d = 1.
Proof of ρ(λ) > 0 and lim λ→∞ ρ(λ) = 1 for d = 1. Instead of survival in tilted slabs (which fails for d = 1) we exploit monotonicity properties for the one-dimensional contact process. These monotonicity properties are restricted to the one-dimensional contact process with nearest neighbor interactions. Our argument is an extension of [15] , who only treated the case of nearest neighbor random walks. Our proof makes use of the general construction in Section 2.4 and estimates from [15] .
Let λ > λ c (1) and assume w.l.o.g. that u 0 · e 1 ≤ o and consider the contact process, ξ = ξ(λ), started from the upper invariant measure ν λ . For 0 ≤ s ≤ t and z ∈ Z denote by r s,t (z) := sup{y ∈ Z : ξ s (x) = 1 for some x ≤ z and (x, s) ↔ (y, t )} (4.17) the rightmost site that at time t is occupied by a particle and connected to a site at the left of (z, s). It is well known (e.g. [21] , Theorem 2.19) that there exists α > 0 (depending on λ) such that lim t →∞ Denote the corresponding environment by ξ (1) in order to distinguish it from the standard contact process ξ. Clearly, also this construction implies that ρ(k, ξ (1) ) is dominated by corresponding function for the random walk on the ordinary contact process, c.f. (2.8). We claim that there exists ρ The times (τ k ) k≥1 play the same role in our proof as the corresponding in [15] , see in particular [15, (5.5) ]. The construction of [15] gives rise to an i.i.d. sequence (τ k ) k≥1 . In our situation, the sequence constructed from (4.23) is dominated by an i.i.d. sequence, and there exists a constant C > 0 such that for all k ≥ 0,
Indeed, this follows similar as in [15] , Lemma 5.2, since at each time T k , k ≥ 1, the distribution to the left of S T k −1 − dominates ν λ . The domination is due to ordering of Z and the nearest neighbor interaction, following Lemma 4.1 in [15] . Thus, (4.24) follows since u 0 · e 1 ≤ o and by (4.18) . Further, we note that at each time T k , k ≥ 1, the probability of observing an occupied site dominates (uniformly in k) the probability ν λ (η(0) = 1) > 0. Thus, (4.21) holds with 25) where C is as in (4.24) . This finishes the proof of (1.28). We next prove (1.29). To conclude that lim λ→∞ ρ(λ) = 1, we first note that lim λ→∞ ν λ (η(0) = 1) = 1. Hence, the claim follows by (4.25) By [21] , Theorem 2.24, the speed of the rightmost occupied site converges to +∞ with λ which, by the assumption that (1.7) is finite, implies (4.26). Finally, we assume condition (1.8) and prove (1.30). The analysis above yields that each τ k has exponential moments (uniform in k). This follows due to large deviation estimates of (4.18) (e.g. [21] , Corollary 3.22) and on the drift of the random walker on vacant sites. Hence, under this additional assumption, it holds that for every > 0 there exists a constantR( ) such that P ν λ ,o ρ(k, ξ (1) ) < k(ρ (1) − ) ≤ exp(−kR( )). (4.27) Lastly, by Theorem 1.8 c), our estimates are not restricted to ν λ , but extend to any (nontrivial) Bernoulli product measure as starting distribution. Since the jump rate of the random walker is given by a Poisson process, our estimates of ρ(k, ξ) extend to the continuous-time version, ρ(t , ξ).
