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Let G be a group acting transitively on a set X such that all subde-
grees are ﬁnite. Isaacs and Praeger [I.M. Isaacs, C.E. Praeger, Permu-
tation group subdegrees and the common divisor graph, J. Algebra
159 (1993) 158–175] and Kaplan [G. Kaplan, On groups admitting
a disconnected common divisor graph, J. Algebra 193 (1997) 616–
628] studied the common divisor graph of (G, X). The action of G
on X induces an association scheme (X, S). Recently, motivated by
the common divisor graph of (G, X), Camina [R. Camina, Schemes
and the IP-graph, J. Algebraic Combin. 28 (2008) 271–278] intro-
duced the IP-graph of a naturally valenced association scheme. The
common divisor graph of (G, X) is the IP-graph of the naturally
valenced association scheme (X, S) arising from the action of G
on X . Under a very strong assumption that all paired valencies
are equal, Camina [R. Camina, Schemes and the IP-graph, J. Alge-
braic Combin. 28 (2008) 271–278] proved that the main results in
[I.M. Isaacs, C.E. Praeger, Permutation group subdegrees and the
common divisor graph, J. Algebra 159 (1993) 158–175] are also
true for the IP-graph of a naturally valenced association scheme
with paired valencies equal. However, the association scheme aris-
ing from the action of a group acting transitively on a set may not
satisfy this assumption. The purpose of this paper is to prove sim-
ilar results for IP-graphs of naturally valenced association schemes
without the assumption that all paired valencies are equal, and
hence generalize results in [I.M. Isaacs, C.E. Praeger, Permutation
group subdegrees and the common divisor graph, J. Algebra 159
(1993) 158–175; R. Camina, Schemes and the IP-graph, J. Algebraic
Combin. 28 (2008) 271–278; G. Kaplan, On groups admitting a dis-
connected common divisor graph, J. Algebra 193 (1997) 616–628].
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Let G be a group acting transitively on a set X such that all subdegrees are ﬁnite. In order to
study the relations among all subdegrees of (G, X), Isaacs and Praeger [IP] introduced the concept
of the common divisor graph of (G, X), and investigated the connectivity of the graph. The main
results in [IP] deal with the number of connected components of the graph, and the diameter of
each nontrivial component. Isaacs and Praeger [IP] proved that the common divisor graph of (G, X)
has at most three connected components, including the trivial component whose only vertex is the
subdegree 1. If the common divisor graph of (G, X) has two nontrivial components, then Isaacs and
Praeger [IP] proved that one of these two components is a complete graph, and the other component
has diameter at most two. They also proved that if the common divisor graph of (G, X) has only
one nontrivial component, then the diameter of that component is at most four. The common divisor
graph of (G, X) is called the IP-graph of (G, X) by Neumann [N]. Neumann [N] has introduced a
variant of the IP-graph, called the VIP-graph. The common divisor graph of (G, X) is also studied by
Kaplan [K]. Other related research can be found in [BHM] and [BL], etc.
Let G be a group acting transitively on a set X such that all subdegrees are ﬁnite. Then the action
of G on X induces a naturally valenced association scheme S on X . Motivated by the common divisor
graph of (G, X), Camina [C] introduced the IP-graph of a naturally valenced association scheme. The
common divisor graph of (G, X) is the IP-graph of the naturally valenced association scheme (X, S)
arising from the action of G on X . For a naturally valenced association scheme (X, S), its IP-graph
provides a way to measure how far valencies of elements of S can be independent in a certain sense.
Under a very strong assumption that all paired valencies are equal, Camina [C] proved that the main
results in [IP] are also true for the IP-graph of a naturally valenced association scheme with paired
valencies equal. However, we note that the common divisor graph of (G, X) studied in [IP] do not
satisfy this assumption.
In this paper we study the IP-graphs of general naturally valenced association schemes. Our goal
is to prove similar results for the IP-graph of any naturally valenced association scheme, without the
assumption that all paired valencies are equal, and hence generalize results in [IP,C,K]. An arbitrary
naturally valenced association scheme may not arise from a group acting transitively on a set. So the
techniques developed in [IP] cannot be applied to our discussions. In fact, most lemmas in [IP] are
not true for naturally valenced association schemes. Without the group action, our proofs are much
more complicated. In order to develop new techniques for an association scheme (X, S), in this paper
we will also study valencies of elements and nonempty subsets of S .
The concept of the kernel of a subset A in a group G plays an important role in [BHM]. Motivated
by this concept, for an association scheme (X, S), Camina [C] introduced the concept of the kernel
of an element of S , and then generalized some results on conjugate classes of a group in [BHM] to
naturally valenced association schemes under a very strong assumption that all paired valencies are
equal. The kernel of an element of S is the key tool in [C]. However in this paper, we do not need
the concept of the kernel of an element in S or the assumption that all paired valencies are equal.
Without this assumption, our arguments in this paper are much more complicated than those in
Camina’s paper [C].
The rest of this introductory section gives notation, deﬁnitions, examples, and theorems. Let us
ﬁrst state the deﬁnition of an association scheme. The following deﬁnition is adapted from the book
of Zieschang [Z]. Let X be a set, and S a partition of X × X . Then S is called an association scheme
on X if the following properties hold:
(i) 1X ∈ S , where 1X := {(x, x) | x ∈ X}. (Usually we simply denote 1X by 1.)
(ii) For any s ∈ S , s∗ is also in S , where s∗ := {(y, z) | (z, y) ∈ s}.
(iii) For any p,q, r ∈ S , there exists a cardinal number apqr such that for any (y, z) ∈ r, the cardinality
|{x ∈ X | (y, x) ∈ p and (x, z) ∈ q}| = apqr . (apqr are called the structure constants of S .)
Let (X, S) be an association scheme. For any x ∈ X and s ∈ S , deﬁne xs := {y ∈ X | (x, y) ∈ s}. Then
the equation in the above property (iii) can be written as |yp ∩ zq∗| = apqr . For any s ∈ S , the valency
of s is deﬁned by ns := ass∗1. Recall that for each x ∈ X , ns = |xs|, the cardinality of the set xs. If for
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s ∈ S such that ns = ns∗ . If ns = ns∗ for all s ∈ S , then we say that paired valencies are equal (see [C,
Deﬁnition 3]). An element s ∈ S is called a thin element of S if ns = 1. Thin elements of S will play
an important role in our discussions of IP-graphs of naturally valenced association schemes. Note that
n1 = 1, i.e. 1X is a thin element of S . There may exist s ∈ S such that s is a thin element but s∗ is not
thin. Such examples can be found in Section 5 of [IP]. However, if X is a ﬁnite set, then for any s ∈ S ,
ns = ns∗ , and hence s is thin if and only if s∗ is also thin. But in this paper we do not assume that
X is a ﬁnite set.
The next example is well known.
Example 1.1. Let G be a group acting transitively on a set X . Then G acts on X × X by g(x, y) :=
(gx, gy), for any g ∈ G and any x, y ∈ X . Let S be the set of all orbits of G on X × X . Then (X, S)
is an association scheme, called the association scheme arising from the action of G on X . Fix x ∈ X for
the rest of this example. Let Gx be the stabilizer of x. Then {xs | s ∈ S} is the set of all orbits of Gx
on X . For any s ∈ S , the valency ns = |xs| is called a subdegree of (G, X) by Isaacs and Praeger [IP]. So
the set of valencies of elements in S and the set of subdegrees of (G, X) are the same. Note that 1 is
always a subdegree of (G, X). Let A := Gx . Then for any g ∈ G , the length (cardinality) of the A-orbit
of the element gx ∈ X is equal to the index |A : A ∩ gAg−1|. Thus,
{ns | s ∈ S} =
{∣∣A : A ∩ gAg−1∣∣ ∣∣ g ∈ G}.
Note that for any g ∈ G , there is s ∈ S such that gx ∈ xs. Hence g−1x ∈ xs∗ . Thus, |xs| is equal to the
length of the A-orbit of gx, and |xs∗| is equal to the length of the A-orbit of g−1x. Therefore,
ns =
∣∣A : A ∩ gAg−1∣∣ and ns∗ = ∣∣A : A ∩ g−1Ag∣∣= ∣∣gAg−1 : gAg−1 ∩ A∣∣.
Two subdegrees m and m∗ of (G, X) are called paired by Isaacs and Praeger [IP] if there exists g ∈ G
such that m = |A : A ∩ gAg−1| and m∗ = |gAg−1 : gAg−1 ∩ A|. So subdegrees m and m∗ of (G, X)
are paired if and only if there exists s ∈ S such that m = ns and m∗ = ns∗ . The concept of paired
subdegrees plays an important role in [IP]. Clearly this concept is very natural in the context of
association schemes. Note that there may exist s, t ∈ S such that ns = nt but ns∗ = nt∗ . (Such examples
can be found in [IP, Section 5].) So a subdegree may be paired with more than one subdegree, and
every subdegree is paired with some other subdegree or with itself.
Now we introduce the deﬁnition of the IP-graph of a naturally valenced association scheme. The
next deﬁnition is adapted from [C, Deﬁnition 2].
Deﬁnition 1.1. (See [C, Deﬁnition 2].) Let (X, S) be a naturally valenced association scheme. The IP-
graph of S , denoted by I P(S), is the undirected graph with vertex set {ns | s ∈ S} such that two
distinct vertices nr and ns are joined by an edge if nr and ns are not coprime.
The concept of the IP-graph of a naturally valenced association scheme is a generalization of the
notion of the common divisor graph of a group acting transitively on a set with subdegrees all ﬁnite.
Example 1.2. (See Isaacs and Praeger [IP].) Let G be a group acting transitively on a set X such that
all subdegrees of (G, X) are ﬁnite. Let D be the set of all subdegrees of (G, X). The common divisor
graph of (G, X) is the undirected graph with vertex set D such that two distinct subdegrees m and
n are joined by an edge if and only if m and n are not coprime. Let (X, S) be the naturally valenced
association scheme arising from the action of G on X . Then the common divisor graph of (G, X) is
the IP-graph of S .
Remark. Given a set of positive integers Z one can deﬁne the common divisor graph Γ (Z) of Z to be
the undirected graph with vertex set Z∗ = Z \ {1} (we do not need to assume that 1 ∈ Z ) such that
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association scheme (X, S) is the common divisor graph of the set of all valencies of S (although the
one is included).
Let (X, S) be a naturally valenced association scheme. For any p ∈ S , the component of I P(S) that
has the vertex np is denoted by C(np). If the component C(np) has inﬁnitely many vertices, then we
say that C(np) is inﬁnite. Since n1 = 1, the component C(n1) is a trivial component. For any p ∈ S such
that np = 1, the vertex np of I P(S) is called the trivial vertex. Let G be a group acting transitively on a
set X such that all subdegrees are ﬁnite. Isaacs and Praeger [IP, Theorem A] proved that the common
divisor graph of (G, X) has at most two connected components (not including the trivial component
whose only vertex is the subdegree 1). Camina [C, Theorem 1] generalized this result to a class of
naturally valenced association schemes, and proved that for a naturally valenced association scheme
(X, S) with paired valencies equal, the IP-graph of (X, S) has at most two connected components
(not including the trivial component C(n1)). The next theorem states that this result is true for all
naturally valenced association schemes, and hence generalizes both Isaacs and Praeger [IP, Theorem A]
and Camina [C, Theorem 1].
Theorem 1.1. Let (X, S) be a naturally valenced association scheme. Then the graph I P(S) has at most two
components (not including the trivial component C(n1)).
Theorem 1.1 will be proved in Section 4.
Let (X, S) be an association scheme. The thin radical of S , Oϑ (S), is deﬁned by
Oϑ (S) := {s ∈ S | ns = 1}.
Note that the thin radical Oϑ (S) may not be a closed subset of S (for the deﬁnition of a closed subset,
see Section 2 below). Such examples can be found in Section 5 of [IP]. If the thin radical Oϑ (S) is a
closed subset of S , then we say that (X, S) is an association scheme with closed thin radical. If the thin
radical Oϑ (S) is not a closed subset of S , then there exists p ∈ S such that np > 1 but np∗ = 1. Let
G be a group acting transitively on a set X such that all subdegrees are ﬁnite, and let (X, S) be the
naturally valenced association scheme arising from the action of G on X . Then the thin radical Oϑ (S)
is not a closed subset of S if and only if the subdegree 1 is paired with some subdegree m > 1. Isaacs
and Praeger [IP, (2.7) Theorem] proved that if the subdegree 1 is paired with some subdegree m > 1,
then the common divisor graph of (G, X) has just one nontrivial component, and the diameter of that
component is at most three. The next theorem generalizes this result.
Theorem 1.2. Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is not a
closed subset of S. Let p ∈ S such that np > 1 but np∗ = 1. Then the graph I P(S) has only two components:
the trivial component C(n1) and the nontrivial component C(np). Furthermore, the nontrivial component
C(np) is inﬁnite, and the diameter of C(np) is at most three.
Theorem 1.2 will be proved in Section 4.
Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S . Then the IP-graph I P(S) of S is a little bit more complicated. The next theorem describes
the nontrivial components of the graph I P(S). Examples that satisfy the descriptions can be found
in Section 5 of [IP] and Sections 3–6 of [K].
Theorem 1.3. Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a
closed subset of S. Then the following hold.
(i) If the graph I P(S) has two nontrivial components, then one of the components is a complete graph, and
the other component has diameter at most two.
(ii) If the graph I P(S) has only one nontrivial component, then the diameter of that component is at most
ﬁve.
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Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S and the graph I P(S) has two nontrivial components. More detailed descriptions of these
two nontrivial components will be given in Section 5 (see Theorems 5.2 and 5.3). Theorem 5.2 gener-
alizes [IP, (4.1) Theorem], and Theorem 5.3 generalizes [IP, (4.2) Theorem], [C, Proposition 1], and [K,
Theorem E].
Let G be a group acting transitively on a set X such that all subdegrees are ﬁnite. Isaacs and
Praeger [IP, Theorem C] proved that if the common divisor graph of (G, X) has two nontrivial com-
ponents, then one of the components is a complete graph, and the other component has diameter at
most two, and that if the common divisor graph of (G, X) has only one nontrivial component, then
the diameter of that component is at most four. Camina [C, Theorem] proved the same results for the
IP-graph of a naturally valenced association scheme with paired valencies equal. So the above Theo-
rem 1.3(i) generalizes both [IP, Theorem C, part (b)] and [C, Theorem, part (b)], while Theorem 1.3(ii)
is a little bit weaker than [IP, Theorem C, part (a)] and [C, Theorem, part (a)]. We do not know if the
best possible upper bound of the diameter of the nontrivial component in Theorem 1.3(ii) is ﬁve or
not. So here is our open problem:
Does there exist a naturally valenced association scheme (X, S) such that the graph I P(S) has only one
nontrivial component with diameter ﬁve?
Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S and the graph I P(S) has only one nontrivial component. Besides the restriction on the
diameter of that component, other restrictions will be given in Section 5 (see Lemmas 5.5 and 5.6).
The following notation will be used throughout the rest of the paper. Let (X, S) be a naturally
valenced association scheme, and p,q ∈ S . Then the distance between vertices np and nq of the graph
I P(S) is denoted by d(np,nq). Thus, d(np,nq) = 0 if np = nq , and d(np,nq) = ∞ if np and nq are not
vertices of the same component. Furthermore, the greatest common divisor of the two integers np
and nq is denoted by (np,nq). So for any two distinct vertices np and nq , d(np,nq) 2 if and only if
(np,nq) = 1. For any two nonzero integers m and n, if m divides n, then we denote m | n.
The rest of the paper is organized as follows. In Section 2 we study valencies of elements and
nonempty subsets of an association scheme. These properties are needed in the discussion of the
IP-graph of a naturally valenced association scheme. They are also interesting in the study of the al-
gebraic theory of association schemes. In Section 3 we prove more properties of valencies of elements
of an association scheme. These properties are closely related to the IP-graphs of naturally valenced
association schemes, and will be used to prove Theorems 1.1–1.3. Theorems 1.1 and 1.2 will be proved
in Section 4, and Theorem 1.3 will be proved in Section 5. In Section 5 we will also give detailed
descriptions of the nontrivial components of the IP-graph of a naturally valenced association scheme
when the graph has two nontrivial components.
2. Valencies
Let (X, S) be an association scheme. Valencies of elements and nonempty subsets of S have been
studied by Zieschang [Z]. In this section we prove more properties of valencies. These properties are
needed in the discussion of the IP-graph of a naturally valenced association scheme. They are also
interesting in the study of the algebraic theory of association schemes. Zieschang’s book [Z] is our
standard reference for this section, and many results in this book will be frequently referred below.
The reader is referred to the book for more details.
Let S be an association scheme on a set X . Then for any p,q ∈ S , deﬁne pq := {r ∈ S | apqr = 0}.
That is, the product pq of two elements p and q of S is a nonempty subset of S . Recall that an
element s ∈ S is thin if and only if ns = 1 if and only if s∗s = {1}. For any nonempty subsets P
and Q of S , deﬁne P Q := {r ∈ S | there exists p ∈ P and q ∈ Q such that apqr = 0}. Note that for any
nonempty subsets P , Q , and R of S , (P Q )R = P (Q R) by [Z, Lemma 1.3.1]; so we will write both
(P Q )R and P (Q R) as P Q R . For any s ∈ S and any nonempty subsets P and Q of S , we will write
{s}P as sP , P {s} as P s, and P {s}Q as P sQ , etc. Furthermore, for any nonempty subset P of S , deﬁne
P∗ := {s∗ | s ∈ P }.
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deﬁned by nT :=∑s∈T ns . The next lemma is [Z, Lemma 1.4.2].
Lemma 2.1. (See [Z, Lemma 1.4.2].) Let (X, S) be an association scheme. Let P and Q be nonempty subsets
of S such that nP < ∞ and nQ < ∞. Then
nP Q  nPnQ .
In particular, nP Q < ∞.
The next proposition plays an important role in our discussions of IP-graphs of naturally valenced
association schemes. Proposition 2.2(i) is [Z, Lemma 1.4.4]. [Z, Lemma 1.4.5] states that for an associ-
ation scheme (X, S) and nonempty subsets P , Q , and R of S such that nP , nQ , and nR are all ﬁnite,
then nQ  nP Q R , and nQ = nP Q R if and only if Q = P∗P Q RR∗ . However, [Z, Lemma 1.4.5] is not true
in general. Proposition 2.2(ii) below is not a consequence of [Z, Lemma 1.4.5]. The proof of Proposi-
tion 2.2(ii) is similar to the proof of [Z, Lemma 1.4.4]. We include a proof of Proposition 2.2(ii) for the
convenience of readers.
Proposition 2.2. Let (X, S) be an association scheme. Let P and Q be nonempty subsets of S such that nP < ∞
and nQ < ∞. Then the following hold.
(i) nQ  nP Q , and nQ = nP Q if and only if Q = P∗P Q .
(ii) We have that
nP  nP Q · nQ ∗
nQ
. (2.1)
Furthermore, if nQ ∗ < ∞, then the equality in (2.1) holds if and only if P = P Q Q ∗ .
(iii) If nP∗ < ∞ and nQ ∗ < ∞, then
nP Q = nQ if and only if n(P Q )∗ = nP∗nQ ∗/nP .
(iv) If nP∗ < ∞ and nQ ∗ < ∞, then
nP Q = nPnQ /nQ ∗ if and only if nP∗ = n(P Q )∗ .
Proof. (i) This is [Z, Lemma 1.4.4].
(ii) For any q ∈ Q and any s ∈ S , we have ∑r∈S arqs = nq∗ by [Z, Lemma 1.1.3(iii)]. Hence,∑
q∈Q
∑
r∈S arqs = nQ ∗ . Note that
nPnQ =
∑
s∈P Q
(∑
p∈P
∑
q∈Q
apqs
)
ns
by [Z, Lemma 1.4.1]. Thus,
nPnQ 
∑
s∈P Q
(∑
r∈S
∑
q∈Q
arqs
)
ns =
∑
s∈P Q
nQ ∗ns = nP Q nQ ∗ .
So nP < ∞ and nQ < ∞ imply that (2.1) holds.
If nQ ∗ < ∞, since nP < ∞, nQ < ∞, and nP Q < ∞ by Lemma 2.1, the equality in (2.1) holds
if and only if for any r ∈ S \ P , any q ∈ Q , and any s ∈ P Q , arqs = 0. Since arqsns = asq∗rnr by [Z,
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(2.1) holds if and only if P Q Q ∗ ⊆ P if and only if P Q Q ∗ = P . Hence (ii) holds.
(iii) If nP Q = nQ , then Q = P∗P Q by (i). Hence, Q ∗ = (P∗P Q )∗ = Q ∗P∗P by [Z, Lemma 1.3.2(iii)].
Thus, nQ ∗ = nQ ∗ P∗nP /nP∗ by (ii). That is, n(P Q )∗ = nP∗nQ ∗/nP . Similarly, if n(P Q )∗ = nP∗nQ ∗/nP , then
we can prove that nP Q = nQ .
The proof of (iv) is similar to the proof of (iii). 
From Lemma 2.1 and Proposition 2.2(ii), we have the following corollary.
Corollary 2.3. Let (X, S) be an association scheme. Then the following hold.
(i) Let P and Q be nonempty subsets of S such that nP < ∞, nQ < ∞, and nQ ∗ < ∞. Then
nPnQ
nQ ∗
 nP Q  nPnQ .
(ii) Let P be a nonempty subset of S such that nP < ∞, and s ∈ S such that ns < ∞ and s∗ is a thin element
of S. Then
nPs = nPns.
In particular, for any r, s ∈ S such that nr < ∞, ns < ∞, and s∗ is a thin element of S, we have
nrs = nrns.
The following corollary is a special case of Proposition 2.2. This corollary will be frequently referred
in the rest of the paper.
Corollary 2.4. Let (X, S) be a naturally valenced association scheme, and p,q ∈ S. Then the following hold.
(i) nq  npq, and nq = npq if and only if p∗pq = {q}.
(ii) np  npqnq∗/nq, and np = npqnq∗/nq if and only if pqq∗ = {p}.
(iii) npq = nq if and only if n(pq)∗ = np∗nq∗/np.
(iv) npq = npnq/nq∗ if and only if np∗ = n(pq)∗ .
Remark. Let (X, S) be a naturally valenced association scheme. There may exist r, s ∈ S such that
nr = ns but nr∗ = ns∗ . As a direct consequence of Corollary 2.4, for any p,q ∈ S , the following hold.
(i) If npq = nq, then n(pq)∗ = nq∗ if and only if np = np∗ .
(ii) If npq = np, then n(pq)∗ = np∗ if and only if nq = nq∗ .
The next corollary is a direct consequence of Proposition 2.2. This corollary is the general (correct)
version of [Z, Lemma 1.4.5].
Corollary 2.5. Let (X, S) be an association scheme. Let P , Q , and R be nonempty subsets of S such that
nP < ∞, nQ < ∞, and nR < ∞. Then the following hold.
(i) We have that
nQ  nP Q R · nR∗
nR
.
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nQ = nP Q R · nR∗
nR
if and only if Q = P∗P Q RR∗.
Proof. (i) Since nQ  nP Q by Proposition 2.2(i) and nP Q  nP Q RnR∗/nR by Proposition 2.2(ii), we see
that (i) holds.
(ii) If nQ = nP Q RnR∗/nR , then Proposition 2.2(i) and 2.2(ii) imply that nQ = nP Q and nP Q =
nP Q RnR∗/nR , and hence Q = P∗P Q and P Q = P Q RR∗ . Thus, Q = P∗P Q RR∗ . On the other hand,
if Q = P∗P Q RR∗ , then Q = P∗P Q RR∗ ⊇ P∗P Q ⊇ Q and P Q = P (P∗P Q RR∗) ⊇ P (Q RR∗) ⊇ P Q .
Thus, Q = P∗P Q and P Q = P Q RR∗ . Hence, nQ = nP Q by Proposition 2.2(i), and nP Q = nP Q RnR∗/nR
by Proposition 2.2(ii). Therefore, nQ = nP Q RnR∗/nR . 
Let (X, S) be an association scheme. Let T be a nonempty subset of S . Then T is called a closed
subset of S if T ∗T ⊆ T . If T is a closed subset of S , then 1 ∈ T , T ∗ = T , and T T = T . Clearly the
intersection of closed subsets is again a closed subset. Let P be a nonempty subset of S . Then the
intersection of all closed subsets of S that contain P is called the closed subset of S generated by P ,
and denoted by 〈P 〉. From [Z, Lemma 3.1.1(i)], 〈P 〉 is the union of the sets (P∗ ∪ P )n for all nonnegative
integers n, where (P∗ ∪ P )0 := {1}, and for each positive integer n, (P∗ ∪ P )n is inductively deﬁned
by (P∗ ∪ P )n := (P∗ ∪ P )n−1(P∗ ∪ P ). Furthermore, n〈P 〉  nP . In particular, for any p ∈ S , n〈p∗p〉 
np∗p  np by Corollary 2.4(i).
Let (X, S) be an association scheme. Let P be a nonempty subset of S . Then for any x ∈ X , de-
ﬁne xP := {y ∈ X | (x, y) ∈ s for some s ∈ P }. Recall that for any x ∈ X , nP = |xP |, the cardinality of
the set xP . Furthermore, if T is a closed subset of S , then {xT | x ∈ X} is a partition of X by [Z,
Lemma 2.1.4(b)].
Let (X, S) be an association scheme. Let P and Q be nonempty subsets of S . For any x, y ∈ X , if
y ∈ xP , then we write (x, y) ∈ P . Thus, for any y, z ∈ X ,
(y, z) ∈ P Q if and only if there exists x ∈ X such that (y, x) ∈ P and (x, z) ∈ Q . (2.2)
The concept of the kernel of a subset A in a group G plays an important role in [BHM]. Motivated
by this concept, for an association scheme (X, S), Camina [C] introduced the concept of the kernel
of an element of S , and then generalized some results on conjugate classes of a group in [BHM]
to naturally valenced association schemes under the assumption that all paired valencies are equal.
Although in this paper we do not need the concept of the kernel of an element in S or the assumption
that all paired valencies are equal, the idea developed in [C] is still useful. The next proposition can
be regarded as a generalization of [C, Lemma 8]. This proposition has important applications to the
discussions of IP-graphs of naturally valenced association schemes.
Proposition 2.6. Let (X, S) be an association scheme. Let P and Q be nonempty subsets of S such that 1 ∈ P
and P∗ = P . Then the following hold.
(i) If P Q = Q and nQ ∗ < ∞, then n〈P 〉 < ∞, and n〈P 〉 | nQ ∗ .
(ii) If Q P = Q and nQ < ∞, then n〈P 〉 < ∞, and n〈P 〉 | nQ .
Proof. (i) Fix x ∈ X . Then |xQ ∗| = nQ ∗ < ∞. Let T = 〈P 〉. Since 1 ∈ P and P∗ = P , we see that T is the
union of the subsets Pn for all positive integers n by [Z, Lemma 3.1.1(i)]. Hence, T Q = Q . Let y ∈ xQ ∗ .
Then (y, x) ∈ Q . For any z ∈ yT , (y, z) ∈ T and T ∗ = T imply that (z, y) ∈ T . Thus, (z, x) ∈ T Q by (2.2).
But T Q = Q . So (z, x) ∈ Q ; i.e. z ∈ xQ ∗ . That is, for any y ∈ xQ ∗ and z ∈ yT , we have just proved
that z ∈ xQ ∗ . So for any y ∈ xQ ∗ , yT ⊆ xQ ∗ . Since for any y ∈ X , |yT | = nT is independent of y, and
for any y1, y2 ∈ X , we have either y1T = y2T or y1T ∩ y2T = ∅ by [Z, Lemma 2.1.4(b)], we see that
nT  |xQ ∗| < ∞, and nT divides |xQ ∗|. That is, nT | nQ ∗ . So (i) hold.
(ii) If Q P = Q , then P∗Q ∗ = (Q P )∗ = Q ∗ by [Z, Lemma 1.3.2(iii)]. But P∗ = P . So (ii) follows
from (i). 
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Corollary 2.7. Let (X, S) be an association scheme. Let P and Q be nonempty subsets of S such that nP < ∞
and nQ < ∞. Then the following hold.
(i) If nQ = nP Q and nQ ∗ < ∞, then n〈P∗ P 〉 < ∞ and n〈P∗ P 〉 | nQ ∗ .
(ii) If nQ ∗ < ∞ and nP = nP Q nQ ∗/nQ , then n〈Q Q ∗〉 < ∞ and n〈Q Q ∗〉 | nP .
As a special case of Corollary 2.7, we have the following very useful corollary.
Corollary 2.8. Let (X, S) be a naturally valenced association scheme, and p,q ∈ S. Then the following hold.
(i) If nq = npq, then n〈p∗p〉 < ∞ and n〈p∗p〉 | nq∗ .
(ii) If np = npqnq∗/nq, then n〈qq∗〉 < ∞ and n〈qq∗〉 | np.
3. More lemmas
Let (X, S) be a naturally valenced association scheme. In this section we prove more properties
of valencies of elements in S . These properties are closely related to the IP-graph of (X, S), and will
be used to prove Theorems 1.1–1.3 in the next two sections. Let us start with the following easy but
useful lemma.
Lemma 3.1. Let (X, S) be a naturally valenced association scheme. Let p,q ∈ S such that (np∗ ,nq) = 1. Then
pq contains exactly one element of S, and npq | npnq.
Proof. By [Z, Lemma 1.5.2], the number of elements of S contained in pq is less than or equal to
(np∗ ,nq) = 1. So pq contains exactly one element of S . Let pq = {s} for some s ∈ S . Then by [Z,
Lemma 1.1.3(iv)], npnq = ∑t∈S apqtnt = apqsns . Hence, ns | npnq . That is, npq | npnq . So the lemma
holds. 
The next lemma is the key lemma in our discussions. It will be frequently used to determine
that two vertices of the IP-graph I P(S) are joined by an edge. It will also be used to establish the
relationship between np and np∗ , for any p ∈ S , under certain conditions. All the techniques that are
needed to prove the main results of this paper are developed by the use of this lemma.
Lemma 3.2. Let (X, S) be a naturally valenced association scheme. Let p,q ∈ S. Then the following hold.
(i) If d(np,nq) 3, (np∗ ,nq) = 1, and np < nq, then
npq = nq, p∗pq = {q}, n〈p∗p〉 | nq∗ , and n(pq)∗ = np
∗nq∗
np
.
(ii) If d(np,nq) 3, (np∗ ,nq) = 1, and np > nq, then npq = np. Furthermore, if nq = nq∗ , then
pqq∗ = {p}, pq∗q = {p}, n〈qq∗〉 | np, n〈q∗q〉 | np, and np∗ = n(pq)∗ = nqp∗ .
(iii) If d(np∗ ,nq) 3, (np,nq) = 1, and np∗ < nq, then
np∗q = nq, pp∗q = {q}, n〈pp∗〉 | nq∗ , and n(p∗q)∗ = npnq
∗
np∗
.
2530 B. Xu / Journal of Algebra 321 (2009) 2521–2539(iv) If d(np∗ ,nq) 3, (np,nq) = 1, and np∗ > nq, then np∗q = np∗ . Furthermore, if nq = nq∗ , then
p∗qq∗ = {p∗}, p∗q∗q = {p∗}, n〈qq∗〉 | np∗ , n〈q∗q〉 | np∗ , and np = nq∗p = nqp .
Proof. (i) From Lemma 3.1 we see that pq = {s} for some s ∈ S , and ns | npnq . Since d(np,nq)  3,
we must have either d(ns,np)  2 or d(ns,nq)  2. So we have either (ns,np) = 1 or (ns,nq) = 1.
Thus, ns | npnq yields that either ns | np or ns | nq . But ns  nq by Corollary 2.4(i), and np < nq by
the assumption. Hence ns = nq . That is, npq = nq . Thus, p∗pq = {q} by Corollary 2.4(i), n〈p∗p〉 | nq∗ by
Corollary 2.8(i), and n(pq)∗ = np∗nq∗/np by Corollary 2.4(iii). So (i) holds.
(ii) As in the proof of (i), we have npq = np . Furthermore, if nq∗ = nq , then np = npqnq∗/nq . Hence,
pqq∗ = {p} by Corollary 2.4(ii), n〈qq∗〉 | np by Corollary 2.8(ii), and np∗ = n(pq)∗ by Corollary 2.4(iv).
Furthermore, nq∗ = nq also implies that npq∗ = np , and hence np = npq∗nq/nq∗ . Thus, as above we also
have that pq∗q = {p}, n〈q∗q〉 | np , and np∗ = n(pq∗)∗ = nqp∗ . So (ii) holds.
Since (p∗)∗ = p, (iii) follows from (i), and (iv) follows from (ii). 
One of the key techniques in [IP] deals with the relationship between paired subdegrees. The re-
lationship between np and np∗ , for any p ∈ S , is also very important to the IP-graph of a naturally
valenced association scheme (X, S). Although most lemmas in [IP] are not true for naturally valenced
association schemes, we do have some good properties for the relation between np and np∗ under
certain conditions. The next lemma provides one of the most important properties that will be fre-
quently referred later.
Lemma 3.3. Let (X, S) be a naturally valenced association scheme. Let p,q ∈ S such that d(np,nq)  3,
(np∗ ,nq) = 1, and np < nq. Then np | np∗ .
Proof. Let q1 = q. Then nq1 = nq . Hence, by Lemma 3.2(i), npq1 = nq1 , and n(pq1)∗ = np∗nq∗1/np . From
Lemma 3.1, there exists q2 ∈ S such that pq1 = {q2}. Thus,
pq1 = {q2}, nq2 = nq1 = nq, and nq∗2 =
np∗nq∗1
np
.
Since nq2 = nq1 = nq , similarly as above, there exists q3 ∈ S such that
pq2 = {q3}, nq3 = nq2 = nq, and nq∗3 =
np∗nq∗2
np
.
By repeating the above arguments, we see that there are elements q1 = q,q2,q3, . . . ,qm, . . . in S such
that
pqm−1 = {qm}, nqm = nqm−1 = nq, and nq∗m =
np∗nq∗m−1
np
, m = 2,3,4, . . . .
Therefore,
nq∗m =
(
np∗
np
)m−1
nq∗ , m = 1,2,3, . . . .
Since nq∗m is a positive integer for all m = 1,2,3, . . . , we must have np | np∗ . 
Let (X, S) be a naturally valenced association scheme, and p ∈ S . For any positive integer m  2,
we deﬁne pm inductively by pm := ppm−1. Since (P Q )R = P (Q R) for any nonempty subsets P , Q ,
and R of S , we see that pm = ppm−1 = pm−1p for any integer m  2. The next two lemmas give
interesting properties when (np,np∗ ) = 1.
B. Xu / Journal of Algebra 321 (2009) 2521–2539 2531Lemma 3.4. Let (X, S) be a naturally valenced association scheme. Let p ∈ S such that (np,np∗) = 1. Then
the following hold.
(i) Let m be any positive integer. Then pm contains exactly one element, say q, of S, npm | (np)m, and
hence d(nq,np)  1. Similarly, (p∗)m contains exactly one element q∗ of S, n(p∗)m | (np∗ )m, and hence
d(nq∗ ,np∗) 1.
(ii) If np > 1, then
np < np2 < np3 < · · · < npm < · · · .
In particular, if np > 1, then the component C(np) of the graph I P(S) is inﬁnite. Similarly, if np∗ > 1,
then
np∗ < n(p∗)2 < n(p∗)3 < · · · < n(p∗)m < · · · .
In particular, if np∗ > 1, then the component C(np∗ ) is inﬁnite.
(iii) If np∗ = 1, then for any positive integer m, npm = (np)m. Similarly, if np = 1, then for any positive inte-
ger m, n(p∗)m = (np∗ )m.
Proof. (i) Let us prove the statement for pm by induction on m. Clearly the statement is true for
m = 1. Now assume that the statement is true for m − 1. Then we prove that the statement is also
true for m. Since pm−1 contains exactly one element of S , and npm−1 | (np)m−1, we may assume
that pm−1 = {s} for some s ∈ S , and hence ns | (np)m−1. But (np,np∗ ) = 1. So (np∗ ,ns) = 1. Hence by
Lemma 3.1, ps contains exactly one element, say q, of S , and nps | npns . Note that ps = pm . So pm
contains exactly one element q of S , npm | (np)m , and nq = npm . Thus, nq | (np)m . If np = 1, then nq = 1,
and hence d(nq,np) = 0. If np > 1, then nq = npm = npm−1p  np by Proposition 2.2(i). So nq | (np)m
implies that d(nq,np) 1. (In fact, d(nq,np) = 1 by (ii).) Therefore, the statement is true for m. Hence,
the statement for pm is true for all positive integers m by induction on m. The proof for the statement
for (p∗)m is similar. So (i) holds.
(ii) For any positive integer m, npm  nppm by Proposition 2.2(i). That is, npm  npm+1 . If npm =
npm+1 , then by Proposition 2.2(iii),
n(pm+1)∗ =
np∗n(pm)∗
np
. (3.1)
Since (pm)∗ = (p∗)m , and n(p∗)m | (np∗ )m by (i), we see that np∗n(pm)∗ | (np∗ )m+1. But (np∗ ,np) = 1.
So (np∗n(pm)∗ ,np) = 1. Thus, np > 1 and (3.1) imply that n(pm+1)∗ is not an integer, a contradiction.
Therefore, we must have npm < npm+1 for all positive integers m. Furthermore, from (i) there exist
elements s2, s3, s4, . . . , sm, . . . of S such that
pm = {sm} and d(np,nsm ) = 1, m = 2,3,4, . . . .
Since ns2 < ns3 < ns4 < · · · , C(np) is inﬁnite. The proof of the rest of (ii) is similar. So (ii) holds.
(iii) Assume that np∗ = 1. Then for any positive integer m  2, npm = npm−1p = npm−1np by Corol-
lary 2.3(ii). Thus, npm = (np)m for all positive integers m by induction on m. The proof of the rest
of (iii) is similar. So (iii) holds. 
Lemma 3.5. Let (X, S) be a naturally valenced association scheme. Let p ∈ S such that np > 1 and
(np,np∗ ) = 1. Then for any nonempty ﬁnite subset T of S, there exists sp,T ∈ S such that the following hold.
(1) nsp,T >max{nq | q ∈ T }.
(2) (nsp,T ,ns∗p,T ) = 1, d(nsp,T ,np) 1, and d(ns∗p,T ,np∗ ) 1.
(3) For any q ∈ T , d(nq,np) d(nq,nsp, ).T
2532 B. Xu / Journal of Algebra 321 (2009) 2521–2539Proof. Since T is a nonempty ﬁnite subset of S , Lemma 3.4(ii) yields that there exists an inte-
ger m such that npm > max{nq | q ∈ T }. By Lemma 3.4(i), npm | (np)m , pm = {s} for some s ∈ S , and
d(ns,np)  1. Thus, ns > max{nq | q ∈ T }. Furthermore, Lemma 3.4(i) also yields that n(p∗)m | (np∗ )m ,
(p∗)m = {s∗}, and d(ns∗ ,np∗)  1. Thus, from ns | (np)m , ns∗ | (np∗ )m , and (np,np∗) = 1, we see that
(ns,ns∗ ) = 1. Let r ∈ S such that d(ns,nr) = 1. Then ns | (np)m implies that d(np,nr) 1. Let q ∈ T . If
nq is a vertex of the component C(np), then any path from nq to ns of length  yields a path from nq
to np of length  or  − 1. Hence, d(nq,np) d(nq,ns). On the other hand, if nq is not a vertex of the
component C(np), then d(nq,np) = d(nq,ns) = ∞. Therefore, we always have d(nq,np) d(nq,ns). Let
sp,T = s. So the lemma holds. 
The next corollary is a direct consequence of Lemmas 3.3 and 3.5.
Corollary 3.6. Let (X, S) be a naturally valenced association scheme, and p ∈ S such that np > 1 and
(np,np∗ ) = 1. Let r ∈ S such that d(nr,np) 3 and (nr∗ ,np) = 1. Then nr | nr∗ .
Proof. From Lemma 3.5, there exists sp,r ∈ S such that nsp,r > nr , d(nr,nsp,r )  d(nr,np)  3, and
d(nr∗ ,nsp,r ) d(nr∗ ,np) 2. So nr | nr∗ by Lemma 3.3. 
Let (X, S) be a naturally valenced association scheme, and p ∈ S . The next lemma gives a suﬃcient
condition under which np = np∗ .
Lemma 3.7. Let (X, S) be a naturally valenced association scheme. Let p,q ∈ S such that
d(np,nq) 3 and d(np∗ ,nq) 3.
If np < nq or np∗ < nq, then np = np∗ .
Proof. Without loss of generality, we may assume that np < nq . Then np | np∗ by Lemma 3.3. Further-
more, from Lemma 3.2(i), we see that npq = nq , and n(pq)∗ = np∗nq∗/np . But by Lemma 3.1, pq = {s}
for some s ∈ S . Hence,
ns = nq, ns∗ = np∗nq∗
np
, d(np,ns) 3, and d(np∗ ,ns) 3.
Toward a contradiction, assume that np = np∗ . Then np | np∗ and ns∗ = (np∗/np)nq∗ imply that
d(np∗ ,ns∗ )  1. So d(np∗ ,ns)  3 forces that d(ns,ns∗ )  2. Therefore, we have that (ns,ns∗ ) = 1,
ns = nq > np  1, d(np∗ ,ns)  3, and (np,ns) = 1. Hence, np∗ | np by Corollary 3.6. But we already
have that np | np∗ . Thus, we must have np = np∗ , a contradiction. This proves that np = np∗ , and the
lemma holds. 
4. Proofs of Theorems 1.1 and 1.2
In this section we prove Theorems 1.1 and 1.2. Let us ﬁrst introduce the following deﬁnition of the
minimal vertex.
Deﬁnition 4.1. Let (X, S) be a naturally valenced association scheme, and p ∈ S . If np > 1 and np  ns
for any s ∈ S such that ns = 1, then np is called a minimal vertex of the graph I P(S).
Let (X, S) be a naturally valenced association scheme such that there exists s ∈ S with ns > 1.
Then the graph I P(S) has a unique minimal vertex. Note that there may exist distinct elements p
and q of S such that np = nq is the minimal vertex of the graph I P(S).
Now we are ready to prove Theorem 1.1.
B. Xu / Journal of Algebra 321 (2009) 2521–2539 2533Proof of Theorem 1.1. Toward a contradiction, suppose that the graph I P(S) has at least three com-
ponents (not including the trivial component C(n1)). So we may assume that there exist p, r, s ∈ S
such that np is the minimal vertex of the graph I P(S), nr > 1, ns > 1, and C(np), C(nr), and C(ns)
are distinct components of I P(S). Hence, np∗ is not a vertex of the component C(nr) or C(ns).
Without loss of generality, we may assume that np∗ is not a vertex of the component C(nr). Hence
(np∗ ,nr) = 1. Since np is the minimal vertex of I P(S), nr > 1, and C(np) = C(nr), we have np < nr .
Thus, d(np,nr) = ∞, (np∗ ,nr) = 1, and np < nr imply that np | np∗ by Lemma 3.3. Hence,
np∗ is a vertex of the component C(np). (4.1)
Furthermore, by Lemma 3.2(i), we get that n〈p∗p〉 | nr∗ . Note that np∗ is not a vertex of C(ns) by (4.1).
So similarly we also have n〈p∗p〉 | ns∗ . But by Corollary 2.4(i), n〈p∗p〉  np > 1. Hence nr∗ and ns∗ are
adjacent.
Now we claim that nr∗ and ns∗ are vertices of the component C(np). If nr∗ and ns∗ are not ver-
tices of the component C(np), then d(np,nr∗) = ∞, and (np∗ ,nr∗ ) = 1 by (4.1). Recall that we have
just proved n〈p∗p〉 | nr∗ . So by Corollary 2.4(i), np  n〈p∗p〉  nr∗ . Hence, np < nr∗ . Since (r∗)∗ = r, by
Lemma 3.2(i) we see that n〈p∗p〉 | nr . Similarly we also have n〈p∗p〉 | ns . Thus, nr and ns are adjacent,
a contradiction. Therefore, nr∗ and ns∗ must be vertices of the component C(np). So
(nr∗ ,nr) = 1, (nr∗ ,ns) = 1, (ns∗ ,nr) = 1, and (ns∗ ,ns) = 1. (4.2)
Therefore, we have that ns > 1, d(nr,ns) = ∞, and (nr∗ ,ns) = 1, (ns∗ ,ns) = 1 by (4.2). So nr | nr∗ by
Corollary 3.6. But we just proved that nr∗ is a vertex of the component C(np), a contradiction.
Thus, we have proved that the graph I P(S) has at most two components (not including the trivial
component C(n1)). Hence, Theorem 1.1 holds. 
Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is not a
closed subset of S . Then there exists p ∈ S such that np > 1 but np∗ = 1. The next lemma gives an
interesting property of np as a vertex of the graph I P(S).
Lemma 4.2. Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is not
a closed subset of S. Let p ∈ S such that np > 1 but np∗ = 1. Then for any s ∈ S such that ns > 1, we have
d(np,ns) 2.
Proof. Toward a contradiction, assume that there exists s ∈ S such that ns > 1 and d(np,ns)  3.
Since np∗ = 1, we have that d(np∗ ,ns) = ∞, and np∗ < ns . Hence by Lemma 3.7, np = np∗ = 1, a con-
tradiction. Thus, for any s ∈ S such that ns > 1, we must have d(np,ns)  2, and hence Lemma 4.2
holds. 
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Lemma 4.2 implies that for any s ∈ S with ns > 1, ns is a vertex of the com-
ponent C(np). So I P(S) has only two components: the trivial component C(n1) and the component
C(np). Furthermore, the component C(np) is inﬁnite by Lemma 3.4(iii), and the diameter of C(np) is
at most four by Lemma 4.2.
Now we prove that the diameter of C(np) is at most three. Toward a contradiction, suppose
that there are r, s ∈ S such that nr,ns are vertices of C(np) and d(nr,ns)  4. Then by Lemma 4.2,
d(nr,ns) = 4, d(np,nr) = 2, and d(np,ns) = 2. So we may assume that there exists the following path
for nr to ns:
    
nr nt np nv ns
2534 B. Xu / Journal of Algebra 321 (2009) 2521–2539Without loss of generality, we may assume that nr < ns . Since (np,nr) = 1, by Lemma 3.1, p∗r con-
tains exactly one element, say q, of S . Hence, np∗ = 1 and Corollary 2.3(ii) yield that
nq∗ = n(p∗r)∗ = nr∗p = nr∗np . (4.3)
Thus, d(nt ,np) = 1 and d(nv ,np) = 1 imply that d(nt ,nq∗ ) 1 and d(nv ,nq∗ ) 1. Hence d(nr,nq∗ ) 2,
and d(ns,nq∗ ) 2. So d(nr,ns) = 4 forces that
d(nr,nq∗ ) = 2 and d(ns,nq∗ ) = 2. (4.4)
But d(ns,nq∗ ) = 2 and (4.3) imply that (nr∗ ,ns) = 1. Thus, from nr < ns , d(nr,ns) > 3, and (nr∗ ,ns) = 1,
we must have nr | nr∗ by Lemma 3.3. Hence, from (4.3), (nr,nq∗ ) = 1, a contradiction to (4.4). This
proves that for any r, s ∈ S such that nr and ns are vertices of C(np), we must have d(nr,ns) 3. So
the diameter of C(np) is at most three. 
5. IP-graphs of naturally valenced association schemes with closed thin radicals
In this section we prove Theorem 1.3. So in the following we will always assume that the thin
radical Oϑ (S) of the association scheme (X, S) is a closed subset of S . Instead of proving Theorem 1.3
directly, we will give detailed descriptions of the components of the graph I P(S). When the graph
I P(S) has two nontrivial components, the following Theorem 5.2 generalizes [IP, (4.1) Theorem], and
Theorem 5.3 generalizes [IP, (4.2) Theorem], [K, Theorem E], and [C, Proposition 1]. For the case that
the graph I P(S) has only one nontrivial component, Lemmas 5.5 and 5.6 give restrictions on that
component. Theorem 1.3(i) follows directly from Theorems 5.2 and 5.3, and Theorem 1.3(ii) follows
directly from Lemma 5.5.
The next lemma is a technical lemma.
Lemma 5.1. Let (X, S) be a naturally valenced association scheme such that the graph I P(S) has two non-
trivial components. Assume that there exists p ∈ S such that np > 1 and np∗ is not a vertex of the component
C(np). Let r ∈ S such that nr = nr∗ > 1 and nr is a vertex of the component C(np). Then for any s ∈ S such that
n〈r∗r〉 | ns, ns is a vertex of the component C(np).
Proof. Note that the thin radical Oϑ (S) is a closed subset of S . Hence, np > 1 implies that np∗ > 1.
Since np∗ is not a vertex of the component C(np), we have (np,np∗ ) = 1. Thus, Lemma 3.5 implies
that there exists sp∗,r ∈ S such that
nsp∗,r > nr, d(nsp∗ ,r ,np∗) 1, and d(n(sp∗,r)∗ ,np) 1. (5.1)
Since nr is a vertex of the component C(np), by (5.1) we see that d(nr,nsp∗,r ) = ∞. Hence, from
nr∗ = nr and nr < nsp∗,r we get that n〈r∗r〉 | n(sp∗,r)∗ by Lemma 3.2(i). Thus, nr > 1 and n〈r∗r〉 | ns yield
that (ns,n(sp∗,r)∗ ) = 1. But d(n(sp∗ ,r)∗ ,np)  1 by (5.1). So ns is a vertex of the component C(np), and
the lemma holds. 
The next theorem generalizes [IP, (4.1) Theorem].
Theorem 5.2. Let (X, S) be a naturally valenced association scheme such that the graph I P(S) has two non-
trivial components. Assume that there exists p ∈ S such that np > 1 and np∗ is not a vertex of the component
C(np). Then the following hold.
(i) Both components C(np) and C(np∗ ) of I P(S) are inﬁnite.
(ii) For any s ∈ S such that ns = ns∗ , one of the vertices ns and ns∗ lies in the component C(np), and the other
vertex lies in the component C(np∗ ).
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such vertices.
(iv) If ns = ns∗ for any s ∈ S with ns > 1, then both components C(np) and C(np∗ ) are complete graphs. If
there exists s ∈ S such that ns = ns∗ > 1, then one of the components C(np) and C(np∗ ) that contains
such vertices has diameter at most two, and the other component is a complete graph.
Proof. (i) Since (np,np∗ ) = 1, np > 1, and np∗ > 1 (because the thin radical Oϑ (S) is a closed subset
of S), we see that both components C(np) and C(np∗ ) are inﬁnite by Lemma 3.4(ii). So (i) holds.
(ii) Let s ∈ S such that ns = ns∗ . Then ns > 1, and ns∗ > 1. So ns and ns∗ are vertices of the com-
ponents C(np) and C(np∗ ). If both ns and ns∗ are vertices of the component C(np), since C(np∗ )
is inﬁnite, there exists r ∈ S such that nr is a vertex of C(np∗ ), and nr > max{ns,ns∗ }. Note that
d(ns,nr) = ∞, and d(ns∗ ,nr) = ∞. So ns < nr and Lemma 3.3 imply that ns | ns∗ . But (s∗)∗ = s, and
ns∗ < nr . So Lemma 3.3 also implies that ns∗ | ns . Thus, ns = ns∗ , a contradiction. Hence, the component
C(np) does not contain both vertices ns and ns∗ . Similarly, we can prove that the component C(np∗ )
does not contain both vertices ns and ns∗ . Thus, one of the vertices ns and ns∗ lies in the component
C(np), and the other vertex lies in the component C(np∗ ). So (ii) holds.
(iii) Toward a contradiction, suppose that there exist r, s ∈ S such that nr = nr∗ > 1, ns = ns∗ > 1,
nr is a vertex of the component C(np), and ns is a vertex of the component C(np∗ ). Without loss of
generality, we may assume that nr < ns . Since nr = nr∗ , ns = ns∗ , and d(nr,ns) = ∞, by Lemma 3.2(i),
we see that n〈r∗r〉 | ns . Thus by Lemma 5.1, ns is a vertex of the component C(np), a contradiction.
Therefore, we have proved that if there exists s ∈ S such that ns = ns∗ > 1, then only one of the
components C(np) and C(np∗ ) contains such vertices. So (iii) holds.
(iv) First assume that for any s ∈ S such that ns is a vertex of the component C(np), we have
ns = ns∗ . Then we prove that C(np) is a complete graph. Toward a contradiction, suppose that there
exist r, s ∈ S such that nr,ns are vertices of C(np), and d(nr,ns) 2. Since nr = nr∗ , and ns = ns∗ , both
nr∗ and ns∗ are vertices of the component C(np∗ ) by (ii). Thus, (ns,ns∗ ) = 1, and d(nr∗ ,ns) = ∞. Hence
d(nr,ns) 2 implies that nr∗ | nr by Corollary 3.6. So d(nr,nr∗ ) 1, a contradiction. Therefore, C(np)
must be a complete graph.
Now assume that there exists s ∈ S such that ns = ns∗ > 1 and ns is a vertex of the component
C(np). Then we prove that the diameter of C(np) is at most two. Toward a contradiction, suppose that
there exist r,q ∈ S such that nr,nq are vertices of the component C(np), and d(nr,nq)  3. Without
loss of generality, we may assume that nr < nq . Since we have either nr∗ = nr or nr∗ is a vertex of
the component C(np∗ ) by (ii), we always have d(nr∗ ,nq)  3. Thus, nr = nr∗ by Lemma 3.7. Further-
more, from Lemma 3.2(i), we get that n〈r∗r〉 | nq∗ . Hence, nq∗ is a vertex of the component C(np) by
Lemma 5.1. So nq = nq∗ by (ii).
Since nr = nr∗ , nq = nq∗ , d(nr,nq)  3, and nr < nq , we have n〈r∗r〉 | nq by Lemma 3.2(i). Since the
component C(np∗ ) is inﬁnite by (i), there exists t ∈ S such that nt is a vertex of the component C(np∗ ),
and nt > nr . Thus, d(nt ,nr) = ∞, and hence n〈r∗r〉 | nt∗ by Lemma 3.2(i). So n〈r∗r〉 | nq and nr > 1
imply that (nt∗ ,nq) = 1. Hence, d(nr,nq)  3 forces that d(nt∗ ,nr)  2, i.e. (nt∗ ,nr) = 1. Therefore,
from d(nt ,nr) = ∞, (nt∗ ,nr) = 1, nt > nr , and nr = nr∗ , we get that n〈r∗r〉 | nt by Lemma 3.2(ii). So by
Lemma 5.1, nt is a vertex of the component C(np), a contradiction.
Thus, we have proved that for any r,q ∈ S such that nr,nq are vertices of the component C(np),
d(nr,nq) 2. Hence, the diameter of the component C(np) is at most two.
Now it is clear that similar results for the component C(np∗ ) are also true. So (iv) holds. This
completes the proof of Theorem 5.2. 
Let G be a group acting transitively on a set X such that all subdegrees are ﬁnite. The common
divisor graph of (G, X) is called stable if any two paired subdegrees m and m∗ lie in the same compo-
nent (see [K]). Let (X, S) be a naturally valenced association scheme. The graph I P(S) is called stable
if for any p ∈ S , np and np∗ lie in the same component. Note that if the graph I P(S) is stable, then
the thin radical Oϑ (S) is a closed subset of S . The next theorem generalizes [IP, (4.2) Theorem], [K,
Theorem E], and [C, Proposition 1].
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has two nontrivial components. Let p ∈ S such that np is the minimal vertex of the graph I P(S), and let q ∈ S
such that nq > 1 is not a vertex of the component C(np). Then the following hold.
(i) The component C(nq) is a complete graph.
(ii) For any r ∈ S such that nr is a vertex of the component C(np), we have that nr = nr∗ , and nr is less than
the greatest common divisor of the vertices (integers) in the component C(nq).
(iii) The component C(np) has a maximal vertex nt , i.e. nt > ns for any other vertex ns of C(np). Furthermore,
the maximal vertex nt is adjacent to any other vertex of C(np). In particular, the component C(np) has
diameter at most two.
Proof. (i) Let s ∈ S such that ns is a vertex of the component C(nq). Then ns∗ is also a vertex of the
component C(nq). Hence d(np,ns∗ ) = ∞, and d(np∗ ,ns∗ ) = ∞. Since ns∗ > 1 and np is the minimal
vertex of the graph I P(S), we have that np < ns∗ . Thus, by Lemma 3.2(i) we get that n〈p∗p〉 | ns . That
is, n〈p∗p〉 divides any vertex in the component C(nq). So any two vertices in the component C(nq) are
adjacent, and hence the component C(nq) is a complete graph.
(ii) Let r ∈ S such that nr is a vertex of the component C(np). Let us ﬁrst prove that
for any s ∈ S such that ns is a vertex of the component C(nq), nr < ns . (5.2)
Toward a contradiction, suppose that there exists s ∈ S such that ns is a vertex of the compo-
nent C(nq), and ns < nr . Then d(ns,nr) = ∞, and d(ns∗ ,nr) = ∞. So ns = ns∗ by Lemma 3.7. Hence,
ns∗ < nr . Thus, ss∗r = {r} by Lemma 3.2(iii). But on the other hand, since np < ns , d(np,ns) = ∞, and
d(np∗ ,ns) = ∞, we get that p∗ps = {s} and n〈p∗p〉 | ns∗ by Lemma 3.2(i). Furthermore, ss∗r = {r} and
p∗ps = {s} yield that
p∗pr = p∗p(ss∗r)= (p∗ps)s∗r = ss∗r = {r}.
Hence, n〈p∗p〉 | nr∗ by Proposition 2.6(i). Thus, we have both n〈p∗p〉 | ns∗ and n〈p∗p〉 | nr∗ . So
d(ns∗ ,nr∗ ) 1, a contradiction. This proves (5.2).
Therefore, for any r ∈ S such that nr is a vertex of the component C(np), since nr∗ is also a vertex of
the component C(np), (5.2) and Lemma 3.7 yield that nr = nr∗ . Note that for any s ∈ S such that ns is
a vertex of the component C(nq), ns∗ is also a vertex of the component C(nq). Hence, nr < ns∗ by (5.2).
Thus, n〈r∗r〉 | ns by Lemma 3.2(i). So n〈r∗r〉 is a common divisor of the vertices in the component C(nq).
But n〈r∗r〉  nr by Corollary 2.4(i). So nr is less than the greatest common divisor of the vertices in
the component C(nq). (Clearly nr is not equal to the greatest common divisor of the vertices in the
component C(nq).)
(iii) From (ii) the component C(np) has only ﬁnitely many vertices. So C(np) has a maximal ver-
tex nt . Let nr be a vertex of C(np) such that nr = nt . If nr and nt are not adjacent, then (nr,nt) = 1.
Since nr = nr∗ by (ii), Lemma 3.1 yields that rt contains exactly one element, say s, of S , and ns | nrnt .
So ns must be a vertex of the component C(np). Since ns  nt by Corollary 2.4(i), and nt is the
maximal vertex of the component C(np), we must have that ns = nt , i.e. nrt = nt . Thus, n〈r∗r〉 | nt by
Corollary 2.8(i). But from the proof of (ii), n〈r∗r〉 | nv for any vertex nv of the component C(nq). So
d(nt ,nv) 1, a contradiction. Therefore, nr and nt must be adjacent, and hence the diameter of C(np)
is at most two. 
Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S and the graph I P(S) has only one nontrivial component. Although the diameter of that
component is a little bit large, we still have some control over that component. The next lemma is a
technical lemma.
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nr > 1, nr = nr∗ , and
d(np,nr) 3, d(np,ns) 3, d(nr,ns) 3.
Then d(np∗ ,nr) 2.
Proof. Toward a contradiction, suppose that d(np∗ ,nr)  3. If np < nr or np∗ < nr , then np = np∗
by Lemma 3.7, and hence n〈p∗p〉 | nr by Lemma 3.2(i) (because nr = nr∗ ). Furthermore, we have
np < ns , and hence n〈p∗p〉 | ns∗ by Lemma 3.2(i). Thus, n〈p∗p〉  np > 1 implies that (nr,ns∗ ) = 1. Hence,
d(nr,np)  3 forces that d(ns∗ ,np)  2. Therefore, we have that ns > np , d(ns,np)  3, (ns∗ ,np) = 1,
and np = np∗ . So n〈p∗p〉 | ns by Lemma 3.2(ii). Thus, n〈p∗p〉 is a common divisor of nr and ns , a contra-
diction.
Therefore, we must have that nr < np and nr < np∗ . Hence, from nr = nr∗ , d(nr,np)  3, and
d(nr,np∗ )  3, we see that n〈r∗r〉 | np∗ and n〈r∗r〉 | np by Lemma 3.2(i). Similarly, nr < ns implies that
n〈r∗r〉 | ns∗ . Thus, (np∗ ,ns∗ ) = 1. So d(np∗ ,nr)  3 forces that d(ns∗ ,nr)  2. Therefore, we have that
ns > nr , d(ns,nr)  3, (ns∗ ,nr) = 1, and nr = nr∗ . Hence, n〈r∗r〉 | ns by Lemma 3.2(ii). Thus, n〈r∗r〉 is a
common divisor of np and ns , a contradiction.
This proves that we must have d(np∗ ,nr) 2, and hence the lemma holds. 
Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S and the graph I P(S) has only one nontrivial component. The following two lemmas give
restrictions on that component.
Lemma 5.5. Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S. Then no elements r, s ∈ S satisfy the following properties:
(i) nr > 1, ns > 1, and d(nr,ns) 5.
(ii) There exists p ∈ S such that np > 1, d(np,nr) 3, and d(np,ns) 3.
Proof. Toward a contradiction, suppose that there exist r, s, p ∈ S such that nr > 1, ns > 1, np > 1,
d(nr,ns)  5, d(np,nr)  3, and d(np,ns)  3. In the following we derive a contradiction in three
cases.
Case 1. (nr,nr∗) = 1, and (ns,ns∗ ) = 1.
So from Lemma 3.5, we may assume that nr > np and ns > np . Since d(nr,ns) 5, we must have
either d(np∗ ,nr) 3 or d(np∗ ,ns) 3. Thus, np = np∗ by Lemma 3.7. If (nr∗ ,ns) = 1, since (ns,ns∗ ) = 1,
ns > 1, and d(nr,ns)  5, from Corollary 3.6 we see that nr | nr∗ , a contradiction. Thus, (nr∗ ,ns) = 1,
and hence d(nr∗ ,ns) 1. So d(np,ns) 3 forces that d(nr∗ ,np) 2. Therefore, we have that nr > np ,
d(nr,np) 3, (nr∗ ,np) = 1, and np = np∗ . Hence, n〈p∗p〉 | nr by Lemma 3.2(ii). Similarly, we also have
that n〈p∗p〉 | ns . Thus, n〈p∗p〉  np > 1 implies that (nr,ns) = 1, a contradiction.
Case 2. Exactly one of (nr,nr∗ ) and (ns,ns∗ ) is 1. Without loss of generality, we may assume that
(nr,nr∗ ) = 1 but (ns,ns∗ ) = 1.
Thus, from Lemma 3.5 we may assume that ns > max{nr,nr∗ ,np,np∗ }. Since (nr,nr∗ ) = 1 and
d(nr,ns)  5, we see that d(nr∗ ,ns)  4. Thus, nr < ns and Lemma 3.7 imply that nr = nr∗ . There-
fore, we have that nr = nr∗ < ns , d(nr,ns)  5, d(nr,np)  3, and d(ns,np)  3. So d(np∗ ,nr)  2 by
Lemma 5.4. Hence, d(nr,ns)  5 forces that d(np∗ ,ns)  3. But np < ns . So np = np∗ by Lemma 3.7.
Thus, we have that np = np∗ < ns , d(nr,ns) 5, d(nr,np) 3, and d(ns,np) 3. Hence, d(nr∗ ,np) 2
by Lemma 5.4. But we have already proved that nr = nr∗ . So d(nr,np) 2, a contradiction.
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Without loss of generality, we may assume that nr < ns . Then, as in the proof of Case 2, we
have that d(nr∗ ,ns)  4, and hence nr = nr∗ by Lemma 3.7. Thus, d(np∗ ,nr)  2 by Lemma 5.4. So
d(nr,ns) 5 forces that d(np∗ ,ns) 3. If np < ns , as in the proof of Case 2, we see that np = np∗ by
Lemma 3.7, and hence d(nr∗ ,np)  2 by Lemma 5.4. But we have already proved that nr = nr∗ . So
d(nr,np)  2, a contradiction. Thus, we must have that np > ns . Hence, nr < np . Therefore, we have
that nr = nr∗ < np , d(nr,ns) 5, d(nr,np) 3, and d(ns,np) 3. Hence, d(ns∗ ,nr) 2 by Lemma 5.4.
But on the other hand, (ns,ns∗ ) = 1 and d(ns,nr) 5 force that d(ns∗ ,nr) 4, a contradiction.
This proves Lemma 5.5. 
Lemma 5.6. Let (X, S) be a naturally valenced association scheme such that the thin radical Oϑ (S) is a closed
subset of S. Then no elements p, r, s ∈ S satisfy the following properties: np > 1, nr > 1, ns > 1, and
d(np,nr) 4, d(np,ns) 4, d(nr,ns) 3.
Proof. Toward a contradiction, suppose that there exist p, r, s ∈ S that satisfy the properties in the
lemma. In the following we derive a contradiction in two cases.
Case 1. min{np,nr,ns} = np .
Note that d(nr,ns)  3 forces that either (np∗ ,nr) = 1 or (np∗ ,ns) = 1. Hence, np < min{nr,ns}
implies that np | np∗ by Lemma 3.3. Thus, from d(np,nr)  4 we get that d(np∗ ,nr)  3, and hence
np = np∗ by Lemma 3.7. Therefore, from Lemma 5.4 we see that
d(nr∗ ,np) 2 and d(ns∗ ,np) 2. (5.3)
Hence, d(np,nr)  4 forces that d(nr∗ ,nr)  2 and d(ns∗ ,nr)  2. Thus, we have that d(ns,nr)  3,
(ns∗ ,nr) = 1, and (nr∗ ,nr) = 1. So ns | ns∗ by Corollary 3.6. Hence, d(np,ns)  4 forces that
d(np,ns∗ ) 3, a contradiction to (5.3).
Case 2. min{np,nr,ns} = nr or ns . Without loss of generality, we may assume that min{np,nr,ns} = nr .
As in the proof of Case 1, we can prove that nr = nr∗ . Thus, from Lemma 5.4 we see that
d(np∗ ,nr) 2 and d(ns∗ ,nr) 2. (5.4)
Hence, as in the proof of Case 1 again, we see that ns | ns∗ , and d(ns∗ ,np)  3. Furthermore,
d(np,nr)  4 and d(np∗ ,nr)  2 force that (np,np∗) = 1. Thus, by Lemma 3.5, there exists sp,s ∈ S
such that nsp,s > ns , d(ns,nsp,s )  d(ns,np)  4, and d(ns∗ ,nsp,s )  d(ns∗ ,np)  3. Thus, ns = ns∗ by
Lemma 3.7, and hence d(ns∗ ,nr) = d(ns,nr) 3, a contradiction to (5.4).
This proves that no elements p, r, s ∈ S satisfy the properties in the Lemma. So the lemma
holds. 
The above lemma restricts which graph can appear in IP-graphs. For example, the following graph
cannot appear in the IP-graph of a naturally valenced association scheme.
 
 





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

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