Introduction.
In this paper we deal with sums of random variables Xi, X2, • • • , which have the following properties: The X, are independent, identically distributed, and have a common continuous symmetrical distribution.
A random variable X is symmetrical if Pr {X<a}=Pr {X>-a) for every a. As is well known, even if the symmetry condition is waived, any statistic which depends only on the relative magnitude of the Xi is distribution free; that is, its distribution is independent of the parent distribution of the Xi. Letting Sn = Xi+2X+ ■ • • +Xn, 5o = 0, it turns out that there are certain order relations among the Sj which are also distribution free if the Xi have the properties mentioned above.
E. S. Andersen [l]1 has shown that if Nn is the number of positive
Sj (j=l, 2, • • • , n) then Pr [Nn -k] is independent of the distribution of the Xi. The limiting case of this theorem when »->«> was established earlier by Erdös and Kac [2] under somewhat different assumptions about the X¡. In the present paper these results, and others, are obtained by specializing a somewhat more general theorem whose proof is relatively simple.
The central proposition (Theorem 1), which is believed to include all the distribution free properties of the Sj, is the following: Since the distribution of the Xi is continuous there are, with probability one, no equalities between any two of the S¡. Then the random variables So, S\, • • • , Sn, when put in ascending order, will induce a random permutation among the n-\-\ integers 0, 1, • • • , n to give Si0<Si¡ < ■ ■ • <Sin. Then /,-is a random variable taking on the values 0,1, • • • , n. If we put tuM = Pr {lk=j\ it turns out that p¡,k(n) is an absolute number independent of the distribution of the Xi (subject to the requirements cited in the opening paragraph).
From this theorem there follow several interesting consequences. We obtain the distribution of that value of j for which Sj attains its maximum 1 Numbers in brackets refer to the bibliography at the end of the paper.
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2. The principal theorem. In the sequel some of the remarks made will be true only with probability one, but for brevity this qualification will often not be explicitly stated. Let the distribution of the X¡ and the definition of the S¿ be as given in the preceding section, and we suppose that (I0, I\, • ■ ■ , In) is a permutation of (0, 1, • • • , n) such that 5f0<5i1<
• • • <Sin, and for abbreviation we denote the event that Ii-j by Ajtk(n) and Pr {Aj,k(n)} = pj.k(n). The event Aj,k(n) means simply that there are k terms S,-which are less than S¡ and n -k greater than Sj among the sequence So = 0, Si, S2, • • • , S". We have the following theorem.
Theorem 1. ¿i.k(n) = Z Aa,,{j) H A"¡k-,{n -j).
The terms in this sum are mutually exclusive events, and the two members in each intersection are independent events, for A'0¡v{j) depends only on those X, for i^j and A'0't_v(n-j) depends only on those Xi for i>j, and the Xi are presumed to be independent.
If we take probabilities of both sides of the above expression, and use the fact that the events A, A', and A" are equiprobable, we obtain
Exactly one of the events AoAn), AiAn), • • • , An,k{n) must occur (that is, Sj is the fcth largest partial sum for exactly one value of j) so that summing this expression, we obtain n min(i.k) To actually evaluate the p¡An) it appears simplest to use the method of generating functions. Let us put 00 *»(*) = Z PoAj)*'' i=v and note that the inner sum of (3) is a simple convolution. Thus multiplying (3) through by x" and summing from n = k to °° (which is clearly permissible if \x\ <1), we obtain -= Z 4>v{x)(j>k-,{x).
-x _o'
This is again in the form of a convolution, and if we let Upon substituting this in (2) we obtain Theorem 1.
3. Two corollaries. From Theorem 1 two interesting consequences follow as special cases. The first of these is the following corollary. We have Pr {M" = k} =Pr {ln = k} =pk,n(n) and from Theorem 1 it is clear that pj,k(n)=pk,j(n)=pk,n-j(n) for all k and j. Hence pk.nin) =po,k(n) and the assertion is proved. Naturally, a similar remark holds for the minimum.
We also obtain the following corollary. This result is immediately established by noting that if ln-k = 0, then, since So = 0, exactly n -koi the sums are negative and k are positive. Since po,n-k(n)=po,k(n), the corollary follows. Corollary 2 has been proven in an entirely different way by E. S. Andersen, using combinatorial methods [l ] . In the present work, done independently of Andersen's research, it should be remarked that to prove Corollary 2 directly without first obtaining Theorem 1 seems very difficult, using the methods of this paper. we define the following function:
and/(«, |3) is defined everywhere in the unit square O^a^l, 0^/3^1 except for the points for which a(l-a)=ß(l-ß).
These points lie on the lines a -ß = Q and a-\-ß = l, and near them/(a, ß) becomes large.
We have the following limiting theorem.
Theorem 2.
The function/(a, ß) is thus seen to be for every fixed a a density on ß and vice versa since f(a, ß) =f(ß, a). To prove the theorem we suppose initially that a(l -a) y*ß(t -ß) and note that ur = 2~2rC2r,r (7rr)-1'2, r-> cc. Then it is simple to verify that this asymptotic value can be used, in the limit for large n, in the sum
by a well known transformation of elliptic integrals. If we suppose that 7 and/3 are such that £(1 -£)¿¿a{\-a) for 7^£^p\ then The exceptional values of a, ß, and y are now seen to contribute a negligible amount to the total probability, and the latter integral can be made a continuous function of a, ß, and 7 by a proper assignment at its undefined values. This done, the function fof(a, £)¿£ is a continuous distribution function on ß for every a (0=/3 = l, 0=a^l), and Theorem 2 is proved.
If we put a (or ß) equal to zero we obtain, corresponding to Corollaries 1 and 2, the following corollary. Thus if X(t) is an element of Wiener space, then the set of / for which X(t) < X(a) (0 = / = 1, 0 = a = 1 ) is with probability one measurable for each a (since X(t) is with probability one continuous).
We obtain the following theorem. It is readily shown, in fact, that this probability is the limit, for rt-»°o,of Pr {||S{/|Z"(0<X"(a)}||<i8} for !"(/) defined as above, and Theorem 2 is immediately applicable. This theorem will give as special cases the distribution of the value oí t for which X(t) is a maximum (0=/gl) and the distribution of the proportion of time for which X(t) is positive (0 =í ¿ 1). We obtain, namely, ( ) ( C' sgn X(t) + 1 Pr < sup X(t) = sup X(t)\ = Pr <H ----¿< < a (ogigl Ogiga j (.Jo 2 2 = -sin-1 a1/2.
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The second expression was proven by Kac [3] as an illustration of a general technique for evaluating the distribution of certain Wiener functionals.
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