Abstract. While the classical Schwarz method can only be used with overlap, optimized Schwarz methods can also be used without overlap, which can be an advantage when simulating heterogeneous problems, problems with jumping coefficients, or also for independent mesh generation per subdomain. The analysis of nonoverlapping optimized Schwarz methods has so far been restricted to the case of straight interfaces, even though the method has been successfully used with curved interfaces. We close this gap by presenting a rigorous analysis of optimized Schwarz methods for circular domain decompositions. We derive optimized zeroth and second order transmission conditions for a model elliptic operator in two dimensions, and show why the straight interface analysis results, when properly scaled to include the curvature, are also successful for curved interfaces. Our analysis thus complements earlier asymptotic results by Lui for curved interfaces, where the influence of the curvature remained unknown. We illustrate our results with numerical experiments.
Introduction
With the arrival of exascale computing, domain decomposition (DD) methods are the main focus of interest for the large scale parallel solution of partial differential equations. Among modern DD methods, optimized Schwarz methods (OSMs), which use transmission conditions based on an optimization procedure, have been successfully used in many application areas, e.g. for Maxwell's equations [10, 13, 38, 39, 41] , Helmholtz problems [7, 12, 25, 35, 42] , Navier-Stokes equations [9] , advection diffusion problems [8, 23, 36, 40] , wave equations [22, 24] , and even in circuit simulation [3, 4, 20] . The underlying structure which makes optimized Schwarz methods work has also been rediscovered more recently under various names; see for example the sweeping preconditioner [2, 16, 26, 27, 42] and the source transfer method [11] .
Optimized Schwarz methods are usually analyzed for a model problem with straight interfaces using Fourier techniques (see [18] and references therein), and the optimized transmission parameters are given in closed form asymptotically in terms of the mesh parameter or the overlap size and the problem parameters. In most applications however the computational domain is decomposed according to physical properties or by partitioning software, and hence the artificial interfaces are seldom flat. Nevertheless numerical experiments for many applications have shown that the optimized transmission parameters from the straight interface analysis also work well for curved interfaces; see for example [18, 25, 35] . Optimized Schwarz methods for overlapping circular decompositions have been studied in [28] . For a nonoverlapping optimized Schwarz method with nonstraight interfaces, spectral estimates of Poincaré-Steklov operators confirmed the asymptotic behavior of optimized transmission conditions in the mesh size (see [32, 33] ), but the precise dependence on the constants and the interface curvature could not be captured. While the overlap in general accelerates the convergence of optimized Schwarz methods [18] , nonoverlapping variants have advantages for problems with jumping coefficients [14, 15, 21] , heterogeneous media [34] and also certain interface problems [43] . We study in this paper optimized Schwarz methods for a nonoverlapping circular domain decomposition. The results have many potential applications, e.g. to problems with domains that are circular, circular sectors or circular rings, for example fluid-structure interaction problems [31, 37] . We will also show how the interface curvature for a general interface can be included in the optimized transmission conditions in a heuristic fashion.
We consider the model problem 
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with the transmission conditions (R, θ), (2.1) where θ ∈ [0, 2π) and S i , i = 1, 2, are linear operators along the interface in the θ direction, which we will determine in what follows to get the best possible performance of the Schwarz algorithm. By linearity, we only need to consider the error equations, i.e. the homogeneous case f = 0. Applying a Fourier transform to (1.4) in the θ direction for f = 0 gives (2.2)
where K = [k min , k max ] consists of the relevant frequencies involved in the computation. For a circular domain, the lowest frequency k min can be estimated by 1 and the highest frequency k max by π/h, where h is the angular mesh size along the interface. If the computational domain is a circular sector with the central angle α and homogeneous Dirichlet boundary condition on both radii, the lowest frequency k min could be estimated by π/α, and the highest frequency again by π/h. Note that in the limit for an angle of α = 2π, we get k min = 1 2 , which is correct for Dirichlet conditions and different from k min = 1 for the periodic case of the entire circular domain.
Taking also a Fourier transform of the transmission conditions (2.1) in the θ direction gives
where σ 1,2 (k) are the symbols of S 1,2 . We find from (2.2) the subdomain solutions in the Fourier transformed domain to be
where I k (x) and K k (x) are the modified Bessel functions of the first and the second kind [1] . Inserting these solutions into the Fourier transformed transmission 640 MARTIN J. GANDER AND YINGXIANG XU conditions (2.3), we obtain by induction
where the convergence factor ρ opt is given by
The following lemma about these functions can be found in [28] . 
is also strictly increasing in k for k > 0 by Lemma 2.1. The functions v k (x), w k (x) and G k (x) can be evaluated using the relations [1] 
, the Schwarz algorithm described by (1.4) and (2.1) converges in two iterations.
Proof. The proof is similar to Lemma 2.2 in [17] ; see also [18] .
Unfortunately, the optimal symbols σ i (k) described in Theorem 2.2 correspond to nonlocal operators S i , i = 1, 2 (see [18] ), which are hard to implement and expensive to use. In optimized Schwarz methods, one uses local approximations of σ i (k), i = 1, 2. Here, we choose polynomials of degree two:
The transmission conditions with this polynomial approximation are
Inserting the approximation (2.9) into (2.6), the convergence factor of the parallel Schwarz algorithm described by (1.4) and (2.1) becomes (2.11)
Remark 2.3. Unlike the infinite domain decomposition case analyzed in [18] , the parallel Schwarz methods (1.4) and (2.10) do not converge for all parameters p i > 0 and q i ≥ 0, i = 1, 2. This was also observed in the overlapping circular domain decomposition case [28] . For example, the choice p 1 = 0.01, p 2 = 100, q 1 = q 2 = 0 Figure 2 . Domain in which the OSM with 2-sided Robin condition converges for η = 2, R = 0.5 and h = 0.01. The parameters outside the dark colored region lead to a convergent method (the vertical dashed line is the curve's asymptote). The star indicates the position of the optimized parameters from Theorem 2.12, and the circle the one obtained by equi-oscillation. leads with the model parameter η = 2 and R = 0.5 to a convergence factor −1.214404261 at k = 1. The dark colored region in Figure 2 is the complement of the set of parameter choices which result in a convergent method. The Turán type inequalities (2.13) and (2.14) we will see later show that −v k (x) > w k (x) for k > 0. Therefore, for q 1 = q 2 = 0 and p 1 small enough, the first factor in ρ will be bigger than one,
> 1, and the second factor
→ −1 as p 2 tends to infinity, which shows that this is the only case of divergence. It is thus better to use p 1 > p 2 , which agrees with the results in [29] .
Since the modified Bessel functions I k (x) and K k (x) are involved through w k (x) and v k (x), the convergence factor ρ(k, R, η, p 1 , p 2 , q 1 , q 2 ) in (2.11) cannot be optimized directly. We therefore propose the approximation
with the following estimate. 
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Proof. As Lemma 3.3 in [28] , the proof is based on the Turán type inequalities (for a proof, see [5] )
where the right hand side inequality in (2.14) holds for k > 0.
We consider first the case
. Using the Turán type inequalities (2.13) and (2.14) we arrive at
Similarly, we obtain
Integrating the two inequalities above, we arrive at the assertion for the case
For the other cases, the results can be obtained similarly.
In the rest of this section, we study the influence of various choices of the free parameters p i > 0, q i ≥ 0, i = 1, 2, on the performance of the optimized Schwarz method.
Taylor transmission conditions.
A simple way to use information from the optimal symbols σ i (k) is to use a Taylor expansion. Since for k small
and q 1 = q 2 = 0, which leads to the Taylor transmission condition of order 0 (T0). The corresponding Schwarz method has the convergence factor (2.15)
,
by the connection formulas (2.7) and (2.8). We show in Figure 3 the dependence of this convergence factor on k. 
Proof. By Lemma 2.1, it is easy to show that
is positive and strictly increasing in k for k > 0. A similar result holds for
. Thus, as the product of these two, the convergence factor ρ T 0 is positive and strictly 
Note that one can also use a Taylor expansion about another frequency k, instead of k = 0, which would lead to transmission conditions that are very effective for that particular frequency. An example can be seen in Figure 3 , the second curve (green) from the top. We will show in the next section that there is an optimal choice for the frequency about which to expand by reinterpreting the problem as an optimization problem for a Robin transmission condition. Also higher order Taylor conditions can be obtained in principle by expanding the optimal choices σ 1 (k) and σ 2 (k) in k to higher orders. However, the derivatives of the modified Bessel functions I k (x) and K k (x) in k are not easy to obtain [1] , so in what follows we focus on optimized transmission conditions instead. Figure 3 and the above analysis, we see that the Taylor transmission condition is only efficient in damping low frequency errors. To balance the damping on each frequency mode, the parameters in the transmission conditions should be determined by solving the min-max problem (2.16) min
Optimized Robin transmission conditions. From
Solving (2.16) with different constraints on the free parameters will lead to Schwarz methods with different optimized transmission conditions.
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We consider first the restriction p 1 = p 2 = p, q 1 = q 2 = 0, which leads to the simplified convergence factor
where the parameter p should be determined by solving the min-max problem
The resulting transmission condition is known as the optimized transmission condition of order 0 (OO0). We first need a lemma, which will also be useful in subsection 2.4.
the result holds as well if 'min' is replaced by 'max'.
Proof. Based on the Turán type inequalities (2.13) and (2.14), we only need to show the result for the following cases:
squaring on both sides and inserting the ansatz
Since the equation should hold for any p large, we arrive at the desired result by setting the leading terms on both sides equal.
the proof is similar to the case above.
Theorem 2.7 (Optimized Robin parameter). The solution p
* to the min-max problem (2.17) is given in closed form by
In addition, the optimized parameter
Proof. We separate the proof into the following three steps.
In the first step we show that increasing p decreases
, which implies that one only needs to consider the problem
. This result follows directly from the fact that, for fixed k ≥ k min , the convergence factor
In the second step, we show that
by the Turán type inequalities (2.13) and (2.14). When k ∈ (k min , k 1 (p)), we have by Lemma 2.1 that both
are negative and increasing in k, which implies that ρ OO0 , as the product of these two, is positive and decreases in k for k ∈ (k min , k 1 (p)). Similarly, we find that ρ OO0 is positive and increases in k for k ∈ (k 2 (p), k max 
max . Using the convergence factor approximation in Theorem 2.4, we can conclude the proof, noting that for
Theorem 2.8 (Robin asymptotics). The Schwarz method (1.4) with optimized
Robin condition has for k max → +∞ the asymptotic convergence factor estimate
Proof. Using Theorem 2.7, it suffices to expand ρ OO0 (k min , R, η, p * ) in k max .
2.3.
Optimized second order transmission condition. We now restrict the free parameters to p 1 = p 2 = p, q 1 = q 2 = q, which gives the optimized transmission condition of order 2 (OO2), and the convergence factor (2.11) simplifies to
The free parameters p and q can then be determined by solving the min-max problem
We will need the following lemma.
Proof. From the proof of Lemma 2.6, we know min{
for k large enough. Thus, we need to solve asymptotically the equation Rqk 2 −k +Rp = 0. Assuming that the solution is of the form k = C k k γ max , and inserting this assumption and the expressions for p and q, we get
If γ ≤ α, we have 2γ − β < γ because α < β. We then set the leading terms in the above equation equal to obtain γ = α and C k = RC p , which gives the solution k 1 (p, q). Otherwise, if γ > α, we set the leading terms in the above equation again equal to obtain γ = β and
Theorem 2.10 (Optimized second order parameters). The parameters
max solve asymptotically the equi-oscillation equations
q) attains its unique interior maximum asymptotically.
Proof. First, it is easy to show that ρ app (k, R, η, p, p, q, q) attains its unique interior maximum at the pointk =k(p, q) := p/q − 2ηR 2 . If we make the ansatz p :=
max , thenk behaves like C p /C q k 1 2 max . Inserting the ansatz also into ρ OO2 (k min , R, η, p, q) and expanding asymptotically in k max gives
max and the ansatz into ρ app (k, R, η, p, p, q, q) and expanding asymptotically for k max gives
Thus, by Theorem 2.4 we have
Inserting the ansatz also into ρ app (k max , R, η, p, p, q, q) and expanding asymptotically in k max gives
Again, using Theorem 2.4 we obtain (2.26) 
The solution is C *
, which leads to (2.22) , and the asymptotic expression ofk * . 
Theorem 2.11 (OO2 asymptotics
By Lemma 2.1 we know that both −v k (x) and w k (x) are increasing in k for x > 0 fixed. Since max ; therefore when . We then try to find a k * such that when (p, q) = (p * , q * ), the asymptotic performance is worse for k max large enough:
max .
MARTIN J. GANDER AND YINGXIANG XU
We first show that if (α, β) = (α * , β * ), then the asymptotic order of the resulting optimized Schwarz method is worse. To do so, it suffices to analyze the following five cases:
In each of these cases, we see that at k * the convergence factor ρ OO2 (k * , R, η, p, q) behaves asymptotically like 1 − Ck −δ max with δ > 1 4 , and thus the method is asymptotically worse than with the choice (α, β) = (α * , β * ). We now consider the case 
Optimized two-sided Robin transmission condition.
If we restrict the free parameters to the set p 1 > 0, p 2 > 0, q 1 = q 2 = 0, we obtain an optimized two-sided Robin transmission condition (O2s); i.e. we use different transmission parameters on each side of the interface. The convergence factor (2.11) can then be simplified to
The free parameters p 1 and p 2 are determined by solving the min-max problem (2.29) min max represents an asymptotic solution of the equi-oscillation problem 
Doing the same at k =k in the approximate convergence factor, we find 
max we have, using Theorem 2.4, that |ρ O2s (k * , R, η, p 1 , p 2 )| = 1− 2(
In this case, by Theorem 2.4 we have at k
We take k * = k max in this case. Using Theorem 2.4 we obtain that ρ O2s (k 
to represent the optimized transmission parameters and the corresponding estimates for the convergence factors.
Straight interface analysis revisited
We now compare the asymptotically optimized transmission parameters we obtained with those from the straight interface analysis in [18] , which we will denote by a subscript " l ". In the straight interface analysis, the frequency k l is the Fourier frequency along the interface, which is connected to our analysis by the equation
We compare first the Taylor transmission conditions. With the frequency relation (3.1), it is easy to show that the Taylor transmission conditions of order 0 and 2 from the straight interface analysis correspond to choosing p i = √ η, q i = 0
ηR in our analysis. In fact, these parameter choices can also be obtained directly by Taylor expanding the approximately optimal symbols
(k) gives an identically zero approximate convergence factor ρ app . They lead to the Schwarz method with approximate Taylor transmission condition of order 0 (AT0) and of order 2 (AT2) (see [28] ), with corresponding convergence factors
A comparison with ρ T 0 (k, R, η) is shown in Figure 3 . 
Proof. Similar to Theorem 2.5, it is easy to prove that the convergence factors ρ AT 0 and ρ AT 2 are strictly increasing in k for k > 0. However, since for fixed x > 0 we know that
Thus the values of ρ AT 0 and ρ AT 2 at k = 0 can be negative, and hence ρ AT 0 and ρ AT 2 could attain their maxima at k min or k max . Note however that the value of ρ AT 0 and ρ AT 2 at k = 0 is a constant. Using Lemma 2.1 we see that the convergence factors ρ AT 0 and ρ AT 2 tend to 1 as k max → +∞, and therefore, both ρ AT 0 and ρ AT 2 will eventually attain their maxima at k max for k max large enough. Thus, the result follows from the Taylor expansion of ρ app at k max and using Theorem 2.4.
Remark 3.2. The previous discussion was for R > 0 fixed. If R varies, the situation is different: when R is large, we see from [28] that the Taylor condition of order 0 behaves like its approximation AT0, and the latter can be obtained by a microlocal analysis. When R → 0, the Schwarz algorithm with Taylor condition of order 0 behaves better than the one with the AT0 condition, since
and (3.5)
where
To guarantee that the convergence factor at k max is larger than its value at k min , i.e. the corresponding Schwarz method attains its asymptotic regime, k max would have to be very large. Thus, when R is small, the angular mesh would need to be very fine to observe the asymptotic regime described in Theorem 3.1, since k max behaves like π/h.
We next compare the optimized transmission conditions; see Table 1 . Using (3.1), we see that it suffices to study the difference between 2 −1 η 1 2 G min and k 2 min,l + η: if we can show that there is only a small difference, we have proved that the straight interface analysis works well for circular domain decomposition. Therefore, we consider the relative difference
with varying R, which means we have to study
, for x > 0, evaluated at k = k min , since k min,l = k min /R. Note that k min > 1/2 for circular sectors and circular domains. By direct calculation, we find f 1
, and it is easy to check that f G min and k 2 min,l + η is quite small, and the transmission parameters obtained from the straight interface analysis also perform well when applied to circular domain decompositions, provided that the frequencies are appropriately scaled as shown in (3.1). This explains why in Figure 3 the convergence factors of the Schwarz method with transmission parameters from the circular interface analysis are so close to those with appropriately scaled parameters from the straight interface analysis.
Remark 3.3. The discussion above also applies to the overlapping case; i.e. the straight interface analysis can provide good approximations to the optimized transmission conditions for overlapping circular domain decompositions provided the frequencies are appropriately scaled, as indicated in (3.1). For a general interface, one can thus include the curvature locally in the optimized parameters by using the results from the straight interface analysis and the scaling (3.1) locally, and this for all types of problems, not just for the operator η − Δ. This would however only be an approximation of course; other geometric characteristics of the interface would enter as well into the optimized parameters. For example, an analysis for elliptical domain decomposition shows that not only the curvature but also the semi-major axis and the semi-minor axis of the ellipse enter into the optimized parameters; see [30] . Therefore, optimized Schwarz methods with general interfaces still need to be further investigated. (21) 29 (29) 41 (41) 58 (57) 82(81) OO2 6 (6) 7 (7) 9 (9) 10 (10) 12(12) O2s 13 (12) 15 (15) 18 (18) 21 (21) 27(26) Optimized Schwarz as a preconditioner T0
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To illustrate our theoretical results, we perform numerical experiments for our model problem (1.1) in polar coordinates on an annulus Ω = (R 1 , R 2 )×[0, 2π), with homogeneous Dirichlet boundary conditions on r = R 1 and r = R 2 . The domain Ω is decomposed into two subdomains Ω = Ω 1 ∪ Ω 2 with Ω 1 = (R 1 , R) × [0, 2π) and Ω 2 = (R, R 2 ) × [0, 2π). We choose the model parameter η = 2 and use the classical five-point finite difference scheme in polar coordinates to solve the model problem in each subdomain. We simulate directly the error equations, f = 0, and use a random initial guess so that all the frequency components are present; see [19, end of subsection 5.1] for the importance of this choice. We show the results when the optimized Schwarz iteration is accelerated using GMRES with restart every 30 iterations, and ask for a residual reduction of 1e − 6. The equation we solve has the exact solution u(r, θ) = sin(
To investigate how well our analytical results capture the interface curvature, we perform numerical experiments for a relatively big and a relatively small domain. In the last subsection, we show numerical results when the domain Ω is decomposed into four equally wide annuli.
4.1.
Relatively big domain. The domain decomposition parameters are R 1 = 0.1, R 2 = 0.9 and R = 0.5. In the radial direction, we choose a small mesh size 1/640, to obtain an accurate result. Table 2 (here and in the rest of the paper, '2k+' means '> 2000') shows the number of iterations required by the Schwarz method with different transmission conditions to reduce the error by a factor 1e − 6. To compare, we perform the same experiments for transmission parameters from the straight interface analysis [18] with the lowest frequency appropriately scaled to 1/R. The corresponding results are shown in parentheses in Table 2 . We see that the Taylor transmission conditions from both the circular interface analysis and the straight interface analysis perform similarly and are in agreement with the theoretical prediction, requiring many iterations; the optimized transmission parameters from both analyses perform much better and about equally well. Table  2 shows in the lower part also the results when the Schwarz methods are used as preconditioners. We get a remarkable acceleration for all types of transmission conditions, but the Taylor conditions are still very much inferior compared to the optimized ones.
In Figure 5 we show a log-log plot of the number of iterations required when using the parameters from our circular interface analysis. We see that the numerical results follow well our asymptotic predictions by noting that k max = π h (see also the first paragraph of Section 2), and GMRES gives further asymptotic improvement; see also [18] .
We finally investigate how well the continuous analysis predicts the optimal parameters to be used in the numerical setting. To this end, we vary the Robin parameter p with 51 samples for a fixed problem of angular mesh size h = π/100 and count for each value of p the number of iterations to reach a residual reduction of 1e − 6, and similarly for the other transmission conditions. The results are shown in Figure 6 . These results show that the analysis predicts well the optimal parameters. We also indicate in these figures the transmission parameters from the straight interface analysis (•). Appropriately scaled, they are quite close to the optimized parameters obtained from the circular interface analysis, which confirms the analysis in Section 3.
Relatively small domain.
We now choose the domain decomposition parameters R 1 = 0.01, R 2 = 0.09 and R = 0.05, and take in the radial direction the mesh size to be 1/6400. As for the relatively big domain, the number of iterations required by the Schwarz methods is shown in Table 3 , when they are used as both Figure 6 . Optimized parameter (*) found by the analytical optimization compared to the optimized parameter for a straight interface (•) reported in [18] and to the performance of other values of the parameters: from left to right for OO0, OO2 and O2s. (6) 6(6) 7 (7) 8 (8) 8 (8) direct solvers and preconditioners. When used as direct solvers, we see that the Taylor condition of order 0, while still satisfying the predicted asymptotic rate, is taking way too many iterations to be useful in practice. Also, the Taylor condition from the circular interface analysis performs much better than the one from the straight interface analysis, which again confirms our results from Section 3. For the optimized transmission conditions, the iteration numbers are very similar to the relatively big domain case, and this happens to be the same when the optimized Schwarz methods are used as preconditioners. Our results are thus robust with respect to the curvature parameter 1/R. We finally also show in Figure 7 a comparison with the numerically best performing parameters, as we did for the relatively big domain in Figure 6. 4.3. Four-subdomain decomposition. Equipped with the theoretical analysis and numerical tests based on bi-subdomain decomposition, we show in this subsection numerically that our optimized parameters also perform well when the computational domain is divided into many nonoverlapping subdomains. We decompose Figure 7 . Optimized parameter (*) found by the analytical optimization compared to the optimized parameter for a straight interface (•) reported in [6] and to the performance of other values of the parameters: from left to right for OO0, OO2 and O2s. Table 4 . Number of iterations required by the optimized Schwarz methods with different transmission conditions, when used as both direct solvers and preconditioners, compared to those (in parentheses) obtained using the transmission parameters from the straight interface analysis [18] with the lowest frequency properly scaled. Four-big-subdomain case. (18) 20 (20) 24 (25) 29 (29) 37(37) OO2 14 (14) 13 (13) 12 (11) 12 (12) 13(13) O2s 16 (16) 16 (16) 18 (18) 19 (19) 21 (21) the annular computational domain into four subdomains such that the boundaries form isometric concentric circles. Table 4 shows the number of iterations required by the Schwarz method with different optimized transmission conditions to reach an error reduction by a factor 1e − 6, and we also show the number of iterations required by the Schwarz method when used as a preconditioner. As in subsection 4.1, we also perform for comparison purposes the same experiments for transmission parameters from the straight interface analysis [18] with the lowest frequency properly scaled to 1/R with R the radius of the interface under consideration. The corresponding results are shown in Table 4 in parentheses, and they are very close to the corresponding results of our analysis. Again, in Figure 8 we show a log-log plot of iterations required when using the parameters from our circular analysis, both for the stationary iteration and as preconditioner for GMRES. We see that the numerical results also follow well our asymptotic predictions. Similar results for the relatively small subdomain case as described in subsection 4.2 are shown in Table 5 . Noting that the number of iterations shown in Table 5 is (16) 18 (18) 21 (21) 25 (25) 30(30) OO2 13 (13) 13 (13) 12 (12) 10 (10) 11(11) O2s 15 (15) 15 (14) 15 (15) 16 (16) 17 (17) similar to what was found in Table 4 , except for the Taylor transmission conditions, we find that the conclusions obtained for the relatively big subdomain case remain true and our optimized parameters are thus robust in the domain size parameter R.
Conclusion
We presented a complete study of optimized Schwarz methods for a nonoverlapping circular domain decomposition. Our closed form asymptotically optimal results also apply for ring shaped domains and circular sectors. We furthermore showed how to include curvature in asymptotically optimized transmission conditions from straight interface analysis by an appropriate scaling. Our numerical experiments showed that the asymptotic transmission conditions perform well and our results are robust with respect to the interface curvature. The parameters we obtained are also close to the ones performing best in the numerical setting. The small deviation is in our opinion due to the truncation to a finite domain in the numerical computation; for a preliminary study of such a truncation influence, see [29] .
