0018-9251 C 2017 IEEE strates that TAR can be significantly reduced through antenna motion, particularly gentle wavelength-scale random antenna motion. Such motion acts to decrease the correlation time of the multipath-induced phase errors. A priori knowledge of the motion profile is shown to further reduce TAR, with the reduction shown to be more pronounced as the initialization scenario is more challenging.
I. INTRODUCTION
Global navigation satellite system (GNSS) technology is present in nearly all smartphones and tablets, yet the underlying positioning accuracy of the consumer-grade GNSS receivers within them has stagnated over the past decade. The latest clock, orbit, and atmospheric models have improved receiver ranging accuracy to a meter or so [1] , leaving receiver-dependent multipath as the dominant error source in current consumer devices [2] . Under good multipath conditions, 2-to-3-meter-accurate positioning is typical; under adverse multipath, accuracy degrades to 10 meters or worse.
Outside the mainstream of consumer GNSS receivers, however, centimeter-accurate GNSS positioning is routine. This level of accuracy, common in geodesy, agriculture, and surveying, results from replacing standard code-phase positioning techniques with carrier-phase differential GNSS (CDGNSS) techniques [3] , [4] . Carrier-phase techniques offer far more accurate positioning due to the much smaller wavelength of the GNSS signal's carrier, approximately 20 centimeters, as compared its spreading code, whose chip interval spans approximately 300 meters.
The primary impediment to performing centimeteraccurate CDGNSS positioning on smartphones and other consumer devices lies not in the commodity GNSS chips, which actually outperform survey-grade chips in some respects [5] . Rather, it lies in the low-cost (e.g., a few cents to a few dollars), low-quality GNSS antennas. Low carrierto-noise ratios are common in the worst of these antennas, e.g., those often found internal to smartphones [6] . This has been shown to make carrier-phase recovery without cycle slips challenging [7] , reducing the feasibility of using these antennas for CDGNSS. Even still, the primary failing of low-cost antennas-both smartphone grade and low-quality patch antennas-is poor multipath suppression [6] . Multipath, caused by direct signals reflecting off the ground and nearby objects, induces centimeter-level phase measurement errors, which, for static receivers, have correlation times in the hundreds of seconds [8] . The time correlation of these errors, coupled with their relatively large magnitude, significantly increases the initialization period of GNSS receivers using low-cost antennas to achieve a centimeter-accurate CDGNSS positioning solution [6] , [9] , [10] . This is because, given a fixed measurement duration, a longer measurement error correlation time results in less information being provided to the CDGNSS estimator as it attempts to resolve the integer ambiguities inherent in CDGNSS processing, making their successful estimation less likely. Consequently, any strategy that reduces the measurement error correlation time-all else equal-leads to an increased ambiguity resolution success rate and thus a decreased initialization time, otherwise known as time to ambiguity resolution (TAR).
Prior work on mitigating the effect of correlated phase measurement errors in CDGNSS processing has focused not on decreasing the correlation time of the measurement errors, but on properly modeling time correlation within the CDGNSS estimator [11] - [14] . While proper modeling leads to more accurate validation of integer ambiguity estimates, it does not significantly reduce-and can in some cases increase [14] -TAR.
This paper proposes gentle wavelength-scale random antenna motion as an effective strategy to reduce the correlation time of multipath-induced carrier-phase errors, thus reducing TAR. While prior work has demonstrated that antenna motion can be an effective strategy for (codephase) multipath mitigation [15] , insofar as this paper's authors are aware, no prior work has advocated random antenna motion as a means to expedite CDGNSS ambiguity resolution. This is likely because, as this paper shows, antenna motion is beneficial-and practical-primarily for CDGNSS with small low-cost single-frequency antennas, which has been the subject of only recent study [6] . Singlefrequency antennas are of primary focus because multifrequency antennas-while offering more signals for increased ambiguity resolution performance-will for many years remain too expensive; they are at present hundreds of dollars too expensive for mass market products. Furthermore, antenna motion is likely too burdensome for users of professional surveying equipment whose dual-frequency antennas are often large and affixed to a rigid mounting platform. This is less so the case for users of handheld devices, who are often more impatient and thus more likely willing to move their devices in return for a faster time-to-first-fix.
It may seem counterintuitive that antenna motion would lead to reduced TAR. However, this paper shows both by simulation and empirical study that for low-quality antennas, which experience relatively large phase measurement errors, the reduction in measurement error correlation time due to motion compensates more than for the increased dynamics uncertainty within a CDGNSS estimator. Conversely, it is shown that this is not the case for highquality antennas. Moreover, it is demonstrated that TAR is further reduced with improved a priori knowledge of the antenna motion profile. In the limit of perfect motion profile knowledge, this paper's technique becomes similar to the synthetic aperture technique of [16] , the difference being that [16] uses a near-perfect motion profile to coherently process the low-level complex GNSS correlation products, whereas this paper takes the slightly less optimal but simpler approach of operating on the usual carrier-phase observables typically ingested by CDGNSS estimators. The benefit of antenna motion in reducing TAR applies to both open-sky environments, when a plethora of signals is visible, and to relatively closed-sky environments, when only a few signals are visible, as carrier-phase multipath is present in both environments, albeit to differing degrees.
Section II reviews existing multipath mitigation techniques and explains why they are largely ineffective or difficult to implement on low-cost, computationally limited platforms. Sections III and IV detail models for the CDGNSS estimator and carrier-phase multipath error. Subsequent sections analyze the effects of multipath on ambiguity resolution and investigate the benefits of antenna motion in reducing TAR.
II. EXISTING MULTIPATH MITIGATION TECHNIQUES
Existing techniques for mitigating GNSS carrier-phase multipath tend to be unsuitable for low-cost platforms. Signal-processing-based techniques include the multipath estimating delay-lock Loop [17] , [18] , a coupled multipath estimating phase-lock and delay-lock loop [19] , signal-tonoise-ratio-based multipath error correction [20] , the enhanced strobe correlator [21] , and ray tracing [22] . However, these techniques either require 1) precise, centimeter-accurate a priori knowledge of the motion profile of the GNSS antenna [19] and, in some cases, knowledge of the range and bearing of nearby reflection surfaces [22] ;
2) extra computational power to generate measurements at more than the usual number of correlator taps [17] , [18] ;
3) a lengthy measurement duration, e.g., hundreds of seconds, for the correct identification of the multipath error frequency [20] ; or 4) a high sampling rate-in excess of 20 (real-valued) megasamples per second [21] .
Each of these requirements inhibits this paper's stated goal of fast centimeter positioning on low-cost and computationally limited platforms. The reasons for this are as follows.
1) A receiver will in most cases not have precise prior knowledge of its motion profile or of the relative position of nearby reflection surfaces.
2) The platform is often computationally limited and thus cannot, in real-time, handle the processing involved.
3) A measurement duration of hundreds of seconds is too long. 4) A high sampling rate would add significant hardware cost to mass market receivers, whose narrow front-end bandwidth renders techniques such as that presented in [21] less effective [23] .
Furthermore, many of these techniques have significantly reduced performance when the reflecting surface is less than about 10 meters from the receiving antenna [18] , [21] , a regime in which multipath-induced phase errors have been shown to be the largest [24] .
Antenna-based multipath mitigation strategies, such as especially designed groundplanes [25] , [26] or antenna array solutions [27] , are likewise inappropriate, as they require antenna setups that are at present far more expensive than the low-cost antennas that are this paper's focus. This paper's exploration of random antenna motion for multipath mitigation is motivated by the aforementioned inapplicabilities of existing multipath mitigation techniques to low-cost GNSS receivers.
III. CDGNSS BATCH ESTIMATION FRAMEWORK
This paper employs a batch estimator to properly analyze the effect of random antenna motion on the initialization time of the CDGNSS algorithm. Batch estimation, as opposed to filtering, is used because it enables proper treatment of time correlation in the multipath-induced carrierphase measurement errors. Due to partial integer nature of the CDGNSS framework, state augmentation strategies typically employed to address time-correlated (colored) measurement errors in filter-based state estimation, such as those in [11] and [28] , actually weaken the mixed real-integer model, ultimately degrading the ambiguity resolution performance [14] . Batch estimation, by contrast, enables accurate and optimal treatment of measurement error time correlation in mixed real and integer estimation problems.
The batch estimator takes as its input doubledifferenced (DD) carrier-phase measurements made between two GNSS receivers, a reference, and a rover, and processes these, together with a prior estimate of the rover antenna center of motion and a model of the magnitude of variations about this center of motion, to estimate a centimeter-accurate relative position time history between the two receivers and a vector of carrier-phase integer ambiguities.
A. State
The batch estimator's state has a real-valued component that models the time-varying relative position between the reference and rover receiver, and an integer-valued component that models the so-called DD phase ambiguities. Such ambiguities are inherent in carrier-phase differential positioning techniques; their resolution has been the topic of much past research [3] , [29] and is required to produce a centimeter-accurate CDGNSS positioning solution.
Let k be the total number of measurement epochs input to the batch estimator and T be the time between consecutive epochs. The estimator's real-valued state component at t k = kT , denoted x k , is given by
where r C is the 3 × 1 relative position vector between the reference antenna and the center of motion of the rover antenna; q is the 3 × 1 relative position vector between the rover antenna center of motion r C and the rover antenna initial position r 0 at t 0 , i.e., r 0 = r C + q; and v i for i = 0, 1, . . . , k − 1 is a 3 × 1 vector that is proportional change in position between the reference and rover antenna from t i to t i+1 . To properly model the time-correlated motion of the rover antenna, v i , which are assumed uncorrelated, do not directly rep- The estimator's integer-valued state component at t k , denoted n k , is given by
where M k is the total number of satellites providing carrierphase measurements during at least one measurement epoch up to and including time t k ; and N i is the integer-valued phase ambiguity for the ith satellite pair, i = 1, 2, . . . , M k − 1, assumed constant so long as both the reference and rover receivers retain phase lock on the signals tracked.
While the number of elements in the real-valued state x k can grow quite large as k increases, the quantity of state elements in this batch estimator is no less common than what is typically employed with batch estimation applied to a dynamical system with process noise [28] . In this scenario, each new measurement contributes to estimator's accumulated information of the integer-valued state n k , increasing the probability that n k will be estimated correctly and x k will be estimated to centimeter-level accuracy.
B. Exact Relationship Between the State and Rover
Antenna Position
This section provides the exact relationship between the state introduced previously and the rover antenna position at each time epoch t k . Let the rover antenna position relative to the reference antenna position at t k be denoted r k . This vector sequence is assumed to evolve as an OrnsteinUhlenbeck (OU) process [30] -a mean-reverting first-order Gauss-Markov process. Such a process is commonly employed in target tracking applications in which the target does not drift too far from the origin, e.g., see [31, eq. (39) ] and [32, Sec. VII-C], and allows for adequate modeling of the time-correlated and mean-reverting motion a rover antenna would experience when moved randomly in the extended hand of an otherwise stationary user. Let f = e −T /τ p be the correlation coefficient of the per-dimension timevarying changes in r k , where τ p is the correlation time of these changes, in seconds. Under this model, r k is related to the components of x k by
To adapt (4) to enforce a static antenna constraint, one can set the standard deviation of q and v i , i = 0, 1, . . . , k − 1, to zero, i.e., σ p = 0.
C. Measurement Model
The batch estimator's measurement model relates a time history of DD carrier-phase measurements to the real-and integer-valued state components. The DD phase measurement at time t i ≤ t k between satellites j and 1, with 1 denoting the common reference satellite, and the reference (A) and rover (B) receivers, is defined as
for j ∈ {2, 3, . . . , M k }, and where φ β ν,i , ν ∈ {A, B}, β ∈ {1, 2, . . . , M k }, is the undifferenced carrier-phase measurement at t i between receiver ν and satellite β. As this paper's focus is multipath mitigation, the rover-reference pair is assumed to operate in the short-baseline regime for which atmospheric errors in the DD carrier-phase measurements are negligible. In this regime, φ j1 AB,i , which has units of cycles, can be related to r k and n k by the following nonlinear measurement model [33] :
is the DD range between the two receivers and two satellites and λ is the GNSS signal wavelength; N j −1 is the integer ambiguity for the (j − 1)th satellite pair, as defined previously; w j1 AB,i is the DD carrier-phase measurement error at t i ;
,i is the 3 × 1 absolute position of receiver ν ∈ {A, B} at t i , the time of signal reception, in the global coordinate frame; and r β i is the 3 × 1 absolute position of satellite β ∈ {1, 2, . . . , M k } at the time of signal transmission, in the global coordinate frame.
Assuming that the position of the reference receiver is known and constant, i.e., r A,i = r A˜∀ i, then (6) 
where
taining the known quantities from the left-hand side of (9) at
Using (9), it is now possible to linearly relate the realand integer-valued state components in (1) and (3) to the DD carrier-phase measurements in (10) , incorporating the kinematics of the relative antenna position as modeled in (4) . The linearized model becomes
where H xk is the time-dependent measurement sensitivity matrix for the real-valued state component x k (expanded below); C k is the time-dependent correlation matrix modeling the dynamics of the reference-rover threedimensional (3-D) relative position r k , as detailed in Section III-B (expanded below); H nk is the measurement sensitivity matrix for the integer-valued state component (expanded below); W k is the discrete-time stacked DD measurement error vector, modeled as zero mean with covariance matrix k , i.e., I E [
H xk , C k ,H nk , and W k can be expanded as
. . .
where "⊗" denotes the Kronecker product, f is the correlation coefficient of the time-varying reference-rover relative position changes, as introduced in (4),
The measurement error covariance matrix k facilitates proper modeling of the magnitude and time correlation of the DD phase measurement errors, which, similar to the rover antenna position, are assumed to evolve as an OU process. k can be expanded as
models the intraepoch measurement error correlation resulting from the presence of a common reference satellite in the DD measurements (see [4, eq. (19) ]), and σ 2 φ is the average variance of the reference and rover antenna undifferenced phase error
D k models the interepoch measurement error correlation, i.e., the correlation in time. The measurement error time history for each DD satellite pair is modeled as an OU process [30] , which is the simplest process that accurately models the time-correlated and mean-reverting nature of the DD phase errors, which, for low-cost antennas, are dominated by multipath-induced errors [6] . Choosing an OU process also simplifies the relationship between statistics of the antenna motion, also modeled as an OU process [see (4)], to the statistics of DD measurement errors, as will be detailed later on. D k can be expanded as
where h(i) is the autocorrelation function of the DD reference and rover antenna phase errors, defined as
and
are the correlation factors of the undifferenced rover and reference phase errors, which are modeled as exponentially decreasing with correlation times τ φ,A and τ φ,B , respectively.
D. State Estimation
Optimal state estimatesx k andn k , k = 0, 1, . . . , are produced by incorporating all measurements and a priori information up to and including time t k . A square-root information (SRI) implementation of a batch estimator is employed for an accurate and computationally efficient solution [34] , [35] .
A priori state information is provided to the estimator to enforce the models for q and v i , i = 0, 1 . . . , k − 1, detailed in (2), and to provide an approximation for the relative rover antenna center of motion r C . This latter information is provided to the estimator in the form of a normalized SRI equation asz xk =R xxk x k +w xk (22) wherē z xk R xxkxk is the 3(k + 2) × 1 nonhomogeneous term;
is the prior estimate for the real-valued state component; R xxk is the square-root information matrix (SRIM) containing the prior information certainty corresponding tox k (expanded below); and w xk is the 3(k + 2) × 1 error vector, modeled as zero mean with unit covariance, i.e., I E [w xk ] = 0 3(k+2) ×1 and I E w xkw
R xxk is a block diagonal matrix expanded as
where σ r C is the per-dimension error standard deviation of r C , in meters. The carrier-phase measurements are also modeled by a normalized SRI equation through the following transformation of Y k :
where R ak chol ( k ) is the Cholesky factorization, i.e., the matrix square root, of the measurement error covariance matrix k ; z k is the (M k − 1)(k + 1) × 1 nonhomogeneous term corresponding to x k and n k ; H xk R −T akH xk C k is the normalized measurement sensitivity matrix for the real-valued state component
akH nk is the normalized measurement sensitivity matrix for the integer-valued state component n k ; and w k R −T ak W k is the normalized measurement error, modeled as zero mean with unit covariance, i.e., I E [
The multiplication of the measurement vector Y k , measurement sensitivity matricesH xk andH nk , and measurement error vector W k by the inverse transpose of R ak is the usual transformation used in square-root techniques [34] . The resulting SRI equation has a unit norm covariance, which makes formulation of the cost function, presented next, simple and compact.
As established in [35] , optimal estimates of the real-and integer-valued state elements can be found by choosing x k and n k to minimize the following cost function:
where · represents the Euclidean norm. This cost function is the summation of the squared elements of the normalized error vectors of (22) and (24) . Consequently, minimization of (26) will result in the least squares estimates of the real-and integer-valued state components. It is useful to isolate the effects of the integer-valued state on the total cost of (26), so an estimate of n k can be determined separately from that of x k employing common integer least squares techniques [29] . To facilitate this, (26) can first be written equivalently in the stacked matrix form as
Next, through QR factorization [36] , the block matrix H in (27) can be transformed into the product of a square, orthonormal matrix and an upper triangular matrix
Finally, by left multiplying H and z of (27) by Q T b , the cost function can be written equivalently as
where R xxk is the SRIM corresponding to x k and z xk ; R xnk is the SRIM corresponding to n k and z xk ; z xk is the nonhomogeneous term corresponding to x k and n k ; R nnk is the SRIM corresponding to n k and z nk ; z xk is the nonhomogeneous term corresponding to n k ; and z r is the residual nonhomogeneous term.
Unstacking (29) , it becomes clear that this transformation leaves the cost in a convenient form that isolates a term involving only the integer-valued state component 
Minimization of (30) proceeds as follows.
1) Use efficient integer least-squares techniques [29] , [37] to determine the integer-valued vector state estimaten k that minimizes the second term of (30), the term involving only the integer-valued state. This process is known as integer ambiguity resolution. 2) Insertn k into the first term of (30), the term involving both the integer-and real-valued states. At this point, it is possible to find, using backwards substitution, the real-valued state estimatex k that reduces the first term to zero.
By this process, the state estimates that minimize J (x k , n k ) can be found, subject to an integer constraint on n k .
E. Phase Residuals
In addition to a time history of centimeter-accurate position estimates, the CDGNSS batch estimator outputs a time history of phase residualsỸ k , which amount to departures of each DD phase measurement from phase alignment at the estimated phase center of the antenna. The vector of phase residuals is defined as
The quantity r j1 AB,i (x k ) , j = 2, 3, . . . , M k is the DD range between satellites j and the reference satellite 1 at time t i , which can be computed from the time-varying estimated reference-to-rover relative antenna position r i and the position of the reference antenna r A using (7); r i is derived fromx k using (4).
Phase residuals are examined in Section IV to aid in motivating antenna motion as an effective strategy to improve the performance of CDGNSS integer ambiguity resolution.
IV. CARRIER-PHASE MULTIPATH ERROR MODEL
In the short-baseline CDGNSS regime (i.e., when the rover and reference antennas are separated by less than about 5 km), multipath errors remain substantial in DD carrier-phase measurements, whereas all other modeling errors are effectively canceled by the DD operation detailed in (5) [38] . This explains why multipath errors are the primary impediment to fast carrier-phase ambiguity resolution in the short-baseline regime [20] , [39] .
This section exploits an existing analytical model for carrier-phase multipath to develop an approximate statistical relationship between rover antenna quality and dynamics, and carrier-phase multipath errors. Subsequent sections will analyze ambiguity resolution performance in terms of multipath errors to complete the linkage from antenna quality and dynamics to ambiguity resolution success rate.
A. Single Reflection Multipath Error Model
Multipath-induced error in the phase estimates produced by a GNSS receiver's phase-locked loop as it tracks the carrier phase of a particular signal from a specific satellite can be approximated, in radians, by the following single-reflection error model [40] , [41] :
In this model, α is the power ratio and θ is the phase difference, in radians, between the reflected and line-ofsight (LOS) signals received by a GNSS antenna. Reflected signals are typically associated with low-elevation LOS signals and have significant nonright-hand-circularlypolarized (non-RHCP) components [42] . To attenuate reflected signals, high-quality antennas are designed to have a high axial ratio (a high level preference for RHCP) gain patterns that reject low-elevation signals. Because lowerquality antennas are worse in each of these properties, they attenuate signal reflections to a lesser extent. Thus, in the remainder of this paper, α is considered a proxy for reciprocal antenna quality, with α decreasing as antenna quality increases. Although multipath commonly involves multiple reflections, the single-reflection model in (33) remains useful because errors can often be traced to a single dominant reflection [43] . The phase difference θ can be expanded as [22] 
where d ref is the total distance traveled by the reflecting signal and d los is the total distance traveled by the LOS signal from the satellite to the receiving antenna, in meters. Next, Sections IV-B and IV-C invoke (33) and (34) to illustrate how ψ is affected by satellite motion, receiver motion, and antenna quality.
B. Influence of Motion on Phase Errors
Carrier-phase multipath has a spatial correlation on the order of one wavelength-approximately 19 centimeters at the GPS L1 frequency [44] . This spatial sensitivity has two important consequences: multipath errors for each satellite signal are largely uncorrelated (between signals) at a particular location, and the time correlation of errors for each signal is strongly influenced by receiver motion. The second of these consequences is further explained here.
Due to satellite motion, the difference d ref − d los , and, by extension, ψ, varies over time. For static antennas, ψ changes at a rate proportional to the distance between the receiving antenna and the closest reflecting surface [22] , [38] . As most reflection surfaces are nearby (within 10 meters), carrier-phase errors with correlation times in the hundreds of seconds are common [8] , [38] . For moving antennas, ψ varies as a function of both satellite motion and receiver antenna motion. Due to the close proximity of the receiver antenna to the reflection surface, receiver motioneven compact wavelength-scale motion-induces significant changes to d ref − d los , and, by extension, to ψ.
To illustrate the influence of motion on phase errors, carrier-phase data were captured from a smartphone-grade antenna both while the antenna was static and while it was moved in a quasi-random manner within a wavelength-scale volume. The data capture setup was as follows. 1) radio frequency (RF) signals were received through the smartphone's internal antenna, RF filters, and low-noise amplifier and were captured and digitized for external processing (see [45, Fig. 1 ] for further details). 2) Data for the static antenna scenario were obtained while the phone rested on a flat plastic surface affixed to the top of a 2-meter tripod. 3) Data for the dynamic antenna scenario were obtained while the smartphone was moved randomly in the outstretched hand of an otherwise stationary user. In both scenarios, the same set of satellites was tracked, as data were captured at nearly the same time and location. Fig. 2 shows the DD phase residuals and Fig. 3 shows the corresponding autocorrelation functions for the static (top panels) and dynamic (bottom panels) scenarios. It is clear that the phase residuals transform from slowly varying (>100-second correlation) when the antenna is static to quickly varying (subsecond correlation) when the antenna is dynamic.
C. Relationship Between Antenna Quality and Dynamics and Phase Error Statistics
This section formalizes the relationship between antenna quality and dynamics, characterized by α, σ p and τ p , and the undifferenced phase error, characterized by either {σ φ,B , τ φ,B } or {σ φ,A , τ φ,A }, the rover and reference antenna phase error statistics, respectively. Let w β ν , for ν ∈ {A, B}, and β ∈ {1, 2, . . . , M k } be the undifferenced contribution to the double-differenced carrier-phase measurement noise term w j1 AB,i introduced in (8) . Atmospheric and Due to the strong nonlinear nature of (33), the statistical relationship between phase errors and antenna quality and dynamics is difficult to define as closed-form expression. Instead, a Monte Carlo-type simulation study was performed to approximate this relationship; the simulation study's procedure is detailed in the appendix. does not depend on α. Fig. 6 illustrates the stages involved in analyzing the effect of antenna motion on ambiguity resolution performance. As denoted, this section relates antenna quality and dynamics, characterized by α, σ p and τ p , to the undifferenced phase error, characterized by {σ φ,u , τ φ,u }.
The next section employs the batch estimation framework detailed in Section III to determine the dependence of CDGNSS integer ambiguity resolution on {σ φ,u , τ φ,u } and ultimately characterize ambiguity resolution performance in terms of antenna quality and dynamics.
V. EFFECT OF ANTENNA QUALITY AND DYNAMICS ON AMBIGUITY RESOLUTION
This paper's primary claim is that gentle wavelengthscale random antenna motion is an effective strategy to reduce TAR when performing a CDGNSS solution based on data collected from a low-quality antenna. Such motion improves the so-called ambiguity success rate (ASR), i.e., the probability that all integer ambiguities are successfully resolved, as compared to a static antenna CDGNSS solution. This section completes the linkage from {α, σ p , τ p } to ASR and thus to TAR.
Previous work has developed closed-form expressions relating the undifferenced phase error statistics {σ φ,u , τ φ,u } to the so-called ambiguity dilution of precision (ADOP) [46] , [47] , a scalar metric that can be used to compute a tight approximation of ASR [48] . These expressions, however, make one of two simplifying assumptions: they apply either under a short-time assumption, where phase error time correlation is considered but satellite motion is assumed negligible, or under a long-time assumption, where satellite motion is considered but phase error time correlation is assumed negligible. It does not appear possible to develop a closed-form approximation of ADOP which accounts for both satellite motion and error time correlation, yet it can be shown by simulation that both of these significantly affect ADOP, and thus ASR. Moreover, neither the short-nor long-term analytical expressions from [46] and [47] account for the effect of receiver antenna trajectory uncertainty within the CDGNSS estimator on ASR.
A. Approach
This paper's approach is to employ Monte Carlo simulation and the full batch CDGNSS estimator introduced in Section III, complete with a statistical antenna trajectory model, to determine the relationship between {α, σ p , τ p } and ASR. The relationship is then validated with real data. The simulation study takes the following steps.
1) The values of {α, σ p , τ p } given in Table I are used to generate a simulated rover antenna motion trajectory and are also mapped to corresponding values for τ φ,u and σ φ,u using the model from Section IV. 2) The simulated antenna motion trajectory and the values for τ φ,u and σ φ,u are used to generate simulated undifferenced carrier-phase data for each satellite in the simulation.
3) The simulated carrier-phase data are fed to the batch CDGNSS estimator to produce a series of batch solutions. 4) Analytical bounds on, and empirical estimates of, ASR are computed from the batch estimator's outputs after each measurement epoch; analytical bounds are computed from the estimator's state covariance matrix and empirical estimates are computed by comparing the batch estimator's integer ambiguity state estimate to the truth values.
In particular, the analytical bounds are computed using the ADOP-based approach [49] , [50] and the success rate of integer bootstrapping [51] for the upper and lower bounds, respectively. Both bounds have been studied extensively and shown to be reasonably tight in common scenarios [48] . For all tests, the reference antenna is assumed to be survey-grade and static. Further details of the simulation study's procedure are found in [52, Sec. 3.12.2] . 
B. ASR Sensitivity to Antenna Quality
The simulation study considered survey-and smartphone-grade rover antennas, with the α values shown in Table I . The corresponding σ φ,u values characterize the magnitude of the simulated multipath-induced errors on the DD phase measurements. Both reference and rover antennas were assumed to be static for the study of ASR dependence on antenna quality. The results given in Fig. 7 show that the measured ASR (dark traces) closely track the upper and lower bounds (dashed traces) for each antenna type and that antenna quality strongly influences ASR, with the survey-grade antenna having a 90% TAR-the time required to reach an ASR exceeding 0.9-more than 10 times shorter than the smartphone-grade antenna.
C. ASR Sensitivity to Antenna Dynamics
The simulation study considered two rover antenna dynamics scenarios, static and gentle wavelength-scale random motion, labeled dynamic in Table I . The {τ p , σ p } pairs for each scenario were mapped to τ φ,u values characterizing the correlation time of the simulated multipath-induced errors on the DD phase measurements using the model from Section IV. Figs. 8 and 9 show the results for the smartphone-and survey-grade rover antennas, respectively. For the smartphone antenna, antenna motion significantly reduces TAR. In this case, the information gained by more rapid phase decorrelation exceeded the information lost by not having a tight antenna position constraint. Comparison of Figs. 7 and 8 reveals that a moving smartphone-grade antenna can rival the TAR of a static survey-grade antenna. This is a significant result: it indicates that centimeter-accurate CDGNSS positioning on mass-market receivers can be made practically rapid. The result also holds, with even better TAR, for the next highest grade above smartphone-grade antennas, the lowquality patch antenna described in [45] , though the staticto-dynamic improvement is not so drastic. The result is confirmed with real data in Section VI.
Interestingly, Fig. 9 reveals that motion lengthens TAR for a survey-grade rover antenna. It remains true that the phase measurement errors decorrelate more rapidly when the survey-grade antenna is moved, but because the magnitude of the phase errors is already so small, the information gained from faster phase error decorrelation does not compensate for the loss in information due to the added uncertainty (lack of constraint) in the motion model.
VI. ASR ANALYSIS USING REAL DATA
This section provides a demonstration using real data of the improvement to ASR that comes from motion for low-cost antennas.
A. Data Collection and Alignment
Raw digitized intermediate-frequency (IF) GPS L1 C/A data were collected simultaneously by two receivers, a reference and a rover. The reference antenna was a surveygrade Trimble Zephyr and the rover antenna was a low-cost Taoglas patch. Around 5000 seconds of static rover data were collected, followed immediately by 900 seconds of dynamic rover data. During the dynamic dataset, the rover antenna was moved in a random, wavelength-scale, 3-D pattern while held in the hand of an otherwise stationary user. The 3-D motion profile of the rover antenna can be approximately modeled as an OU process with the values for τ p and σ p found in the bottom row of Table II . The reference antenna remained stationary throughout data collection.
Each receiver ran a version of the GRID softwaredefined GNSS receiver [53] , which processed the raw IF data and produced undifferenced code-and carrier-phase measurements. Each receiver's clock offset from GPS time was calculated at each measurement epoch from code phase measurements, enabling the carrier-phase time histories to be timestamped in a common time base to approximately 15 ns accuracy. Nanosecond level timestamping accuracy is appropriate because although it induces meter-level errors in the phase measurements, these errors are differenced out during the between satellite single differences of the double-differencing operation of (5). The reference receiver's phase measurements were then interpolated with cubic interpolation (using MATLAB's interp1 function) to the time instants of the rover receiver measurements. Cubic interpolation introduces relatively insignificant errors into the phase measurements (sub-mm level) because phase variations (induced by satellite motion and satellite and receiver clocks) can be accurately fit by a cubic polynomial over short intervals, e.g., a few seconds or less. Finally, the synchronized time histories were differenced according to (5) to form seven DD carrier-phase time histories from the eight highest elevation GPS satellites overhead at the time of the recording.
B. Phase Error Characterization
The carrier-phase time histories produced from the recorded data exhibited errors whose statistics are summarized in Table II as {τ φ,B , σ φ,B } and {τ φ,A , σ φ,A } for the rover and reference antennas, respectively. These values were computed empirically from the DD residuals produced by CDGNSS batch processing over the full static and dynamic datasets. One exception is the value τ φ,B = 0.01 s for the dynamic dataset that, to avoid inaccuracy due to quantization effects, was calculated from the motion statistics τ p and σ p via the model in Section IV-C. The time correlation τ φ,A is shorter than τ φ,B because the reference antenna was further from reflecting surfaces than the rover antenna.
C. Data Processing
The DD carrier-phase time histories were split into 20 150-second and 12 65-second nonoverlapping batches for the static and dynamic datasets, respectively. Each batch was provided separately to the CDGNSS estimator for processing along with the antenna motion and phase error statistics outlined in Table II . For each batch, the estimator outputs the following at each measurement epoch k (on the basis of the measurements ingested from epoch 0 to k): 1) An estimate of the integer-valued staten k , and 2) the SRIM R nnk denoting the filter's confidence in this integer-valued state estimate. Using these, empirical ASR and analytical ASR bounds were computed as described in [52, Sec. 3.12.2] . Table II . It is apparent that ASR performance improved with rover antenna motion; the time for ASR to reach 0.9, i.e., the 90% TAR, was reduced by over 50% for the dynamic versus the static scenario. 
VII. AMBIGUITY RESOLUTION WITH A PROVIDED MOTION PROFILE
Previous sections have established that for low-quality antennas, antenna motion reduces TAR. In this case, the tradeoff between loss of information due to lack of a motion constraint and gain in information from more quickly decorrelating phase measurement errors favors motion. But if the moving antenna's precise motion profile was somehow provided to the estimator, there would be no tradeoff; the receiver would enjoy the more rapid error decorrelation without losing the motion constraint. Such a motion profile could be approximated from inertial sensors or from processing of images captured by a camera attached to the receiver, as in [52, Sec. 4.3.3] . The profile may only be known to within a translation, rotation, or scale factor. In the limit of an error-free motion profile known to within a translation, the motion constraint becomes as effective as a static constraint.
Motion-profile-aided ambiguity resolution with inertially derived trajectories has been shown to reduce the ambiguity search volume [54] , but this earlier work did not characterize improvement in terms of TAR nor attempt demonstration with real data. Known motion profiles have also been used for multipath mitigation, whether to enable estimation of multipath parameters [19] or synthetic aperture processing [16] . This paper's approach, described next, is similar to that of [16] except that it operates on the usual carrier-phase observables instead of coherently processing the low-level correlation products.
A. Augmenting the CDGNSS Estimator With a Motion Profile
An a priori motion profile containing information regarding between-epoch rover antenna motion can be incorporated into the CDGNSS estimator by modifying and augmenting the rover antenna relative the position model of (4) as
where u i is a 3 × 1 vector modeling the a priori change in antenna position from t i to t i+1 . Collectively, u i for i = 0, 1, . . . , k − 1 form the a priori antenna motion profile. To account for errors in this provided motion profile, the real-valued state components v i for i = 0, 1, . . . , k − 1 now model the changes to r k from t i to t i+1 not already captured by the motion profile. Thus, the per-dimension standard deviation of v i , denoted σ p , now models the uncertainty of u i for i = 0, 1, . . . , k − 1. As such, the overall antenna position uncertainty is now centered around r 0 + k i=1 u i−1 , rather than r C , as before. Incorporating the augmented kinematic model of (35) into the batch estimator's measurement model results in the following modification of the linearized measurement model of (12):
is a 3k × 1 vector containing the a priori knowledge of the change in antenna position from t i to t i+1 for i = 1, 2, . . . , k
is the time-dependent lower triangular measurement sensitivity matrix for U k , and
represents a modification to the real-valued state of (1) where the state elements r C and q are combined into one element r 0 because the real-valued state elements v i in (35) now model changes in rover antenna position around r 0 + k i=1 u i−1 rather than around r C , as previously. Accordingly,
is the modified time-dependent dynamics correlation matrix, similar to (14) , but with the second column removed.
B. Applying a Motion Profile to Real Data
An analysis of the TAR improvement offered by an a priori motion profile was performed with real data. The motion profile was obtained and was applied within the estimator as follows. 1) The absolute rover antenna three-dimensional (3-D) trajectory was computed by performing a CDGNSS solution on the basis of the entire 900 second batch of dynamic data mentioned previously using phase measurements from all 12 satellites overhead at the time of the recording. 2) An unknown 3-D translation was added to the computed trajectory to obtain a translation-ambiguous motion profile. Such a translation ambiguity would also be present in a motion profile obtained using an inertial or vision system. 3) This motion profile was provided to the CDGNSS estimator in the form epoch-by-epoch antenna position changes, as the quantities u i , for i = 0 . . . k − 1, in (35) . These vectors were stacked into a 3k × 1 vector U k and integrated into the estimator's measurement model as in (36). 4) The assumed accuracy of the motion profile can be conveyed to the estimator through the statistics of the unknown receiver position, i.e., σ p and τ p . As the limiting case of a noise-free profile was most interesting for the current paper, it was assumed that σ p = 0 and τ p = ∞.
C. Results
Fig . 11 shows that for the dataset studied, which is typical, motion profile aiding reduced the empirical 90% TAR by approximately 30%. The dark solid trace in the lower panel hangs below the ASR bounds because the motion profile was not, in fact, error free as the estimator was configured to assume. The bounds predict a reduction in 90% TAR for the error-free case of slightly more than 30%. Other tests revealed that the percent by which motion profile aiding improves TAR increases when there are fewer satellite signals available, i.e., when the initialization scenario is more challenging.
VIII. CONCLUSION
Using both simulated and empirical data, it was shown that wavelength-scale random antenna motion is an effec- tive strategy for significantly speeding integer ambiguity resolution when performing a CDGNSS solution using a low-cost GNSS antenna. Empirical resolution time was reduced by over 50% when the antenna was moved as compared to static. It was further shown that if a priori knowledge of the antenna's motion profile is available, such a constraint further reduces resolution time; an additional 30% reduction was shown for an empirical scenario in which a mm-accurate motion profile was known to within a translation. These results are significant: They portend an expansion of CDGNSS positioning into the mass market, where low-cost, low-quality antennas are abundant and CDGNSS initialization time is seen as a primary limiting factor.
APPENDIX
This section describes the Monte Carlo-type simulation study performed to approximate the statistical relationship between phase errors and antenna quality and dynamics. 2π, are added to the simulated phase difference time history to generate ten phase difference time histories. This guarantees that the phase difference means over all ten time histories are evenly distributed between 0 and 2π, appropriately modeling real-world scenarios. 4) Each of the ten phase difference time histories is converted to a phase measurement error time history using (33), assuming a constant α. 5) The standard deviation σ φ,u and correlation time τ φ,u are computed for each of the simulated 200-second phase error time histories. These values are then averaged across all ten time histories and stored.
6) Simulation input parameters, σ p , τ p , and α are modified within the range of values listed in Table III and He is an Associate Professor in the Department of Aerospace Engineering and Engineering Mechanics, The University of Texas at Austin, Austin, TX, USA, where he directs the UT Radionavigation Laboratory. He specializes in the application of optimal detection and estimation techniques to problems in satellite navigation, autonomous systems, and signal processing, with a focus on secure perception for autonomous systems and centimeter-accurate location for the mass market. 
