Background {#Sec1}
==========

The competing risks model involves multiple failure modes when only the smallest failure time and the associated failure mode are observed. This model is widely studied in the medical, actuarial, biostatistics and so on, under the assumption of independent competing risks. It is common that a failure is associated with one of the several competing failure modes. Previous studies have mostly considered the competing failure modes to be independent even when the interpretation of the failure modes implies dependency. Such as, in the study of colon cancer, the failure causes were cancer recurrence or death, obviously, such failure causes were dependent \[see Lin et al. ([@CR18])\]. The competing risks model assuming independence among competing failure modes has been widely studied \[see, e.g., Crowder ([@CR9])\]. Kundu et al. ([@CR17]) analyzed the progressively censored competing risks data, Sarhan ([@CR20]) analyzed the competing risks models with generalized exponential distributions, Cramer and Schmiedt ([@CR8]) studied the progressively censored competing risks data with Lomax distribution, other related works see, Bunea and Mazzuchi ([@CR4]); Balakrishnan and Han ([@CR2]); Pareek et al. ([@CR19]); Xu and Tang ([@CR21]), and so on.

The competing risks model under the assumption of dependent competing failure modes has been considered in the early work by Elandt-Johnson ([@CR10]). Afterwards, a number of corresponding works have been devoted to the dependent competing risks model. Zheng and Klein ([@CR22]) considered the dependence structure between failure modes is represented by an assumed Archimedean copula. Other works see Escarela and Carriere ([@CR11]); Kaishev et al. ([@CR14]).

In this paper, we present a dependent competing risks model from Gompertz distribution under Type-I progressively hybrid censoring scheme (PHCS). The Gompertz distribution is one of classical mathematical models and was first introduced by Gompertz ([@CR13]), which is a commonly used growth model in actuarial and reliability and life testing, and plays an important role in modeling human mortality and fitting actuarial tables and tumor growth. This distribution has been widely used, see, Ali ([@CR1]); Ghitany et al. ([@CR12]).

The Type-I PHCS was first proposed by Kundu and Joarder ([@CR16]) \[see also Childs et al. ([@CR6])\]. This censoring scheme has been widely used in reliability analysis, see, Chien et al. ([@CR5]); Cramer and Balakrishnan ([@CR7]). It can be defined as follows: suppose *n* identical units are put to life test with progressive censoring scheme $\documentclass[12pt]{minimal}
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The rest of the paper is organized as follows. "[Model description](#Sec2){ref-type="sec"}" section provides the model description, "[Maximum likelihood estimations (MLEs)](#Sec4){ref-type="sec"}" section presents the maximum likelihood estimations of the model parameters. The confidence intervals are provided in "[Confidence intervals](#Sec5){ref-type="sec"}" section. "[Simulation and data analysis](#Sec5){ref-type="sec"}" section presents the simulation and data analysis. Conclusion appears in "[Conclusion](#Sec11){ref-type="sec"}" section.

Model description {#Sec2}
=================

It is assumed that the Gompertz distribution with shape parameter *λ* and scale parameter *θ* has the following probability density function (PDF), cumulative distribution function (CDF) and survival function$$\documentclass[12pt]{minimal}
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**Theorem 1** {#FPar1}
-------------
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**Corollary 1** {#FPar2}
---------------
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Maximum likelihood estimations (MLEs) {#Sec4}
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Confidence intervals {#Sec5}
====================

Observed fisher information {#Sec6}
---------------------------
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By the asymptotic distribution of MLEs, $\documentclass[12pt]{minimal}
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Bootstrap sample {#Sec7}
----------------
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From Tables [1](#Tab1){ref-type="table"}, [2](#Tab2){ref-type="table"} and [3](#Tab3){ref-type="table"}, the observations can be made. For fixed sampling scheme, sample size *n* and dependence structure $\documentclass[12pt]{minimal}
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For fixed sampling scheme, sample size *n* and effective sample size *m*, as the dependence structure of competing failure modes become stronger, the MSEs and RABias get smaller, while the MSEs and RABias with $\documentclass[12pt]{minimal}
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Conclusion {#Sec11}
==========

This paper proposed the dependent competing risks model from Gompertz distribution under Type-I PHCS. We obtained the MLEs and ACIs and Boot-P CIs for the parameters. Simulations showed that the ACIs are more stable than the Boot-P CIs and that the dependence structure is important in the competing risks model. For a given sample size, the performance of the MLEs declined with increasing dependence, which suggests that greater dependence will require a larger sample size to achieve a particular level of precision in estimation.
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