Rate control is an important issue in video streaming applications for both wircd and wireless networks. A widely accepted rate contru1 method in wircd networks is TCP friendly equation hascd rate control [I]. i.e. TFKC. However, it assumes that packet loss in wired nctworks is primarily due to congestion. and as such is not applicahlc tn wirclcss networks in which the bulk ofpackct loss is due to error at thc physical layer. In this work, we show multiple TFRC connectinns is an cfficient cnd-to-end rate control solution for wirelcss video streaming applications. Thc approach not only avoids modifications to the network infrastructure or network protocol, hut also results in full utilization of the wireless channel. Vidco streaming related simulations arc carried out to show the efficiency of our proposed approach.
INTRODUCTION
Rate control is an impoitant issue in both wired and wireless streaming applications. A popular rate control scheme over wired nctworks is equation based rate control [I] , in which the TCP Friendly rate is detcrmined as a function of packet loss rate, round trip time and packet sire. This approach is known as TCP Friendly Rate Control (TPRC). For streaming over wireless where packets can be corrupted by wireless channel errors at the physical layer, rate control is still an open issue. TFRC can not distinguish between packet loss due to buffer overllow and that due to physical layer errors. Specifically, it has been designed to deal with buffer overflow in wired networks and as such, treats any loss as a sign ofcongestion. Consequently, a number of techniques have been combined with TFRC to impmve its performance over wireless [4, 5] . n e s e methods either hide end-hosts from packet loss caused by wireless channel error, or provide end-hosts the ability to distinguish between packet loss caused by congestion and that caused by wireless channel error. For example Cen et. al. present an end-to-end based approach to facilitate streaming over wireless [5] . Their approach is based on two observations; first, relative one way delay increases monotonically if there is congcstion; second, interarrival time is expected to increase if there is packet loss caused by wireless channel errors. Therefore, by examining these two quantities they differentiate between congestion and wireless channel errors. However, the high wireless error misclassification rate may result in under-utilizing the wireless bandwidth, as shown in [5] ; in addition, their approach requires modifications to congestion control protocol.
Another way to achieve rate control for streaming over wireless is to insert a TFRC-aware Snoop-like module, similar to into the network for local retransmissions when packets an: corruptcd by wirclcss channel errors. and to apply TPRC at end-hosts. This wey, streaming rate is not affected by wireless channel errors. The advantages of this apprnach are its simplicity. and robustness to unpredictable wireless channel conditions. The main disadvantage is that it requircs modifications to thc network infrastructure.
111 this paper. we explore the neccssary and sufficient condition under which using one TFRC conncction in wireless streaming applications results i n under-utilization of the wircless bandwidth. We then propose the use of multiple simultaneous TFRC conncctions lor a given wireless streaming application. The advantages of our approach are as follows: first, it is an end-to-end approach, and d i m not require any modifications to nctwork infrastructure and protocols, except at the application layer. Second, it has thc potential to fully utilize the wireless bandwidth provided the number of connections and packet size are selectcd appropriately. A more detailed exposition of our proposed approach can be found in
The rest of the paper is structured as follows. In Section 2, we present the problem formulation together with an optimal strategy based on multiple TFRC connections. In Section 3, we propose an implementation of the optimal strategy callcd MULTFRC. Video related simulations are included in Section 4 to demonstrate the effectiveness of MULTFRC. Section 5 concludes the peper.
PROBLEM FORMULATION

Setup and Assumptions
The typical scenario for streaming over wireless is shown in Figure  1 where a video servers in the wired network is streaming video to a receiver? in the wireless network. The wireless link is assumed to have available bandwidth E,, and packet loss rate p,, caused by wireless channel error. There could also be packet loss caused by congestion at node 2, denoted by pc. The end-to-end packet loss rate observed by receiver is denoted by p , and the streaming rate is denoted by T. We refer to the wireless channel as underutilized if the streaming throughput is less than the maximum possible throughput overthe wireless link, i.e. T ( l -p ) < E,(l-p,).
Without loss of generality, we assume there are no cross traffics at either node 1 or node 2; for the case with cross traffics, see [7] .
Given this scenario, we assume the following. First, in the long term, the wireless link is assumed to be the bottleneck. By this. we mean there is no congestion at node I. Second, we assume there is no congestion and queuing delay at node 2 if and only if wireless bandwidth is underutilized. i.e. we achieve p, = 0 and minimum round trip time, defined as RTT,i,, if and only i f T E,. When T > E,. we have pc 0 and rlt RTT,i,. Third, by wireless channel error is assumed to bc random and stationary. Fourth. for simplicity. the backward route i s assumed to he errorfree and congestion-free. Based on this scenario. the two goals of our rate control can he stated as follows. First, the streaming rate should not cause any network instability. i.e. congestion collapse. Second, i t should lead In the optimal perfonnancc, i.e. i t should result in highest possihle throughput and lowest possible packct loss rate.
TFRC can clearly meet the first goal, because i t has been shown (a) to be TCP-friendly, and (b) not to cause network instability. lo the remainder o f this paper, we proposc ways of achieving the second ohjective listed above, using a TFRC-based solution, without modifying the network infrastructure and protocols.
A Sufficient and Necessary Condition For Under-utilization
We use the following model for TFRC to analyze the problem 121:
where T represents the sending mtc, S is the packet sire, rtt i s the end-to-end round trip time, p i s the end-to-end packet loss rate, and k i s a constant factor. Although this model has been refined to improve accuracy [1,3], i t i s simple, easy to analyze, and more importantly, i t captures all the fundamental factors that affect the sending rate. Futthermore. the resulu we derive based on this simple model can be extended to other more sophisticated models, suchastheoneusedin [I] .
The overall packet loss rate isp, which i s a combination o f p , andp,, and can be written as: p = p , + (1 -p,) Theorem 1 Given the assumptions in Section 2.1, sufficient and necessary condition for one TFRC connection to under-utilize wireless link is Tb < B,. (3) Proof: See the proof of Theorem I in [7] .
If the condition in (3) In general. given E,. p,, and thc packet size S for each connection. i t can be shown that when full wireless channel utilization occur% the optimal number of connections, n o p t . satisfies:
Thus what really matters is the product of nopf and S, and as such, i t is always possible to achieve full wireless channol utilization by choosing nopt to be an integer, and selecting S accordingly'. Opening more than nopL connections results in larger rtt, or possibly higher end-to-end packet loss rate. The intuition here i s that as number o f connections exceeds nopt. the sending rate o f each connection has to decrease. Thus by (I), the product rttJji has to increase, so either rtt increases or p increases, or they both
To summarize, i f the number ofTFRC connections i s too small so that the aggregate throughput i s smaller than B,(1 -p,), wireless channel becomes under-utilized. If the number of connections i s chosen optimally based on (4), then wireless channel becomes fully utilized, the total throughput becomes B, (1 -p,) . with rtt = RTT,,,, and the overall packet loss rate achieves the lower bound p,. However. if the number o f connections exceeds nopt. even though the wireless channel continues to he fully utilized at lOf course p , may also change when packet size changes, but for the sake of simplicity, we assume p , i s fixed as packet size changes. Andysis can be extended given a relation between p , and S. lle p i n t here is to exploil packet size at a way to achieve finer granularity in n t e increateldecrease.
B, (1 -IJ",) , thc rtt will increase beyond RT2,i,, and latcr on packet loss rate can exceed the lower hound p w . For 
MULTIPLE TFRC (MULTFRC)
The basic idea hchind MULTFRC i s to measurc the round trip timc, and adjust the numherofcoiinections accordingly so as to (a) utilize the wireless bandwidth eficiently, and (h) ensure fairness between applications. Then are two components in the system: rtt measurenicnt suh-system (RMS), and connections controllcr sub-systcm (CCS), both of them residing at the sender. RMS measures average rtt over a window, denoted by n u e r t t . ,fi) ) the number o f connections n. based on the input from RMS with a and 0 being preset constant parameters. Specifically, i t first sets the rttmin as the minimum a v e r t t seen so far, and then adapts thc number of connection VL as follows:
where y is a preset parameter. The reason for this i s fair and efficient sharing among multiple MULTFRC applications, and hetween MULTFRC and TCP or TFRC connections.
For a given route, auertt -rttmin corresponds to current queuing delay, and yrtt.min is a threshold on the queuing delay that MULTFRC can tolerate before it starts to decrease h e number o f connections. Ideally, avel-tt becomes larger than rttmin if and only if the link is fully utilized, and the queue on bottleneck link router i s built up, introducing additional queuing delay. Thus by evaluating the relation between a v e r t t and rttmin, MULT-FRC detects full utilization the wireless link, and controls the numher of connections accordingly.
When there i s a mute change either due to change in the w i r e less base station. or due to mute change within the wired Intcrnet, the value o f rtt-min changes, affecting the performance of MULTFRC. Under these conditions, i t is conceivable to use roue change detection tmls such as traceroute 161 lo detect the mute change, i n order to reset rttmin to a new value. Furthermore. it can he argued that theoverall throughput ofMULTFRC will not go to zero, resulting in starvation; this i s because MULTFRC always keeps at least one connection open. We have selected the following parameters empirically: a = fi = 1, y = 0.2 and m = 50. The RS-codcd packets are then passed through channels simulated using one TFRC, and MUI-TFRC packet level traccs each lasting 70 seconds, selected from the 30 minutes long actual experiments dcscrihcd in Section 3. The throughput and packet loss details for a 70 second long segment of one TFRC and MULTFRC connections are shown in Fig. 2 . As Seen, both the throughput and the packet loss rate are higher for MULTFRC than for onc TFRC case. The receiver decodes the received RS-coded packets and stores the MPEG-4 bit streams into a playback buffer. In this simulation.
we fill the buffer with 10 seconds worth of data heforc starling the MPEG-4 decode and display process. The playback rate is fixed at I O framcs per second, and hence decoding process is stopped and the display is frozen whenever the playback buffer is empty.
To show the efficiency of MULTFRC, we compare the playback buffer occupancies of MULTFRC and one TFRC for several bit rates in Fig. 3 . As seen, compared to one TFRC case, MULT-FRC can sustain video streaming at higher bit rates and hence higher visual quality, despite the fact that it needs stronger FEC to combat the higher packet loss rate.
CONCLUSION
Rate control is an important issue in video streaming applications for wireless networks, where the channel error based packet loss degrades the performance of traditional rate control schemes. e.g. TFRC. We began this paper by reviewing new results on rate control over wireless. Specifically, we focused our attention on our recently proposed rate control scheme MULTFRC. MULTFRC opens appropriate number of TFRC connections to achieve highest possible wireless bandwidth. minimizing packet loss rate, at the Same time avoiding to starve TCP based applications. We then carried out video simulations to demonstrate that MULTFRC can sustain video streaming at higher hit rates, despite the fact that it needs stronger FEC to combat the higher packet loss rate.
Future work includes the analysis on whether the changing the number of connections will introduce instability into the whole network, and investigating the possibility of applying the idea to improve the performance of TCP over wireless. 
