Optimal experimental design for the detection of light atoms from high-resolution scanning transmission electron microscopy images We report an innovative method to explore the optimal experimental settings to detect light atoms from scanning transmission electron microscopy (STEM) images. Since light elements play a key role in many technologically important materials, such as lithium-battery devices or hydrogen storage applications, much effort has been made to optimize the STEM technique in order to detect light elements. Therefore, classical performance criteria, such as contrast or signal-to-noise ratio, are often discussed hereby aiming at improvements of the direct visual interpretability. However, when images are interpreted quantitatively, one needs an alternative criterion, which we derive based on statistical detection theory. Using realistic simulations of technologically important materials, we demonstrate the benefits of the proposed method and compare the results with existing approaches. V C 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4892884]
The importance of enhancing the imaging power to detect light atoms, such as lithium and hydrogen, and to visualize mono-atomic-layer membranes, such as graphene, has re-attracted interest in the optimization of the scanning transmission electron microscopy (STEM) detector for such applications. Findlay et al. have shown that so-called annular bright field (ABF) STEM, whereby an annular detector is used with the detector collection range lying within the cone of illumination (the direct-scattered region), performs well to detect light elements. 1, 2 Another strength of ABF STEM is that both light and heavy atom columns are visible simultaneously, in contrast to high angle annular dark field (HAADF) STEM, which tends to render light elements invisible when in proximity to heavier scatterers. 3, 4 This effect can be understood since the ADF contrast, also called Zcontrast, is based on the scattering amplitude, while the ABF phase-contrast is based on wave-interference, so that it only requires the atoms to alter the phase of the electron wave. 5 As direct imaging of light elements is necessary for the full determination of crystal structures, such as cathode materials for lithium-ion batteries, this topic has recently become very important and a lot of research has been done in this field in the past few years. Not only the identification of individual lithium atoms [6] [7] [8] [9] but also the direct imaging of other light elements, such as carbon, oxygen or nitrogen, 2,10-12 and even hydrogen 13 has been investigated. In these studies, the experimental settings are often determined in terms of direct visual interpretability using classical performance measures, such as contrast or signal-to-noise ratio (SNR). However, if images are interpreted quantitatively, classical performance measures are no longer appropriate. [14] [15] [16] [17] [18] [19] [20] [21] We will therefore provide a theoretical tool to quantitatively obtain the optimal annular detector settings to detect individual light atoms using the principles of detection theory. 22 The concept of this theory has been introduced in Ref. 14 showing preliminary results when considering the simplest STEM imaging model of an isolated atom. Here, both the theory will significantly be extended and realistic image simulations to accurately describe experimental images will be used [23] [24] [25] [26] allowing us to demonstrate our method to technologically important materials.
When considering the problem of quantitatively identifying the atomic number Z from a STEM image, a priori knowledge about the atom types that may be present in the sample and their concentration ratios is usually available. In such cases, the question reduces to distinguishing between a finite plausible set of values for the atomic numbers Z, given the experimental STEM observations. In this paper, we will restrict ourselves to the problem of deciding between two hypotheses, where (a) each hypothesis corresponds to the assumption of a specific Z value, or (b) where the alternative hypothesis describes the absence of an atom of any type. The hypotheses for both situations are then summarized as follows:
where H 0 denotes the null hypothesis and H 1 the alternative hypothesis. Note, however that detection theory also provides the tools to generalize this problem to choose between more than two hypotheses. 22 Throughout this paper, we will assume that a priori knowledge assures that only H 0 or H 1 is possible, so that one of both hypotheses is always correct. Furthermore, prior probabilities PðH 0 Þ þ PðH 1 Þ ¼ 1, are assumed to be known. In this way, we express a prior belief in the likelihood of the hypotheses. If both hypotheses are equally likely, then it is reasonable to assign equal prior probabilities of 1/2. In a quantitative approach, the goal is now to minimize the probability of assigning the wrong hypothesis. In a so-called Bayesian approach, this probability of error P e is defined as
where PðH i jH j Þ is the conditional probability of deciding H i when H j is true. Using criterion (1), the two possible errors are weighted appropriately to yield an overall error measure. Decision rules are now defined such that the probability of error is minimized. For this purpose, it is shown 22 that we should then decide H 1 if
with p w ðw; H i Þ the conditional joint probability function (PF) p w ðx; H i Þ assuming H i to be true, evaluated at the available observations w. When assuming that the STEM observations are statistically independent electron counting results, which are modeled as a Poisson distribution, this joint PF is given by
where the parameter k nm corresponds to the expectation values for the observations, E½w nm , and the index nm corresponds to the probe at the position ðx n ; y m Þ T for a set of NM observations. Since these expectations will depend on which hypothesis H i is assumed to be true, also the PF depends on H i . In general, these expectations can be computed using software that allows one to simulate STEM images for a given input material's structure and a given set of microscope parameters. 27 If the prior probabilities are assumed to be equal such that c in Eq. (2) corresponds to 1, we decide
otherwise H 0 is decided. This corresponds to choosing the hypothesis for which the log-likelihood function is maximal. The function LR(w) is called the likelihood ratio since it indicates for each set of observations w the likelihood of H 1 versus the likelihood of H 0 . The left-hand side of Eq. (4) is termed the log-likelihood ratio. Given decision rule Eq. (4), the probability of error P e , given by Eq. (1), can be reformulated as follows:
When using the joint PF given by Eq. (3), the log-likelihood ratio can be rewritten as
Following the central limit theorem, the log-likelihood ratio tends to be normally distributed. The expected value l and variance r 2 , characterizing this normal distribution, can be computed from Eq. (6) when assuming H i to be true, giving the following results:
In this derivation, use is made of the property that the variance of a Poisson distributed observation equals its expectation value. The explicit description of the distribution of the log-likelihood ratio now enables us to unambiguously compute the probability of error given by Eq. (5)
with UðxÞ the cumulative distribution function of the standard normal distribution. Expression (9) greatly facilitates the computation of the probability to assign the wrong hypothesis. As compared to alternatives suggested in Ref. 14, the current approach no longer involves the analysis of many repetitive noise realisations or the use of the so-called Kullback-Leibler divergence, which is a measure for experimental design based on the distance between the distributions of the log-likelihood ratio under the two hypotheses, without taking overlap into account. In contrast, the probability of error P e can now be calculated in a straightforward manner and can be used as an alternative quantitative criterion to optimize the STEM detector settings in terms of choosing the right hypothesis. As a first application to show the reliability of our method, we investigate the crystal YH 2 which is referred to as one of the most thermodynamically stable hydrides. 13 One has been able to detect H in this material using ABF STEM detector settings, 13 and it is our goal to find out if we obtain the same optimal detector type, or even better the exact optimal detector angles, using our quantitative approach. For this case, the two hypotheses H 0 and H 1 now correspond to the presence of H atoms and the absence of atoms of any type, respectively. For this problem, we have simulated expectation models for a 2.6 nm thick YH 2 crystal in the presence and absence of the hydrogen atoms using the STEMsim software under the multislice approach. 27 These expectation models are simulated under Scherzer conditions for a probe forming aperture angle of 21.8 mrad, an electron dose of 2000 e -/Å 2 and an acceleration voltage of 300 kV. Source size broadening is taken into account by convoluting point source images with a Gaussian with FWHM ¼ 0.7 Å . Next, the probability of error is calculated using Eq. (9). In Fig. 1 , the distributions of the log-likelihood ratios are shown for three different detector settings (11-53 mrad, 22-53 mrad ¼ ADF, and 11-17 mrad ¼ ABF). The distributions of the log-likelihood ratios in red and green correspond to the presence or absence of a H column, respectively. The overlap between the distributions of both hypotheses corresponds to the probability of error. By calculating the probability of error for a broad range of inner and outer detector radii, it can be investigated which settings minimize P e . The results are shown in Fig. 2(a) . From this figure, it can be found that P e is smallest for a detector collection range of 11-17 mrad, corresponding to the ABF STEM region. For the ABF detector setting, the distributions of the log-likelihood ratios are more separated, as can be observed from the comparison of the different example results presented in Fig. 1 . Note also that local optima are found for the conventional ADF STEM setting (for a detector collection range, starting from an inner detector angle of 22 mrad), although this is not what we would expect from qualitative contrast measures. Simulated STEM images of YH 2 are shown in Fig. 3 for the three different detector settings. Note that the scale is different for the three detector settings since the amount of signal changes with the detection area. Using this quantitative method, not only a suggested optimal annular detector type is found (e.g., ABF or ADF) but also the optimal angles for the detection range are derived in an objective, quantitative way.
As a second application to demonstrate our method, we look at the interface of a SrTiO 3 /LaAlO 3 substrate, which is an interesting case study since such interfaces are known to exhibit a plethora of exceptional properties. 28 If we want to decide whether there is a Ti or Al atom at the interface, we can describe this problem as a binary hypothesis test with hypotheses: H 0 : Z ¼ Al and H 1 : Z ¼ Ti. Similar as before, we can optimize the detector settings in order to minimize the probability to choose the wrong hypothesis. A 1.6 nm crystal is simulated with either Al or Ti atoms at the interface. An example is shown in Fig. 4 for an annular detector collection range of 23-100 mrad. Using Eq. (9), P e can again be calculated as a function of the inner and outer radius of the annular STEM detector. The result of the probability of error is given in Fig. 2(b) . Based on this figure, we find that the suggested optimal detector setting lies in the low angle annular dark field (LAADF) regime, with the inner detector angle just larger than the probe forming angle (from 23 to 100 mrad). Hovden and Muller 10 also found that for wellresolved and atomically thin specimens, the LAADF detector can provide a significant increase in SNR over other common detector geometries including ABF and incoherent BF.
As a third example to demonstrate our method, we look at the case where we want to detect a lithium atom in the crystal LiV 2 O 4 from a STEM image. For this material, we consider the problem of optimizing the STEM detector in order to detect a lithium column. In Ref. 7, individual lithium columns could be visualized using ABF STEM for an acceleration voltage of 300 kV and a sample thickness of 2.9 nm. In order to compare with these results, we optimized detector settings for 300 kV. In addition, since one could prefer to perform this experiment at a lower voltage in order to reduce beam damage, we also optimized the design for 80 kV. The expectation models are thus simulated for a 2.9 nm crystal in the presence and absence of lithium, for both accelerating voltages. Simulations at 80 kV are also performed for a probe forming aperture angle of 21.8 mrad assuming Scherzer conditions for the spherical aberration and defocus. Simulated STEM images of LiV 2 O 4 are shown in Fig. 5 for three different detector settings at 80 kV (upper row) and 300 kV (lower row). Using the same procedure as in our previous examples, P e can be computed as a function of the detector settings. The results for both accelerating voltages are shown in Figs. 2(c) and 2(d). For the acceleration voltage of 300 kV, the ABF STEM regime is found as an optimum when following our quantitative approach with a detector ranging from 12 to 18 mrad. Local optima are also found in the ADF STEM regime, similarly to the YH 2 example. For the lower accelerating voltage of 80 kV a slightly different result is found. Here, we obtain an optimum for a detector collection range of 15-21 mrad, which also lies in the ABF STEM regime, but there are no local optima found in the ADF STEM regime. The optimum in the BF STEM regime on the other hand becomes more pronounced and the probability of error reaches almost an equally small value for a detector ranging from 2 to 8 mrad as for 15 to 21 mrad. It is interesting to note that for the same incident electron dose, light atoms become easier to detect at 80 kV than at 300 kV (as can be observed from the lower values for the probability of error), although at the expense of direct visual interpretability of the light atoms. As a function of crystal thickness, it can be shown that the ABF STEM regime remains optimum to detect lithium.
In this work, we proposed a method based on detection theory to find the optimal detector settings for different kinds of applications. In our approach, the probability of error P e is introduced as a quantitative measure which can replace classical criteria such as contrast or SNR. It is interesting to note that based on simulation studies, the ABF STEM detector setting comes out as the optimal annular detector setting to detect light atoms in the proximity of heavier scatterers, as suggested elsewhere. 2, [6] [7] [8] 11, 13 We also noticed local optima for the conventional ADF setting when using an accelerating voltage of 300 kV, which are not expected based on contrast comparisons. Also for a lower accelerating voltage of 80 kV, the ABF STEM setting was found to be optimal in order to detect lithium in the LiV 2 O 4 crystal. In the case of deciding between the presence of two different atom types at an interface of a thin crystal, the LAADF STEM detector setting is proposed as optimal annular detector setting, as suggested elsewhere. 10 Not only the optimal detector type is found using this quantitative approach but also the optimal detector angles follow from the proposed method. The methodology is demonstrated using realistic simulations and may help designing the next generation of STEM detectors, where a greater flexibility in the choice of detector areas is provided. 29, 30 In conclusion, the proposed method can be applied to a wide range of materials applications and will provide objective suggestions for the inner and outer angle of the annular STEM detector in order to detect specific atoms with the lowest probability of error. Obviously, the present analysis can easily be extended to include other microscope settings including convergence angle, defocus, and spherical aberration.
