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Let G be a group and A a group of automorphisms of G . An A-
orbit of G is a set of the form {gα | α ∈ A}, where g is an element
of G . The aim of this paper is to prove that if A is abelian and
G is a union of a ﬁnite number of A-orbits then G admits a normal
abelian subgroup of ﬁnite index. This result answers aﬃrmatively
a question raised by Neumann and Rowley (1998) in [4].
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1. Introduction
Let A be a group of automorphisms of the group G , and let g be an element of G; we deﬁne the
A-orbit of g with respect to A as the set
gA = {gα ∣∣ α ∈ A}.
We say that A acts on G with a ﬁnite number n of orbits if there exist elements g1, g2, . . . , gn ∈ G
such that G =⊎ni=1 gAi . The object of this paper is to study Problem C in [4] and produce a positive
answer to the conjecture that was formulated after that problem, by proving the following
Theorem A. Let G be a group with an abelian group A of automorphisms. If G is a union of a ﬁnite number
of A-orbits, then G is abelian-by-ﬁnite. In addition, if G is torsion-free, then it is abelian and divisible.
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a normal subgroup N such that N ∈C1 and G/N ∈C2.
With Theorem B, which will be given in Section 2, we will describe the structure of abelian groups
satisfying the hypotheses of Theorem A.
2. Notation, deﬁnitions and examples
Throughout this paper, we will always denote a group with G and a group of automorphisms of G
with A. If H is an A-invariant subgroup of G , then, given CA(H) = {α ∈ A | hα = h ∀h ∈ H}, A induces
on H the group of automorphisms A|H = A/CA(H). Similarly, if H is also normal in G , then A induces
on G the group of automorphisms A = A/CA(G/H). For the sake of notation clarity, we will henceforth
denote the groups A|H and A again as A, provided that this will not cause ambiguity or loss of clarity.
Finally, if Γ is a group, we will denote with Γ  the set Γ \ {1}.
Example 2.1. Let K be a ﬁeld, G the additive group of K (henceforth denoted as K+) and T a
ﬁnite-index subgroup of the multiplicative group K× . Assume that A  T , and that A acts on G by
multiplication; then we have that G is a union of a ﬁnite number (namely |K× : T |+1) of orbits of A.
In the previous example, the action of A is FPF (ﬁxed-point-free) on G; this is intended to mean
that each automorphism α ∈ A is FPF on G , i.e., that CG(α) = {1} (in the previous example, the unit
element of the group G is the 0-element of the ﬁeld K ).
Example 2.1 can be generalized in the following manners.
Example 2.2. Let K be a ﬁeld, let G  (K+)n and let T be a ﬁnite-index subgroup of the multiplicative
group K× . Let A be the set of all matrices having the form
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
t k1 k2 k3 · · · kn−2 kn−1
0 t k1 k2 · · · kn−3 kn−2
0 0 t k1 · · · kn−4 kn−3
...
...
...
...
. . .
...
...
0 0 0 0 · · · t k1
0 0 0 0 · · · 0 t
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
where t ∈ T and ki ∈ K (i = 1,2, . . . ,n− 1). We have that A is an abelian group and A acts on G with
n · |K× : T | + 1 orbits.
If Γ is a p-group (where p is a prime number), for each n ∈ N, n > 0 we deﬁne
Ωn(Γ ) =
〈
x
∣∣ x ∈ Γ, xpn = 1〉 and n(Γ ) = 〈xpn ∣∣ x ∈ Γ 〉.
Example 2.3. Let K be a ﬁeld with characteristic p > 0, let G0  K+ , T  K× and A0  T as in
Example 2.1. Then we can write G0 = {xλ | λ ∈ K } and A0 = {ατ | τ ∈ T } choosing indices in such a
way that xλxμ = xλ+μ and xατλ = xλτ for each λ,μ ∈ K and each τ ∈ T .
Given n ∈ N, n 2, we embed the group G0 in an abelian group G of exponent pn in such a way
that Ω1(G) =n−1(G) = G0. Deﬁning y0 = 1, if xλ ∈ G0 we ﬁx an element yλ ∈ G such that ypn−1λ = xλ
in such a way that yλ yμ = yλ+μ for each λ,μ ∈ K ; the group A0 acts naturally on G according to
the rule yατλ = yλτ . We deﬁne an abelian group B of automorphisms of G as B = 〈βμ | μ ∈ K 〉, where
the action of βμ is given by y
βμ
λ = yλ ypλμ . Let ατ ∈ A0 and βμ,βν ∈ B. Remembering that μν = νμ,
we have
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βμβν
λ =
(
yλ y
p
λμ
)βν = yλ ypλν ypλμ yp2λμν = yλ ypλμ ypλν yp2λνμ = (yλ ypλν)βμ = yβμβνλ
and therefore B is an abelian group (of exponent pn−1). Similarly, keeping in mind that τμ = μτ , we
have
y
ατ βμ
λ = yβμλτ = yλτ ypλτμ = yλτ ypλμτ =
(
yλ y
p
λμ
)ατ = yβματλ ,
therefore [A0,B] = 1 and the group A = 〈A0,B〉 is abelian (in fact, A = A0 × B). It can be easily proved
that G is a union of n · |K× : T | + 1 orbits of A.
In the previous examples, of course, any conjugate of A in Aut(G) can be considered instead of A.
All groups constructed in Examples 2.1, 2.2 and 2.3 are A-monolithic as established by the follow-
ing
Deﬁnition 2.4. Let G be a group and A a group of automorphisms of G . We will say that G is A-
monolithic if G contains a unique A-invariant minimal nontrivial subgroup.
It is very easy to build groups that are a unions of a ﬁnite number of orbits of an abelian group A
of automorphisms but that are not A-monolithic.
Example 2.5. Let G1 and G2 be two groups, A1  Aut(G1) and A2  Aut(G2), such that G1 is a union
of n1 orbits of A1 and G2 is a union of n2 orbits of A2. Let G = G1 × G2 and A = A1 × A2, with Ai
trivially acting on G j if i = j. Then A acts naturally on G and we have that G is a union of n1 · n2
orbits of A. If A1 and A2 are abelian, then, obviously, also A is abelian.
We may conjecture that the previous examples (with the generalization of Example 3.23) are
exhaustive, in a way, of all the possible examples of abelian groups G having an abelian group of
automorphisms A with a ﬁnite number of orbits (see Conjecture 6.2). Anyway, the following holds
Theorem B. Let G be an abelian group and A an abelian group of automorphisms of G such that G is a union
of a ﬁnite number of A-orbits. Then there exist a subgroup B with ﬁnite index in A and an integer r such that
G = G0 × G1 × G2 × · · · × Gr and B = B1 × B2 × · · · × Br
where
(a) G0 = CG(B) is a ﬁnite subgroup of G;
(b) Bi acts trivially on G j if i = j;
(c) Gi is a Bi -monolithic subgroup of G.
Furthermore, each Gi is either a p-group of ﬁnite exponent (for some prime number p) or a torsion-free divis-
ible group.
It is interesting to notice that the structure of groups satisfying the hypotheses of Theorem B is
very similar to that of ﬁnitely generated abelian groups. In the statement of Theorem B, whose proof
will be given in Section 4, we cannot omit the consideration of a ﬁnite-index subgroup of A, as shown
by the following
Example 2.6. There are many ﬁelds K such that the multiplicative group K× of K can be decomposed
in the direct product of a group of order 2 by a group without involutions. As examples of such
ﬁelds we have Q, R and, if p is a prime number such that p ≡ 3 (mod 4), locally ﬁnite ﬁelds K =⋃∞
n=1 GF(p3
n
) where GF(q) designates the ﬁnite ﬁeld of order q.
Let K1 and K2 be two such ﬁelds, and let K
×
1 = 〈−1〉 × T1 and K×2 = 〈−1〉 × T2.
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induces the inversion on G and deﬁne A = B × 〈ι〉. Then G is a union of ﬁve A-orbits, but A does not
decompose into the direct product of CA(G1) and CA(G2).
Deﬁnition 2.7. Let G be a group and A a group of automorphisms of G . An A-orbit gA of G is said
to be A-regular (or simply regular) if CA(g) = {1}. If gA is regular, then the element g is said to be
A-regular.
An alternative way to state that A is FPF on G is aﬃrming that each g ∈ G is A-regular.
If g ∈ G and α ∈ A, with the notation [g,α] we designate the element g−1gα of G (representing
the commutator of g and α in the semi-direct product of G by A). Now, if H is a subgroup of G and
B is a subset of A, we deﬁne
[H,B] = 〈[h, β] ∣∣ h ∈ H, β ∈ B〉;
this is a normal subgroup of the group HB = 〈hβ | h ∈ H, β ∈ B〉 that is contained in H if and only if
HB = H (i.e. H is B-invariant).
Notice that [G,A] is the smallest normal A-invariant subgroup of G such that A acts trivially on
the quotient G/[G,A].
Deﬁnition 2.8. Let G be a group and α an automorphism of G . The map:
Tα : G → G g → [g,α] = g−1gα
is said to be the map associated to α.
We have that CG(α) = {1}, i.e., α is FPF if and only if the map Tα is injective. As in Zappa [8], we
give the following
Deﬁnition 2.9. An automorphism α of a group G is said to be uniform if the map Tα associated to α
is surjective.
In general, the property of being FPF is preserved with respect to α-invariant subgroups, whereas
uniformity is preserved with respect to α-invariant quotients. It can be immediately veriﬁed that if
G is a ﬁnite group then the concepts of FPF automorphism and uniform automorphism are equivalent.
This is quite far from being true for inﬁnite (even abelian) groups, as shown by the following simple
Example 2.10. Let G be an abelian group and ι the automorphism that induces the inversion on G .
Then we have
(a) if G  Z, then ι is FPF, but not uniform;
(b) if G  Q, then ι is FPF and uniform;
(c) if G  Q/Z, then ι is uniform, but not FPF (CG(ι) has order 2).
Given a group Γ , we deﬁne the FC-center of Γ as the set
ζ̂ (Γ ) = {g ∈ Γ ∣∣ ∣∣Γ : CΓ (g)∣∣< ∞};
it is easy to see that ζ̂ (Γ ) is a characteristic subgroup of Γ [6, 14.5.5]. If Γ coincides with ζ̂ (Γ )
we say that Γ is a FC-group. Now, if Γ is a FC-group and there exists an integer m such that
|Γ : CΓ (g)|m for each g ∈ Γ , then Γ is said to be a BFC-group (or alternatively, an m-BFC-group).
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bounded as a function of m); conversely, each group Γ whose commutator subgroup is ﬁnite is a
BFC-group [6, 14.5.11].
We will complete this section with an example of an inﬁnite non-abelian group R which is a union
of a ﬁnite number of orbits of an abelian subgroup of Aut(R).
Example 2.11. Let R be a group, with R isomorphic to the additive group of rational numbers, and
let ι ∈ Aut(R) be the automorphism that induces the inversion on R . Let G = R〈ι〉 be the semi-direct
product of R by 〈ι〉, and let A be the multiplicative group of positive rational numbers; suppose that
A acts on R by multiplication and on 〈ι〉 as identity. Then A is an abelian group of automorphisms
of G , and G is a union of six A-orbits. Observe that G is not a FC-group, however [G,A] = R is abelian
and has index 2 in G (namely, we have ζ̂ (G) = R).
3. Some preliminary results
The following result holds, as proved in [2, Theorem 2].
Fact 3.1. Let G be a group, with G union of a ﬁnite number of A-orbits. An element α of ζ̂ (A) is FPF
if and only if α is uniform.
This result allows an easy extension of the proof of the theorem in [4] (as well as Theorem 1
in [1]) to the case where A is virtually a FC-group. The following result also holds, as proved by Pettet
in [5].
Fact 3.2. Let G be an inﬁnite group having a FPF group of automorphisms A, such that G is a union
of a ﬁnite number n of A-orbits. If A is a FC-group, then there exists an appropriate (commutative)
ﬁeld K such that
(a) G  K+;
(b) A is isomorphic to a subgroup of index n − 1 of K× (in particular, A is necessarily abelian);
(c) the action of A on G is the multiplication of K .
Notice that if the multiplicative group K× of an inﬁnite ﬁeld K does not contain inﬁnite-order
elements, then char(K ) = p > 0, and K is a subﬁeld of the algebraic closure of GF(p). In this case, for
every integer m > 0, there are at most m elements a ∈ K such that am = 1 and π(K×) must be an
inﬁnite set (if Γ is a group, π(Γ ) designates the set of prime numbers p such that there exists an
element in Γ whose order is divisible by p). In particular, we can enunciate the following
Fact 3.3. Let K be an inﬁnite ﬁeld. Then K× , as well as any of its ﬁnite-index subgroups, has inﬁnite
exponent.
The proof of the following result is quite elementary.
Fact 3.4. Let G be a group, A a group of automorphisms of G and H an A-invariant subgroup of G . If
G is a union of a ﬁnite number n of A-orbits, we have
(a) H is a union of a ﬁnite number n0 of A-orbits, and n0 < n if H < G;
(b) if H is normal in G , then G = G/H is a union of a ﬁnite number n of A-orbits, and n < n if
{1} < H ;
(c) let B be a ﬁnite-index subgroup of A; then G is a union of a ﬁnite number n′ of B-orbits, and
n′  (n − 1) · |A : B| + 1.
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automorphisms of G such that G is a union of a ﬁnite number of A-orbits. We will denote with
LA(G)
the set of A-invariant subgroups of G .
If H ∈LA(G), we deﬁne
IG(H) = IAG(H) =
{
K ∈ LA(G)
∣∣ K  H, |H : K | < ∞}
and
SG(H) = SAG(H) =
{
K ∈ LA(G)
∣∣ H  K , |K : H| < ∞};
we also deﬁne
minG(H) = minAG(H) =
⋂
K∈I(H)
K
and
maxG(H) = maxAG(H) =
〈
K
∣∣ K ∈ S(H)〉.
Since G is a union of a ﬁnite number of A-orbits, it is clear that the set LA(G) is ﬁnite. From the
deﬁnition, it is quite obvious that the subgroups minG(H) and maxG(H) belong to LA(G).
Lemma 3.6. For each H ∈ LA(G) we have |maxG(H) : minG(H)| < ∞, and minG(H) is a normal subgroup
of maxG(H).
Proof. Let H be an A-invariant subgroup of G . Since G is a union of a ﬁnite number of A-orbits, the
set IG(H) is ﬁnite, thus we have |H : minG(H)| < ∞. The core (minG(H))H of minG(H) in H has ﬁnite
index in H , and it is an A-invariant subgroup. It follows that (minG(H))H = minG(H), and minG(H)
is a normal subgroup of H .
If H1, H2 ∈LA(G), H1  H2 and |H2 : H1| < ∞, then we have minG(H1) =minG(H2); in particular,
for each K ∈ SG(H) we have minG(K ) = minG(H), and therefore minG(H) is normal in maxG(H). Let
K1, K2, . . . , Ks be the elements in SG(H); then for each i ∈ {1,2, . . . , s} we have that Ki/minG(H) is a
normal, A-invariant and ﬁnite section of G and thus Ai = CA(Ki/minG(H)) is a ﬁnite-index subgroup
of A. Deﬁning B = ⋂si=1 Ai , we have that B is a ﬁnite-index subgroup of A and therefore G is a
union of a ﬁnite number of B-orbits. Moreover, B centralizes Ki/minG(H) for each i ∈ {1,2, . . . , s}; it
follows that B centralizes X = maxG(H)/minG(H). Since X is a union of a ﬁnite number of B-orbits
(Fact 3.4(c)), it is ﬁnite. 
Lemma 3.7. Let B be a ﬁnite-index subgroup of A. Then for each H ∈ LA(G) we have minBG(H) = minAG(H)
and maxBG(H) =maxAG(H).
Proof. Let L = minAG(H) and L1 = minBG(H); we certainly have L1  L. Because |A : B| < ∞, the set{Lα1 | α ∈ A} is ﬁnite and L2 =
⋂
α∈A Lα1 is an A-invariant subgroup of G having ﬁnite index in L1, since
we have minAG(L1) L2  L1 maxAG(L1), and by Lemma 3.6 it holds that |maxAG(L1) :minAG(L1)| < ∞;
now we have |H : L2| < ∞ and thus L  L2  L1  L, which proves the ﬁrst assertion.
Now, let L = minAG(H) = minBG(H), R = maxAG(H) and R1 = maxBG(H); surely we have R1  R . Let
N = NG(L) and N = N/L; thanks to Lemma 3.6, R1 is a ﬁnite subgroup of N; therefore, there exists
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R2 = 〈Rα1 | α ∈ A〉 is contained in CN (C) and is therefore ﬁnite. If R2 is the inverse image of R2
in N , it follows that R2 is an A-invariant subgroup of G with |R2 : L| < ∞, so now we have that
R  R1  R2  R , which proves the second assertion. 
Lemma 3.8. In A there exists a ﬁnite-index subgroup A∗ which centralizes all A-invariant ﬁnite sections of G.
Proof. In G there are only ﬁnitely many A-invariant subgroups (at most 2t , where t is the num-
ber of A-orbits in G), therefore only ﬁnitely many A-invariant ﬁnite sections Hi/Ki . Hence A∗ =⋂
|Hi/Ki |<∞ CA(Hi/Ki) is an intersection of ﬁnitely many subgroups each of ﬁnite index in A and
therefore it is itself of ﬁnite index in A. 
Remark 3.9. Let LA(G) = {maxG(H) | H ∈LA(G)}; given H1, H2 ∈LA(G), we deﬁne
H1∧H2 = max
G
(H1 ∩ H2) and H1∨H2 = max
G
(〈H1, H2〉).
Similarly, let LA(G) = {minG(H) | H ∈LA(G)}; given H1, H2 ∈LA(G) we deﬁne
H1∧H2 = min
G
(H1 ∩ H2) and H1∨H2 = min
G
(〈H1, H2〉).
Then by Lemma 3.6 the two lattices (LA(G),∧,∨) and (LA(G),∧,∨) are isomorphic to each other.
Deﬁnition 3.10. Let G and A be as in Notation 3.5, and let m be the maximum length of a chain
in LA(G), or equivalently in LA(G). We deﬁne the length (G) = A(G) of G (with respect to A) as
(G) =m − 1.
Remark 3.11. We have that
• (G) = 0 if and only if G is ﬁnite;
• if B is a ﬁnite-index subgroup of A then B(G) = A(G) (Lemma 3.7).
Deﬁnition 3.12. Let G and A be as in Notation 3.5. We will say that the pair (G,A) satisﬁes (∗) if:
(∗1) the group G is inﬁnite;
(∗2) the group A is abelian;
(∗3) each A-invariant ﬁnite section of G is centralized by A.
The proof of the following lemma follows directly from the previous deﬁnition.
Lemma 3.13. If the pair (G,A) satisﬁes condition (∗) then:
(a) if H is an A-invariant inﬁnite subgroup of G, then the pair (H,A) also satisﬁes condition (∗);
(b) if N is a normal A-invariant subgroup of G and G/N is inﬁnite, then the pair (G/N,A) also satisﬁes
condition (∗);
(c) if B is a ﬁnite-index subgroup of A, then the pair (G,B) also satisﬁes condition (∗);
(d) C = CG(A) is the maximum A-invariant ﬁnite subgroup of G, and in particular all A-orbits in G \ C have
inﬁnite length.
The following result, due to Bernhard H. Neumann [3], is essential in some argumentation in this
paper.
E. Jabara / Journal of Algebra 323 (2010) 2798–2817 2805Fact 3.14. Let Γ be a group and let Γ1,Γ2, . . . ,Γs be subgroups of Γ . If Γ =⋃si=1 Γi , then at least
one subgroup Γi has ﬁnite index in Γ . In particular, no group can be a union of a ﬁnite number of
inﬁnite-index subgroups.
Lemma 3.15. If the pair (G,A) satisﬁes condition (∗) and if CG(A) = {1}, then A contains automorphisms that
are FPF and uniform in G.
Proof. Let g0, g1, . . . , gn be representatives of A-orbits in G , with g0 = 1. By condition (∗) and
by Lemma 3.13(d) we have |gAi | = ∞ for each i = 1,2, . . . ,n. Then, deﬁning Ai = CA(gi), we have
|A : Ai | = ∞ for each i. Thanks to Fact 3.14 it holds that A =⋃ni=1 Ai ; given then α ∈ A \⋃ni=1 Ai , we
have that α is FPF on G; since A is abelian, from Fact 3.1 it follows that α is also uniform. 
Lemma 3.16. If the pair (G,A) satisﬁes condition (∗) and if CG(A) = {1}, then G contains no A-invariant ﬁnite
nontrivial section.
Proof. Reasoning by contradiction, let S = K/H be an A-invariant ﬁnite nontrivial section of G; by
condition (∗), S is centralized by A. Let α ∈ A be an automorphism of A, uniform on K (such an
α exists by virtue of Lemma 3.15). Then α is uniform, and consequently FPF, on the ﬁnite group
S = K/H , and this contradicts the fact that, by hypothesis, CA(S) = A. 
Lemma 3.17. If the pair (G,A) satisﬁes condition (∗) and if [G,A] = G, then
(a) there are no proper A-invariant subgroups having ﬁnite index in G;
(b) G contains (at least) one A-regular orbit.
Proof. Item (a) is a direct consequence of the hypotheses and of property (∗). By item (a), for each
α ∈ A , the subgroup CG(α) has inﬁnite index in G . There is a ﬁnite number of sets CG (α) with α
varying in A, because LA(G) is ﬁnite and therefore, by Fact 3.14, there exists g ∈ G \⋃α∈A CG (α). We
have that CA(g) = {1}, and thus gA is a regular A-orbit in G . 
Lemma 3.18. Let Γ be a group, let A be an abelian group of automorphisms in Γ , and consider α,β ∈ A. Given
g ∈ Γ , we have that g−1gα ∈ CΓ (β) if and only if gβ g−1 ∈ CΓ (α).
Proof. We observe that (g−1gα)β = g−1gα implies g−β gαβ = g−1gα and therefore, since [α,β] = 1,
we have gβ g−1 = gαβ g−α = (gβ g−1)α . 
Deﬁnition 3.19. Let A be a group of automorphisms of group Γ . With E(A) we designate the sets of
maps from Γ to Γ having the form
 : Γ → Γ g → gξ1α1 gξ2α2 · · · gξsαs with ξi ∈ {−1,1}, αi ∈ A,
or in other words E(A) = { =∑si=1 ξiαi | s ∈ N, ξi = ±1, αi ∈ A} (the order of the terms is important,
since in general [gαi , gα j ] = 1).
Remark 3.20. If Γ is abelian then E(A) is a subring of End(Γ ). This subring is abelian if A is abelian.
Remark 3.21. It holds that Tα ∈ E(A) for each α ∈ A, where Tα is the map associated to α (Deﬁni-
tion 2.6).
The proof of the following result is altogether similar to that of Lemma 3.18 and will therefore be
omitted.
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 ∈ E(A); if g−β g ∈ CΓ (α), then we have [g,α]β = [g,α] .
The notation we just introduced also allows a generalization of Example 2.2.
Example 3.23. Let H be an abelian group and let B be an abelian group of automorphisms of H such
that H is a union of a ﬁnite number m of B-orbits. Considering n ∈ N with n 2, deﬁne G = Hn . Let
g = (h1,h2, . . . ,hn−1,hn) be the generic element of G and let A be the set of all automorphisms of G
having the form:
g → gα = (hβ1h12 · · ·hn−2n−1 hn−1n ,hβ2h13 · · ·hn−3n−1 hn−2n , . . . ,hβn−1h1n ,hβn )
with β ∈ B and i ∈ E(B) (i ∈ {1,2, . . . ,n − 1}). Similarly to Example 2.2 we can also write (with an
abuse of notation for the sake of clarity):
α =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
β 1 2 3 · · · n−2 n−1
0 β 1 2 · · · n−3 n−2
0 0 β 1 · · · n−4 n−3
...
...
...
...
. . .
...
...
0 0 0 0 · · · β 1
0 0 0 0 · · · 0 β
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It can easily be proved that there are at most (m−1)
n+1−1
m−2 A-orbits in G (and that there are exactly
n(m−1)+1 if for every h ∈ H we have 〈h〉B = H); moreover, if H is B-monolithic, G is A-monolithic
as well.
We can now build an example of a group G having a single A-invariant minimal nontrivial sub-
group (i.e., with G A-monolithic) such that G/N can be split into the direct product of two A-invariant
nontrivial subgroups (in particular LA(G) is not a chain).
Example 3.24. Starting from a ﬁeld K of characteristic p > 0, create a pair (N,B0) as in Example 2.3,
deﬁning N  K+ and B0  K× . Moving from (N,B0) and proceeding as in Example 2.3 we can build
a pair (H,B1), with H abelian of exponent p2 and Ω1(H) = N . Starting from (H,B1), using the
construction showed in Example 3.23 and setting n = 2, we can obtain a pair (L,A), where L is an
abelian group of exponent p2 such that Ω1(L)  K+ × K+  L/Ω1(L). We have that N is the only A-
invariant minimal subgroup of L and that L = L/N has two A-invariant minimal subgroups M1, M2;
in addition, we have 〈M1,M2〉 = M1 × M2. If G = M1M2 is the inverse image of M1 × M2 in L, then
G is A-monolithic and G/N splits into the direct product of M1/N by M2/N .
The construction in Example 3.24 cannot be duplicated if the characteristic of the ﬁeld K is 0. This
fact leads to formulating the following
Conjecture 3.25. Let (G,A) be a pair satisfying condition (∗). If G is a torsion-free A-monolithic group, then
LA(G) is necessarily a chain.
4. Proof of Theorem B
Lemma 4.1. Suppose that the pair (G,A) satisﬁes condition (∗). If G is abelian and [G, A] = G, then
CG (A) = {1}.
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We will prove the proposition by induction on (G).
If (G) = 1, then all A-invariant proper subgroups of G are ﬁnite and therefore, by property (∗),
they are contained in CG(A). For each g ∈ G \ CG (A) we must therefore have 〈gA〉 = G . Since G is
generated by elements of type [x,α] (x ∈ G , α ∈ A), we can pick x ∈ G and β ∈ A such that g =
x−1xβ /∈ CG(A). If, for the sake of contradiction, CG(A) = {1}, there exist γ1, γ2, . . . , γs ∈ A such that
gγ1 gγ2 · · · gγs ∈ CG (A); deﬁning  =∑si=1 γi ∈ E(A), we have g ∈ CG(α), i.e., (x−1xβ) ∈ CG(α) for
each α ∈ A. From Lemma 3.22 we have that (x−1xα)β = (x−1xα) for each α ∈ A; setting α = β we
obtain gβ = g ∈ CG(A) and therefore g ∈ CG(A). This contradiction proves the statement.
If (G) > 1, let K be an A-invariant subgroup of G with (K ) = (G) − 1; deﬁning H = [K ,A], we
certainly have that [H,A] = H and (H) = (K ). By inductive hypothesis we have that CH (A) = {1}.
Deﬁning G = G/H , we have that (G) = 1 and [G,A] = G and therefore CG (A) = {1}. Now CH (A) = {1}
and CG/H (A) = {1} certainly implies that CG(A) = {1}. 
Lemma 4.2. Let (G,A) be a pair satisfying condition (∗). If G is abelian, then G = [G,A] × CG(A).
Proof. By condition (∗), A centralizes G/minG(G), and since minG(G) has no A-invariant ﬁnite in-
dex subgroups, it holds that minG(G) = [G,A] and [[G,A],A] = [G,A], and therefore, by Lemma 4.1,
[G,A] ∩ CG(A) = {1}.
If [G,A] = G , then we are done. Otherwise, consider g ∈ G \ [G,A], and let α ∈ A be a FPF uniform
automorphism in [G,A] (such an α exists by virtue of Lemma 3.15). It follows that g−1gα ∈ [G,A]
and therefore there exists x ∈ [G,A] with g−1gα = x−1xα and thus gx−1 ∈ CG(α), from which we
have G = [G,A]CG(α). Since |G : [G,A]| < ∞ and [G,A] ∩ CG(α) = {1}, the group CG (α) is ﬁnite and
thus, by condition (∗), CG(α) = CG(A). Hence, G = [G,A]CG(A) and [G,A] ∩ CG(A) = {1}; since G is
abelian, G = [G,A] × CG(A). 
Lemma 4.3. Let (G,A) be a pair satisfying condition (∗), and suppose that G is abelian and has a unique
proper A-invariant nontrivial subgroup N. Then, deﬁning B = CA(N), we have B = CA(G/N); in particular,
[G,B] = N.
Proof. First of all, observe that B = {1}. Otherwise for each α ∈ A we would have CG(α) = {1} (be-
cause CG(α) ∈ LA(G) and CG(α) = N). Then A would be FPF on G and Fact 3.2 would produce a
contradiction.
By hypothesis we have LA(G) = {{1},N,G}. The subgroup [G,B] is surely A-invariant and for each
β ∈ B we have Ker(Tβ) = N (see Remarks 3.20 and 3.21) and thus Im(Tβ) = G . Thanks to the unique-
ness of N we have [G, β] = N for each β ∈ B , and thus [G,B] = N . This proves that B  CA(G/N).
Now let us consider α ∈ CA(G/N) and let us prove that N  CG(α). Observe that we have
[G,α] N , hence α is not uniform. By Fact 3.1 α is not FPF, therefore CG(α) = {1} and N  CG(A) by
minimality of N . 
Lemma 4.4. Let (G,A) be a pair satisfying condition (∗), and deﬁne C = CG (A). Let N1,N2, . . . ,Nν be all the
A-invariant minimal nontrivial subgroups of [G,A], and designate with Mi an A-invariant subgroup of [G,A]
which is maximal with respect to properties:
(a) Mi contains Ni ;
(b) Mi is A-monolithic;
then Mi is an A-invariant direct factor of G.
We have therefore:
G = C × M1 × M2 × · · · × Mν .
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of the lemma. The fact that Ni is the only A-invariant minimal nontrivial subgroup of Mi implies that
if j = i then N j  Mi and thus Mi ∩ M j = {1}.
Now all we need to prove is that G = 〈M1,M2, . . . ,Mν〉. Let us proceed by induction on ν .
If ν = 1 then the proposition is trivially true.
If ν > 1, let G = G/Mν ; then the only A-invariant minimal nontrivial subgroups of G are
N1,N2, . . . ,N(ν−1) . To see this, observe that if H is an A-invariant minimal subgroup of G differ-
ent from Ni with i = 1,2, . . . , ν − 1, and H is the inverse image of H in G , then H ∩ Ni = {1} for
each i = 1,2, . . . , ν − 1 and therefore H contains Nν as the only A-invariant minimal subgroup. Since
Mν  H , by deﬁnition of Mν we must have H = Mν and thus H = {1}. Therefore G has ν − 1 A-
invariant minimal subgroups, and the inductive hypothesis guarantees that G = 〈M1,M2, . . . ,M(ν−1)〉,
so G = 〈M1,M2, . . . ,Mν〉. 
Lemma 4.5. Let (G,A) be a pair satisfying condition (∗) and let G be abelian. Suppose that G = G1 × G2
with G1 and G2 A-invariant subgroups of G such that (G1) > 0 and (G2) > 0. Deﬁning A1 = CA(G2) and
A2 = CA(G1) we have A1 ∩ A2 = {1} and |A : A1 × A2| < ∞.
Proof. If α ∈ A1 ∩ A2, then α|G1 = 1 = α|G2 , and therefore α = 1, hence A1 ∩ A2 = {1} and, since A is
abelian, we have that 〈A1,A2〉 = A1 × A2.
By hypothesis we have (G1) > 0, hence [G1,A] = {1} and therefore, by Lemma 3.17 and
Lemma 4.2 there is g ∈ [G1,A] such that the orbit gA is A/A2-regular. Analogously it can be proved
that there is h ∈ [G2,A] such that the orbit hA is A/A1-regular. Since A1 acts on gA , this set splits into
A1-orbits; hence there exist a set I and elements gi ∈ G with i ∈ I such that gA =⋃i∈I gA1i . Similarly,
there exist a set J and elements h j ∈ G with j ∈ J such that hA =⋃ j∈ J hA2j . Now consider sets
[[g]] = {gA1i ∣∣ i ∈ I} and [[h]] = {hA2j ∣∣ j ∈ J}.
The action induced on [[g]] and [[h]] by A = A/(A1×A2) is regular, i.e., for each pair i1, i2 ∈ I there
is only one α ∈ A such that (gA1i1 )α = g
A1
i2
, and for each pair j1, j2 ∈ J there is only one β ∈ A such that
(hA2j1 )
β = hA2j2 . The elements gih j (i ∈ I and j ∈ J ) belong to A-orbits of G , all of which are different;
therefore, if n is the number of A-orbits of which G is a union, we have |I| · | J | n, and sets I and J
are ﬁnite. Since A acts regularly on [[g]] and [[h]], we have that |A : A1 × A2| = |I| = | J | < ∞. 
The following result generalizes Lemma 1 in [1].
Lemma 4.6. Let (G,A) be a pair satisfying condition (∗). If G is abelian and A-monolithic then one of the
following holds:
(a) G is a periodic group; then G is a p-group (where p is a prime number) of exponent at most p(G);
(b) G is not a periodic group; then G is torsion-free and divisible.
Proof. We proceed by induction on (G).
If (G) = 1 then A is FPF and Lemma 1 in [1] yields the conclusion.
If (G) > 1, let N be the minimum A-invariant subgroup of G; obviously we have (N) = 1, hence
N is inﬁnite and we can apply the inductive hypothesis to A-invariant monolithic subgroups of G/N .
Deﬁning G = G/N , let N1,N2, . . . ,Nν be the minimal A-invariant subgroups of G . Then, using the
notations of Lemma 4.4, there exist A-invariant subgroups M1,M2, . . . ,Mν such that G = M1 × M2 ×
· · · × Mν (and Ni  Mi). Let M1,M2, . . . ,Mν be the inverse images of M1,M2, . . . ,Mν in G and, for
i ∈ {1,2, . . . , ν}, let M = Mi (it may even be that ν = 1, in which case M = G).
We need to distinguish several cases.
(1) N and M/N are not periodic. Then, by inductive hypothesis, they are both torsion-free and
divisible. N being divisible, thanks to a known result due to Baer (see [6, 4.1.3]), there is a subgroup K
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two groups that are torsion-free and divisible, M is in turn torsion-free and divisible.
(2) N is not periodic and M/N is periodic. In this case, reasoning as in (1), we should have that
M = N× K , with K a p-subgroup of G . In this case K is a characteristic, and consequently A-invariant,
subgroup of M , contradicting the hypothesis of N being contained in each A-invariant nontrivial sub-
group of M .
(3) N is periodic, but M/N is not. Then there is a prime number p such that N is an elemen-
tary abelian p-group; in addition, by inductive hypothesis M/N is torsion-free and divisible. By
Lemma 3.17, M contains at least one regular orbit gA; since N  M , we have g /∈ N , in particular
g has inﬁnite order. Given an element x ∈ N , we can ﬁnd α1,α2, . . . ,αs ∈ A with gα1 gα2 · · · gαs = x.
Deﬁning  =∑si=1 αi , we have that  ∈ E(A) End(M) and Im() = N . Since Ker() is an A-invariant
nontrivial subgroup of M , we must have N  Ker() < M . Consider h ∈ M such that in M = M/N it
holds hp = g (such an element exists because M = M/N is divisible). In M we have hp = gy, with
an appropriate y ∈ N , and therefore (hp) = (gy) = g y = x = 1. Then h is an element of M of
order p2, and this is impossible since the torsion subgroup of M is N , which has exponent p.
(4) Both N and M/N are periodic. Then there exist prime numbers p and q such that N is an
elementary abelian p-group and M/N is a q-group of exponent at most q(M)−1. Then the group M
has a ﬁnite exponent, and being N by hypothesis the only A-invariant minimal nontrivial subgroup
of M , we must have p = q. It follows that M is a p-group whose exponent does not exceed p(M) .
Consequently, if N is a p-group, each Mi is a p-group of exponent at most p(G) , while if N is
torsion-free (and divisible), each Mi is torsion-free and divisible. Since G is abelian and we have
G = 〈M1,M2, . . . ,Mν〉, we have proved the lemma. 
Using Lemmas 4.8 and 4.9 we can immediately obtain the proof of Theorem B formulated in
Section 2.
5. Preliminary results to the proof of Theorem A
We begin with proving the following quite elementary result.
Lemma 5.1. Let X be a group and let X1, X2, . . . , Xr be subgroups of X . Deﬁne Y =⋃ri=1 Xi , if X \Y = ∅, then
there exist a natural number t  2r and t elements x1, x2, . . . , xt ∈ X with x1 = 1 such that⋂ti=1 xiY = ∅, or
in other terms
⋃t
i=1 xi(X \ Y ) = X.
Proof. If r = 1, all we need is x1 = 1 and x2 /∈ X1.
If r > 1, let Y0 =⋃r−1i=1 Xi ; by inductive hypothesis there exist s 2(r−1) and h1,h2, . . . ,hs ∈ X with
h1 = 1 such that ⋂si=1 hiY0 = ∅. Given g /∈ Xr , we have
s⋂
i=1
hiY ∩
s⋂
i=1
ghiY =
s⋂
i=1
hi(Y0 ∪ Xr) ∩
s⋂
i=1
ghi(Y0 ∪ Xr)
=
(
s⋂
i=1
hiY0 ∩
s⋂
i=1
ghiY0
)
∪
(
s⋂
i=1
hi Xr ∩
s⋂
i=1
ghi Xr
)
=
s⋂
i=1
hi Xr ∩
s⋂
i=1
ghi Xr .
Since
⋂s
i=1 hi Xr ⊆ Xr and
⋂s
i=1 ghi Xr ⊆ gXr (because h1 = 1), and since g /∈ Xr , we have that
Xr ∩ gXr = ∅. Therefore x1 = h1 = 1, x2 = h2, . . . , xs = hs, xs+1 = gh1, . . . , x2s = ghs are the elements
we needed, and their number t satisﬁes the inequalities t  2s 2 · 2r−1 = 2r . 
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maximal subgroups of X such that
⋂r
i=1 Xi = {1}. Deﬁning Y =
⋃r
i=1 Xi , we have that |X \ Y | = 1,
thus we need exactly t = |X | = 2r elements of X in order to obtain X =⋃ti=1 xi(X \ Y ).
We can suitably adopt the following
Notation 5.3. In this section, G and A will always designate groups such that the pair (G,A) satisﬁes
condition (∗). Furthermore
• C = CG(A), C = {y1, y2, . . . , yk} with y1 = 1, and C0 = C ∩ [G,A].
• Let N1,N2, . . . ,Nν be all the A-invariant subgroups of G that are minimal with respect to prop-
erty (Ni) = 1 with i ∈ I , where I = {1,2, . . . , ν}.
• For each i ∈ I , let
Ai =
{
α ∈ A ∣∣ there is y ∈ C such that xα = xy for each x ∈ Ni}
and let
U(A) = A \
⋃
i∈I
Ai;
we will also write U for U(A).
• For each g ∈ G the U(A)-orbit of g is the subset
gU(A) = {gα ∣∣ α ∈ U(A)}
of G .
Lemma 5.4. There exist α1,α2, . . . ,αt ∈ A such that U(A) =⋃ti=1 αiU(A); in particular, G is a union of a
ﬁnite number of U(A)-orbits.
Furthermore, for each α ∈ U(A) it holds that CG(α) = C.
Proof. In order to prove the ﬁrst half of the proposition, by virtue of Lemma 5.1 it is enough to show
that U(A) = ∅. Deﬁning Bi = CA(Ni), we surely have Bi  Ai for each i ∈ I . Since all Ni have inﬁnite
order (because, by hypothesis, (Ni) = 1) we must have |A : Bi | = ∞. Since |Ai : Bi |  |C |, it is also
true that |A : Ai | = ∞. Now Fact 3.14 yields U(A) = ∅ and Lemma 5.1 yields the conclusion.
Let g1, g2, . . . , gn be representatives of the A-orbits of which G is a union; then we have
G =
n⋃
j=1
gAj =
n⋃
j=1
t⋃
i=1
g(αiU)j =
n⋃
j=1
t⋃
i=1
(
gαij
)U
and G is a union of a ﬁnite number of U-orbits.
Now consider α ∈ U and H = CG(α). If, for the sake of contradiction, H = C , then (H)  1, and
therefore there exists an index i ∈ I with Ni  H , and thus α ∈ Bi  Ai . This contradiction proves the
lemma. 
It may be appropriate to observe that the U(A)-orbits of which G is a union are not pairwise
disjoint; in addition, if g is an A-regular element of G , then g /∈ gU(A) .
Lemma 5.5. Consider g ∈ G and α ∈ U(A). If gα = g y for some y ∈ C, then g ∈ C (and [g, y] = 1).
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contradiction, we have g /∈ C , we would have that (K ) 1 and there would exist a certain index i ∈ I
such that Ni  K , but then α ∈ Ai . This contradiction proves the lemma. 
Lemma 5.6. Consider g ∈ G and α ∈ U(A). If g−1gα ∈ C, then g ∈ C.
Proof. Let gα = gy for some y ∈ C . Then for each β ∈ A we have that (g−1gβ)α = g−α gβα =
g−α gαβ = y−1g−1gβ y. By Lemma 5.5 we have g−1gβ ∈ C for each β ∈ A. Then the orbit gA is ﬁ-
nite and, deﬁning B = CA(g), we have that |A : B| < ∞ and g ∈ CG(B). Since G is a union of a ﬁnite
number of B-orbits, the set CG(B) is ﬁnite, and by property (∗) we must have CG(B) = C . Therefore
g ∈ C and the lemma is proved. 
Lemma 5.7. Consider g ∈ G and α ∈ U(A). If there exist y, z ∈ C such that gα = y−1gz, then g ∈ C.
Proof. We have (g−1gα)α = (gα)−1(gα)α = z−1g−1gαz. By Lemma 5.5 we have that g−1gα ∈ C , and
by Lemma 5.6 we have that g ∈ C . 
The following lemma highlights some properties of the pairs (G,A) that satisfy condition (∗) where
G is a FC-group.
Lemma 5.8. If G is a FC-group then it is a BFC-group; in particular G ′ is ﬁnite. Furthermore, [G, A] is a nilpotent
group of class at most 2 and, deﬁning C0 = [G,A] ∩ C, we have that C0  Z([G,A]) and C0 is normal in G.
Proof. Let g1, g2, . . . , gn be representatives of the A-orbits of which G is a union, and let m =
max{|G : CG(gi)| | i = 1,2, . . . ,n}. For g ∈ G , there exists i ∈ {1,2, . . . ,n} such that g ∈ gAi and also|G : CG(g)| = |G : CG(gi)|m. Hence G is a BFC-group and G ′ is ﬁnite [6, 14.5.11].
From condition (∗) we have that [G, A] does not contain nontrivial ﬁnite-index A-invariant sub-
groups. If c ∈ C0 then C[G,A](c) is an A-invariant subgroup of [G,A]; it also has ﬁnite index in [G,A]
because, by hypothesis, G is a FC-group. Thus C[G,A](c) = [G,A] and C0  Z([G,A]).
Since [G,A]′ is ﬁnite, condition (∗) gives [G,A]′  C0 and therefore [G,A] is nilpotent of class at
most 2.
Now consider g ∈ G and c ∈ C0. If, for the sake of contradiction, cg /∈ C0, there would exist α ∈ A
with (cg)α = cg , and consequently cgg−α = c; however, c ∈ Z([G,A]) and gg−α = [g−1,α] ∈ [G,A].
This contradiction proves the lemma. 
The following lemma, whose proof is similar to that of Theorem 3 in [1], is essential in order to
prove Theorem A.
Lemma 5.9. If (G,A) is a pair satisfying condition (∗), then [G,A] is a BFC-group.
Proof. It is not restrictive to assume that G = [G,A].
If n is the minimum number of U-orbits of which G is a union, we prove the proposition by
induction on n + |L(G)|.
If |L(G)| = 2 then L(G) = {{1},G}, for each α ∈ A it must be CG(α) = {1} and the conclusion
follows from the theorem in [4]. This proves the induction base.
We separate the proof for the inductive step in several parts.
(1) There are r elements g1, g2, . . . , gr ∈ G with g1 = 1 such that
G =
k⋃
i=1
r⋃
j=1
(yi g j)
U;
and, if (i1, j1) = (i2, j2), then (yi1 g j1 )U = (yi2 g j2 )U . Furthermore, n = kr (k = |C |).
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Given g2 ∈ G \ C , by Lemma 5.7 we have that gU2 , (y2g2)U, . . . , (yk g2)U are all different U-orbits
and we have
ys g2 /∈ C ∪
s−1⋃
i=1
(yi g2)
U if s ∈ {2,3, . . . ,k}.
If G = ⋃ki=1⋃2j=1(yi g j)U then the lemma is proved, otherwise there exists an element g3 ∈ G \⋃k
i=1
⋃r
j=1(yi g j)U and, by Lemma 5.7, the U-orbits gU3 , (y2g3)U, . . . , (yk g3)U are all different from
each other. It also holds
ys g3 /∈ C ∪
k⋃
i=1
(yi g2)
U ∪
s−1⋃
i=1
(yi g3)
U if s ∈ {2,3, . . . ,k}.
Since G is a union of a ﬁnite number of U-orbits, such a process must end after a ﬁnite number r
of steps. We will then have n = kr, G =⋃ki=1⋃rj=1(yi g j)U , and by construction the U-orbits (yi g j)U
are such that if (i1, j1) = (i2, j2) then (yi1 g j1 )U = (yi2 g j2 )U . 
(2) For each α ∈ U the group G is a union of the U-orbits (g−1j yi gαj )U with i ∈ {1,2, . . . ,k}, j ∈{1,2, . . . , r}.
Since n = kr, all we need to prove is that if i1 = i2 or j1 = j2 then the elements g−1j1 yi1 gαj1 and
g−1j2 yi2 g
α
j2
cannot belong to the same U-orbit. For the sake of contradiction, suppose that there is
β ∈ U such that g−1j1 yi1 gαj1 = (g−1j2 yi2 gαj2)β . Deﬁning then g = g
−β
j2
g j1 we obtain g
α = y−1i2 gyi1 and by
Lemma 5.7 we have g ∈ C . Hence there exists c ∈ C such that gβj2 = g j1c and, by the construction in
step (1), it must be that g j1 = g j2 . Now indicate j = j1 = j2; since g−1j yi1 gαj = (g−1j yi2 gαj )β , it must
be that (gβj g
−1
j )
α = y−1i2 (g
β
j g
−1
j )yi1 . Because α ∈ U, by Lemma 5.7 we have gβj g−1j ∈ C and, since
β ∈ U, from Lemma 5.6 it follows that g j ∈ C . Hence g j = 1; the elements yi1 and yi2 , having to
belong to the same A-orbit, are equal and thus i1 = i2. This contradiction proves the statement. 
(3) Consider h ∈ G . If h is not conjugate with any element in C , then h ∈ ζ̂ (G).
It is enough to prove that if hG ∩ C = ∅ then two elements of hG belonging to the same U-orbit
must be the same element: this shows that |hG | n and proves the proposition.
Reasoning by contradiction, suppose that there exist x ∈ G and α ∈ U such that hα = hx . From
step (2) we know that there exist appropriate indices i and j and a β ∈ U such that x = (g−1j yi gαj )β .
If, for the sake of simplicity, we write g j = g and yi = y, we obtain that hα = (g−1 ygα)−βh(g−1 ygα)β
and (gβhg−β)α = (gβhg−β)y . Since α ∈ U, Lemma 5.5 gives hg−β ∈ C , contradicting the hypothe-
ses. 
(4) Not all elements of G are conjugate to some element of C .
We will prove that if each element of G was conjugate to some element of C , then we would have
G = C and thus G would be ﬁnite, contradicting the hypotheses.
Suppose then that G =⋃kt=1 yGt . From step (1) we know that G =⋃ki=1⋃rj=1(yi g j)U and therefore
G =
k⋃
t=1
k⋃
i=1
r⋃
j=1
y
(yi g j)U
t =
k⋃
t=1
k⋃
i=1
r⋃
j=1
(
yyit
)(g j)U
.
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G =
k⋃
i=1
r⋃
j=1
(
y
g j
i
)U = {1} ∪ k⋃
i=2
r⋃
j=1
(
y
g j
i
)U
and thus the number of U-orbits in G is at most 1 + (k − 1)r. Inequality kr  1 + (k − 1)r leads to
r = 1 and hence to our conclusion. 
(5) ζ̂ (G) = {1}.
By hypothesis, G is inﬁnite and therefore G = C . Step (4) guarantees that there is an element h ∈ G
which is not conjugate to any element of C . From step (3) we know that h ∈ ζ̂ (G), and since h = 1,
we have our conclusion. 
(6) The subgroup ζ̂ (G)C (which is A-invariant) is normal in G .
Consider the group G = G/̂ζ (G). Certainly G is a union of a number n of U-orbits with n  n.
From step (5) we have ζ̂ (G) = {1} and consequently |L(G)| < |L(G)|. Since [G,A] = G , the inductive
hypothesis guarantees that G is a BFC-group. By Lemma 5.8 it holds that C  G , and the proposition
is proved. 
(7) G is a FC-group.
If G = ζ̂ (G)C , since G = [G,A], it must be G = ζ̂ (G) and G is a FC-group.
For the sake of contradiction, if G = ζ̂ (G)C then, since C  ζ̂ (G)C and since from step (6) we
know that ζ̂ (G)C  G , each element of G \ ζ̂ (G)C is not conjugate with any element of C . By virtue
of step (3) we must then have 〈G \ ζ̂ (G)C〉 ζ̂ (G). This contradiction proves the statement. 
Step (7) guarantees that G is a FC-group and Lemma 5.8 allows to complete the proof. 
The following result can be obtained using Proposition 1.3 in [7].
Lemma 5.10. Let K be an inﬁnite ﬁeld and let T be a ﬁnite-index subgroup of K× . Then there exist inﬁnitely
many pairs (α,β) ∈ T × T such that β = 1+ α.
Proof. Let |K× : T | = n and let g1, g2, . . . , gn ∈ K× be representatives of the cosets of T in K× . Sup-
pose that there is only a ﬁnite number m of pairs (α,β) ∈ T × T such that β = 1+α, and select m+1
different elements x1, x2, . . . , xm+1 of T . By Proposition 1.3 in [7] there is an element c ∈ K× such that
1 + cxi g j ∈ T for each i ∈ {1,2, . . . ,m + 1} and for each j ∈ {1,2, . . . ,n}. Because multiplication by c
permutes the cosets of T in K× , we can ﬁnd an appropriate index i ∈ {1,2, . . . ,n} such that cgi ∈ T .
Deﬁning d = cgi , α j = dx j and β j = 1+ α j , we have that (α j, β j) are m + 1 pairs in T × T such that
α j ∈ T and β j = 1+ α j ∈ T . This contradiction proves the lemma. 
6. Proof of Theorem A
The previously obtained results allow a reformulation of Theorem A so as to obtain a larger amount
of information about the structure of G and A.
Theorem A′ . Let G be a group, admitting an abelian group of automorphism A. If G is a union of a ﬁnite
number of A-orbits then:
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(b) if G is torsion-free, then G is abelian and divisible;
(c) if G is inﬁnite, then A has inﬁnite exponent.
Proof. Consider G and A as in the hypotheses of the theorem. From Lemma 3.8 we know that there is
a subgroup A∗ of ﬁnite index in A that centralizes all ﬁnite A-invariant sections of G . By Lemma 3.7,
A∗ also centralizes all ﬁnite A∗-invariant sections of G , and consequently the pair (G,A∗) satisﬁes
condition (∗).
By Lemma 5.9 we have that [G,A∗] is a BFC-group; in particular, [G,A∗] is ﬁnite-by-abelian and
also, by Lemma 5.8, nilpotent of class at most 2.
To prove item (a) it is enough to show that [G,A∗] is abelian. Reasoning by contradiction, we can
choose a counterexample in which G = [G,A∗] that minimizes the number |G ′| + |LA∗ (G/G ′)|. We
will proceed step by step until we reach a contradiction.
In the following, G will always designate the quotient G/G ′ .
(1) G ′ = CG(A∗).
By hypothesis we have G = [G,A∗] and therefore also G = [G,A∗]. By Lemma 4.2 it must be true
that G = [G,A∗] × CG(A∗) and thus CG(A∗) = {1}. It follows that CG(A∗)  G ′; since G ′ is ﬁnite and
the pair (G,A∗) satisﬁes condition (∗), we have G ′  CG(A∗), which gives the conclusion. 
(2) Z(G) = G ′ .
First of all we will prove that Z(G) CG(A∗). We begin by observing that Z(G) is an A∗-invariant
abelian group of G and, by Lemma 4.2, we have Z(G) = [Z(G),A∗]×CZ(G)(A∗). If the group [Z(G),A∗]
was nontrivial, then deﬁning G˜ = G/[Z(G),A∗] we would have |G˜ ′|+|L(G˜/G˜ ′)| < |G ′|+|L(G/G ′)|, and
G˜ would have to be abelian. Now G ′ ∩ [Z(G),A∗] = CG(A∗) = {1}, hence G would have to be abelian
too. This contradiction proves the statement.
By Lemma 5.8, G = [G,A∗] is nilpotent of class at most 2 and thus G ′  Z(G). Consequently,
keeping in mind step (1), we have G ′  Z(G) CG(A∗) = G ′ and thus the conclusion. 
(3) Each normal A∗-invariant nontrivial subgroup of G contains G ′ .
Let N be an A∗-invariant normal subgroup of G with N = {1}, and suppose that N does not con-
tain G ′ . Deﬁning G˜ = G/N , we have that |G˜ ′| + |L(G˜/G˜ ′)| < |G ′| + |L(G/G ′)| and therefore G˜ would
have to be abelian. However,
G˜ ′ = (G/N)′ = G
′
G ′ ∩ N = {1};
this contradiction proves the assertion. 
(4) G is not a product of two minimal A∗-invariant nontrivial subgroups.
Suppose that G = N1 ×N2 with (N1) = 1 and (N2) = 1, and let N1 and N2 be the inverse images
of N1 and N2 in G . Then N1 and N2 are A∗-invariant abelian subgroups of G and we have that
N1 ∩ N2 = Z(G) = G ′ = CG(A∗). By Lemma 4.9 there is a subgroup B of ﬁnite index in A∗ such that
B = B1 × B2 with B1 = CB(N1) and B2 = CB(N2). In particular, B acts on N1 as B1. Since (N1) = 1,
by Fact 3.2 there exists an appropriate ﬁeld K with N1  K+ , and B1 can be identiﬁed with a ﬁnite-
index subgroup of K× . By Lemma 5.10 there are α,β ∈ B1 with β = 1 + α, and therefore for each
x ∈ N1 it must be true that xβ = x(1+α) = xxα . Then, for each x ∈ N1 there is an appropriate cx ∈ G ′ =
Z(G) = CG(A)∗ such that xβ = xxαcx . Recalling that β centralizes N2 and consequently also N2 and
that G is nilpotent of class at most 2, for each x ∈ N1 and each y ∈ N2 we have
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and thus [xα, y] = 1. Consequently, by the arbitrariness of the choice of α, we would have that
[N1,N2] = {1} and G would be abelian. This contradiction proves the statement. 
(5) G admits a unique minimal A∗-invariant nontrivial subgroup N .
Let N1,N2, . . . ,Nν be the minimal A∗-invariant subgroups of G , and suppose that ν  2. Then,
using notations from Lemma 4.4, we have that G = M1×M2×· · ·×Mν , where Mi is an A∗-monolithic
subgroup of G containing Ni (i ∈ {1,2, . . . , ν}). Let Mi be the inverse image of Mi in G; each Mi is
normal in G and, since ν  2, each Mi is abelian. We can now distinguish two cases.
If ν > 2 then, by inductive hypothesis, each MiM j is abelian, [Mi,M j] = {1} for each i, j ∈
{1,2, . . . , ν}, and G is abelian itself. This contradiction proves the statement.
Consider then the case ν = 2. If N1  M1 then N1M2 = G and N1M2 must be abelian. Then N1 
Z(G) = G ′ and N1 = {1}. This contradiction proves the assertion. Consequently M1 = N1; in a similar
manner it can be proved that M2 = N2. Therefore we have G = N1 × N2, which is to be excluded by
virtue of step (4). 
(6) L(G) is a chain.
This fact can be proved analogously as in step (5). 
If (G) = k, then for 0 i  k there is only one A∗-invariant subgroup Gi of G such that (Gi) = i.
We have
{1} = G0 < G1 < · · · < Gk−1 < Gk = G
and if Gi is the inverse image of Gi in G we also have
{1} < G ′ = G0 < G1 < · · · < Gk−1 < Gk = G.
Now deﬁne N = G1 and M = Gk−1.
(7) It holds that CA∗ (N) = CA∗ (G/M); in addition, there exist an appropriate ﬁeld K and a ﬁnite-index
subgroup T of K× such that N  G/M  K+ , A∗/CA∗ (N)  A∗/CA∗ (G/M)  T and the action of T
on N and G/M is the multiplication.
If k = 1, then N = G/M and surely CA∗ (N) = CA∗ (G/M); if k > 1, the ﬁrst part of the propo-
sition follows from a repeated application of Lemma 4.3. The remaining part follows directly from
Fact 3.2. 
(8) M is an abelian subgroup of G and [M,N] = {1}.
We have that |M ′|+|L(M/M ′)| < |G ′|+|L(G/G ′)| and thus M is an abelian group. If k = 1 we have
N = G and M = G0 = Z(G). Otherwise, if k 2 then we can conclude that [M,N] = {1} observing that
M is abelian and N  M . 
(9) There are α,β ∈ A∗ such that for each x ∈ N and each y ∈ M it holds that xβ = xxα and yβ = yyα .
Furthermore, it can be assumed that α3 /∈ CA∗ (N).
Consider K and T as in step (7). Since K is an inﬁnite ﬁeld and |K× : T | < ∞, by Lemma 5.10 there
are inﬁnitely many pairs (α,β) ∈ T × T such that β = 1 + α. Because each ﬁeld contains at most 3
elements κ such that κ3 = 1, such a pair can be selected in such a way that α3 /∈ CA∗ (N). 
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If x ∈ N , from the previous step we know that xβ = xxα and therefore for each element x ∈ N there
is cx ∈ G ′ = Z(G) such that xβ = xxαcx . Analogously, for each y ∈ G there is an appropriate my ∈ M
such that yβ = yyαmy . Since [cx, y] = 1, and from step (8) we know that [x,my] = 1, we obtain
[x, y] = [x, y]β = [xβ, yβ]= [xxαcx, yyαmy]= [x, y][xα, y][x, yα][x, y]
and then the conclusion. 
(11) N  Z(G).
Notice that, since α3 /∈ CA∗ (N), it must be that [N,α3] = N and consequently also N = [N,α3]Z(G).
From step (10) it follows that [xα, y][x, yα] = [x, y]−1 and [xα2 , y][xα, yα] = [xα, y]−1 and therefore,
remembering that [xα, yα] = [x, y] and G ′ = Z(G), we obtain[
xα
2
, y
][
xα, yα
][
x, yα
]−1 = [xα, y]−1[x, yα]−1 = [x, y].
Then [xα2 , y] = [x, yα] and
[
xα
3
, y
]= [(xα)α2 , y]= [xα, yα]= [x, y]
and thus [x−1xα3 , y] = [x, y]−1[xα3 , y] = 1 for each x ∈ N and each y ∈ G . Now [N,α3]  Z(G) and
thus N  Z(G). 
From step (11) ensues the ﬁnal contradiction, because N is an inﬁnite subgroup of G while
Z(G) = G ′ is ﬁnite. We can therefore conclude that the group [G,A∗] is abelian.
To prove assertion (b), all we need is to show that if G is torsion-free, then it is abelian. To see this,
we observe that being G torsion-free we must have CG(A) = {1} and by Theorem B, if G is abelian
then it is a direct product of (A-monolithic) divisible subgroups.
Deﬁning N = ζ̂ (G), from Lemma 5.8 we have that N ′ is ﬁnite; since N is torsion-free, it must be
that N ′ = {1} and thus N is abelian. Furthermore, from the proof of (a) we know that N has ﬁnite
index in G . Since the pair (G,A∗) satisﬁes condition (∗), it follows that A centralizes G/N .
We will prove the proposition proceeding by contradiction, i.e., supposing that G = N . If g ∈ G
with g /∈ N then the group N〈g〉 is A∗-invariant; if it was abelian, we would have that N  CG(g),
|G : CG(g)| < ∞ and therefore g ∈ ζ̂ (G) = N . We can therefore suppose that G = N〈g〉 and gn ∈ N
for some n ∈ N with n > 1. Since G is torsion-free, we have that gn = 1 and consequently gn ∈ Z(G);
in particular, Z(G) = 1. Observe that N is divisible, and therefore there is an element h ∈ N such
that gn = hn . Since Z(G)  N and N is divisible, N/Z(G) must also be divisible and therefore, by
Lemma 4.4, N/Z(G) is torsion-free. Since hn = gn ∈ Z(G) and h ∈ N , in N = N/Z(G) it must be that
h = 1 and therefore h ∈ Z(G). Since h ∈ N and g /∈ N , we have that gh−1 = 1; however, we know
that h ∈ Z(G) and therefore (gh−1)n = gnh−n = 1. This result contradicts the hypothesis of G being
torsion-free and thus proves the proposition.
Finally, we will prove assertion (c). Suppose that the group G is inﬁnite and N is a minimal A∗-
invariant normal subgroup of [G,A∗]. Then, by Fact 2.2, there is an appropriate ﬁeld K of inﬁnite
cardinality such that N  K+ and A∗/CA∗ (N) acts by multiplication as a ﬁnite-index subgroup of K× .
Therefore, by virtue of Fact 3.3, we have that A∗/CA∗ (N) and all the more so A∗ must have inﬁnite
exponent. 
Remark 6.1. Keeping the notations used in the proof of Theorem A′ , there exists a subgroup B of ﬁnite
index in A∗ (and therefore also in A) such that [G,B]/[G,B]′ and B have the structure depicted by
Theorem B.
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of Aut(G). Then Theorem B reduces the description of G to that of its monolithic components. Some
essential information about the structure of these components can be extracted from Lemma 4.6; in
any case, it seems plausible to formulate the following
Conjecture 6.2. Let G be an abelian group, union of a ﬁnite number of A-orbits of an abelian group of auto-
morphisms. Suppose that G is A-monolithic and inﬁnite, and that N is the only minimal A-invariant nontrivial
subgroup of G. Let K be an appropriate ﬁeld such that N  K+ and T a ﬁnite-index subgroup of K× such that
A/CA(N)  T . Then there exist an abelian group Ĝ containing G and an abelian group of automorphisms Â
of Ĝ such that:
(1) G is an Â-invariant subgroup of Ĝ and the restriction of Â to G coincides with A;
(2) the pair (Ĝ, Â) is obtained from the pair (N, T ) by application of the construction described in Exam-
ple 2.3, followed by application of the construction described in Example 3.23.
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