We generalize entanglement detection with covariance matrices for an arbitrary set of observables. A generalized uncertainty relation is constructed using the covariance and commutation matrices, then a criterion is established by performing a partial transposition on the operators. The method is highly efficient and versatile in the sense that the set of measurement operators can be freely chosen, do not need to be complete, and there is no constraint on the commutation relations. The method is particularly suited for systems with higher dimensionality since the computations do not scale with the dimension of the Hilbert space rather they scale with the number of chosen observables which can always be kept small. We illustrate the approach by examining the entanglement between two spin ensembles, and show that it detects entanglement in a basis independent way.
I. INTRODUCTION
Entanglement is a key resource for many quantum information technologies and detecting its presence is a fundamental experimental task. Numerous methods for the detection and quantification of entanglement have been studied in great depth for bipartite and multipartite systems [1] [2] [3] [4] [5] . For systems with small Hilbert space dimension, one standard approach is to reconstruct the density matrix and perform a positive partial transpose (PPT) test to check for separability [6] [7] [8] [9] [10] . However, this requires full tomography of the density matrix, which for systems with large Hilbert space may be impractical or even impossible to measure. In this case what is most desirable (e.g. from an experimental point of view) are simple criteria that can be evaluated based on a small number of observables. In this sense, criteria such as those given by Duan and co-workers [11] , Hillery-Zubairy [12] , entanglement witness [13] [14] [15] [16] , mutually unbiased bases [17] , and others [18] [19] [20] [21] [22] [23] are quite valuable as they can detect entanglement without full tomography of the density matrix.
For continuous variables, a powerful method to detect entanglement has been developed based on the covariance matrix [11, [24] [25] [26] [27] [28] . In the approach, one has observables corresponding to the quadrature pairs in two subsystems (labeled by A and B) ξ = (x A , p A , x B , p B ) where [x, p] = i. Defining the covariance matrix, one may determine a sufficient condition for entanglement [11, 24] . Despite its great success for optical systems, for other systems, it has been more challenging to define analogous quantities. Generalization to nonlinear systems [29] and necessary and sufficient inseparability conditions for symmetric qubits have been performed [30, 31] . In particular, a more general framework for finite systems and a generalized set of measurement operators was performed * tim.byrnes@nyu.edu by Gühne, Eisert, and co-workers, with several entanglement criteria defined accordingly [32, 33] . While this allows for a more generalized application of the approach, the approach requires a complete set of observables to construct the covariance matrix [34] . For a large but finite systems, such as two atomic spin ensembles or BoseEinstein condensates, this makes it difficult to apply in practice, since measurements scaling as the square of the dimension of the Hilbert space are needed [35] [36] [37] . What would be more desirable is to have a covariance matrix approach that is based on a finite set of freely choosable measurements, and applicable to any system, both finite and infinite.
In this paper, we generalize the covariance matrix approach to an arbitrary set of measurement operators, that satisfy arbitrary commutation relations. The situation that is most relevant to our formalism is as follows. Consider that a set of correlations ξ j ξ k and expectation values ξ j has been measured (e.g. from an experiment), where ξ j are an arbitrary set of N known observables. The task is then to take this data and determine whether entanglement is present between two subsystems, A and B. In the situation we consider, we assume that an arbitrary entanglement witness operator is not in general constructable using the ξ j operators, hence the question is how best to extract the information regarding entanglement from the given correlations. Our approach is to construct a covariance matrix and a commutation matrix, which together can be used to determine the presence of entanglement. Since the number of observables N is typically quite small, this is a highly efficient procedure for detecting entanglement since it only requires diagonalization of a N × N matrix. This is in contrast to alternative entanglement detection methods which can require computations scaling with the Hilbert space dimension D ≫ N , which can potentially be large.
II. COVARIANCE AND COMMUTATOR MATRIX
We start with defining a set of N observables (Hermitian operators) ξ n on the composite system A and B, with n ∈ [1, N ]. The dimension of the Hilbert space of the composite system is D. All these operators can be collected in a vector
where these operators are general so that they could come from either subsystem A, B, or both. The N × N covariance matrix is defined in the standard way
which is a real symmetric matrix and {X, Y } = XY +Y X is the anticommutator. The N × N commutation matrix for j, k ∈ [1, N ] is defined as
which is a real antisymmetric matrix [53] . The matrix inequation
succinctly summarizes the uncertainty relation between the operators ξ j [24, 38] . For the purposes of the relation (4) there is no role played by the subsystems A, B and hence we may consider ξ to contain an arbitrary set of N operators. The meaning of (4) is in terms of the semipositive nature of the matrix, i.e. that it has no negative eigenvalues. In Ref. [38] this was shown for the case of quadratures. We show here that in fact this generalizes to arbitrary number and type of operators. To see the power of the relation (4) consider the generalized uncertainty relation for an arbitrary number of operators. The Schrodinger uncertainty relation gives the relationship bounding the product of the variances between two operators ξ 1 , ξ 2
Following the same procedure [53] , one can straightforwardly derive the Schrodinger uncertainty relations for N operators ξ 1 , . . . , ξ N . For example, for N = 1 one obtains I 1 ≡ σ 2 ξ1 ≥ 0 and for N = 3 we obtain
where
The remarkable feature of (4) is that it contains information about all the Schrodinger uncertainty relations as described above. Taking for example the N = 3 case, the first order invariant of (4) yields I 1 + I 2 + I 3 ≥ 0, i.e. the sum of the variances of the operators is nonnegative. The second order invariant (sum of principle minors) yields I 12 +I 23 +I 13 ≥ 0, which is the sum of the standard Schrodinger uncertainty relation between all operator pairs. Finally, the third order invariant (i.e. the determinant) yields I 123 ≥ 0, which is the three operator Schrodinger uncertainty relation. In the N -operator case, (4) summarizes the 1, 2, . . . , N -operator Schrodinger uncertainty relation via the matrix invariants in a highly succinct way.
While this connection to the uncertainty relation is beautiful, we should show explicitly that (4) is true for an arbitrary set of operators. In fact there is a simple way to show this in general without alluding to the uncertainty relation. Let us first write
This an overlap matrix, which is positive definite, immediately implying that V + i 2 Ω > 0 for pure states [39] . Overlap matrices typically assume that none of the matrix elements are zero. Here we relax the condition and allow for the possibility that f j |f k = 0. This gives the additional possibility that the matrix can possess a zero eigenvalue, which shows the positive semi-definite nature of (4). For mixed states, we may use the fact that any density matrix can be diagonalized into a mixture of pure states ρ = l p l |Ψ l Ψ l | and the concavity property of covariance matrices [40] to show that (4) is true for mixed states [53] .
The matrix formalism is convenient as it automatically takes into account of symmetries that may be present in the operators ξ j . The uncertainty relations are in terms of invariants of the matrix, hence they are guaranteed to be unchanged under these symmetry operations. For example, for the quantum optical case with operators ξ = (x A , p A , x B , p B ), symplectic transformations Sp(4) can be used to obtain another set of observables [38] . The uncertainty relations are guaranteed to be unchanged under such a transformation. For the case of a spin ensemble that we examine later, we use observables ξ = (S x , S y , S z ), which can be rotated under a basis transformation under SO(3) to
. Using a symmetrical set of operators, the particular basis that is used for the measurements becomes irrelevant.
III. ENTANGLEMENT DETECTION
Now that we have established (4), we may see how this can be used in relation to detecting entanglement.
We use the Peres-Horodecki criterion [6] [7] [8] by performing a partial transpose (PT) operation on the density matrix operator. This PT operation on the density matrix operator will have a corresponding effect on the covariance matrix V → PT(V ), which depends upon the particular operators that are used in ξ. The commutation matrix also is affected in the general case according to Ω → PT(Ω). Denoting the PT transposed density matrix as ρ TB , The PT transposition operation is defined as making the replacement ρ → ρ TB in all averages:
For a separable state, the PT operation should give a valid density matrix with positive eigenvalues. Thus the new covariance and commutation matrix necessarily satisfies
if it is a separable bipartite state. Violation of (8) guarantees non-separability and thus entanglement in the bipartite system. The usefulness of the above argument hinges upon the simple evaluation of (7). The partial transposed operator is not available by direct measurement, hence we require an equivalent expression in terms of the original density matrix. Due to the fact that Tr(ρ TB X) = Tr(ρX TB ), we have
For the quantum optical case the PT operation on the operators gives the transformation ξ TB = (x A , p A , x B , −p B ) [25] . We note that for two operators both on B the transpose requires interchange of the order (
Simon's well-known criteria in terms of the submatrices of V (Eq. (17) of Ref. [24] ) is equivalent then to finding the eigenvalues of the left hand side of (8) , and checking for any negative eigenvalues.
This generalizes the covariance matrix formalism to an arbitrary set of operators. We summarize the procedure here for convenience: (I) Choose a set of observables (1) and calculate the partial transpose operators (ξ j ξ k ) TB and ξ TB j . (II) Perform measurements such that the N ×N matrix (9) can be constructed. (III) Evaluate eigenvalues of (9), any negative value indicates entanglement. A violation of (8) is only a sufficient condition for entanglement, hence it is possible that an entangled system can yield positive eigenvalues. Thus the choice of operators is in this sense important. Specifically, it is important to obtain a non-zero PT(Ω) as the positivity of PT(V ) alone is guaranteed. On the other hand there is a great flexibility in the procedure as all the available measurements can be put into the covariance matrix, and it is not necessary to put the variables in a particular basis that is suitable for detecting entanglement.
IV. EXAMPLES
We illustrate our covariance matrix based entanglement criteria by looking at some examples. Towards this end we consider states of Werner form
where µ is the mixing parameter and |Ψ is a pure state.
For the first example we consider two qubits in a Bell state |Ψ = (|0 |0 +|1 |1 )/ √ 2 with D = 4, for which the N = 3 operators are ξ = {σ (9) is shown in Fig. 1(a) . One negative eigenvalue is present for 1/3 ≤ µ ≤ 1, detecting the full range of entangled Werner-Bell states [41] .
As mentioned in the introduction the main motivation of our work is to detect entanglement in high dimensional systems using only a limited number of correlations. We thus next consider a Werner state (10) of two entangled spin ensembles A and B
, with M being the number of qubits in the ensemble (taken to be the same for both). Here, |S 2 . Entanglement in one [42] [43] [44] and two spin ensembles [45] [46] [47] [48] [49] [50] [51] has been well-studied in the context of quantum metrology and information. The pure state (11) is entangled at all times except for the disentangling times at t = πn/2 for integer n [45, 46] . Although several entanglement criteria have been introduced for such spin systems [42] [43] [44] [45] [46] , up to now no general procedure for entanglement detection using covariance matrices has been developed.
We consider the scenario where only second order correlations of the total spin operators can be measured. The N = 6 operators we consider are ξ = (S 
Similar to the qubit example considered above we find that only (S y B ) TB = −S y B undergoes a sign change under a partial transpose, and other spin operators are invariant. The eigenvalue spectrum of the pure state (11) is given in Fig 1(b) for M = 20. From our results we observe that there is one negative eigenvalue in the time range 0 < t 0.13, thus in this case entanglement is detected only for a limited time range. This is expected as only second order correlations are used, not the full information of the density matrix. From the observation that there is only one negative eigenvalue, an equivalent (12) . In (c), the covariance matrix (CM) result is compared to the DuanSimon (DS) approach [11, 24] . (d) Same as (c) but with using spin variables
The determinant of (9) for the mixed state (10) for the state (11) with M = 2. The boundary for the PPT criterion and the entanglement witness (EW) is shown for comparison, where entanglement is detected above the line. (f) Same as (e) but for M = 20.
method of detecting entanglement is to evaluate the determinant (the product of all eigenvalues) of the matrix (9) , and test for positivity. The determinant approach is shown in Fig 1(c) , where we observe that the same region of entanglement as shown in Fig 1(b) is detected.
We compare the performance of our method by performing a Holstein-Primakoff approximation where the spin operators are treated as approximate position and momentum operators x A,B ≈ S
. This can then be applied to continuous variable methods such as the criterion of Duan, Simon, and co-workers [11, 24] . From the results in Fig 1(c) , we find that the Duan-Simon criteria detects the same region of entanglement as our covariance method. This can be explained by the fact that when the operators are chosen to be field quadratures, our formulation reduces to Simon's criterion [24] , and thus are equivalent. While we have a 6 × 6 matrix rather than a 4 × 4 in Simon's criterion, the position and momentum operators x A,B , p A,B are already optimized for the correlations that are produced by the state, and the additional two operators do not add further information. On the other hand, the measured operators may be quite different from the optimal operators in an experiment, due to the incomplete knowledge of the state, or potential calibration errors. A quantum state is characterized in a typical experiment by measuring the various correlations between observables. In such cases another choice of operators x ′ A,B , p ′ A,B will then sub-optimally detect entanglement using the DuanSimon approach as can be seen from Fig. 1(d) . In contrast our criterion still continues to detect entanglement since no information of the optimal basis needs to be input to the covariance matrix. This comes about due to the symmetric set of operators (12) which span the same operator space under SO(3) rotations.
Turning to mixed states, a comparison between PPT criteria, our covariance matrix method and the entanglement witness method [13] [14] [15] [16] for M = 2 is shown in Fig. 1(e) . The entanglement witness approach numerically optimizes a witness operator W = ij c ij a i ⊗ b i over coefficients c ij , where
. We see that the covariance matrix method and the entanglement witness method detect a smaller region of entanglement in contrast to the PPT criterion. This is expected again because the PPT criterion uses the full density matrix, but the other two methods use only a limited set of correlators. We find that the covariance matrix method can detect entanglement in a larger region of the state space than the entanglement witness approach, and in particular is more efficient in detecting entanglement when the state is more mixed (i.e. smaller µ). Further we notice that even for this small Hilbert space dimension D = 9, computing the entanglement witness is numerically intensive, due to the constrained optimization involved in the procedure. This is in contrast to our method which requires evaluating a determinant of (9) which can be done in a time polynomially scaling with N .
For larger systems M = 20, the covariance matrix method continues to detect entanglement for times in the region 0 < t 1/2 √ M [52] . A comparison to the PPT criterion shows that to the accuracy of the plot the full range 0 µ ≤ 1, 0 < t ≤ 0.15 exhibits entanglement. The reason for the large region of entanglement is that for systems in a larger Hilbert space, the amount of entanglement is accordingly larger, and are of a form that is relatively robust [45] . Again the limited region of entanglement detection is the price to be paid of only the low order correlations. Despite the increased complexity of the state, our method continues to detects a large portion of the parameter space. We find that in this case the dimension of the Hilbert space already makes the entanglement witness method unreliable due to incomplete optimization. This is again due to the complexity of the optimization which scales with the Hilbert space dimension D, rather than the number of operators N chosen.
V. CONCLUSIONS
In summary, we have generalized the covariance matrix approach for detecting entanglement in bipartite systems. Our approach allows for an arbitrary number and type of operators to be used to form a covariance matrix. The symmetric formulation of the criteria (8) in terms of matrix invariances automatically takes into account of symmetries that are present in the problem. This means that it is not necessary to construct suitable observables that are sensitive to the particular entangled state that is being detected, and one can work in a basis-independent way. This suggests that the larger the number of observables that are included in the covariance matrix, better the chance of detecting the entanglement as it includes further correlations that may be relevant to entanglement. We expect that the most promising application of the approach will be to high dimensional systems where complete tomography of the state is impossible or impractical. In this case, one would like to detect entanglement using only partial information of the state, with a limited set of observables. Our method is highly efficient in the sense that the complexity of calculating the entanglement is related to the number of operators chosen N , rather than the dimension of the Hilbert space D. We expect that the system can be applied to many different systems beyond those explored here, such as in quantum many-body systems where only a limited number of correlation functions are available.
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where we have used the fact that the chosen operators are Hermitian ξ † n = ξ n . Next, we show that Ω is a real antisymmetric matrix:
which proves the statement. We note that the matrices are defined in the N × N space of the chosen operators ξ n , and not in the Hilbert space of the operators. Thus while the quantity −i[ξ j , ξ k ] is Hermitian, the matrix Ω jk is not. It then follows that the quantity in (4) of the main text is a Hermitian matrix:
One can view V as being the real part and Ω/2 as being the imaginary parts of the Hermitian matrix.
B. Validity of (4) for mixed states
In this section we show that (4) in the main text holds for mixed states. Taking a general mixed state
and using the fact that
we have
Given a positive semi-definite matrix, all the principal submatrices are also positive semi-definite. Even though our operators ξ i do not form the complete basis in Hilbert space, they do correspond to one of the principal submatrices of the matrix formed by complete set of operators. This enables us to use Eq. (29) of Gittsovich et.al. [40] and the second term can be bounded as a matrix inequality in the labels j, k as
The quantity in the brackets is the pure state result as shown in (8) of the main text. Since this is a positive semi-definite matrix, the probabilistic sum can be bounded by zero, which yields (4) for mixed states.
C. Generalized uncertainty relations
We start with defining a phase space vector
where a, b = 1, 2, ..N . Here Ω ab is the N × N dimensional commutation matrix. We give a general formalism for N arbitrary operators {ξ i }. Defining
the variance in various operators is
The product of all such operators is then given as
Given a set of N state vectors {|f i ; i = 1, 2, .., N }, we can use the Gram-Schmidt procedure [? ] to obtain a set of N orthogonal (but unnormalized) state vectors as
Now using the positivity of norm of the orthogonal states, (23) gives for N = 1
0.
For N = 2, we use the Cauchy Schwarz inequality which is defined as
to obtain Schrodinger's uncertainty relation, 
which gives the expression in the main text.
D. Entanglement witness approach
In this section we detail how to calculate the boundary as shown in Fig. 1 (e) using an entanglement witness [13, 14] approach. The method we follow is an optimization approach as described in Ref. [15] . We assume the situation where only the correlations a i ⊗ b j are available, where the operators on the A and B subsystems are a i ∈ {I A , S 
respectively. We then define the quantity W = 
The only term with non-zero trace in (30) is the coefficient of I A ⊗ I B , and the normalization condition is satisfied if c 00 = 1 (N + 1) 2 .
The remaining coefficients c ij are found by a simulated annealing random search procedure.
