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a b s t r a c t
The problem of learning from data involving function values and gradients is considered in
a framework of least-square regularized regression in reproducing kernel Hilbert spaces.
The algorithm is implemented by a linear system with the coefficient matrix involving
both block matrices for generating Graph Laplacians and Hessians. The additional data for
function gradients improve learning performance of the algorithm. Error analysis is done
by means of sampling operators for sample error and integral operators in Sobolev spaces
for approximation error.
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1. Introduction and main results
In the literature of learning theory, most algorithms are based on either unlabelled data or labelled data with labels
involving samples for function values. In this paper we study a learning problem when data for function gradients are
also available. This leads to a learning algorithm involving data both for function values and their gradients introduced as
Hermite learning algorithm in [1]. Another motivation for considering learning problems with gradient data is from image
processing [2] where gradient fitting is introduced to avoid staircase effect and preserve edges and discontinuities.
Let us describe some situations where gradient data are available. The first related area is point cloud data (PCD) with
millions of points which might arise from scans of complex objects by range sensing technology. An important step in
processing PCD is normal estimation which yields gradient data and for which some methods are available in the literature
of computer graphics [3,4]. The second related area is actuarial mathematics [5] where huge data for the force of mortality
µ(x) can be obtained from demography. Together with samples for the survival distribution s(x), they yield gradient data by
s′(x) = −µ(x)s(x). The third related area is nonlinear dynamical systems x˙ = F(t, x) for which gradient data for a solution
can be obtained from solution sample values. In general, it is not easy to get gradient data.
A recently developed class of learning algorithms related to Hermite learning are for gradient learning [6,7]. There the
purpose is to learn gradients from function value samples. So the setting is different from that forHermite learning. However,
gradient learning algorithms might be used to produce gradient data when the number of function value samples is huge.
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Since the introduction of the algorithm and some brief discussion on its representer theorem in [1], little has been done
for Hermite learning in the literature. The first purpose of this paper is to give an explicit formula for the linear system for
implementing the algorithm. Our second purpose is to provide detailed error analysis for measuring the learning ability. We
shall show that the learning rates for the classical least-square regularized algorithm can be achieved here for a wider class
of target functions, which demonstrates some advantages of using gradient data for learning.
Let X be a compact subset of Rn on which the learning or function approximation is considered with n variables
{x1, . . . , xn}. The gradient of a function f : X → R is the function vector ∇f =
(
∂ f
∂x1
, . . . ,
∂ f
∂xn
)
if the partial derivatives
exist.
If y0i is a sample value of the target function f at a sampling point xi ∈ X (i.e. y0i ≈ f (xi)), our learning problem involves a
sample y˜i ∈ Rn for the gradient of f at xi (meaning that y˜i ≈ ∇f (xi)). To allow noise for the gradient data and study its effect
on the learning algorithm, we shall take a probabilistic model and assume that a probability measure controls sampling.
Definition 1. Let ρ be a Borel probability measure on Z := X × Y with Y = Rn+1. The regression function of ρ is defined as
Fρ(x) =
∫
Y
ydρ(y|x), x ∈ X,
where ρ(y|x) is the conditional distribution at x induced by ρ. If we denote y ∈ Y as y = (y0, y˜) with y˜ = (y1, . . . , yn), we
have
Fρ(x) = (fρ(x), f˜ρ(x)) (1.1)
where fρ(x) :=
∫
Y y
0dρ(y|x) and f˜ρ(x) :=
∫
Y y˜dρ(y|x) = (
∫
Y y
1dρ(y|x), . . . , ∫Y yndρ(y|x)).
Note that f˜ρ is a vector of functions with n components. One special case is when f˜ρ = ∇fρ . In this case, we say that ρ is
perfect.
Our learning algorithm is a kernel-based one involving aMercer kernel K on X which means a continuous and symmetric
function K : X×X → R such that thematrix (K(xi, xj))`i,j=1 is positive semidefinite for any finite set of points {x1, . . . , x`} ⊂
X . The induced reproducing kernel Hilbert space (RKHS)HK is defined (see [8]) to be the completion of the linear span of the
set of functions {Kx = K(x, ·) : x ∈ X}with the inner product given by 〈Kx, Ky〉K = K(x, y).
Throughout the paper we assume that K ∈ C2(X×X) and the sample z := {(xi, yi)}mi=1 is drawn independently according
to the probability measure ρ. We also assume that the marginal distribution ρX of ρ on X is non-degenerate meaning that
ρX (U) > 0 for any nonempty open subset U of X . Note that yi = (y0i , y˜i)with y0i ∈ R and y˜i ∈ Rn.
The Hermite learning algorithmwe study here is expressed as a Tikhonov regularized scheme [9]
fz,λ = arg min
f∈HK
{
1
m
m∑
i=1
{
(y0i − f (xi))2 +
∣∣y˜i −∇f (xi)∣∣2}+ λ‖f ‖2K
}
, (1.2)
where λ > 0 is a regularization parameter. Note that (y0i − f (xi))2 + |y˜i −∇f (xi)|2 = |yi − (f (xi),∇f (xi))|2.
1.1. Representer theorem
The learning algorithm (1.2) is linear and can be explicitly solved by a linear system of equations. We state the
result here which will be proved in Section 2 by means of sampling operators involving gradients. Note that K(x, y) =
K(x1, x2, . . . , xn, y1, y2, . . . , yn).
Theorem 1. If λ > 0 and K ∈ C2(X × X). Then
fz,λ =
m∑
i=1
c0i K(xi, ·)+
n∑
j=1
m∑
i=1
c ji
∂K
∂xj
(xi, ·) (1.3)
where c = ((c0i )mi=1, (c1i )mi=1, . . . , (cni )mi=1) ∈ Rm(n+1) is the solution of the linear system
(λmI + A[x])c = y with y := ((y0i )mi=1, (y1i )mi=1, . . . , (yni )mi=1) . (1.4)
Here A[x] is the m(n+ 1)×m(n+ 1)matrix defined for the sampling set x = {x1, . . . , xm} as
A[x] =

A00 A01 · · · A0n
A10 A11 · · · A1n
...
...
...
An0 An1 · · · Ann
 (1.5)
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with blocks A0i =
(
∂K
∂xi
(xk, x`)
)m
k,`=1
, Ai0 =
(
∂K
∂yi
(xk, x`)
)m
k,`=1
, and
A00 = (K(xk, x`))mk,`=1, Aij =
(
∂2K
∂xj∂yi
(xk, x`)
)m
k,`=1
, 1 ≤ i, j ≤ n. (1.6)
The coefficient matrix A[x] contains the block matrix A00 which is used to generate Graph Laplacians [10,11] and the
block Aij which involves Hessians. It would be very interesting to investigate algorithms for dimensionality reduction by
means of the matrix A[x]. When we are polishing the paper, we learned that the matrix A[x] also appeared in [12] for the
study of gradient learning with multi-task kernels.
Extensions of the representer theorem to other Hermite learning schemes such as regularized classification algorithms
[13,7] are possible.
1.2. Learning rates for perfect measures
In this subsectionwe present a result for learning rates tomeasure the efficiency of the Hermite learning algorithms (1.2)
when ρ is perfect. The proof of this result follows from Corollary 1 given in Section 5.
Denote the L2 space with respect to the measure ρX as L2ρX , and κ =
√‖K‖C2(X×X).
Definition 2. The Sobolev space H1ρX is the Hilbert space of functions f ∈ L2ρX with all partial derivatives belonging to L2ρX .
Its norm ‖f ‖H1ρX =
(
‖f ‖2
L2ρX
+∑nj=1 ∥∥∥ ∂ f∂xj ∥∥∥2L2ρX
)1/2
is induced by the inner product
〈f , g〉H1ρX =
∫
X
f (x)g(x)+∇f (x) · ∇g(x)dρX .
Define an integral operator L = LK ,ρX : H1ρX → H1ρX associated with K and ρX by
Lf (x) = 〈Kx, f 〉H1ρX =
∫
X
Kx(y)f (y)+∇(Kx)(y) · ∇f (y)dρX (y), x ∈ X, f ∈ H1ρX . (1.7)
Theorem 2. Assume |y| ≤ M almost surely. Suppose that f˜ρ = ∇fρ and fρ is in the range of Lr for some 0 < r ≤ 1. If r > 12 ,
then by taking λ = m− 12r+1 , for any 0 < δ < 1, with confidence 1− δ, we have∥∥fz,λ − fρ∥∥K ≤ 2 log(2/δ) {3√(2n+ 2)‖K‖C2M + ‖L−r fρ‖H1ρX }m− 2r−14r+2 . (1.8)
If 0 < r ≤ 1, by taking λ = 8(n+ 1)κ2 log(4/δ)m−β , with confidence 1− δ, we have
‖fz,λ − fρ‖H1ρX ≤ 8 log(4/δ)
{
M + (n+ 1)‖K‖rC2‖L−r fρ‖H1ρX
}
m−rβ , (1.9)
where
β =

1/(2r + 1), if r > 1
2
,
1/2, if 0 < r ≤ 1
2
.
(1.10)
The operators Lr : H1ρX → H1ρX involved in Theorem 2 is well defined according to the following proposition which
provides some general properties of the operator L and can be proved as in [14].
Lemma 1. Let ρX be a Borel positive measure on X and K be a C2 Mercer kernel on X. Define the operator L on H1ρX by (1.7). Then
the following statements hold.
(a) L is a self-adjoint, positive and compact operator on H1ρX .
(b) The range of L is in C1(X) and ‖L‖H1ρX→C1(X) ≤
√
ρX (X)‖K‖C2(X×X).
(c) There exists an orthonormal basis {ψ1, ψ2, . . .} of H1ρX consisting of eigenfunctions of L. If λk is the eigenvalue corresponding
to ψk then the set {λk} is either finite or λk → 0 when k→∞. In addition, λk ≥ 0 for all k ≥ 1,maxk≥1 λk = ‖L‖, and if
λk 6= 0 then ψk can be chosen to be a C1 function in X.
(d) For any r > 0, the operator Lr : H1ρX → H1ρX is well defined and given by Lr(
∑
ckψk) =∑ ckλrkψk.
(e) {√λkψk : λk > 0} is an orthonormal basis of HK , andHK = L1/2(H1ρX ), that is, every f ∈ HK can be written as f = L1/2g
for some g ∈ H1ρX with ‖f ‖K = ‖g‖H1ρX , where L
1/2(
∑
ckψk) =∑ ckλ1/2k ψk.
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1.3. Comparison with a classical least-square algorithm
It seems that the error bounds stated in Theorem 2 are similar to those for the classical least-square algorithm without
gradient data. Here we show that the situation stated in Theorem 2 is more general.
The classical regularized least-square algorithm for regression
f 0z,λ = arg minf∈HK
{
1
m
m∑
i=1
{
(y0i − f (xi))2
}+ λ‖f ‖2K
}
(1.11)
has been well investigated in the literature. Learning rates similar to (1.9) (capacity independent bounds) in the L2ρX -matric
have been provided in [15–18], while the learning rates like (1.8) in the space HK (hence in L∞ρX and in C
s by the analysis
in [19]) has been shown in [20]. These error bounds are given under the assumption that fρ lies in the range of LrK where LK
is the integral operator LK : L2ρX → L2ρX defined by
(LK f )(x) =
∫
X
K(x, y)f (y)dρX (y), x ∈ X . (1.12)
An essential improvement of the Hermite learning scheme (1.2) over the classical algorithm (1.11) caused by the gradient
data is the weaker assumption that fρ is in the range of Lr . So the same learning rates are achieved for a wider class of target
functions. Let us present the following example with r = 1 where a function L(f ) in the range of L is not in the range of LK .
Example 1. Let X = [0, 1], ρX be the Lebesgue measure, and K be the Gaussian kernel K(x, y) = e−(x−y)2 . Take f ∈ H1ρX ⊂
L2ρX to be f (x) = x. Then the function L(f ) in the range of L is not in the range of LK .
Proof. Suppose to the contrary that there exists some g˜ ∈ L2ρX such that LK (g˜) = L(f ). That is,∫
X
K(x, y)g˜(y)dy =
∫
X
[
K(x, y)y+ ∂K
∂y
(x, y) · 1
]
dy, ∀x ∈ X .
Set the function g by g(y) = g˜(y)− y. Then∫ 1
0
e−(x−y)
2
g(y)dy =
∫
X
∂K
∂y
(x, y)dy = e−(x−y)2
∣∣∣∣y=1
y=0
= e−(x−1)2 − e−x2 , ∀x ∈ [0, 1].
It follows that∫ 1
0
e2xye−y
2
g(y)dy = e2x−1 − 1, ∀x ∈ [0, 1].
That is,
∞∑
k=0
{∫ 1
0
(2y)k
k! e
−y2g(y)dy
}
xk = 1
e
[ ∞∑
k=0
2k
k! x
k
]
− 1, ∀x ∈ [0, 1].
By comparing the coefficients on both sides, we see that∫ 1
0
(2y)k
k! e
−y2g(y)dy = 2
k
ek! , ∀k ∈ N
or equivalently,∫ 1
0
yke−y
2
g(y)dy = 1
e
.
But g ∈ L2, so we have
1
e
≤ ‖g‖L2
√∫ 1
0
y2ke−2y2dy ≤ ‖g‖L2√
2k+ 1 → 0 as k→∞.
This is a contradiction, and the proof is complete. 
It would be interesting to discuss differences between the operator L and the integral operator LK and compare further
learning performances of the algorithm (1.2) and (1.11) as done in approximation theory for the classical Hermite interpo-
lation and Lagrange interpolation.
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2. Representer theorem and sampling operators
In this section, we prove Theorem 1. To this end, we need the property of reproducing partial derivatives proved in [1]
which asserts that
∂K
∂xj
(x, ·) ∈ HK and ∂ f
∂xj
(x) =
〈
∂K
∂xj
(x, ·), f
〉
K
∀x ∈ X, f ∈ HK . (2.1)
We also know that the inclusionHK ↪→ C1(X) is well defined and bounded with
|f |C1(X) ≤
√
n‖K‖C2(X×X)‖f ‖K ∀f ∈ HK . (2.2)
Here |f |C1(X) =
∑n
j=1 ‖ ∂ f∂xj ‖C(X). Note that ‖f ‖C1(X) = |f |C1(X) + ‖f ‖C(X).
The proof of Theorem 1 follows immediately from the following more general result, Theorem 3. To state more relations,
we need sampling operators [21,17].
Define the sampling operator Sx : HK → Rm(n+1) associated with a discrete subset x = {xi}mi=1 of X by
Sx(f ) =
(
(f (xi))mi=1,
(
∂ f
∂x1
(xi)
)m
i=1
, . . . ,
(
∂ f
∂xn
(xi)
)m
i=1
)
f ∈ HK . (2.3)
By (2.1), the adjoint of the sampling operator, STx : Rm(n+1) → HK , is given by
STx c =
m∑
i=1
c0i K(xi, ·)+
n∑
j=1
m∑
i=1
c ji
∂K
∂xj
(xi, ·), c =
(
(c0i )
m
i=1, (c
1
i )
m
i=1, . . . , (c
n
i )
m
i=1
) ∈ Rm(n+1).
It follows that for any f ∈ HK ,
1
m
STx Sx(f ) =
1
m
m∑
i=1
f (xi)K(xi, ·)+
n∑
j=1
1
m
m∑
i=1
∂ f
∂xj
(xi)
∂K
∂xj
(xi, ·). (2.4)
Theorem 3. Let z ∈ Zm, λ > 0 and K ∈ C2(X × X). Then the following hold.
(a) fz,λ exists in span{ ∂K∂xj (xi, ·) : j = 1, . . . , n, i = 1, . . . ,m} ∪ {K(xi, ·) : i = 1, . . . ,m}, that is, (1.3) is valid for some
c = ((c0i )mi=1, (c1i )mi=1, . . . , (cni )mi=1) ∈ Rm(n+1).
(b) fz,λ is unique. It can be expressed as
fz,λ =
(
λI + 1
m
STx Sx
)−1 { 1
m
STx y
}
. (2.5)
(c) The matrix A[x] defined by (1.5) is symmetric and positive semidefinite.
(d) The coefficient sequence c in (1.3) satisfies the linear system (1.4).
Proof. The first statement in (a) follows from a general representer theorem in [1].
To show (b), we consider the functional H on the Hilbert spaceHK given by
H(f ) = 1
m
m∑
i=1
{
(y0i − f (xi))2 +
∣∣y˜i −∇f (xi)∣∣2}+ λ‖f ‖2K .
It is strictly convex, hence has a unique minimizer fz,λ where the functional derivative vanishes. But by the derivative
reproducing property (2.1), the functional derivative of H at f ∈ HK equals
1
m
m∑
i=1
{
2
(
f (xi)− y0i
)
K(xi, ·)+ 2
n∑
j=1
(
∂ f
∂xj
(xi)− yji
)
∂K
∂xj
(xi, ·)
}
+ 2λf = 2
(
λI + 1
m
STx Sx
)
(f )− 2
m
STx y.
Hence (2.5) holds true.
The symmetry part of (c) for the matrix A[x] is obvious. To see its positive semidefiniteness, we take c = ((c ji )mi=1 : j =
0, 1, . . . , n) ∈ Rm(n+1), and find from (2.1) that∑nj=1∑mi=1 c ji ∂K∂xj (xi, ·) ∈ HK and
cTA[x]c =
∥∥∥∥∥ m∑
i=1
c0i K(xi, ·)+
n∑
j=1
m∑
i=1
c ji
∂K
∂xj
(xi, ·)
∥∥∥∥∥
K
≥ 0.
So the matrix A[x] is positive semidefinite.
To verify the statement in (d), we take the solution of (1.4) as c ∈ Rm(n+1). Observe from (2.4) that 1mSTx Sx(STx c) =
1
mS
T
x (A[x]c). Then (λI + 1mSTx Sx)(STx c) = 1mSTx ({(mλ + A[x])c}) = 1mSTx y. Thus from (2.5) we have STx c = (λI +
1
mS
T
x Sx)
−1 1
mS
T
x y = fz,λ. This shows that (1.3) holds true. This completes the proof of Theorem 3. 
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3. Estimates for the sample error
Let fλ be a data-free limit of (1.2) defined by
fλ = arg min
f∈HK
{∫
X
(f − fρ)2 + |∇f − f˜ρ |2dρX + λ‖f ‖2K
}
. (3.1)
We will deal with the error ‖fz,λ − fρ‖ by dividing it into two parts ‖fz,λ − fλ‖ and ‖fλ − fρ‖. The second part is called the
approximation error and will be discussed in the next section for general measures without the relation f˜ρ = ∇fρ . The first
part is called the sample error and is estimated in the metrices ‖ · ‖K and ‖ · ‖H1ρX as follows.
Theorem 4. If |y| ≤ M almost surely, then for any 0 < δ < 1, with the confidence 1− δ we have
‖fz,λ − fλ‖K ≤ 6
√
2n+ 2κM log(2/δ)√
mλ
, (3.2)
and when λ satisfies
λ ≥ 8(n+ 1)κ
2 log(4/δ)√
m
, (3.3)
we also have
‖fz,λ − fλ‖H1ρX ≤
12
√
2n+ 2κM log(4/δ)√
mλ
. (3.4)
The proof of Theorem 4 follows essentially from the same ideas as in [20]. But a new Mercer Theorem involving partial
derivatives is needed. So we move the proof to an Appendix.
4. Approximation error
In this section, we discuss the approximation error for general measures without the relation f˜ρ = ∇fρ . So we define the
target function as
fH = arg min
f∈H1ρX
{E(f )} , where E(f ) :=
∫
X
(f − fρ)2 + |∇f − f˜ρ |2dρX . (4.1)
For perfect measures, we see that fH = fρ . To study fH for general measures, we first give the following standard result
concerning approximation [15,22,17,23]. We provide a proof for completeness.
Lemma 2. Let γ > 0, f ∈ H1ρX and P(f ) be its orthogonal projection onto the closure of the range of L. Then we have
lim
γ→0 ‖(γ I + L)
−1Lf − P(f )‖H1ρX = 0. (4.2)
If L−r f ∈ H1ρX for some 0 < r ≤ 1, we have
‖(γ I + L)−1Lf − f ‖K ≤ γ r−1/2‖L−r f ‖H1ρX , if
1
2
< r ≤ 1 (4.3)
and
‖(γ I + L)−1Lf − f ‖H1ρX ≤ γ
r‖L−r f ‖H1ρX , if 0 < r ≤ 1. (4.4)
Proof. We apply Lemma 1. Let {λi, ψi}i≥1 be the normalized eigenpairs of the integral operator L. Write f =∑i≥1 ciψi with‖{ci}‖l2 = ‖f ‖H1ρX <∞. We have
(γ I + L)−1Lf =
∑
i≥1
λi
λi + γ ciψi.
Note that P(f ) =∑λi>0 ciψi. Then
‖(γ I + L)−1Lf − P(f )‖2
H1ρX
=
∑
λi>0
γ 2
(λi + γ )2 c
2
i .
To see (4.2), for any  > 0 we choose some N ∈ N such that∑i≥N c2i < /2. Also, when γ < λN√/(√2‖P(f )‖H1ρX ), we
3052 L. Shi et al. / Journal of Computational and Applied Mathematics 233 (2010) 3046–3059
have
(
γ
λN
)2 ‖P(f )‖2
H1ρX
< /2. It follows that
∑
λi>0
γ 2
(λi + γ )2 c
2
i ≤
(
γ
λN
)2
‖P(f )‖2
H1ρX
+
∑
i≥N,λi>0
c2i < .
This proves (4.2).
The proof of second part is the same as that of Theorem 4 in [17]. 
Before estimating the approximation error, let us consider the existence of the minimizer of (4.1). Denote the function
fρ,K ∈ HK as
fρ,K (x) =
∫
X
K(x, y)fρ(y)+∇(Kx)(y) · f˜ρ(y)dρX (y), x ∈ X . (4.5)
Theorem 5. If fH defined by (4.1) exists in H1ρX , then fρ,K lies in the range of L and
fρ,K = L(P(fH)). (4.6)
Conversely, if (4.6) holds for some fH ∈ H1ρX and L has no eigenvalue 0, then the minimizer of (4.1) is unique and equals
fH = P(fH) ∈ H1ρX . Moreover, for any f ∈ H1ρX , we have
E(f )− E(fH) = ‖f − fH‖2H1ρX . (4.7)
Proof. If fH is a minimizer of E(f ) on H1ρX , then for any given g ∈ H1ρX , the function of the variable t ∈ R defined by
E(fH + tg) = E(fH)+ 2t
{
〈g, fH − fρ〉L2ρX + 〈∇g,∇fH − f˜ρ〉L2ρX
}
+ t2‖g‖2
H1ρX
takes its minimum value at t = 0. So we have
〈g, fH − fρ〉L2ρX + 〈∇g,∇fH − f˜ρ〉L2ρX = 〈g, fH〉H1ρX − 〈g, fρ〉L2ρX + 〈∇g, f˜ρ〉L2ρX = 0.
This is true for any g ∈ H1ρX . In particular, by choosing g = Kx ∈ H1ρX with x ∈ X , we find that
〈Kx, fH〉H1ρX =
∫
X
K(x, y)fρ(y)+∇(Kx)(y) · f˜ρ(y)dρX (y) = fρ,K (x).
Since Kx lies in the range of L, we know that 〈Kx, fH − P(fH)〉H1ρX = 0. It follows that
L(P(fH))(x) = 〈Kx, P(fH)〉H1ρX = 〈Kx, fH〉H1ρX = fρ,K (x).
Hence (4.6) is true.
Conversely, if (4.6) is valid for some fH ∈ H1ρX and L has no eigenvalue 0, then the range of L is dense inH1ρX and P(fH) = fH .
So we see that
〈Kx, fH − fρ〉L2ρX + 〈∇(Kx),∇fH − f˜ρ〉L2ρX = 0, x ∈ X .
It follows that
〈h, fH − fρ〉L2ρX + 〈∇h,∇fH − f˜ρ 〉L2ρX = 0, h ∈ HK .
Notice that (γ I + L)−1Lg ∈ HK for any g ∈ H1ρX and γ > 0. So we have
〈(γ I + L)−1Lg, fH − fρ〉L2ρX + 〈∇((γ I + L)
−1Lg),∇fH − f˜ρ 〉L2ρX = 0.
This in connection with (4.2) and P(g) = g yields
〈g, fH − fρ〉L2ρX + 〈∇g,∇fH − f˜ρ 〉L2ρX = 0 ∀g ∈ H
1
ρX
.
Hence
E(fH + g) = E(fH)+ 2
{
〈g, fH − fρ〉L2ρX + 〈∇g,∇fH − f˜ρ 〉L2ρX
}
+ ‖g‖2
H1ρX
equals E(fH)+ ‖g‖2H1ρX . Setting g = f − fH verifies the desired identity (4.7). The proof of the theorem is complete. 
From Theorem 5, we see that the target function fH does not always exist. It would be interesting to study the existence
without the assumption that L has no eigenvalue 0.
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We are in a position to give the main result on the approximation error.
Theorem 6. If fH defined by (4.1) exists in H1ρX and L
−r(P(fH)) ∈ H1ρX for some 0 < r ≤ 1, then
‖fλ − P(fH)‖K ≤ λr−1/2‖L−r(P(fH))‖H1ρX , if
1
2
< r ≤ 1 (4.8)
and
‖fλ − P(fH)‖H1ρX ≤ λ
r‖L−r(P(fH))‖H1ρX , if 0 < r ≤ 1. (4.9)
Proof. Taking a functional derivative in the definition (3.1) and observing the expression (4.5) of the function fρ,K , we find
fλ = (λI + L)−1fρ,K . (4.10)
This in connection with the existence of fH ∈ H1ρX defined by (4.1) and Theorem 5 tells us that
fλ = (λI + L)−1L(P(fH)).
Applying Lemma 2 yields the desired estimates for the approximation error and the proof is complete. 
5. Deriving total error bounds
Combine the estimates in Theorems 4 and 6. The following bounds for the total error follow immediately.
Theorem 7. Assume |y| ≤ M almost surely and fH defined by (4.1) exists in H1ρX satisfying L−r(P(fH)) ∈ H1ρX for some 0 < r ≤ 1.
If 0 < r ≤ 12 , for any 0 < δ < 1, by taking λ =
(
8(n+ 1)κ2 log(4/δ)) 21+2r m− 11+2r , with the confidence 1− δ there holds
‖fz,λ − P(fH)‖H1ρX ≤ C˜ (log(4/δ))
2r
1+2r m−
r
1+2r (5.1)
where C˜ = 6(n+ 1)κ 2r−11+2rM + 3√n+ 1κ 4r1+2r ‖L−r(P(fH))‖H1ρX . If
1
2 < r ≤ 1, then with the confidence 1− δ we have
‖fz,λ − P(fH)‖H1ρX ≤
(
6M + 8(n+ 1)κ2r‖L−r(P(fH))‖H1ρX
)
(log(4/δ))r m−
1
4 (5.2)
by taking λ = 8(n+1)κ2 log(4/δ)√m and
‖fz,λ − P(fH)‖K ≤
(
6
√
2n+ 2κM + ‖L−r(P(fH))‖H1ρX
)
log(2/δ)m−
2r−1
2(1+2r) (5.3)
by taking λ = m− 11+2r .
For perfect measures, we have f˜ρ = ∇fρ and hence fH = fρ . Then the following result is a corollary of Theorem 7.
Corollary 1. Assume |y| ≤ M almost surely and f˜ρ = ∇fρ . If P(fρ) is in the range of Lr for some 0 < r ≤ 1, then the error
bounds (5.1)–(5.3) hold with fH replaced by fρ .
When fρ lies in the range of Lr for some 0 < r ≤ 1, we know that P(fρ) = fρ . So Theorem 2 stated in the first section
follows from Corollary 1.
Appendix
In this appendix, we prove Theorem 4. To this end, we need a Mercer Theorem involving partial derivatives.
A.1. A new Mercer Theorem
To give some estimates for the sample error of the algorithm (1.2) we need some properties of the integral operator L
defined by (1.7), and a newMercer Theorem [24] concerning series expansions of derivatives of Mercer kernels up to order
s ∈ N, though only the case s = 1 is required for discussing properties of L.
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Recall the classicalMercer Theorem.We know that LK is a compact, self-adjoint and positive operator. A Spectral Theorem
ensures the existence of an orthonormal basis {φ1, φ2, . . .} of L2ρX consisting of eigenfunctions of LK with corresponding
eigenvalues λ1 ≥ λ2 ≥ · · · and the set {λk} is either finite or λk → 0. For each x ∈ X , we can expand the function Kx by the
orthonormal basis {φ1, φ2, . . .} in the space L2ρX and get
Kx =
∑
k≥1
akφk
with the coefficient ak = 〈Kx, φk〉L2ρX =
∫
X Kx(y)φk(y)dρX (y) = LK (φk)(x) = λkφk(x). What the Mercer Theorem asserts is
that this series expansion is uniform, i.e., for all x, y ∈ X ,
K(x, y) =
∑
k≥1
λkφk(x)φk(y)
and the convergence is absolute and uniform on X × X . This was proved in [24] when X = [0, 1] and ρX is the Lebesgue
measure, and in [14] for general (X, ρX ).
Now we extend the Mercer Theorem to derivatives of order s ∈ N. Denote an index set Is = {α ∈ Zn+ : |α| ≤ s}, where
|α| =∑nj=1 αj for a multi-index α = (α1, . . . , αn) ∈ Zn+. Denote
Dα f (x) = Dα11 · · ·Dα
n
n f (x) =
∂ |α|
∂(x1)α1 · · · ∂(xn)αn f (x).
Assume K ∈ C2s(X × X). We denote (DαK)x as a function on X given by (DαK)x(y) = ∂ |α|
∂(x1)α1 ···∂(xn)αn K(x, y). The property
of reproducing partial derivatives proved in [1] tells us that
(DαK)x ∈ HK and Dα f (x) = 〈(DαK)x, f 〉K ∀x ∈ X, f ∈ HK . (A.1)
Furthermore, the inclusionHK ↪→ C s(X) is well defined and bounded with
‖f ‖Cs(X) ≤
√
ns‖K‖C2s(X×X)‖f ‖K ∀f ∈ HK . (A.2)
Here ‖f ‖Cs(X) =∑α∈Is ‖Dα f ‖C(X).
Denote for α, β ∈ Is,
D(α,β)K(x, y) = ∂
|α|+|β|
∂(x1)α1 · · · ∂(xn)αn∂(y1)β1 · · · ∂(yn)βn K(x
1, . . . , xn, y1, . . . , yn).
Theorem 8. Let ρX be a Borel non-degenerate measure on X and K be a C2s Mercer kernel on X. For any α, β ∈ Is, we have
D(α,β)K(x, y) =
∑
k≥1
λkDαφk(x)Dβφk(y), x, y ∈ X, (A.3)
where the convergence is absolute and uniform on X × X.
Proof. From (2.2) we know that Dαφk(x) on the right-hand side of (A.3) is well defined. It was proved in [14] that {√λkφk :
λk > 0} forms an orthonormal basis ofHK since ρX is non-degenerate. So for each fixed point x ∈ X , we know from (A.1)
that the Fourier coefficients of the element (DαK)x ∈ HK with respect to the basis {√λkφk : λk > 0} are〈
(DαK)x,
√
λkφk
〉
K
= √λkDαφk(x).
Parseval’s Theorem tells us that∑
k≥1
λk (Dαφk(x))
2 =
∑
k≥1
∣∣∣√λkDαφk(x)∣∣∣2 ≤ ‖(DαK)x‖2K = D(α,α)K(x, x) ≤ ‖K‖C2s(X×X).
Hence the series
∑
k≥1 λk(Dαφk(x))2 converges and all its partial sums are bounded by ‖K‖C2s(X×X) for any x ∈ X . Thus, by
the Cauchy–Schwarz inequality, we know that for y ∈ X ,m, l ∈ N, and β ∈ Is,
m+l∑
k=m
∣∣λkDαφk(x)Dβφk(y)∣∣ ≤ (m+l∑
k=m
λk(Dαφk(x))2
)1/2 (m+l∑
k=m
λk(Dβφk(y))2
)1/2
≤
(
m+l∑
k=m
λk (Dαφk(x))
2
)1/2
‖K‖C2s(X×X)
which tends to zero uniformly for y ∈ X . Hence the series∑k≥1 λkDαφk(x)Dβφk(y), as a function of y, converges absolutely
and uniformly on X to a continuous function.
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Next, we show that for each fixed x ∈ X ,
D(α,β)K(x, y) =
∑
k≥1
λkDαφk(x)Dβφk(y) ∀y ∈ X . (A.4)
The case β = 0 follows from the fact that the convergence of the Fourier series expansion of the element (DαK)x in the
Hilbert spaceHK with respect to the orthonormal basis {√λkφk : λk > 0} implies the uniform convergence.
For general β ∈ Is, applying (A.1) to the function (DαK)x ∈ HK and the index β yields
D(α,β)K(x, y) = Dβ(DαK)x(y) =
〈
(DβK)y, (DαK)x
〉
K .
By (A.4) with β = 0 we have
D(α,β)K(x, y) =
〈∑
k≥1
λkDβφk(y)φk(·),
∑
k≥1
λkDαφk(x)φk(·)
〉
K
=
∑
k≥1
λkDαφk(x)Dβφk(y).
Finally, we prove that the convergence is uniform. If we let x = y, we know that the series∑k≥1 λk(Dαφk(x))2 converges
to a continuous function D(α,α)K(x, x), then the convergence is uniform on X . Here we have used the fact that, if a sequence
of monotonic increasing functions converges pointwisely to a continuous function on a compact set, then the convergence
is uniform. It follows from the inequality
m+l∑
k=m
∣∣λkDαφk(x)Dβφk(y)∣∣ ≤ 12
{
m+l∑
k=m
λk (Dαφk(x))
2 +
m+l∑
k=m
λk
(
Dβφk(y)
)2}
that the series
∑
k≥1 λkDαφk(x)Dβφk(y) converges uniformly on X × X . 
A.2. Proof of Theorem 4
In order to prove Theorem 4, we need some probability inequalities for random variables with values in Hilbert spaces
[18,15,20].
Lemma 3. Let H be a Hilbert space and ξ be a random variable on (X, ρ)with values inH . Assume that ‖ξ‖ ≤ M <∞ almost
surely. Denote σ 2(ξ) = E(‖ξ‖2). Let {xi}mi=1 be independent random drawers of ρ . For any 0 < δ < 1, with confidence 1− δ,∥∥∥∥∥ 1m
m∑
i=1
ξ(xi)− E(ξ)
∥∥∥∥∥ ≤ 2M log(2/δ)m +
√
2σ 2(ξ) log(2/δ)
m
. (A.5)
In particular, we consider HS(HK ), the Hilbert space of Hilbert–Schmidt operators onHK .
Lemma 4. Let x be a sample drawn from (X, ρX ). With confidence 1− δ, we have∥∥∥∥(L− 1mSTx Sx
)
(L+ λI)−1
∥∥∥∥
HS(HK )
≤ 4(n+ 1)κ
2 log(2/δ)√
mλ
. (A.6)
Proof. Consider a random variable ξ on (X, ρX ), with values in HS(HK ), defined by
ξ(x)f = KX 〈Kx, f 〉K + (∇K)x · 〈(∇K)x , f 〉K , f ∈ HK
where (∇K)x =
(
∂K
∂xi
(x, ·)
)n
i=1
. The reproducing property (A.1) ensures
(ξ(x))(f ) = Kxf (x)+ (∇K)x · ∇f (x).
Hence
E(ξ)(f ) =
∫
X
Kxf (x)+ (∇K)x · ∇f (x)dρX = L(f ).
Moreover, we have
1
m
STx Sx =
1
m
m∑
i=1
ξ(xi).
This means that
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L− 1
m
STx Sx = E(ξ)−
1
m
m∑
i=1
ξ(xi). (A.7)
Nowwe apply Lemma3 to ξ withH = HS(HK ), forwhichwe need to calculate theHS-normof ξ(x). Recall {√λkφk : λk > 0}
forms an orthonormal basis ofHK since ρX is non-degenerate. Applying Theorem 8, we have
‖ξ(x)‖2HS =
∑
k
∥∥∥ξ(x) (√λkφk)∥∥∥2
K
=
∑
k
∥∥∥∥∥Kx√λkφk(x)+ n∑
i=1
∂K
∂xi
(x, ·)√λk ∂φk
∂xi
(x)
∥∥∥∥∥
2
K
.
Taking inner products inHK yields
‖ξ(x)‖2HS =
∑
k
{
K(x, x)λkφ2k (x)+ 2
n∑
i=1
∂K
∂xi
(x, x)λkφk(x)
∂φk
∂xi
(x)+
∑
i,j=1
∂2K
∂xi∂yj
(x, x)λk
∂φk
∂xi
(x)
∂φk
∂xj
(x)
}
= (K(x, x))2 + 2
n∑
i=1
(
∂K
∂xi
(x, x)
)2
+
∑
i,j=1
(
∂2K
∂xi∂yj
(x, x)
)2
≤ (n+ 1)2‖K‖2C2(X×X).
Therefore ‖ξ‖HS ≤ (n+ 1)κ2 and σ 2(ξ) ≤ (n+ 1)2κ4. Our conclusion follows from Lemma 3 and (A.7). 
Finally, we can prove Theorem 4.
Proof of Theorem 4. First we prove the error bound (3.2) in theHK -matric.
By (2.5), write
fz,λ − fλ =
(
λI + 1
m
STx Sx
)−1 { 1
m
m∑
i=1
y0i Kxi +
1
m
m∑
i=1
n∑
j=1
yji
(
∂K
∂xj
)
xi
− 1
m
STx Sx(fλ)− λfλ
}
.
Then by (2.4), we observe that
1
m
m∑
i=1
y0i Kxi +
1
m
m∑
i=1
n∑
j=1
yji
(
∂K
∂xj
)
xi
− 1
m
STx Sx (fλ) =
1
m
m∑
i=1
(
y0i − fλ(xi)
)
Kxi +
1
m
m∑
i=1
n∑
j=1
(
yji −
∂ fλ
∂xj
(xi)
)(
∂K
∂xj
)
xi
.
and by (4.10)
λfλ =
∫
X
K(x, y)fρ(y)+∇(Kx)(y) · f˜ρ(y)dρX (y)− Lfλ
=
∫
X
K(x, y)
(
fρ(y)− fλ(y)
)+∇(Kx)(y) · (f˜ρ(y)−∇fλ(y)) dρX (y).
It follows that fz,λ − fλ equals(
λI + 1
m
STx Sx
)−1 { 1
m
m∑
i=1
(
y0i − fλ(xi)
)
Kxi +
1
m
m∑
i=1
n∑
j=1
(
yji −
∂ fλ
∂xj
(xi)
)(
∂K
∂xj
)
xi
−
∫
X
K(x, y)
(
fρ(y)− fλ(y)
)
+∇(Kx)(y) ·
(
f˜ρ(y)−∇fλ(y)
)
dρX (y)
}
.
Hence
‖fz,λ − fλ‖K ≤ 1
λ
∆, (A.8)
where
∆ :=
∥∥∥∥∥ 1m
m∑
i=1
(
y0i − fλ(xi)
)
Kxi +
1
m
m∑
i=1
n∑
j=1
(
yji −
∂ fλ
∂xj
(xi)
)(
∂K
∂xj
)
xi
−
∫
X
K(x, y)
(
fρ(y)− fλ(y)
)
+ ∇(Kx)(y) ·
(
f˜ρ(y)−∇fλ(y)
)
dρX (y)
∥∥∥∥∥
K
.
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To estimate∆, we apply Lemma 3 to the random variable
ξ(z) = (y0 − fλ(x)) Kx + (y˜−∇fλ(x)) · ∇(Kx)
on (X, ρ)with values in the Hilbert spaceHK . It satisfies
E(ξ) =
∫
X
∫
Y
{(
y0 − fλ(x)
)
Kx +
(
y˜−∇fλ(x)
) · ∇(Kx)} dρ(y|x)dρX (x)
=
∫
X
Kx
(
fρ(x)− fλ(x)
)+∇(Kx) · (f˜ρ(x)−∇fλ(x)) dρX (x)
and
‖ξ‖2K = v

K(x, x)
∂K
∂x1
(x, x) · · · ∂K
∂xn
(x, x)
∂K
∂y1
(x, x)
∂K
∂x1∂y1
(x, x) · · · ∂K
∂xn∂y1
(x, x)
...
...
...
∂K
∂yn
(x, x)
∂K
∂x1∂yn
(x, x) · · · ∂K
∂xn∂yn
(x, x)

vT
where v =
(
y0 − fλ(x), y1 − ∂ fλ∂x1 (x), . . . , yn − ∂ fλ∂xn (x)
)
, thus we have
‖ξ‖2K ≤ (n+ 1)‖K‖C2(X×X)vTv = (n+ 1)κ2
{
(y0 − fλ(x))2 + |y˜−∇fλ(x)|2
}
and
σ 2(ξ) ≤ (n+ 1)κ2
∫ (
y0 − fλ(x)
)2 + ∣∣y˜−∇fλ(x)∣∣2 dρ.
In particular,
‖ξ‖K ≤
√
2(n+ 1)κ (M + ‖fλ‖C1(X))
holds almost surely. It follows from (A.5) that with confidence 1− δ there holds
∆ ≤ 2
√
2(n+ 1)κ (M + ‖fλ‖C1(X)) log(2/δ)
m
+ κ
{
2(n+ 1)
∫ (
y0 − fλ(x)
)2 + ∣∣y˜−∇fλ(x)∣∣2 dρ log(2/δ)}1/2m− 12 .
Note that for any f ∈ H1ρX ,∫ (
f − y0)2 + ∣∣∇f − y˜∣∣2 dρ − ∫ (fρ − y0)2 + ∣∣∣f˜ρ − y˜∣∣∣2 dρ = ∫
X
(
f − fρ
)2 + ∣∣∣∇f − f˜ρ∣∣∣2 dρX . (A.9)
Recall the definition (3.1) of fλ. Taking f = 0 yields∫
X
(
fλ − fρ
)2 + ∣∣∣∇fλ − f˜ρ∣∣∣2 dρX + λ ‖fλ‖2K ≤ ∫
X
f 2ρ + |f˜ρ |2dρX ≤ M2. (A.10)
Hence
‖fλ‖2K ≤
M2
λ
. (A.11)
It follows from (A.9) with f = 0 that∫ (
fρ(x)− y0
)2 + |f˜ρ(x)− y˜|2dρ = ∫ (y0)2 + |y˜|2dρ − ∫
X
f 2ρ + |f˜ρ |2dρX ≤
∫
(y0)2 + |y˜|2dρ ≤ M2.
This in connection with (A.9) with f = fλ and (A.10) implies∫ (
fλ(x)− y0
)2 + ∣∣∇fλ(x)− y˜∣∣2 dρ ≤ 2M2.
Notice from (2.2) and (A.11) that
‖fλ‖C1(X) ≤
√
nκ2‖fλ‖K ≤
√
nMκ√
λ
.
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Therefore, with confidence 1− δ, we have
∆ ≤
2
√
2(n+ 1)κM
(
1+
√
n+1
λ
κ
)
log(2/δ)
m
+ 2κM
√
(n+ 1) log(2/δ)
m
. (A.12)
If
√
n+1κ√
λm
≤ 1
3
√
2 log(2/δ)
, the above estimation can be bounded further as
∆ ≤ 2
√
2(n+ 1)κM log(2/δ)
m
+ 2
√
2(n+ 1)κM log(2/δ)√
m
·
√
n+ 1κ√
λm
+ 2
√
2(n+ 1)κM log(2/δ)√
m
· 1√
2 log 2/δ
≤ 6
√
2(n+ 1)κM log(2/δ)√
m
.
If
√
n+1κ√
λm
> 1
3
√
2 log(2/δ)
, then
2M√
λ
<
6
√
2(n+ 1)κM log(2/δ)
λ
√
m
.
In this case, we use (A.11) and the trivial bound ‖fz,λ‖ ≤ M√
λ
seen from (1.2) by taking f = 0. We find ‖fz,λ − fλ‖K ≤ 2M√
λ
with probability 1. So the desired inequality (3.2) also holds in the second case. This gives the proof of (3.2).
Next we prove the bound (3.4) for the error of fz,λ − fλ in the H1ρX -matric. Applying the relation ‖g‖H1ρX = ‖L
1/2g‖K , we
find that ‖fz,λ − fλ‖H1ρX equals∥∥∥∥∥L1/2
(
λI + 1
m
STx Sx
)−1 { 1
m
m∑
i=1
(
y0i − fλ(xi)
)
Kxi +
1
m
m∑
i=1
n∑
j=1
(
yji −
∂ fλ
∂xj
(xi)
)(
∂K
∂xj
)
xi
−
∫
X
K(x, y)
(
fρ(y)− fλ(y)
)
+ ∇(Kx)(y) ·
(
f˜ρ(y)−∇fλ(y)
)
dρX (y)
}∥∥∥∥∥
K
.
This implies
‖fz,λ − fλ‖H1ρX ≤
∥∥∥∥∥L1/2
(
λI + 1
m
STx Sx
)−1∥∥∥∥∥∆, (A.13)
where the norm is the norm of the operator L1/2
(
λI + 1mSTx Sx
)−1
fromHK toHK . Since
λI + 1
m
STx Sx = L+ λI −
(
L− 1
m
STx Sx
)
=
{
I −
(
L− 1
m
STx Sx
)
(L+ λI)−1
}
(L+ λI),
we have
L1/2
(
λI + 1
m
STx Sx
)−1
= L1/2(L+ λI)−1
{
I −
(
L− 1
m
STx Sx
)
(L+ λI)−1
}−1
, (A.14)
if the last inverse exists.
Now we apply Lemma 4 with δ replace by δ/2, and know that there is a subset U1 with measure at least 1 − δ/2, such
that ∥∥∥∥(L− 1mSTx Sx
)
(L+ λI)−1
∥∥∥∥
HS(HK )
≤ 4(n+ 1)κ
2 log(4/δ)√
mλ
, ∀(x, y) ∈ U1.
Using norm relation ‖A‖ ≤ ‖A‖HS and the restriction (3.3) on the regularization parameter, we see that for each (x, y) ∈ U1,
there holds∥∥∥∥(L− 1mSTx Sx
)
(L+ λI)−1
∥∥∥∥ ≤ 12 .
It follows that the last inverse in (A.14) exists and
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(
λI + 1
m
STx Sx
)−1∥∥∥∥∥ ≤ 2√λ, ∀(x, y) ∈ U1. (A.15)
Recall the bound (A.12) for ∆ in the proof for the bound in the K -norm. Replace δ by δ/2, there is another subset U2 with
measure at least 1− δ/2, such that for each (x, y) ∈ U2, there holds
∆ ≤
2
√
2(n+ 1)κM
(
1+
√
n+1
λ
κ
)
log(4/δ)
m
+ 2κM
√
(n+ 1) log(4/δ)
m
.
Under the restriction of (3.3), this yields
∆ ≤ 6
√
2(n+ 1)κM log(2/δ)√
m
. (A.16)
Finally, we combine (A.13) with (A.15) and (A.16), and find that for each (x, y) from U1 ∩ U2, a set of measure at least 1− δ,
the desired error bound (3.4) holds true. The proof of Theorem 4 is complete. 
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