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TOPOLOGY AND ARITHMETIC OF RESULTANTS, I
BENSON FARB AND JESSE WOLFSON
Abstract. We consider the interplay of point counts, singular cohomol-
ogy, e´tale cohomology, eigenvalues of the Frobenius and the Grothendieck
ring of varieties for two families of varieties: spaces of rational maps and
moduli spaces of marked, degree d rational curves in Pn. We deduce as
special cases algebro-geometric and arithmetic refinements of topologi-
cal computations of Segal, Cohen–Cohen–Mann–Milgram, Vassiliev and
others.
1. Introduction
The starting point of this paper is the idea that topological theorems
about algebraic varieties should have algebro-geometric proofs, and that
such proofs should yield arithmetic information. More precisely, suppose
that X is a (not necessarily projective) algebraic variety defined over Z. We
can then either extend scalars or reduce modulo a prime p in order to view
X through three lenses:
Topological: The C-points X(C) form a complex algebraic variety. At-
tached to X(C) are its compactly supported singular cohomology groups
H∗c (X(C);C) and Betti numbers bi(X(C)).
Geometric: Let q = pd be any positive power of p. The Fq-points X(Fq),
where Fq is the algebraic closure of the finite field Fq. The set X(Fq) comes
equipped with an action of the Frobenius Frobq, acting on the coordinates
of affine charts via x 7→ xq. Attached to this setup we have:
• The associated compactly supported e´tale cohomology groupsH∗et,c(X/Fq;Qℓ).
These are representations of the Galois group Gal(Fq/Fq).
• The eigenvalues of Frobq acting on H
∗
et,c(X/Fq;Qℓ); these are called
weights.
Arithmetic: The set X(Fq) of Fq-points. As observed by Hasse, this set
can be realized as the fixed set of Frobq : X(Fq) //X(Fq).
In this paper we consider the interplay of these three viewpoints applied
in two concrete situations: spaces of rational maps and moduli spaces of
B.F. is supported in part by NSF Grant Nos. DMS-1105643 and DMS-1406209. J.W.
is supported in part by NSF Grant No. DMS-1400349.
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marked, degree d rational curves in Pn. We obtain as special cases algebro-
geometric and arithmetic refinements of topological computations of Segal,
Cohen–Cohen–Mann–Milgram, Vassiliev and others. Our main inspiration
comes from the ideas in Segal’s beautiful paper [10].
Spaces of rational maps. In this paper we consider the following families
of spaces of (tuples of) polynomials.
Definition 1.1 (Polyd,mn ). Fix a field K with algebraic closure denoted
K. Fix d, n ≥ 0 and m ≥ 1. Define Polyd,mn to be the set of all m-tuples
(f1, . . . , fm) of polynomials fi ∈ K[z] such that:
(1) Each fi is monic of degree d.
(2) The set of polynomials {f1, . . . , fm} has no common root in K of
multiplicity n or greater.
The classical theory of discriminants and resultants tells us that Polyd,mn
is an algebraic variety defined over Z; see §3 below. The varieties Polyd,mn
include well-known classes of varieties as special cases. These include the
following examples.
(1) Polyd,m1 can be identified with the space Rat
∗
d,m−1 of all degree d
rational maps φ : P1 //Pm−1 that take a given basepoint in P1 to a
given basepoint in Pm−1. This is so because an m-tuple of degree d
polynomials (f0(z), . . . , fm−1(z)) determines, and is determined by,
a rational map φ : P1 // Pm−1 such that φ(∞) = [1 : · · · : 1] and
φ∗O(1) ∼= O(d) via
φ(z) := [f0(z) : · · · : fm−1(z)].
(2) Polyd,12 is the space of monic, degree d, square-free polynomials,
studied in detail by Arnol’d [1] and many others. More generally,
Polyd,1n is the space of degree d polynomials with no root of multi-
plicity n. These spaces were studied in detail by Vassiliev [12] and
others.
In the theorem that follows, K0(VarK) denotes the Grothendieck ring of
K-varieties and L := [A1] ∈ K0(VarK) denotes the Lefschetz motive; see §2.
Theorem 1.2 (Arithmetic of Polyd,mn ). Let m ≥ 1 and d ≥ n ≥ 1.
(1) Motive/point count: When char(K) = 0 then
[Polyd,mn ] = L
dm − L(d−n)m+1 in K0(VarK).
Further, for any prime power q:
|Polyd,mn (Fq)| = q
dm − q(d−n)m+1.
(2) Betti numbers :
bi(Poly
d,m
n (C)) =
{
1 i = 0, 2nm− 3
0 else
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(3) Comparison Theorem: There are isomorphisms of graded vector
spaces
H∗et,c(Poly
d,m
n/Fq
;Qℓ)⊗Qℓ C
∼= H∗c (Poly
d,m
n (C);C),
(4) Weights: There are isomorphisms of Galois representations
H iet,c(Poly
d,m
n/
Fq
;Qℓ) ∼=


Qℓ((n − d)m− 1) i = 2(d− n)m+ 3
Qℓ(−dm) i = 2dm
0 else
Our approach to (3) of Theorem 1.2 is not the standard one – by com-
pactifying with normal crossings divisors. Instead, we use the combinatorics
of a “root cover” and the ℓ-adic cohomology of linear subspace arrangements
due to Bjo¨rner-Ekedahl [3].
The numerics of Theorem 1.2 shows that two rather different-looking
varieties have common arithmetic features.
Corollary 1.3 (Comparing Rat∗d,n and Poly
d(n+1),1
n+1 ).
(1) When char(K) = 0 there are equalities in the Grothendieck ring of
varieties
[Rat∗d,n] = [Poly
d(n+1),1
n+1 ].
Further, Rat∗d,n and Poly
d(n+1),1
n+1 have equal point counts over all
finite fields.
(2) There are isomorphisms of graded Galois representations
H∗et,c(Rat
∗
d,n/
Fq
;Qℓ) ∼= H
∗
et,c(Poly
d(n+1),1
n+1/
Fq
;Qℓ).
These results have topological precursors. Cohen–Cohen–Mann–Milgram
[4] showed that for any generalized homology theory E∗,
E∗(Rat
∗
d,1(C))
∼= E∗(Poly
2d,1
2 (C)).
Building on this, Vassiliev [12] showed that
E∗(Rat
∗
d,n(C))
∼= E∗(Poly
d(n+1),1
n+1 (C)).
Guest–Kozlowski–Yamaguchi [6] showed that, for n > 1, Vassiliev’s iso-
morphism is actually induced by a homotopy equivalence
Rat∗d,n(C) ≃ Poly
d(n+1),1
n+1 (C).
Corollary 1.3 lifts these equivalences to the ℓ-adic cohomology of the as-
sociated varieties over finite fields. Are there algebraic explanations for all
of this?
Question 1.4. Are the varieties Rat∗d,n and Poly
d(n+1),1
n+1 isomorphic for
n ≥ 2? If not, what invariant distinguishes them? 1
1H. Spink and D. Tseng have recently answered this question in the negative; see [11].
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We would further like to know the following.
Question 1.5. Does the equality [Polyd,mn ] = Ldm−L(d−n)m+1 in K0(VarK)
of Theorem 1.2 and [Rat∗d,n] = [Poly
d(n+1),1
n+1 ] of Corollary 1.3 hold when
char(K) > 0? We will see below that in each case there is a bijective mor-
phism between the corresponding varieties; when char(K) = 0 this implies
the desired equalities in K0(VarK).
Remarks 1.6.
(1) Note that the requirement that n ≥ 2 in Question 1.4 is necessary: it
is not the case that Rat∗d,1 is homotopy equivalent to Poly
2d,1
2 , since
π1(Rat
∗
d,1(C))
∼= Z but Poly
2d,1
2 (C)
∼= B2d, the braid group on 2d
strands.
(2) After seeing an earlier draft of this paper, Curt McMullen gave
the following argument to show that Question 1.4 has a positive
answer in the first nontrivial case, d = 1 and n = 2, as follows.
The space Poly3,13 is the complement in A
3 of a twisted cubic, since
(x + a)3 = x3 + 3ax2 + 3a2x + a3. On the other hand, the space
Rat∗1,2 is isomorphic to A
3 − A1. Over Z[13 ], it is an exercise to
write down an explicit isomorphism (involving division by 3) be-
tween these varieties. In characteristic 3, the twisted cubic above
becomes {(0, 0, a3)}, and its complement is isomorphic to A3 − A1
via the Frobenius x 7→ x3.
The moduli space of m-pointed rational curves in Pn. Fix d, n ≥ 1
and m ≥ 0. Let M0,m(P
n, d) be the moduli space of m-pointed, degree d
rational curves in Pn; see §4 below for a precise definition. The spaces
M0,m(P
n, d) are schemes defined over Z. We state our results for the asso-
ciated subvariety M∗0,m(P
n, d) of curves passing through a fixed base point
in Pn.
Theorem 1.7 (Arithmetic of M∗0,m(P
n, d)). Let m ≥ 3 and let d, n ≥ 1.
Then
(1) Motive/point count: When char(K) = 0 then
[M∗0,m(P
n, d)] =
(
m−2∏
i=2
(L− i)
)(
Ld(n+1) − L(d−n−1)(n+1)+1
)
.
in K0(VarK). Further, for any prime power q:
|M∗0,m(P
n, d)(Fq)| =
(
m−2∏
i=2
(q − i)
)(
qd(n+1) − q(d−n−1)(n+1)+1
)
(2) Comparison Theorem: We have isomorphisms of graded vector
spaces
H∗et,c(M
∗
0,m(P
n; d)/Fq ;Qℓ)⊗Qℓ C
∼= H∗c (M
∗
0,m(P
n; d)(C);C).
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(3) Weights: Let
ν(a) :=
∑
σ
2(m−3)−a∏
j=1
(σ(j) + 2),
where the sum is over order preserving injections
σ : {1, . . . , 2(m− 3)− a} →֒ {0, . . . ,m− 4}.
Then, as a Galois representation, H iet,c(M
∗
0,m(P
n, d)/Fq ;Qℓ) consists
precisely of
(a) a direct summand
Qℓ(m− 3 + d(n + 1)− i)
⊕ν(2(m−3+d(n+1))−i))
if m− 3 + 2d(n + 1) ≤ i ≤ 2(m− 3 + d(n+ 1)), and
(b) a direct summand
Qℓ(m− 1 + d(n+ 1)− i)
⊕ν(2(m−2+d(n+1))−(i+n))
if m+ (2d− 1)(n + 1) ≤ i ≤ 2(m− 3 + d(n + 1))− n+ 2,
and nothing else.
Acknowledgements. We thank Sasha Beilinson, Weiyan Chen, Jordan Ellen-
berg, Matt Emerton, Ezra Getzler, Sean Howe, Peter May, June Park, Joel
Specter, Shmuel Weinberger, and Melanie Wood for helpful conversations.
We thank Nir Gadish for explaining to us the argument in the first part
of the proof of Theorem 1.7. We would like to acknowledge that a post
on Jordan Ellenberg’s blog, Quomodocumque, based on an idea of Michael
Zieve, helped to inspire one of the arguments in this paper. We thank Ben
O’Connor for corrections on an earlier draft of this paper. We are grateful
to Curt McMullen and Joe Silverman for numerous comments, corrections
and suggestions on an earlier draft of this paper. Finally, we are grateful
to Hunter Spink and Dennis Tseng for pointing out a mistake in an earlier
version of this paper (cf. Remark 3.1 below).
2. Preliminaries
In this section we review some background material that we will use later
in the paper.
The Grothendieck ring of varieties. The Grothendieck ring K0(VarK) of va-
rieties over the field K gives a useful framework for computing invariants
like point counts. Recall that, as a group, K0(VarK) is generated by isomor-
phism classes of K-varieties [X], modulo the relations [X] = [Z] + [X − Z]
for Z ⊂ X a closed subvariety. Multiplication is induced by the Cartesian
product of varieties, i.e. [X][Y ] = [X ×K Y ]. It is elementary to prove that,
for K = Fq, the assignment
[X] 7→ |X(Fq)|
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extends to a homomorphismK0(VarK) //Z. Thus, computations inK0(VarK)
carry implications for point counts. Following convention, we denote by L
the class [A1] ∈ K0(Vark) and refer to it as the Lefschetz motive.
The Grothendieck–Lefschetz Trace Formula. Let Z be a scheme defined over
Z. We can reduce modulo q for any prime power q to obtain an algebraic
variety defined over Fq. We can then ask for the number |Z(Fq)| of Fq-points
of Z.
How can we compute |Z(Fq)|? One approach begins with Hasse’s funda-
mental observation that the set Z(Fq) is the set of fixed points of the geomet-
ric Frobenius morphism Frobq : Z //Z. In topology, the classical Lefschetz
Fixed Point Theorem computes (in many cases) the number of fixed points
of a continuous self-map f : Z // Z of a triangulable topological space
in terms of the traces of the induced maps f∗ : H i(Z;Q) // H i(Z;Q) on
the singular cohomology of Z. While singular cohomology is unsuitable for
studying varieties over Fq, the e´tale cohomology, developed by Grothendieck
and his school, is designed precisely for this purpose.
To set this up, fix a prime power q, a prime ℓ not dividing q, and let Qℓ
denote the ℓ-adic rationals. Attached to any variety Z defined over Fq are
its e´tale cohomology groups H iet(X/Fq ;Qℓ), i ≥ 0 (cf. e.g. [9] or [5]). The
key result we will use from this theory is the Grothendieck–Lefschetz Trace
Formula [9, Theorem 25.1]. For smooth projective varieties Z defined over
Fq, this formula gives:
(2.1)
|Z(Fq)| = #Fix(Frobq : Z(Fq) // Z(Fq))
=
∑
i≥0(−1)
i Trace
(
Frobq : H
i
et(Z/Fq ;Qℓ)
//H iet(Z/Fq ;Qℓ)
)
However the varieties we consider in this paper are not projective. To
remedy this, we first note that Formula (2.1) holds for any Z of finite
type if we replace H iet(Z/Fq ;Qℓ) by compactly supported e´tale cohomology
H iet,c(Z/Fq ;Qℓ) (cf. [5, 6.1.1.1]). When Z is smooth, we can then apply
Poincare´ duality for e´tale cohomology [9, Theorem 24.1] to obtain
H iet,c(Z/Fq ;Qℓ)
∼= H
2 dim(Z)−i
et (Z/Fq ;Qℓ(− dim(Z)))
∗
where ∗ denotes the dual space. Plugging this in to (2.1) gives, for any
smooth but not necessarily projective variety:
(2.2)
|Z(Fq)| = q
dim(Z)
∑
i≥0
(−1)i Trace
(
Frobq : H
i
et(Z/Fq ;Qℓ)
∗
//H iet(Z/Fq ;Qℓ)
∗
)
3. Proof of Theorem 1.2
We remark that when n > d, the condition of having no common root of
multiplicity n is clearly empty. When n = d, the condition that the degree
d polynomials fi have a common root of multiplicity n = d is simply that
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there exists z0 ∈ K so that fi(z) = (z − z0)
d for each i; the space of such
polynomials is thus isomorphic to A1. We thus have
(3.1) Polyd,mn
∼=
{
Adm if n > d
Adm − A1 if n = d
Thus the most interesting case is when d > n.
Proof of Theorem 1.2. We prove the theorem by filtering the space of m-
tuples of monic, degree d polynomials by closed subvarieties, and analyzing
this filtration via topology and algebraic geometry, in a series of steps.
Step 1 (Building a filtration): Recording coefficients gives an isomor-
phism from the space of m-tuples (f1, . . . , fm) of monic, degree d polynomi-
als to the affine space Adm. Parameterizing this space by the “roots” of the
polynomials in the ordered m-tuple, we see that the ordered space of “roots”
is isomorphic to
m︷ ︸︸ ︷
Ad × · · · × Ad, and that Sd×· · ·×Sd (m times) acts on this
variety by permuting the roots. The quotient Ad × · · · ×Ad/(Sd × · · · × Sd)
is thus a variety, and in fact is isomorphic to Adm, by Newton’s theorem on
symmetric polynomials.2
For any k ≥ 0, denote by Rd,mn,k the space of m-tuples (f1, . . . , fm) of
monic, degree d polynomials for which there exists a monic h ∈ K[z] with
deg(h) ≥ k and monic polynomials gi ∈ K[z] so that
fi(z) = gi(z)h(z)
n
for each 1 ≤ i ≤ m. So for example Rd,mn,0 = A
dm, and the Rd,mn,k give a
descending filtration
(3.2) Adm = Rd,mn,0 ⊃ R
d,m
n,1 ⊃ · · · ⊃ ∅.
We claim that each Rd,mn,k is a closed subvariety of A
dm. To see this, let
Sd,m,n,k be the collection of all m-tuples σ = (σ1, . . . , σm) of injections
σi : {1, . . . , n} × {1, . . . , k} // {1, . . . d}
with the property that each σi is order-preserving on each {1, . . . , n} × {j}
and such that σi(1, a) < σi(1, b) for each a < b. For each σ ∈ Sd,m,n,k, let
Lσ be the linear subspace of A
dm defined by the equations
{xσi(a,b) = xσi(a′,b) : 1 ≤ a, a
′ ≤ n, 1 ≤ i ≤ m}∪{xσi(a,b) = xσj(a,b) : 1 ≤ i, j ≤ m}.
Note that each Lσ is an affine subspace of A
dm of dimension k+m(d−nk).
The action of Smd on A
d × · · · × Ad preserves the union of linear subspaces
2We remind the reader that the identification of the space of m-tuples of monic polyno-
mials with the quotient Adm/(Sd)
m is an isomorphism of schemes. Over an algebraically
closed field K¯, the quotient map Adm //Adm/(Sd)
m will be surjective on K¯-points (since
the roots of any polynomial over K¯ are also in K¯), but this will not be the case over a
general field.
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σ∈Sd,m,n,k
Lσ, and R
d,m
n,k is the quotient of the union of linear subspaces
by this action. Since the quotient of an affine variety by a finite group
action is an affine variety, and since such quotient maps take closed invariant
subvarieties to closed subvarieties, it follows that each Rd,mn,k is an closed
subvariety of Adm.
Step 2 (Extracting common factors): Let k ≥ 0. Define a morphism
Ψ : Am(d−nk) × Ak // Amd
by
Ψ(f1, . . . , fm, g) := (f1g
n, . . . , fmg
n).
The restriction of Ψ to Polyd−kn,mn × Ak gives a morphism
(3.3) Ψ : Polyd−kn,mn × A
k
//Rd,mn,k −R
d,m
n,k+1
where the target is the space of m-tuples of degree d polynomials with a
common n-fold factor of degree equal to k, with no other common n-fold
factors. We think of the map Ψ−1 as the (non-algebraic) map that extracts
a common n-fold factor from a tuple of polynomials. We claim that:
(1) For any field k the morphism Ψ is bijective.
(2) For k = C, the map Ψ is a homeomorphism in the classical topology.
These facts will allow us to analyze Polyd,mn recursively. Note that the
case k = 0 follows by definition:
Polyd,mn := R
d,m
n,0 −R
d,m
n,1 .
To see (1): It is clear from the definitions that Ψ is surjective. The map
Ψ is injective because there is a unique n-fold degree k factor in each fig
n,
so if fig
n = uiv
n then this implies g = v and so fi = ui.
To see (2): First note that the spaces of polynomials in the range and
domain of Ψ have Galois covers given by the corresponding spaces of (all
possible orderings of) roots, with deck group the appropriate symmetric
group. The map Ψ lifts to a map between these spaces of roots :
Φ : Am(d−nk) × Ak // Amd
given by
Φ((~r1, . . . , ~rm), ~s)) := ((~r1, (~s)
n), . . . , (~rm, (~s)
n))
where ~ri is the vector of d roots of fi; the vector of roots of g is denoted ~s;
and where (~s)n denotes the vector (~s, . . . , ~s), where ~s is repeated n times.
It follows that the map Φ is closed, and hence the map Ψ is closed, and
hence the map Ψ is closed. Since Ψ is bijective, it follows that Ψ is a
homeomorphism.
Remark 3.1. One might hope that the bijective morphism Ψ is in fact an
isomorphism, and indeed this was claimed in an earlier version of this paper.
However, as pointed out to us by H. Spink and D. Tseng, this is not true.
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Step 3 (Computing [Polyd,mn ] ∈ K0(VarK) and |Poly
d,m
n (Fq)|): We
have shown that there is a descending filtration of closed subvarieties:
Adm = Rd,mn,0 ⊃ R
d,m
n,1 ⊃ · · · ⊃ ∅.
As a result, Adm admits a disjoint decomposition by locally closed subvari-
eties
Adm =
∐
k≥0
(Rd,mn,k −R
d,m
n,k+1).
Taking classes in the Grothendieck ring K0(VarK) gives
(3.4) Ldm =
∑
k≥0
([Rd,mn,k ]− [R
d,m
n,k+1]),
where we write L for the class [A1] ∈ K0(VarK).
We now claim that, when char(K) = 0 then
(3.5) [Polyd−kn,mn ] · L
k = [Rd,mn,k ]− [R
d,m
n,k+1]
To see this, first note that we proved in Step 2 that the map Ψ in (3.3)
is a bijective morphism on K-points for all fields K. It is known (see,
e.g., Remark 4.1 of [7]) that if char(K) = 0 then a bijective morphism of
K-varieties induces an equality [X] = [Y ] in the Grothendieck ring of K-
varieties.
Plugging in the expression from Equation (3.5) into Equation (3.4) then
gives the following recursive formula in the ring K0(VarK) when char(K) =
0:
(3.6) [Polyd,mn ] = L
dm −
∑
k≥1
[Polyd−kn,mn ] · L
k
It is left to prove the claimed result, namely that for d > n ≥ 1, this recursion
is solved by [Polyd,mn ] = Ldm − L(d−n)m+1. We proceed by induction on d.
This gives :
[Polyd,mn ] = Ldm −
∑
k≥1[Poly
d−kn,m
n ] · Lk
= Ldm − (
∑⌊ d
n
⌋−1
k≥1 (L
(d−nk)m − L(d−n(k+1))m+1) · Lk + L(d−n⌊
d
n
⌋)m · L⌊
d
n
⌋)
= Ldm − (
∑⌊ d
n
−1⌋
k≥1 (L
(d−nk)m+k − L(d−n(k+1))m+k+1) + L(d−n⌊
d
n
⌋)m+⌊ d
n
⌋)
= Ldm − (L(d−n)m+1 − L(d−n⌊
d
n
⌋)m+⌊ d
n
⌋ + L(d−n⌊
d
n
⌋)m+⌊ d
n
⌋)
= Ldm − L(d−n)m+1.
When K = Fq, by replacing each instance of [X] ∈ K0(VarK) by |X(Fq)|
in the argument above, we conclude that Polyd,mn (Fq) = q
dm − q(d−n)m+1.
This proves Statement (1) of the theorem.
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Step 4 (The comparison theorem): We now establish Statement (3).
Artin’s comparison theorem (see [2]) shows that the ℓ-adic cohomology of
the variety Polyd,mn/C agrees with the singular cohomology of Poly
d,m
n (C). We
now claim that this agreement persists when we replace C by Fq. To see
this, we will use transfer plus a result of Bjo¨rner–Ekedahl on complements
of linear subspace arrangements.
The relevant subspace arrangement VA ⊂ A
dm consists of all subspaces of
the form
Lσ¯ = {z1,σ1(i) = · · · = zm,σm(i) | 1 ≤ i ≤ n}
for some collection of injections
σ¯ = {{1, . . . , n}
σj
// {1, . . . , d}}mj=1.
The action of (Sd)
×m on Adm by permuting the coordinates preserves the ar-
rangement VA, and, over an algebraically closed field K, the variety Poly
d,m
n
is the quotient of this action on the complement Adm− VA. By transfer, we
see that
H iet,c(Poly
d,m
n/K¯
;Qℓ) ∼= H
i
et,c(A
dm
K¯ − VA/K¯ ;Qℓ)
(Sd)
×m
.
Further, if we denote by LA the intersection lattice of the subspaces in VA,
we see that the natural identification
LA/C
// LA/Fq
defines an (Sd)
×m-equivariant isomorphism of lattices which also respects
the natural dimension functions on each. By [3, Theorem 4.9(i)], the ℓ-adic
cohomology of the complement of a subspace arrangement is functorially
determined by the intersection lattice together with its dimension function.
In particular, the isomorphism above defines an (Sd)
×m-equivariant isomor-
phism
H iet,c(A
dm
C − VA/C;Qℓ)
∼= H iet,c(A
dm
Fq
− VA/Fq ;Qℓ).
The restriction of this isomorphism to the subspaces of invariants gives the
claimed comparison isomorphism, proving Statement (3).
Step 5 (Betti numbers): To prove Statement (2) we proceed by induction
on d. For the base case, the statement of the theorem follows immediately
from the isomorphism
Polyn,mn
∼= Anm − A1.
Now suppose that we have shown the result for j < d. We will prove the
induction step by first computing the Betti numbers at step d. We then use
the comparison isomorphism to obtain the ranks of the ℓ-adic cohomology
groups, and we deduce the weights from the point count and Grothendieck–
Lefschetz.
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Step 5a (Inducting on the degree): Our argument is an extension of
the arguments in Segal [10]. As in loc. cit. we construct, for all d > n, a
continuous open embedding
Polyd−1,mn (C)× C
m
// Polyd,mn (C)(3.7)
by “bringing zeroes in from infinity”. We will show by induction that this
induces an isomorphism on compactly supported rational cohomology. For
the base case, we have a map of cofiber sequences
Rn+1,mn,1 (C)
+ //

Rn+1,mn,0 (C)
+ //

(Polyn+1,mn (C))+

(Rn,mn,1 (C)× C
m)+ // (Rn,mn,0 (C)×C
m)+ // (Polyn,mn (C)× Cm)+
where X+ denotes the 1-point compactification of X. This is isomorphic to
(Cm+1)+ //

(C(n+1)m)+ //

(Polyn+1,mn (C))+

(C1 × Cm)+ // (Cnm ×Cm)+ // (Polyn,mn (C)× Cm)+
Because the first two vertical maps induce isomorphisms in compactly sup-
ported cohomology, the Five Lemma (applied to the map of long exact
sequences in cohomology) shows that the right vertical map induces a coho-
mology isomorphism as well.
Step 5b (Computing Hic(R
d,m
n,k (C);C)): Suppose that we have shown
that (3.7) induces an isomorphism in compactly supported singular ratio-
nal cohomology for j < d. We will deduce the singular cohomology of
Polyd,mn (C) from the following claim.
Claim 1. Let d ≥ n and k ≤ ⌊ dn⌋. Then the compactly supported singular
cohomology Rd,mn,k (C) is given by
H ic(R
d,m
n,k (C);C)
∼=
{
C i = 2(d− kn)m+ 2k
0 else
We prove this claim by downward induction on k. For the base case,
observe that
Rn,mn,1
∼= A1
Rn,mn,0
∼= Anm
so the statement follows. Similarly to (3.7), we also construct a continuous
open embedding
Rd−1,mn,k (C)× C
m
//Rd,mn,k (C)(3.8)
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by “bringing in zeroes from infinity”. For d ≤ n + 1 and all k, we see that
this induces an isomorphism on compactly supported cohomology. Simi-
larly, supposing that n ∤ d, we see that the map induces an isomorphism on
compactly supported cohomology for k = ⌊ dn⌋.
Continuing to assume to n ∤ d, we now induct down on k. Suppose we
have shown the claim for all j < d, and also assume that we have shown
that the maps (3.8) induce isomorphisms in compactly supported rational
cohomology for j < d and all k. For the base case of the induction on k, let
a = ⌊ dn⌋. Then we have
Rd,mn,a
∼= Polyd−an,mn × A
a
∼= A(d−an)m+a,
so the statement follows. Similarly, we observed above that the map (3.8)
induces an isomorphism on compactly supported cohomology for j = d and
k = a. Now suppose we have shown that (3.8) induces such an isomorphism
for j = d and k + 1 > 1. Observe that the “bringing in zeroes” maps fit
together to give a continuous map of cofiber sequences
Rd,mn,k+1(C)
+ //

Rd,mn,k (C)
+ //

(Polyd−kn,mn (C)× Ck)+

(Rd−1,mn,k+1 (C)× C
m)+ // (Rd−1,mn,k (C)× C
m)+ // (Polyd−1−kn,mn (C)× Ck × Cm)+
This gives rise to a map of long exact sequences
· · ·H
i−2(k+m)
c (Poly
d−1−kn,m
n (C);C) //

H i−2mc (R
d−1,m
n,k (C);C)
//

H i−2mc (R
d−1,m
n,k+1 (C);C) · · ·

· · ·H i−2kc (Poly
d−kn,m
n (C);C) // H ic(R
d,m
n,k (C);C)
// H ic(R
d,m
n,k+1(C);C) · · ·
Our inductive hypotheses and the Five Lemma show that the claim holds
for Rd,mn,k and that the map (3.8) is an equivalence for k. This concludes the
induction step, and thus the claim, when n ∤ d.
When d = an for a > 1, the induction proceeds as above, once we establish
the cases k = a and k = a − 1. The claim about the cohomology of Ran,mn,a
follows from the isomorphism
Ran,mn,a
∼= Aa.
For k = a− 1, the identification
Ran,mn,a−1 −R
an,m
n,a
∼= Polyn,mn × A
a−1 ∼= (Anm −A1)× Aa−1
gives rise to the long exact sequence in compactly supported cohomology
· · · //H i−2(a−1)c (C
nm−C1;C) //H ic(R
an,m
n,a−1(C);C)
//H ic(C
a;C)
∂
// · · ·
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This implies that
H ic(R
an,m
n,a−1(C);C)
∼=


0 i < 2a
0 2a+ 1 < i < 2nm+ 2(a− 1)
C i = 2nm+ 2(a− 1)
0 i > 2nm+ 2(a− 1)
For the remaining cases, we have a long exact sequence
0 //H2ac (R
an,m
n,a−1(C);C)
//H2ac (C
a;C)
∂
//H2a+1c ((C
nm − C1)× Ca−1;C)
//H2a+1c (R
an,m
n,a−1(C);C)
// 0.
It suffices to show that the boundary map is an isomorphism. To see this,
consider the closed embedding
A1 × Aa−1 // Anm × Aa−1
(z − λ, h) 7→ ((z − λ)n, · · · , (z − λ)n, h)
where we view A1×Aa−1 as the variety of pairs of monic polynomials (f, h)
with deg(f) = 1 and deg(h) = a− 1, and where we view Anm×Aa−1 as the
variety of m+ 1-tuples of monic polynomials
(f1, · · · , fm, h)
with deg(fi) = n and deg(h) = a− 1. By inspection,
Anm × Aa−1 − A1 ×Aa−1 ∼= Polyn,mn × A
a−1
and the assignments
(z − λ, h) 7→ (z − λ)h
(f1, · · · , fm, h) 7→ (f1h
n, · · · , fmh
n)
determine a map of cofiber sequences
(C1 × Ca−1)+ //

(Cnm × Ca−1)+ //

(Polyn,mn (C)×Ca−1)+
∼=

Ran,mn,a (C)+ // R
an,m
n,a−1(C)
+ // (Polyn,mn (C)×Ca−1)+
The left vertical map is an a-fold branched cover, so on the top degree of
compactly supported cohomology, the map it induces is multiplication by a.
In particular, this gives an isomorphism in rational cohomology, and by the
Five Lemma applied to the map of long exact sequences, we see that the
cohomology of Ran,mn,a−1(C) is as claimed.
Finally, to see that (3.8) is an isomorphism for d = an and k = a− 1, we
apply the Five Lemma to the map of long exact sequences induced by the
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continuous map of cofiber sequences
Ran,mn,a (C)+ //

Ran,mn,a−1(C)
+ //

(Polyn,mn (C)× Ca−1)+

∗ // (Ran−1,mn,a−1 (C)× C
m)+ // (Polyn−1,mn (C)× Ca−1 × Cm)+
The downward induction on k now proceeds exactly as above, and this
completes the proof of the claim.
To conclude the inductive step of the theorem, we consider the map of
cofiber sequences
Rd,mn,1 (C)
+ //

(Cdm)+ //

(Polyd,mn (C))+

(Rd−1,mn,1 (C)× C
m)+ // (C(d−1)m × Cm)+ // (Polyd−1,mn (C)× Cm)+
Applying the Five Lemma to the long exact sequence in cohomology, we
see that the claim implies that the map (3.7) induces an isomorphism in
compactly supported cohomology, and that
(3.9) H ic(Poly
d,m
n (C);C)
∼=


C i = 2(d− n)m+ 3
C i = 2dm
0 else
This establishes Statement (2) of the theorem.
Step 6 (Computing the weights): Statement (3) applied to (3.9) gives
that H iet,c(Poly
d,m
n/
Fq
;Qℓ) is one-dimensional for i = 2dm and i = 2(d −
n)m + 3, and vanishes for all other i. Thus the trace of Frobq on each
of these cohomology groups is just the corresponding eigenvalue λi of Frobq.
When i = 2dm, Poincare´ Duality implies that λ2dm = q
dm. Plugging this
information in to the Grothendieck-Lefschetz trace formula gives:
qdm − q(d−n)m+1 = |Polyd,mn (Fq)| = λ2dm − λ2(d−n)m+3
= qdm − λ2(d−n)m+3
which implies that λ2(d−n)m+3 = q
(d−n)m+1, as claimed. This completes the
proof of Statement (4) of the theorem. 
4. The moduli space of m-pointed rational curves in Pn
Fix d, n ≥ 1 and m ≥ 0. For a variety X, let PConfm(X) denote the set
of ordered m-tuples of distinct points in X. Let
M0,m(P
n, d) := (PConfm(P
1)×Ratd(P
1,Pn))/PGL2
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where PGL2 acts diagonally. M0,m(P
n, d) is the moduli space of m-pointed,
degree d rational curves in Pn. Note that the m marked points on P1 give
an ordered m-tuple. Because PGL2 acts triply transitively on P
1, if m ≥ 1
then we can always take (a representative of) any element of M0,m(P
n, d)
to have ∞ as the first marked point of the rational curve. There is then a
map
ev∞ :M0,m(P
n, d) // Pn
taking an equivalence class of marking and rational map φ : P1 // Pn to
φ(∞). It is straightforward to show that the map ev∞ is a Zariski-locally
trivial fibration with fiber
M∗0,m(P
n, d) := (PConfm−1(A
1)×Rat∗d(P
1,Pn))/Aff 1
where Aff1, the subgroup of PGL2 fixing ∞ ∈ P
1, acts diagonally. We thus
have, for m ≥ 1, and for any field K:
(4.1) [M0,m(P
n, d)] = [M∗0,m(P
n, d)] · [Pn] ∈ K0(VarK)
Our goal now is to compute the motive/point count, Betti numbers, and
weight filtration of M∗0,m(P
n, d) for m ≥ 3; we intend to return to the cases
m = 1, 2 in a sequel.
Proposition 4.1. For m ≥ 3 there is an isomorphism
M∗0,m(P
n, d) ∼= PConfm−3(A
1 − {0, 1}) ×Rat∗d(P
1,Pn).
Proof. For m ≥ 3, we define a map
Ψ : PConfm−1(A
1)×Rat∗d(P
1,Pn) // PConfm−3(A
1−{0, 1})×Rat∗d(P
1,Pn)
via
Ψ((z1, . . . , zm−1), φ) := (β(z3), . . . , β(zm−1), φ ◦ β
−1)
where β is the unique element of Aff1 so that β(z1) = 0 and β(z2) = 1.
Note that we are making use of the simply transitive action of Aff1 on the
space of pairs of distinct points in A1. Note also that for any α ∈ Aff1:
Ψ(α · (z1, . . . , zm−1, φ ◦ α
−1) = Ψ((z1, . . . , zm−1), φ)
and so Ψ induces a map
Ψ :M∗0,m(P
n, d) // PConfm−3(A
1 − {0, 1}) ×Rat∗d(P
1,Pn).
The map ((z3, . . . , zm−1), φ) 7→ ((0, 1, z3, . . . , zm−1), φ) is an inverse to Ψ,
and so Ψ is an isomorphism. 
4.1. Proof of Theorem 1.7.
Proof of Theorem 1.7. We begin with the motive/point count. Proposition
4.1 implies for m ≥ 3 that:
[M∗0,m(P
n, d)] = [PConfm−3(A
1 − {0, 1})][Rat∗d,n].
The following proposition was explained to us by N. Gadish.
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Proposition 4.2 (The class of PConfn(X)). Let X be a variety defined
over Z. Then for any field K:
[PConfr(X)] =
r−1∏
i=0
([X]− i) ∈ K0(VarK).
Proof. We prove this by induction on r. For r = 1, there is nothing to
show. Now assume we have shown it for n < r. Note that PConfr(X) is the
complement in Xr of a union of diagonal subspaces isomorphic to Xr−1. All
of the iterated intersections of these subspaces are again isomorphic toXi for
i < r. By the inclusion–exclusion argument, this implies that [PConfr(X)]
is a polynomial in [X] of degree r.
The key observation is that this polynomial is independent of X: indeed,
it depends only on the combinatorics of the natural stratification of the fat
diagonal in Xr, i.e. only on the combinatorics of partitions of {1, · · · , r}.
But, this same argument gives that |PConfr(X)(Fq)| is the same polynomial
in |X(Fq)|. Finally, by counting, we know that
|PConfr(X)(Fq)| =
r−1∏
i=0
(|X(Fq)| − i).
This proves the proposition. 
Applying this formula with X = A1 − {0, 1}, so that [X] = L1 − 2, gives
[PConfm−3(A
1 − {0, 1})] =
m−2∏
i=2
(L− i).
Combining this with the calculation for [Rat∗d,n], we obtain the result.
For the Comparison Theorem, by Proposition 4.1, the Ku¨nneth isomor-
phism, and Theorem 1.2, we are reduced to producing an isomorphism
H∗et,c(PConfm−3(A
1−{0, 1})/Fq ;Qℓ)⊗Qℓ C
∼= H∗c (PConfm−3(C−{0, 1});C).
Indeed, this follows from the same argument as for Theorem 1.2: the variety
PConfm−3(A
1 − {0, 1}) is a complement of a hyperplane arrangement; the
combinatorics of this arrangement are independent of the characteristic; and
therefore, Bjo¨rner–Ekedahl’s results give the isomorphism.
We now compute the weights. By Proposition 4.1, Poinca`re Duality and
the Ku¨nneth isomorphism,
H iet,c(M
∗
0,m(P
n, d)/Fq ;Qℓ)
∼=
2(m−3+d(n+1))−i⊕
a=0
H
2(m−3)−a
et,c (PConfm−3(A
1 − {0, 1})/Fq ;Qℓ)⊗H
i+a−2(m−3)
et,c (Rat
∗
d,n/Fq
;Qℓ).
The Rat∗d,n factor follows from Theorem 1.2. It remains to compute the first
factor. Recall that because PConfm−3(A
1 − {0, 1}) is the complement of a
hyperplane arrangement, its e´tale cohomology ring is generated in degree
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1, and Frobenius acts on H iet(PConfm−3(A
1 − {0, 1});Qℓ) by q
i [8, Propo-
sitions 1, 2]. Applying Poinca`re duality, we see that Frobenius acts on
H iet(PConfm−3(A
1−{0, 1});Qℓ) by q
m−3−i. It remains to compute the rank
of the degree i component, and by the Comparison Theorem, it suffices to
do this using singular cohomology over C.
Ignoring the ring structure, the singular cohomology decomposes as a
product
H∗(PConfm−3(C− {0, 1});C) ∼=
m−4⊗
j=0
H∗(C−
∐
j+2
∗;C).
Indeed, this follows from induction on m, and the Serre spectral sequence
of the fibration
PConfm−3(C− {0, 1}) // PConfm−4(C − {0, 1}).
The key observation is that because the fundamental group of the base acts
trivially on the cohomology of the fiber, we have
Ep,q2 = H
p(PConfm−4(C − {0, 1});C) ⊗H
q(C−
∐
m−4
∗;C),
and, because the fibration admits a section, the spectral sequence degener-
ates on this page.
Using this decomposition, we see that the rank follows from the isomor-
phism of graded commutative rings
H∗(C −
∐
i
∗;C) ∼= C[x1, · · · , xi]/ < xaxb = 0 >
with |xa| = 1. In detail, we have
H ic(PConfm−3(C− {0, 1});C)
∼= H2(m−3)−i(PConfm−3(C− {0, 1});C)
∼=
⊕
i0+···+im−4=2(m−3)−i
m−4⊗
j=0
H ij(C −
∐
j+2
∗;C)
∼=
⊕
σ
2(m−3)−i⊗
j=1
H1(C−
∐
σ(j)+2
∗;C)
(where the sum is as in the definition of ν above)
∼=
⊕
σ
C
∏2(m−3)−i
j=1 (σ(j)+2)
∼= C
∑
σ
∏2(m−3)−i
j=1 (σ(j)+2)
This completes the proof. 
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