Perturbations in the velocity profile of a laser-ablation-driven shock wave seeded by speckle in the spatial beam intensity (i.e., laser imprint) have been measured for the first time. Direct measurements of these velocity perturbations were recorded using a two-dimensional (2-D) high-resolution velocimeter probing plastic material shocked by 100-ps picket laser pulse from the OMEGA Laser System. The measured results for experiments with one, two, and five overlapping beams incident on target clearly demonstrate a reduction in long-wavelength (> 25 µm) perturbations with an increasing number of overlapping laser beams, consistent with theoretical expectations. These experimental measurements are crucial to validate radiation-hydrodynamics simulations of laser imprint for laser direct drive inertial confinement fusion research, since they highlight the significant (factor of three) underestimation of the level of seeded perturbation when the microphysics processes for initial plasma formation such as multiphoton ionization are neglected.
I. INTRODUCTION
Laser direct drive (LDD) inertial confinement fusion (ICF) involves the direct laser irradiation of a plastic spherical shell target containing a thin layer of cryogenic, thermonuclear fuel (i.e., deuterium (D) and tritium(T)) with symmetrically-arranged, high-intensity, overlapping laser beams [1] . The resulting laser-ablation process launches a spherical shock wave into the target and accelerates the shell inward via the rocket effect. Nonuniformities in the laser drive due to laser speckle and beamto-beam intensity variations can seed hydrodynamic instabilities such as the Richtmyer-Meshkov (R-M) and Rayleigh-Taylor (R-T) instabilities [2] . The physical energy transfer of the laser-intensity modulations to the shock front, called laser imprint, depends strongly on the initial plasma formation [3] . The resulting coronal plasma provides a physical standoff between the laser deposition region and the ablation surface in a few hundred picoseconds and the efficiency of the laser imprint process drops to zero. Hydrodynamic instabilities seeded by laser imprint as well as mass perturbations in the target could adversely affect the compression of the imploding shell and the DT nuclear fusion yield (i.e., D + T → n + α) achieved at stagnation [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . For the optics community, it is also a concern that laser speckle interacting with material defects can cause damage to optical materials [14] . Thus, understanding laser imprinting process is of great importance for LDD ICF research and laser damage to optical materials.
Several mitigation methods for laser-imprint have been developed. The principal efforts involve smoothing the spatial intensity profile of each laser beam using distributed phase plates (DPPs) [15, 16] , smoothing by spectral dispersion (SSD) [17] [18] [19] [20] and polarization smoothing using distributed polarization rotators (DPRs) [21] in glass lasers and by using induced spatial incoherence (ISI) [20, 22, 23] in excimer lasers such as KrF. The mitigation of laser imprint using SSD bandwidth has been shown to lead to a twofold increase in implosion performance [11] [12] [13] . While these techniques have significantly improved laser uniformity and therefore lowered imprint-seeded R-M and R-T instabilities, modeling laser imprint during the initial plasma formation is extremely challenging and is at the forefront of LDD research. These simulations require quantitative measurements of laser imprinting in order to be calibrated. Previous experiments characterizing laser imprint relied on R-M and R-T instabilities to amplify imprint seeds to detectable levels and then characterized the larger features using x-ray radiography [12, [24] [25] [26] [27] [28] [29] [30] [31] . However, to most accurately characterize the development and significance of laser imprint, one needs a direct measurement of the shock-velocity perturbation produced by laser perturbations with no intermediate hydrodynamic processes.
While intensity modulations in the incident laser and development of R-M and R-T instabilities in a shocked shell are well understood and simulated processes, the coupling between the two during the plasma build up period is not. Efforts to understand and mitigate this complex laser imprint phase have been performed using 2-D radiation-hydrodynamics simulations [11, [32] [33] [34] [35] . These simulations routinely approximate the initial plasma formation and laser imprint by using an experimentally derived intensity profile representative of the driving laser to seed the hydrodynamic instabilities in a pre-ioinized plasma. This approximation does not include the initial material breakdown via multiphoton ionization. Non-linear absorption effects during the initial plasma formation must be accounted for to accurately capture the laser-target interaction [3] . Experiments presented in this manuscript demonstrate that the current approach, which does not include the initial plasma formation, grossly under predicts the magnitude of perturbation imprinted by the laser on target by a factor of three. This level of under prediction of the laser im-print could significantly reduce the neutron yield and compressed areal density of the implosion [11, 12] .
II. EXPERIMENTAL SETUP AND THE OHRV DIAGNOSTIC
Presented are the first direct experimental observations of shock-velocity fluctuations induced by laser imprint and the reduction of imprint produced by the interference of multiple overlapping beams. This is the most direct measurement of the magnitude of laser imprint and provides critical experimental insights to validate the simulation and theory of laser imprinting. The experiment was carried out on the 60-beam, 30-kJ, 351-nm OMEGA Laser System [36] . As shown in Fig. 1(a) , the experiment consisted of a 3-mm outer diameter, 100-µm-thick planar disk of CH polymer irradiated by one, two, or five of the OMEGA beams using a 100-ps "picket" pulse containing approximately 20 J of total energy. These beams were spatially smoothed using DPRs with SG4, 850-µm DPPs where 95% of the beam's energy is contained within a diameter of 850 µm with a 500-µm flat top region. The limiting cases of no SSD bandwidth and overlapping beams are examined herein. The intensity of the overlapped beams was approximately 10 13 W/cm 2 for all cases. This configuration was chosen to replicate the effect of picket pulses used in direct-drive pulse shapes since pickets cause most of the initial laser-imprint seed. By using a single picket, the shock is unsupported and perturbation growth from R-M and R-T instabilities are minimized. Each beam was incident at a 21.4
• angle relative to target normal.
The target was placed so that the rear surface faced directly toward the OMEGA high-resolution velocimeter (OHRV) diagnostic [37] . The OHRV detects perturbations in shock velocity using a push-pull VISAR (velocity interferometer system for any reflector) system [38] by using the interference pattern produced by two short, 2-ps, 395-nm laser pulses separated by a specified delay. The fringe pattern is a 2-D phase map snapshot, which is proportional to the velocity of the shock surface. The phase map is deconstructed and post-processed using methods based on work by Celliers et al. [37] [38] [39] [40] [41] [42] . The spatial resolution, limited by the internal optical system, is 2 to 3 µm in the target plane. The interferometers were set up to resolve velocity changes of 3.8 km/s per fringe shift. For this experiment the OHRV probe was timed 0.9 ns after the start of the drive beams to provide adequate time for the CH target material to recover from optical blanking due to ionization in the target [43] . To quantify the velocity nonuniformities a 2-D Fourier transform is taken of the image, normalized to the image size, and azimuthally averaged for each mode. The Euclidean norm taken of this spectrum to construct a 1-D velocity spectral density of the image with respect to mode size. Fig. 2(c) compares the velocity spectra for one shot from each of the experimental cases, showing that the one-beam case has significantly more energy in velocity perturbations across all measurable wavelengths. Confidence intervals (95%) for the velocity spectra were calculated by measuring the variance of the spectra of individual lineouts along the vertical and horizontal axes across the entire image. The measured σ rms for the processed data was approximately 1030 ± 174, 550 ± 70 and 390 ± 32 m/s for the one-, two-, and five-beam cases, respectively. The σ rms is shown in Fig. 2(d) for each experimental case, which was duplicated to demonstrate the repeatability of the diagnostic and experiment. Error was calculated using the variance of the σ rms across the images along both axes.
It was shown by Smalyuk et al. [44] that the inclusion of additional overlapping beams reduces the modulation of the shock front in laser-accelerated foils that experienced RT growth. The anticipated reduction in the σ rms is a factor of √ N , where N is the number of beams. If one applies this factor to the one beam case (σ rms ≈ 1030) then a σ rms ≈ 730 and 460 is expected for the two-and five-beam cases respectively. In the present experiment however, the reduction of velocity modulation was greater than anticipated when moving from one to two beams and less than expected moving from two to five beams. A possible cause for reduced imprint mitigation in the five-beam case is slight beam mistiming. For both shots with five beams the laser pulse diagnostic recorded that one beam arrived approximately 20 ps earlier than the others [ Fig. 1(b) ]; the resulting imprinted velocity perturbations were therefore stronger because of this single beam and the apparent mitigation lessened. 
III. 2D DRACO SIMULATIONS UNDERESTIMATE IMPRINTED MODULATIONS
These experiments provide valuable quantitative data that are used to calibrate hydrodynamic simulations by providing direct measurements of shock-velocity perturbations produced by intensity nonuniformities without intermediate physical processes of the hydrodynamic instabilities. Initial comparison between experimental results and simulations began by simulating the simplest single beam experiment. Simulations of this experiment were performed using the Lagrangian version of the 2-D radiation-hydrodynamic code DRACO [45] . The simulations were constructed in an r-z geometry shown in Figure 3 (i.e., r lies in the target plane and z lies in the distance traveled direction orthogonal to r ). In order to conduct appropriate simulations for planar experiments using an r-z geometry, a small section of a large radius surface was simulated [32, 46] . Open boundary conditions were used for the r -axis and reflective boundary conditions for the z -axis. The grids included 400x1000 zones for z and r coordinates, respectively, which generated converged results. These simulations used 3-D ray tracing, a flux-limited thermal conduction model and a pre-ionized plasma approximation to start the simulation.
The laser-intensity profile was constructed using a sum of sinusoidal modes whose amplitudes are determined from the measured intensity profile for a beam using an 850-µm DPP on the OMEGA Laser System [13, 47] . A random numerical seed is applied to these modes in order to randomize their spatial distribution in the simulation. An example of such an intensity profile is shown in Fig.  4(a) , which includes modes up to = 200 (λ ≈ 10 µm). Modes higher than = 200 were found to cause numerical noise in the simulation. Although the OHRV can resolve modes beyond this, down to 2-3 µm, comparisons were focused on modulations down to λ ≈ 10 µm to have a fair comparison between simulations and experimental data. Fig. 4(b) illustrates the simulated trajectory of the shock front as a function of time and space (r,z ). The spatially varying shock position is extracted from this trajectory at 900 ps (consistent with the probe time of the experiment).
Since DRACO simulations are performed in 2-D r-z geometry, the resulting velocity profile is in 1-D (along the r axis) as shown in Fig. 4(c) . The simulated velocity profile must therefore be converted to be comparable to the 2-D experimental data. The normalization and velocity spectral density processes applied to experimental data are also applied to the simulated velocity profile [ Fig. 4(d) ]. Using the resulting velocity spectrum, a 2-D synthetic velocity image is created by reversing the process, albeit starting from a position of less information in two aspects. To start, the 1-D velocity spectrum is distributed in a 2-D map; however, if one were to simply take the inverse Fourier transform of this map an image would be produced with perfect spatial symmetry (an unphysical appearing result). Therefore Gaussian white noise is applied spatially to the 2-D map such that when the azimuthal average is taken the original spectrum is still intact. This noise only is applied to modes > 10 µm so as to not introduce new information into the image. Applying this method to the DRACO velocity output results in velocity spectra and 2-D images that can be quantitatively and qualitatively compared to the experimental data respectively. The 1-D velocity perturbations for one-beam simulations are presented in Fig. 5(a) . This velocity is extrapolated to 2-D and placed on the same color scale as Fig.  2(a) . It should be noted that since the resolution of the One can see that the simulation without MPI drastically underestimates the degree of imprint, especially when compared to Fig. 2(a) . (e) A comparison of the velocity spectra from DRACO (red and black) to the experimental data (blue) for the one beam case.
simulations (10 µm) is less than that of the diagnostic (2 µm), modes smaller than 10 µm do not exist in the extrapolated simulation data, while they do in the experimental data. This means that the simulations will never be able to capture the finer structure seen in the experimental data. When comparing the amplitude of the velocity modulations between DRACO and the experiment for modes between 10 and 100 µm in size, it is evident that current simulations dramatically underestimate the level of imprint for these modes. Fig. 5 (e) compares the velocity spectrum between the experiment and DRACO; DRACO underestimates the amplitude of the velocity spectrum by a factor of 3. One-beam DRACO simulations return a velocity σ rms of 385 m/s, while the two-beam DRACO case returns 330 m/s, both significantly below the experimental results of 1030 and 550 m/s, respectively.
One factor that could account for DRACO underestimating imprint is that it lacks the multiphoton ionization (MPI) process for the initial formation of plasma [3] . MPI of a material occurs with the simultaneous absorption of several photons with energy less than the material's ionization threshold [48, 49] . Without the inclusion of MPI the pressure exerted by a beam profile can typically be described by δP/P ∝ δn e /n e ∝ δI/I for a fully ionized plasma, where P is the ablation pressure imposed by the laser intensity I. At the onset of laser irradiation, the polystyrene is dielectric with no conduction band (free) electrons. MPI is expected to generate free electrons followed by avalanche ionization that eventually drives the plasma-generation process. For such a case, assuming that electron density n e has not yet saturated, the pressure should scale with laser intensity as
Here α is the number of photons needed to pump the valence electrons to the conduction band [50, 51] . For polystyrene, α = 2 is a reasonable estimate. To test this, DRACO simulations were repeated with the laser modulation amplitude increased by a factor of 2 to account for MPI. This resulted in a large increase in the amplitude of the velocity perturbations as shown in Fig When comparing the velocity spectra it appears that the simulated spectrum is much more modulated than the experimental one. This can be attributed primarily to the azimuthal averaging of the velocity spectrum in the experiment across two dimensions, while the spectrum from DRACO contains data across only one dimension. The azimuthal averaging process tends to significantly smooth the spectrum in the experimental case. One can see in Fig. 2(c) that in the single beam case there is large uncertainty in the velocity spectrum for larger wavelength modes. This is due to sampling: a 1-D lineout taken of the experimental data containing a large feature translates it to a significantly higher amplitude of a large wavelength mode. When 1-D lineouts are constructed and averaged across an entire image this mode spike becomes less significant and a smoother curve is generated. The simulations only produce a single lineout of data and so the smoothing benefits of the averaging process are lost.
IV. CONCLUSIONS
In summary, 2-D VISAR images of shock velocity perturbations produced by laser intensity modulation have provided the first direct measurement of laser imprint. Experiments showed that using two and five overlapping beams reduced imprint-induced shock velocity modulations across all spatial modes when compared to the single beam case. However, these initial experiments revealed a deficiency in current laser-imprint simulations, which underestimated induced velocity perturbations by a factor of three. By accounting for microphysics processes during the initial plasma formation, such as multiphoton ionization, a more realistic model of laser imprint for laser direct drive inertial confinement fusion implosions has been developed.
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