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Energy harvesting technologies have become a commercial reality, with many deployed
embedded devices being powered from the natural resources in their environment.
This deployment opens the exciting new possibility to build the self-powered and
self-sustainable systems. Unlike conventional power sources, the output power of
renewable sources is stochastic in nature, as they strongly depend on environmental
changes. This makes the control of the systems that operates with such energy sources
challenging. In this dissertation, we aim to develop the analytical foundations for
the design of control policies for systems that completely or partially operate with
renewable energy sources. We pursue our investigation for two key applications and
in four main parts.
In the first part, we consider systems that utilize renewable energy and are
equipped with energy storage to adjust for the variability in the available energy
and energy usage. The problem under study is how to best use the stored energy
to maximize the long-term utility. One approach is to formulate this problem as a
Markov decision process in which the state of the system is the amount of stored
energy, together with the state of the environment. Unless the battery is small, the
size of the state space of this Markov decision problem is very large, which makes the
problem diﬃcult to solve. The key idea is to replace the Markov decision problem
formulation by a simple optimization problem provided by large deviation theory.
In the second part, we consider the sensor node system that is equipped with
renewable energy sources, which are capable of recharging their batteries and sup-
porting data collection and transmission indefinitely. Energy and data management
of these types of systems is challenging primarily due to the variability of renewable
energy sources and transmission channels. The goal for this part is to jointly control
the energy usage and data sampling rate to maximize the long-term performance of
the system subject to the constraints imposed by the available energy and data. The
design of this control is based on estimates of the large deviations of the energy stored
in the battery and of the queued data.
In the third part, we study the task allocation problem for solar powered wireless
sensor networks. The goals are to minimize the makespan and maximize the fair-
ness in energy-driven task mapping (i.e., energy-balancing), while satisfying the task
precedence constraints and energy harvesting causality constraints. The problem is
accurately formulated as a mixed integer linear programming problem. The proposed
vii
framework for this problem has a hybrid framework of static and dynamic adaptation
stages.
Finally, we consider smart grid systems in which energy from renewable and non-
renewable sources is used to satisfy the variable demand. One may use energy storage
devices to absorb the fluctuation of both renewable energy and demands. This work
explores a comprehensive methodology to study the eﬀect of integrating renewable
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Harvesting energy from the environment is a desirable and increasingly important
capability in several emerging applications of embedded systems such as wireless sen-
sor networks (WSNs) [1], Internet of things (IoT) [2], smart grids [3], biomedical
implants [4], etc. While energy harvesting has the potential to enable near-perpetual
system operation, designing an eﬃcient energy harvesting system that actually real-
izes this potential requires an in-depth understanding of several complex challenges.
These challenges arise due to the interaction of numerous factors such as the char-
acteristics of the harvesting sources, capacity of the batteries used (if any), power
supply requirements and power management features of the embedded system, appli-
cation behavior, etc. In this thesis, these challenges in the design of control policies
for systems that completely or partially operate with renewable energy sources are
studied.
In this section, first a brief introduction is provided to these notions. It is then
followed by the motivation and main contributions of this thesis.
1
CHAPTER 1. INTRODUCTION
1.1 Energy Harvesting Systems
Energy harvesting is the process of scavenging ambient energy from sources in the
surrounding environment and converting it into the electrical energy. Energy har-
vesting allows low-power embedded devices to be powered from naturally occurring
environmental energy (e.g., light, wind, vibration, or temperature diﬀerence). A typi-
cal energy harvesting system has three components, the energy source, the harvesting
architecture and the load. Energy source refers to the ambient source of energy to be
harvested. Harvesting architecture consists of mechanisms to harness and convert the
input ambient energy to electrical energy. Load refers to the activity that consumes
energy and acts as a sink for the harvested energy [5].
A vital component of any energy harvesting architecture is the energy source.
It dictates the amount and rate of energy available for use. Energy sources have
diﬀerent characteristics along the axes of controllability, predictability and magnitude
[6]. A controllable energy source can provide the harvestable energy whenever it is
required and energy availability need not be predicted before harvesting. With non-
controllable energy sources, energy must be simply harvested whenever available. In
this case, if the energy source is predictable, then a prediction model which forecasts
its availability can be used to indicate the time of the next recharge cycle. In this
thesis, we mainly use the non-controllable renewable energy sources.
2
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1.2 Wireless Sensor Networks with Renewable En-
ergy Sources
One of the systems that increasingly incorporate the energy harvesting techniques
is a wireless sensor networks (WSN). This is because, a major limitation of sensor
nodes is the finite battery capacity. Nodes will operate for a finite duration, only
as long as the battery lasts. Finite nodes lifetime implies a finite lifetime of the
applications or additional cost and complexity to regularly change batteries. However,
there are emerging WSNs’ applications where sensors are required to operate for
much longer durations (like years or even decades) after they are deployed. Examples
include in-situ environmental/habitat monitoring and structural health monitoring
of critical infrastructures and buildings, where batteries are hard (or impossible) to
replace/recharge. Nodes may also opt to use low-power hardware like a low-power
processor and radio, at the cost of lesser computation ability and lower transmission
ranges. An alternative practical technique that has been applied to address the
problem of a finite node lifetime is the use of energy harvesting systems. Known
implementations of energy harvesting sensor nodes include Fleck [7], Enviromote [8],
Trio [9], Everlast [10], Twin-Star node [11] and Solar Biscuit [12].
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1.2.1 Power Management in WSNs with Renewable Energy
Sources
Renewable energy sources can be attached to sensor nodes to provide energy replen-
ishment for prolonging the lifetime of sensor networks. The power management for
such networks seems to be challenging. This is because, the environmental energy
availability is often highly variable and non deterministic. Moreover, for networks
with replenishment, conservative energy expenditure may lead to miss-recharging op-
portunities due to battery capacity limitations, while aggressive usage of energy may
result in reduced coverage or connectivity for certain time periods. Thus, new power
management schemes need to be designed to balance these seemingly contradictory
goals, in order to maximize the sensor network performance. In Chapters 4 and 5, we
study the power management and control algorithms for the task allocation problem
as well as the joint data collection and power allocation problem for energy harvesting
wireless sensor networks.
1.3 Smart Grids and Renewables
A smart grid is a modernized electrical grid that uses information and communica-
tions technology to gather and act on information. The information is about the
behaviors of suppliers and consumers, in an automated fashion to improve the eﬃ-
ciency, reliability, economics, and sustainability of the production and distribution
of electricity [13]. Smart grid technology is the key for an eﬃcient use of renewable
4
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energy resources. The ever increasing price of petroleum products and the reduction
in the cost of renewable energy power systems, bring opportunities for penetration of
renewable energy systems into the smart grid. Another resurgence of interest in the
use of renewable energy is driven by the need to reduce the high environmental impact
of fossil-based energy systems. Harvesting energy on a large scale is undoubtedly one
of the main challenges of our time. Future energy sustainability depends heavily on
how the renewable energy problem is addressed in the next few decades. However,
to achieve commercialization and widespread use, an eﬃcient energy management
strategy of system needs to be addressed. Part of this thesis presents the study of
integrating renewable energy and energy storage devices in smart grid systems.
1.3.1 Power Management in Smart Grids with Renewables
Although in most power generating systems, the main source of energy (the fuel) can
be manipulated, this is not true for renewable sources such as solar and wind energies.
The main problems with these energy sources are the cost and availability: wind and
solar power are not always available where and when needed. Unlike conventional
power sources, the output of these renewable sources cannot be controlled. Daily and
seasonal eﬀects and limited predictability result in intermittent generation. Smart
grids promise to facilitate the integration of renewable energy and will provide other
benefits as well.
Energy management in smart grid systems can be seen as a large-scale optimiza-
tion problem: Given current and (possibly uncertain) future information on pricing,
5
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consumption preferences, distributed generation prospects, and other factors, how
should devices and systems be used optimally? Part of this thesis focuses on energy
management systems at the customer premises that are able to control consumption,
on site generation and storage. Specifically, it explores a methodology to study the
eﬀect of integrating energy storage devices and renewable sources in the operation of
smart grid as well as the energy management and control of such systems.
1.4 Energy Storage Systems
While batteries have conventionally been used to power embedded systems, they have
a finite capacity and must be replaced or recharged when depleted. For this reason,
energy harvesting is an attractive power source as it potentially oﬀers a perpetual
source of energy, provided there is suﬃcient and appropriate energy in the deployment
environment. Many energy harvesting systems need energy storage because they need
to continue operation even when there is no energy to harvest (e.g., at night for a
solar-powered system). Chapters 3 and 4 of this thesis explore the methodology that
shows the eﬀect of the energy storage capacity on the optimum performance of energy
harvesting sensor networks. This part of the thesis has established that key aspects
of the use of energy storage can be captured by a simplified probabilistic approach,
which requires only limited input data.
In smart grid systems, the energy from renewable and non-renewable sources is
used to satisfy the variable demand. One may use energy storage devices to absorb
the fluctuation of both renewable energy and demand as two stochastic sources in
6
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smart grid systems. Variable electricity prices are another uncertain features in the
operation of smart grids. Again, energy storage can be a solution to moderate this
uncertainty and to control the electricity cost. This happens by storing the energy in
storage during oﬀ-peak periods with cheap energy sources and later use it for high-
peak demand. Hence, we allow users to exploit the price variations without having to
shift their demand to the low-cost periods with dynamic pricing [85]- [88]. Chapter 6
of this thesis explores the methodology for integrating renewable energy sources and
energy storage devices in smart grid systems.
1.5 Motivation of This Thesis
Harvesting energy from the environment is a desirable and increasingly important
capability in several emerging applications. Energy harvesting sources have the po-
tential to enable near-perpetual operation of the system that partially or fully operates
with such sources. An example of systems that successfully adopts these sources is
wireless sensor networks. This is because, energy is the most precious and limited re-
source in these networks. To ensure sustainable operations designing energy eﬃcient
protocols is essential. For example, in sustainable sensor networks, ambient energy
(e.g., solar or wind) is normally not suﬃcient to sustain continuous active operation
of sensor nodes in the long run [14], [15]. It has been shown in [16] that even on
a sunny day, the total energy harvested at an energy harvesting sensor node (e.g.,
Twin-Star node [11]) can only allow the node to work at %100 duty cycle for 6.37
hours. The limited available energy is the main factor that prohibits a node from fully
7
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utilizing its hardware resources (such as computing and sensing). Also, for networks
with replenishment, conservative energy expenditure may lead to missed recharging
opportunities due to battery capacity limitations, while aggressive usage of energy
may result in reduced coverage or connectivity for certain time periods. Thus, new
resource management schemes need to be designed to balance these seemingly con-
tradictory goals, in order to maximize the performance of sensor networks. Hence,
part of the research accomplished for this thesis concentrates on resource management
protocols for wireless sensor networks that operate with such sources.
One of the key application scenarios for sensor networks is task allocation, in
which a central entity allocates tasks to a set of geographically distributed sensor
nodes to accomplish an overall objective. In wireless sensor networks, energy-aware
task allocation algorithms deal with energy availability of batteries, which are mono-
tonically decreasing. However, in energy harvesting wireless sensor networks, due to
the fluctuating energy sources, the energy availability follows an uncertain outline.
For these nodes a new paradigm of task allocation is needed, which takes into account
that nodes currently having little or no energy left might have enough in the future to
carry out new tasks. In part of this thesis, we study the task allocation algorithms to
investigate how to dynamically schedule tasks to match the time-varying renewable
energy.
Unlike conventional power sources, the output power of renewable sources is
stochastic in nature, as they strongly depend on environmental changes. Many en-
ergy harvesting systems need energy storage because they need to continue operation
even when there is no energy to harvest or to adjust for the variability in the energy
8
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availability and usage. Then, the important question is how to best use the stored
energy to maximize the long-term utility. For instance, in the case of a wireless sen-
sor node, the average power used must be less than the average power of the source.
However, unless the battery is very large, the variability may cause the battery to go
empty even when that condition is met. In such a situation, one suspects that the
energy use should take into account the instantaneous amount of energy stored in the
battery. One approach is to formulate this problem as a Markov decision process in
which the state of the system is the amount of stored energy, together with the state
of the environment. Unless the battery is small, the size of the state space of this
Markov decision problem is very large, which makes the problem diﬃcult to solve. In
this research, we study a scalable methodology and simple control policy that results
in the near optimum results.
Besides renewable sources, the broadcast nature of the wireless medium and ran-
dom channel variations in wireless systems are another uncertain features. Consider
a wireless sensor node equipped with a solar cell, a battery that stores the energy,
and a data queue. The sensor node samples data and transmits it opportunistically
depends on the communication channel status and available energy and data. A
complex control system would determine when to sample additional data and when
to transmit on the basis of the backlog in the data queue, the energy stored in the
battery, and the state of the environment, such as the weather and the quality of the
channel. However, one hopes that a simpler system that does not include the data
backlog and the stored energy in its decisions might perform almost as well, provided
that the battery and data queue capacities are not very small. In this research, we
9
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explore how to jointly control the energy usage and data sampling rate to maximize
the long-term performance of the system subject to the constraints imposed by the
available energy and data.
Smart grid is another system that is the key for an eﬃcient use of renewable
energy resources. The ever increasing price of petroleum products and the reduction
in the cost of renewable energy power systems, bring opportunities for penetration of
renewable energy systems into the smart grid. Renewable energy, variable demands
and electricity prices in the operation of smart grid are the most uncertain features.
One may use the energy storage to absorb these fluctuations and alleviate the cost
and uncertainties. Then, the challenging questions are what is the best battery size
and how to store, buy and use energy so that the overall long-term cost is minimized.
In part of this thesis, we study a comprehensive methodology to explore the eﬀect of
integrating renewable sources and energy storages in reducing the cost of smart grids




In this thesis, several challenges in the design of control policies for systems that
completely or partially operate with renewable energy sources are studied. We mainly
focus on the control design methodologies for wireless sensor networks and smart
grids with renewable sources. Our proposed approaches are eﬃcient and simple in
comparison to those in literature. The contributions of each part of this research are
explained in detail as follows.
1.6.1 Control of Systems That Store Renewable Energy
Chapter 3 of this thesis is concerned with systems that utilize renewable energy and
are equipped with a battery to adjust for the variability in the available energy and
its usage. The problem under study is how to best use the stored energy to maximize
the long-term utility. One approach is to formulate this problem as a Markov decision
process in which the state of the system is the amount of stored energy, together with
the state of the environment. The core idea of our proposed approach is to convert
the complex Markov decision problem to a simple optimization problem where its
constraint is based on large deviation theory. The main advantage of our approach in
comparison to literature is that the control policy for the energy usage rate does not
involve the instantaneous amount of energy stored in the nodes, when the size of the
battery is moderate or large. The state of the system is modeled as a finite Markov
chain. Hence, we study the large deviation of Markov chain through few possible ap-
proximation approaches; 1) a direct method based on Chernoﬀ’s inequality and the
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first step equations of a Markov chain; 2) a method based on the analysis of the occu-
pation measure and the contraction principle; 3) a Gaussian approximation method.
We evaluate these approaches for random walk process and two-state Markov chain.
We demonstrate the use of the approach for two simple problems: a wireless sensor
node equipped with a solar panel and a self-suﬃcient building. The methodology
applies to much more complex situations. The benefit is that the resulting control
law is simple, as it does not depend on the instantaneous charge of the battery.
1.6.2 A Methodology for Designing the Control of Energy
Harvesting Sensor Nodes
In Chapter 4 of this thesis, we study the joint energy and data management problem
for energy harvesting wireless sensor networks. We consider a wireless sensor node
equipped with a solar cell, a battery that stores the energy, and a data queue. The
sensor node samples data and transmits it opportunistically depends on the commu-
nication channel status and available energy and data. The goal is to jointly control
the energy usage and data sampling rate to maximize the long-term performance of
the system subject to the constraints imposed by the available energy and data. We
propose a novel approach for designing the control policy for such systems. This
approach takes into account the size of the energy and data buﬀers and produces a
policy that performs satisfactorily for medium value of those sizes. Despite the liter-
ature, the control policy for the energy usage and data sampling rate do not involve
the instantaneous amount of energy stored in the nodes and data backlog which sig-
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nificantly simplifies the implementation. A key feature of the approach is to estimate
the outage probability for the energy storage and the overflow probability for the
data buﬀer and to design the policy to keep these probabilities acceptably small. We
evaluate the proposed method on representative examples. Another contribution of
this work is to adapt the notion of eﬀective bandwidth (see e.g., [71, 72]) to variable
sources and variable loads, as a summary of their statistical characteristics. The nov-
elty of our analysis is that we consider queues where the arrivals and departures are
both variable. The result of this part is that one can define the eﬀective power of a
variable renewable source and the eﬀective consumption rate of a variable load in a
way that the battery is almost never empty if and only if the former is larger than
the latter.
1.6.3 Task Allocation for Energy Harvesting Wireless Sensor
Networks
In Chapter 5 of this thesis, we present novel task allocation algorithms for energy har-
vesting wireless sensor networks. In contrast to traditional computing oriented task
allocation methods that focus on reducing computational energy consumption and
meeting the tasks’ deadlines, we present an adaptive task allocation method, which
dynamically schedules and assigns tasks based on the tasks’ energy consumption and
the time-varying environmental energy. The solution objectives are to minimize the
scheduling length of the task graph and maximize the fairness in energy-driven task
mapping, while satisfying energy harvesting causality constraints and the task prece-
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dence constraints. The fairness in task mapping means tasks with longer task lengths
are assigned to the nodes with higher energy levels. The result of this task allocation
is balanced energy levels among all the nodes in the network while the schedule length
is minimized. This work is presented in Chapter 5. The main contributions of this
work are summarized as follows:
• We propose a novel task allocation algorithm for energy harvesting wireless
sensor networks that operates in two phases: task scheduling of the directed
acyclic graph (DAG) and task mapping to the solar-powered sensor nodes. To
the best of our knowledge, this is the first work on energy harvesting aware task
allocation at the network level to multiple solar-powered sensor nodes.
• The problem is formulated in an optimization framework as a mixed integer
linear program (MILP). The proposed framework for our scheme operates in
two stages consisting of the static and dynamic adaptation specialized for energy
harvesting systems.
• An appropriate energy prediction model and algorithm are incorporated to in-
crease the accuracy of our task allocation scheme.
• A genetic algorithm based multi-objective task allocation strategy is imple-
mented for the comparison purpose.
• The performance of our proposed algorithms in terms of the scheduling length




1.6.4 Toward Integration of Renewable Sources and Energy
Storage Devices into Smart Grids
Chapter 6 of this thesis explores a comprehensive methodology to study the eﬀect of
integrating renewable sources and energy storage devices in reducing the cost of smart
grids operation and control of such systems. We explicitly address dimensioning of
the energy storage and solar panel as well as control for grid-connected households.
The main objective is to minimize the long-term average cost while the variable
demand is completely served. The cost contains the operating and capital costs. The
problem is a complex Markov decision problem. The simple parametric policies are
provided by using measurement-driven simulations. The outcome of these simulations
is a choice of policy parameters and size of the battery and solar panel. One may
use this outcome for making the investment decisions. Finally, we analyze how well
parametric policies perform by comparing them to the solution of a Markov decision
problem using dynamic programing.
1.7 Thesis Outline
The outline of this thesis is presented in this chapter. The comprehensive related
works and mathematical preliminaries of the research conducted toward this thesis
are introduced in Chapter 2. Chapter 3 presents a methodology for designing the
control policy of systems that utilize the renewable energy and are equipped with
energy storage to adjust for the variability in the available energy and energy usage.
15
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Chapter 4 explores the methodology for the sensor node systems that equipped with
renewable energy sources to jointly control the energy usage and data sampling rate.
Chapter 5 explains the task allocation algorithms designed for wireless sensor networks
equipped with solar panel. This chapter provides the model and a hybrid framework
for this problem and the proposed energy aware solutions. Chapter 6 presents the
proposed methodology to study the eﬀect of integrating renewable energy sources
and energy storage devices on designing the control policy for operation of smart
grid systems. Chapter 7 concludes this thesis by summarizing the results and major




This chapter includes the background study for this thesis. It conducts an excessive
review of the previous studies and mathematical preliminaries involved in this thesis.
2.1 Related Work
This chapter presents the literature review of our research in diﬀerent categories.
2.1.1 Power and Rate Control for Systems That Store Renew-
able Energy
Resource management techniques for energy harvesting systems with uncertain re-
source availability pose a new set of challenges. These techniques lead to utility max-
imization considering the energy constraint. For energy harvesting wireless sensor
networks EH-WSNs where the resources of interest are energy and data, the trans-
mission rate and data sampling rate maximization satisfying the energy constraint
17
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are two important problems. These problems have been addressed in [21]- [31]. The
work in [21] solved the transmission completion minimization problem for energy
harvesting communication systems. They adaptively change the transmission rate
according to the traﬃc load and battery charge. The authors in [22] proposed a solu-
tion for rate maximization for transmission over multiple fading channels, assuming
that the future values of the available power and channel states are known. Under
the same assumptions, [23] showed that the transmission time minimization problem
and the transmission data maximization problem are the dual of each other and their
solutions are identical for the same parameters. That problem was extended to the
multiple access channel in [24] and the broadcast channel in [25]. The authors in [26]
addressed the routing and power allocation problems as a standard convex optimiza-
tion problem with energy constraints; they consider a finite horizon formulation and
then relax it to derive an online algorithm. The authors in [27] designed a solution for
fair and high throughput data extraction from all nodes guaranteeing fairness while
maximizing the sampling rate and throughput. [28] proposed a joint data queue and
battery buﬀer control algorithm, thus the long-term average sensing rate maximiza-
tion subject to stability of data queue and desired data loss ratio could be achieved.
They considered a static channel model and oﬄine knowledge about the energy in-
put. A policy with decoupled admission control and power allocation decisions is
developed in [29] that achieves asymptotic optimality for suﬃciently large battery
capacity to maximum transmission power ratio (explicit bounds are provided). The
authors in [30] obtained the energy management policies that are throughput optimal
and minimize the mean delay in the queue. The information-theoretic approach [31]
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used a best eﬀort to transmit scheme which does not depend on the current size of
the energy queue. Because it is assumed that the battery size is large enough, the
data is transmitted with a Gaussian codebook whose average power is less than the
average recharge rate.
In this thesis, we propose a novel approach for designing the control policies. That
approach takes into account the size of the energy and data buﬀers and produces a
policy that performs satisfactorily for medium value of those sizes. Also, the policy
does not depend on the instantaneous charge of the battery and backlog of the data
queue and it has a low complexity. A main feature of the approach is to estimate the
outage probability for the energy storage and the overflow probability for the data
buﬀer and to design the policy to keep these probabilities acceptably small. Chapters
3 and 4 elaborate these ideas of designing the methodology and control policies for
the energy buﬀer as well as the coupled energy and data buﬀers.
2.1.2 Task Allocation for Energy Harvesting Wireless Sensor
Networks (EH-WSNs)
Many applications for energy harvesting sensor networks, such as structural health
monitoring [32], disaster recovery [33] and health monitoring [34], require real-time
reliable network protocols and eﬃcient task scheduling. In such networks, it is im-
portant to dynamically schedule node and network tasks based on remaining energy
and current energy intake, as well as predictions about future energy availability.
In task allocations for WSNs [37], [38], [39], [42], [43], given a directed acyclic
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graph (DAG) and initial available resources, the set of tasks is assigned to sensor
nodes before the task execution starts. However, the time-varying nature of EH-
WSNs oﬀers new considerations for designing resource management schemes.
The resource management of real-time energy harvesting embedded systems has
been studied in the literature. In some works, such as [45], [46], [47], dynamic voltage
scaling policies are used to reduce the energy consumption, but they result in a longer
schedule length in case of allocation of the task graph to the set of processors. In [48]
and [49] authors constructed the Lazy Scheduling Algorithms (LSA) which are energy-
clairvoyant, i.e., generated energy in the future is known. Lazy scheduling algorithms
can be categorized as non-work conserving scheduling disciplines where a lazy sched-
uler may be idle, although waiting tasks are ready to be processed. Moreover, there
is an assumption that tasks are independent from each other and preemptive. More
precisely, the currently active task may be preempted at any time and have its exe-
cution resumed later, at no additional cost. Also, since LSA is only based on a “as
late as possible” heuristic, it is more likely that the battery overflows from harvested
energy which results in missed-recharging opportunities. Moreover, the above men-
tioned works mainly focused on the task allocation to a single processor with the
energy harvesting capability, but not the allocation of a task graph with precedence
constraints to multiple nodes.
The most closely related works are [40] and [41]. The works in [40] proposes a
dynamic energy-oriented scheduling algorithm. By conducting decomposition, combi-
nation, concurrent execution and admission control their proposed method allocates
tasks based on the dynamically changed available energy. The work in [41] presents a
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distributed mission assignment scheme for wireless sensor nodes with the rechargeable
battery.
Our approach diﬀers from these works in two ways. First, the problem we address
is energy harvesting-aware task allocation at the network level, i.e., how to assign
nodes in the network to the tasks from task graph with precedence constraints. Such
problem is quite diﬀerent from the task allocation problem tackled by existing works,
which instead focus on individual task scheduling at the node level. Second, they
maximize the network profit within a given time horizon, rather than enabling the
network to operate perennially.
Chapter 5 of this thesis presents task allocation algorithms to deal with these
issues. These algorithms account for the energy harvesting characteristics of sensor
nodes (i.e. uncertainty in energy availability) and make the best use of available
energy. The solution objectives are to minimize the scheduling length of the task
graph and maximize the fairness in energy-driven task mapping, while satisfying
energy harvesting causality constraints and the task precedence constraints.
2.1.3 Integrating the Energy Storage and Renewable Energy
with Smart Grids
Uncertainties associated with renewable sources, which are intermittent and essen-
tially variable, create a challenge for their integration into the current grids [84].
Energy storage has a significant eﬀect on penetration of uncertain renewable energy
generations in smart grids. Variable demands and prices are another uncertain fea-
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tures in the operation of smart grids. Again, energy storage can be a solution to
moderate this uncertainty and to control the electricity cost. Storage allows users
to exploit the price variations without having to shift their demand to the low-cost
periods with dynamic pricing [85]- [88].
Researchers have studied approaches for storage management and control in or-
der to optimize several features in smart grid systems. They have explored using
energy storage for minimizing energy imbalance (the diﬀerences between demand and
local energy). The authors in [90] proposed an approach to reduce reserve energy
requirement in power system dispatch. They formulate the power imbalance problem
for each timescale as an infinite horizon stochastic control problem and show that
a greedy policy minimizes the average magnitude of the residual power imbalance.
Their analysis applies to the case in which the utility company owns and operates
the storage. They use the prediction for multi time scale of renewable generation.
The optimal power flow problem with energy storage is formulated in [91] assuming
deterministic load with the objective of minimizing the total quadratic generation
cost. [92] addresses algorithms for minimizing the long-term energy cost in the pres-
ence of large storages, using online dynamic control approach. They assume that the
prices and demands follow a fixed but unknown distribution. Moreover, they assume
there are no renewable sources and the battery is used only for the purpose of arbi-
trage. Similarly, in [93] the authors consider the problem of energy storage from the
point of view of the grid operator, and propose a threshold policy that is shown to be
asymptotically optimal for the large size of the storage unit. In [94] algorithm lever-
ages a prediction model they develop, which forecasts future demand using statistical
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machine learning techniques given to know the next-day prices. There are some other
relevant works such as [95] for storage with demand response and [96] for operating
storage co-located with end-user demands which is a similar approach used in data
centers.
Controlling the residential energy storage has been proposed in [97] - [99]. The
authors analyzed the benefits of buying energy when it is cheap and selling it later
to the grid for higher price, assuming that the prices and statistics are known in a
finite horizon. They formulated the deterministic optimization problem and solved it
by linear programing methods.
The above-mentioned algorithms are mainly designed for large battery capacity
and do not take into account the cost of battery and solar panel. Chapter 6 of
this thesis explores a methodology to study the eﬀect of integrating energy storages
in the operation of smart grids and control of such systems. To the best of our
knowledge, this is the first work that uses a comprehensive methodology to determine
the optimum battery and solar panel sizes as well as the policy for dispatching energy
from the grid so that the overall cost minimized. In this work, we consider the
deterministic and stochastic approaches to calculate the optimum policy.
2.2 Mathematical Preliminaries
In this section, a brief explanation on some of the mathematical and theoretical
concepts used in this thesis are provided.
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2.2.1 Stochastic Dynamic Programing
In this thesis, we utilize the dynamic programing for solving the Markovian decision
problem in Chapters 3 , 4 and 6. The results from dynamic programing can be used
as a baseline to evaluate the performance of our proposed approaches. So, in this
section, we provide a brief intuition to this technique.
The term dynamic programming was originally used in the 1940s by Richard
Bellman to describe the process of solving problems where one needs to find the best
decisions one after another [77]. Dynamic programming is both a mathematical op-
timization method and a computer programming method. In both contexts, it refers
to simplifying a complicated problem by breaking it down into simpler subproblems
in a recursive manner. If subproblems can be nested recursively inside larger prob-
lems, so that dynamic programming methods are applicable, then there is a relation
between the value of the larger problem and the values of the subproblems [19]. This
is done by defining a sequence of value functions V1, V2, ..., Vn with an argument X
representing the state of the system at time from 1 to n. The definition of Vn(X )
is the value obtained in state X at the last time n. The values Vi at earlier times
i = n   1, n   2, ..., 2, 1 can be found by working backwards, using a recursive
relationship called the Bellman’s equation [18]. When the horizon is infinite, this
problem (conditional on the initial state) is the same at each point since we always
have an infinite number of periods left to go, hence the environment is stationary. It
follows that the value function V (X ) will be time invariant as well.
Formally, a stochastic dynamic program has the same components as a determin-
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istic one; the only diﬀerences is the state transition equations. When events in the
future are uncertain, the state does not evolve deterministically; instead, states and
actions today lead to a distribution over possible states in the future. In the infinite




















|X0 = x,U0 = u}
=min
U
{g(X0,U0) + ⇣.E(V (Xn+1)|X0 = x,U0 = u}
=min
U
{g(x, u) + ⇣.
X
x0
P (x0, x; u).V (x0)} (2.2)
If one optimizes the long-term average cost, it is often meaningful to utilize the
average cost dynamic programming Bellman’s equation [20]. Staring from state x, it
is defined by








The optimum cost V ⇤(x) has common value for all initial states,
V ⇤(x) =  ⇤ 8x 2 X . (2.4)
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 ⇤ together with the diﬀerential cost vector H = (H(1),H(2), ...) satisfies Bellman’s
equation:





P (x0, x; u).H(x0)] (2.5)
In this expression,  ⇤ is the optimum cost, H(x) is the diﬀerential cost starting from
state x and g(x, u) is the cost of taking action u in state x.
The value iteration for average cost dynamic programing works as follows: one
chooses the value of H0(x) = 0 for all states x 2 X . For each time step k = 1, ..., K,
the Bellman’s equation Thk(x) := minu2U [g(x, u) +
P
x0 P (x, x
0; u)Hk(x0)] is updated
for all states. We choose an arbitrary reference state x0 which is constant for all
time steps. Then, we set  k = Thk(x0) and update the diﬀerential cost function as
Hk+1(x) = Thk(x)    k. The value of  k for the last step is the optimum average
cost.
2.2.2 Large Deviations
The theory of large deviation is used in Chapters 3 and 4 of this thesis. Hence, in this
section a brief introduction to this theory and some other relevant ones are provided.
Large deviations refers to a collection of techniques for estimating properties of
rare events such as their frequency and most likely manner of occurrence [69]. In
probability theory, the theory of large deviations concerns the asymptotic behavior
of remote tails of sequences of probability distributions. Some basic ideas of the
theory can be traced back to Laplace and Cramer, but a clear and unified formal
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definition was only introduced in 1966, in a paper by Varadhan [66]. Some other
references on large deviations include Bahadur (1971) [67], Varadhan (1984) [66],
Deuschel and Stroock (1989) [70], and Dembo and Zeitouni (1998) [69]. One of well-
known applications that adopted the theory of large deviations is for the analysis
of Asynchronous Transfer Mode (ATM) networks [71] and [72]. ATM is a packet
switching standard that aimed to limit the rate of cell losses due to buﬀer overflow
to negligible values, comparable to losses caused by transmission errors.
Large deviations turns probability problems into deterministic optimization prob-
lems. Loosely speaking, to calculate the probability of a rare event, one assigns a cost
to each sample path that would cause the event to occur. Then, one finds the cheapest
path in that set of sample paths. The probability is then estimated by
P (event) ⇡ e n.cost (2.6)
where n is an asymptotic parameter that often represents the size of the system under
consideration or represents a length of time over which one observes a system. This
equivalence between probability and cost gives a point of view for thinking about rare
events that is perhaps the most useful thing to come out of large deviations. In order




Large deviation of i.i.d. random variable
Consider a collection {Xn, n   1} of independent and identically distributed random






From the theory of large number we have,
Sn
n
! m as n!1 with probability 1.
Hence, the probability that Snn is away from m goes to 0 as n increases. It can be










[✓a  ⇤(✓)] with ⇤(✓) = logE(e✓X1).
For this result to be valid, one needs ⇤(✓) to be diﬀerentiable and finite in a neigh-
borhood of 0. Algebra shows that ⇤⇤(m) = 0.
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Roughly, this result states that
P (Sn ⇡ na) ⇡ e ⇤⇤(a). (2.8)
This is called Cramer’s Theorem. This shows that it is unlikely that Snn is away
from m, and it is exponentially unlikely in n. The value of ⇤⇤(a) which in the large
deviation principle called rate function, indicates how diﬃcult is for Snn to be close to
a. If ⇤⇤(a) is large, then it is very diﬃcult for Snn to be close to a. The precise proof
of Cramer Theorem is provided in Chapter 7.4 [64].
Large Deviation of a Queue
The objective is to evaluate the loss rate at a queue. That is, the queue has a finite
buﬀer capacity B and one wants to estimate the fraction of arrivals that occurs when
the queue is full. For many arrival processes, this fraction is comparable to the fraction
of times that the queue with an infinite buﬀer capacity has a buﬀer occupancy that
exceeds B. Hence, one estimates P (W > B), the invariant probability that the buﬀer
occupancy exceeds B. Consider the following discrete-time queuing system. For,
n   1, Xn customers arrives at the queue at time n and up to c customers in the
queue are served at that time. For   > 0, the probability that starting empty, the
queue occupancy reaches a large value B before becoming empty again as follows:
P (W > B) ⇡ exp{  B}. (2.9)
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where the decay rate   = mina>c ⇤
⇤(a)
a c and ⇤
⇤(a) = sup✓[✓a   ⇤(✓)] with ⇤(✓) =
logE(e✓X1).
The above argument shows that the probability that the buﬀer occupancy reaches
a large value B in a busy cycle decays exponentially in B. The detailed explanation
is provided in Theorem 7.4.2 [64].
Eﬀective Bandwidth: A natural question is to ask what the value of c should
be for the decay rate to be equal to specific value, say  . That is, we want to find the




a  c =  
We denote that value of c by ↵( ), and we call it eﬀective bandwidth of the arrival
stream. The interpretation is that the eﬀective bandwidth ↵( ) is the rate at which
the stream must be served so that the buﬀer occupancy decays as an exponential with
rate  .
Large deviation of Markov processes
This relationship for i.i.d. sequences can be extended to the Markovian context.
For simplicity, let us assume that we have a finite state space X and transition
probabilities ⇡(x, y) of a Markov chain on X. Let us suppose that ⇡(x, y) > 0 for all
x, y. If V (.) : X ! R is a function of X, then
Ex[exp[V (X1) + V (X2) + ...+ V (Xn)]]
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can be explicitly evaluated as X
y
⇡nV (x, y),







⇡nV (x, y)! log  ⇡(V ),
where  ⇡ is the principal eigenvalue of ⇡V . That approximation is used to study the
large deviation of sum of V (Xn) process. One has Chernoﬀ’s inequality [17] for ✓ > 0
to drive the following inequality:
P (V (X1) + V (X2) + ...+ V (Xn)   nc)  E(exp{✓(V (X1) + V (X2) + ...+ V (Xn)  nc)})
⇡ exp{ n(✓c  log  ⇡,✓(V ))}.
The detailed proof is provided in [65].
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Control of Systems that Store
Renewable Energy
3.1 Introduction
By increasing the use of renewable energy sources, the energy usage control of the
systems that operates with such sources are the great of interest. Unlike conventional
power sources, the output power of renewable sources cannot be controlled as there
are daily and seasonal fluctuations and inaccurate energy prediction. This makes the
control of the systems that operates with such sources challenging [63].
This chapter is concerned with systems that utilize renewable energy and are
equipped with a battery to adjust for the variability in available power and energy
usage. Examples include wireless sensor nodes and buildings.
The problem under study is how to best use the stored energy to maximize the
long-term utility. For instance, in the case of a wireless sensor node, the average
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power used must be less than the average power of the source. However, unless the
battery is very large, the variability may cause the battery to go empty even when
that condition is met. In such a situation, one suspects that the energy use should
take into account the instantaneous amount of energy stored in the battery. One
approach is to formulate this problem as a Markov decision in which the state of the
system is the amount of stored energy, together with the state of the environment.
Unless the battery is small, the size of the state space of this Markov decision problem
is very large, which makes the problem diﬃcult to solve. Moreover, this formulation
results in a complex control strategy that depends on the stored energy. However,
intuition suggests that if the battery is moderate in size, then using energy at an
average rate slightly less than the average rate of the source should guarantee that
the battery rarely goes empty. This chapter explains how to make that intuition
precise using the theory of large deviations. The large deviation analysis leads to the
constraint for energy usage. The novelty of the analysis is that the source and usage
are both variable, in contrast with the theory of eﬀective bandwidth [71] and [72].
Indeed, the usage aﬀects the large deviations of the battery discharge, so that the
large deviations appear as constraints for the optimization problem. One contribution
of this work is a formulation that enables the analysis of the large deviations of the
battery in a numerically tractable way that can be included in the optimization
problem. We compare this approach to the large deviations analysis based on the
occupation measure of a Markov chain. We also examine the case when the variability
of the energy source and that of the load are independent.
It would be tempting to use a Gaussian approximation [76] to study the large
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deviations. However, simple examples show that this approximation is very poor.
3.1.1 Contributions of this chapter
In this chapter, we show that by considering the storage capacity of the system, one
can design eﬃcient and simple algorithms. The main advantage of our approach in
comparison to literatures is that the control policy for the energy usage rate does
not involve the instantaneous amount of energy stored in the nodes, when the size
of the battery is moderate or large. The core idea is to convert the complex Markov
decision problem to a simple optimization problem where its constraint is based on
large deviation theory. Please refer to section 2.2.2 for introduction on this theory.
In this work, the state of the system is modeled as a finite Markov chain. There
are a few possible approaches to study the large deviations of a Markov chain. One
method is based on the occupation measure of Markov chains [74]. The basic idea
of this approach is that the most likely way for a Markov chain to have an empirical
distribution that diﬀers from the invariant distribution is for it to behave as if it had
diﬀerent transition probabilities consistent with the observed empirical distribution.
This is the essence of the contraction mapping theorem [68].
Another approach, that we call the direct method, is to start with Chernoﬀ’s
inequality and calculate the relevant moment generating functions using the first step
equations of a Markov chain.
Yet another approach is to consider a Gaussian approximation for the changes
of the Markov chain over a number of steps [75], [76]. However, we explain that
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this method yields poor estimates of the likelihood that the battery becomes empty
for realistic system parameters, which should not be surprising since large deviations
typically depend strongly on the higher moments of the distributions.
This chapter is structured as follows. We introduce the system model and problem
formulation in Section 3.2. This is followed by Section 3.3 which is approximating
the control policy by replacing the constraint based on large deviation techniques. In
Section 3.4, the large deviation techniques are applied in three ways: direct method
which is based on the Chernoﬀ’s inequality, a method based on occupation measure
and a Gaussian approximation method. Section 3.5 explains the evaluation of the
approach for random walk and 2-state Markov chain, respectively. In Section 3.6, we
present the same problem for the case when the variability of the energy source and
that of the load are independent. In order to clarify the proposed approach, Section
3.7 provides several examples. Section 3.8 concludes and summarizes this chapter.
3.2 Model
A discrete time model of the system is as follows. At time n   0, the battery,
with capacity B, has accumulated an amount Xn 2 {0, 1, . . . , B} of energy, the
environment state such as weather condition is Yn, a Markov chain on some finite
state space Y with a transition probability matrix P , and one uses a control action
Un 2 U where U is a finite set. The net amount of battery discharge at time n is a
function of Yn and Un denoted as g(Yn, Un). Hence, E[g(Yn, Un)] can take positive as
well as negative values. A negative value means that the battery tends to recharge
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more than drain. Also, r(Yn, Un) represents the reward of taking action Un in state Yn.
The action u is possible at time n only if g(Yn, u)  Xn. The objective is to choose
the control actions to maximize the long term average value of r(Yn, Un). That is,
the problem is as follows:
Maximize E(r(Yn, Un))
over Un
s.t. g(Yn, Un)  Xn
and Xn+1 = [Xn   g(Yn, Un)]B0 .
Note that in the above problem formulation Un is the function of state of the system
and energy level of the battery. In the last expression, we use the notation
[x]B0 = max{0,min{x,B}}.
Since (Xn, Yn) is a Markov chain controlled by Un, this is a Markov decision
problem. It can be solved by Dynamic Programming. The size of the state space of
this problem is (B + 1)⇥ |Y| and it can be very large unless the battery capacity B
is not relatively small. More importantly, the resulting control strategy is complex as
it depends on the instantaneous amount of stored energy.
For the purpose of simplifying the solution of the problem and also for deriving
some insight into the solution, we examine approximation methods that we explore
in the next section.
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3.3 Approximations
If the battery is not too small, the fact that it goes empty is a large deviation un-
der a suitable operating regime. This suggests that one can replace the constraint
g(Yn, Un)  Xn by a constraint on the probability that the battery goes empty. More-
over, this constraint can be guaranteed by using a control strategy that depends only
on Yn and is designed so that the statistics of Un make it very unlikely to deplete the
battery faster than it charges for a duration long enough to empty it. This approach
has the benefit of resulting in a much simpler control scheme that does not have to
depend on the state of charge of the battery. Moreover, the calculation of the control
strategy is also much simpler.
Specifically, we consider the problem
Maximize E(r(Yn, Un))
over q
s.t. P [Un = u|Yn = y] = q(y, u)
and P (Xn = 0)   
and Xn+1 = [Xn   g(Yn, Un)]B0 .
In this formulation,   is a small probability. Also, q defines a stationary control
strategy that depends only on Yn, not on Xn. Thus, we have relaxed the tight
constraint g(Yn, Un)  Xn by replacing it by the constraint P (Xn = 0)   . We
will enforce this constraint by considering the large deviations of the process Xn.
37
CHAPTER 3. CONTROL OF SYSTEMS THAT STORE RENEWABLE
ENERGY
Specifically, if E(g(Ym, Um)) < 0, which is a necessary requirement for the battery to
have a small probability of being empty, one can expect the probability, under the
stationary distribution, to be on the order of
K exp{ B (q)}
where K is a constant and  (q) depends on the control policy q. That is, the con-
straint P (Xn = 0)    can be replaced by
 (q)    
B
(3.1)
where   is chosen so that K exp{  } =  .
To determine  (q), one argues as follows. The battery becomes empty after
n = B/c steps if it discharges at an average rate c for these n steps for some c > 0.
Thus, one is led to study the probability of such a discharge rate, i.e., the probability
P (Z1 + · · ·+ Zn   nc)
where
Zm = g(Ym, Um).
We will show that, when E(Zn) < 0, this probability is approximately equal to
exp{ n (c, q)}.
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Since every c > 0 is a possible discharge rate that would empty the battery in
B/c steps, the probability that the battery empties is the sum over all c > 0 of these
probabilities. If B is not too small, this sum is well approximated by the term that
corresponds to the smallest exponential rate of decay as a function of B. That is, the
probability is well approximated by
exp{ B (q)}
where





To analyze the probabilities, we note that for a given q the random variables (Yn, Un)
form a Markov chain. Thus, Zn is a function of a Markov chain. Now, the main
concern is how to calculate the value of  (., .) and  (.). This is explained in next
section.
Before proceeding, we review some results about Markov chains.
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3.4 Large Deviations
To develop our estimates, we need to study the large deviations of the process Z1 +
· · · + Zn driven by the Markov chain Yn. To do this, we consider three methods:
a direct method, an analysis of the occupation measure of a Markov chain, and a
Gaussian approximation. We explain that the direct method is numerically simple
and yields good estimates. We use the occupation measure to derive properties of
the large deviations. We show that the Gaussian approximation is not satisfactory
for our problems.
Direct Method
The direct method is based on Chernoﬀ’s inequality and on the first step analysis of
a Markov chain.
For y 2 Y , ✓ > 0 and n   1, let
sn(y) := E[exp{✓(Z1 + · · ·+ Zn)}|Y1 = y], 8y 2 Y .
Note that (see Appendix A)
sn+1(y) = E[exp{✓Z1}|Y1 = y]
X
y0
P (y, y0)sn(y0), 8y 2 Y .
Let sn be the column vector with components {sn(y), y 2 Y}. Then
sn+1 = G✓sn, n   1
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0) = h✓(y)P (y, y0)
with
h✓(y) = E[exp{✓Z1}|Y1 = y] =
X
u





where s0 = [1, 1, . . . , 1]0. Also, from conditional expectation we have,
E[exp{✓(Z1 + · · ·+ Zn)}] = ⇡sn = ⇡Gn✓ s0 (3.2)
where ⇡ is the distribution of Y1.
Let  (✓) be the largest eigenvalue of G✓. We can approximate the mean value
above by
E[exp{✓(Z1 + · · ·+ Zn)}] ⇡ K (✓)n, n  1
where K is a constant. To see this approximation, note that if the eigenvalues of G✓
are distinct, then one can use the eigendecomposition of matrix G✓
G✓ = V DV
 1
where D is the diagonal matrix of eigenvalues. Then,
Gn✓ = V D
nV  1
41
CHAPTER 3. CONTROL OF SYSTEMS THAT STORE RENEWABLE
ENERGY
and the approximation follows. If the eigenvalues are not distinct, one replaces D by
the block Jordan matrix and the same approximation results.
We use that approximation to study the large deviations of Zn. One has Cher-
noﬀ’s inequality for ✓ > 0:
P (Z1 + · · ·+ Zn   nc)  E(exp{✓(Z1 + · · ·+ Zn   nc)})
⇡ K (✓)n exp{ n✓c} = K exp{ n(✓c  log( (✓)))}.
Since this inequality holds for all ✓ > 0, one can minimize the right-hand side over
✓ > 0 and find
P (Z1 + · · ·+ Zn   nc)  K exp{ n (c, q)}
where
 (c, q) = sup
✓>0
{✓c  log( (✓))}.
As we explained earlier,  (q) = infc>0  (c, q)/c, so that











The value of c that minimizes  (c,q)c is the average draining rate which results in the
battery to go empty rarely. Moreover,  (q) is a strictly decreasing function in terms
of our control policy q. Hence, the value of q such that  (q) is equal to  B from
constraint (3.1) is the optimum control policy.
CHAPTER 3. CONTROL OF SYSTEMS THAT STORE RENEWABLE
ENERGY
Occupation Measure
For the purpose of deriving properties of the large deviations, we consider an estimate
based on the occupation measure of the Markov chain Vn = (Yn, Un). We use the
occupation measure to obtain an expression for the probability that a Markov chain
with a given transition matrix behaves as if it had another transition rate matrix over
a long period of time.
Consider a Markov chain Vn with transition matrix P0. For another transition
matrix P1 and a sequence v = (v0, . . . , vn), let
L(v) =
⇡0(v0)P0(v0, v1) . . . P0(vn 1, vn)
⇡1(v0)P1(v0, v1) . . . P1(vn 1, vn)
















where Nn(v, v0) is the number of transitions from v to v0 in v. Thus, L(v) is the
ratio of the likelihood of v under P0 divided by its likelihood under P1. Note that
under P1, one has
Nn(v, v
0) ⇡ n⇡1(v)P1(v, v0).
Consequently, for the random sequence V n = {V1 . . . , Vn}, if we get an exponential
from both sides of (3.4), under P1 we have,
L(V n) ⇡ exp{ nH(P1)} (3.5)
43













Consider a set A of sequences v that are typical under P1. These sequences satisfy
the law of large numbers for the Markov chain so that (3.5) holds and, moreover,
P1(A) ⇡ 1. (3.6)
We claim that
P0(A) = E1(1A(V
n)L(V n)) ⇡ exp{ nH(P1)}. (3.7)

















To get the approximation in (3.7), we use (3.5) and (3.6).
This calculation shows that the likelihood that the Markov chain Vn with transi-
tion matrix P0 behaves as if its transition matrix were P1 for n steps is exponentially
small in n and given by the expression (3.7).
The next step is to estimate the likelihood (⇡1, n) that the empirical distribution
of {V1, . . . , Vn} is ⇡1. One can use the contraction principle (see e.g., [69] and [65]) to
argue that this likelihood is the maximum over P1 of the probability that the Markov
chain behaves as if its transition matrix were P1, where the maximum is over all P1
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with empirical distribution ⇡1. Hence, one finds that







with H(P1) as given above.
Now, consider the likelihood that the empirical average value of {Z1, . . . , Zn} is
c > 0, where
Zm = g(Vm),m = 0, 1, . . . , n.
One argues that this likelihood is the maximum of the probabilities that Vn has an




Thus, this probability is estimated as exp{ n (c, q)} where





Finally, one argues that the likelihood that the battery discharges is of the order of
exp{ B (q)}
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where






The Gaussian approximation considers that
Z1 + · · ·+ Zn ⇡ N (n↵, n 2),
where ↵ = E(Zn) is as before and n 2 ⇡ var(Z1 + · · ·+ Zn).
As we will see below, this approximation is not satisfactory.
3.5 Evaluation
We have explained three methods for estimating the likelihood that the battery gets
discharged: a direct method, a method based on the occupation measure of the
Markov chain, and a Gaussian approximation. In the following subsections, we eval-
uate these methods for a random walk and two-state Markov chain.
3.5.1 Evaluation for Random Walk
Let Zn be i.i.d. with P (Zn = 1) = a and P (Zn =  1) = 1   a =: b. We assume
that E(Zn) = a   b = 2a   1 < 0, so that the battery tends to charge more than it
discharges. We consider the Markov chain Wn defined by
Wn+1 = (Wn + Zn)
+, n   0.
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This is a random walk reflected at 0 that models the discharge process of the battery.
The state Xn of charge of the battery can be seen to be essentially B  Wn, so that
if Wn reaches the value B, the battery gets discharged.
Direct Method
The reflected random walk Wn is a simple Markov chain on {0, 1, . . .} with
P (k, k + 1) = a and P (k + 1, k) = b, 8k   0.
Also, P (0, 0) = b. We can analyze explicitly this Markov chain without having to
resort to Chernoﬀ’s bound. If a < b, the invariant distribution of Xn is ⇡ where




P (Wn   B) =
1X
k=B
⇡(k) = ⇢B =: pQ(B). (3.10)
Occupation Measure
Using (3.7), we find that the likelihood that the increments Zn behave as if P (Zn =
1) = a0 instead of a over n steps is approximately
 (a0) := exp{ nH(a0)}
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where
H(a0) =  a0 log( a
a0
)  (1  a0) log( 1  a
1  a0 ).
Thus, according to (3.8),












Finally, we get the estimate for the probability that the battery gets empty as
exp{ B O} = ( a
1  a)
B,
which agrees with (3.10).
Gaussian Approximation
A Gaussian approximation for this process would work as follows. We argue that for
n  1,
Z1 + · · ·+ Zn   n↵p
n
⇡ N (0,  2)
where
 2 = var(Zn) = E(Z2n)  (E(Zn))2 = 1  ↵2.
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Recall that if W is N (0, 1), then







}, 8x > 0.
Moreover, this upper bound on the error function is asymptotically tight. Thus, if
V = Z1 + · · ·+ Zn   n↵, one uses the (poor) approximation V =D
p
n 2W , so that
P (V > na) = P (W >
nap
n 2














Note that this approximation is a bad application of the Central Limit Theorem.
Using this approximation, we get






























Figure 3.1: Comparison of (3.10) and (3.11). The Gaussian approximation underes-
timates the probability of large deviations.
which gives the following estimate for the probability that the battery goes empty:
exp{B 2↵
 2
} = exp{B 2↵
1  ↵2} =: pG(B). (3.11)
Thus, the correct expression is given by (3.10) and the Gaussian approximation















Figure 3.1 compares these expressions as functions of a. We note that the Gaussian
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approximation is not very good. This is to be expected since one knows that the
Central Limit Theorem provides good estimates of the probability




P (Z1 + · · ·+ Zn > ↵n+ (c  ↵)n).
3.5.2 Evaluation for 2-state Markov Chain
Next, we compare and validate the estimates obtained by the direct method and from
the occupation measure in the case of a { 1, 1}-Markov chain Zn with P ( 1, 1) = a
and P (1, 1) = b. The goal is to estimate the probability that the process
Z1 + · · ·+ Zn
reaches some large value B. This probability, say p(B) is of the order of exp{ B }.
We will derive three estimates for  :  D, O and  G using the three methods.
Direct Method for two-state Markov Chain
We find
G✓ =
2664 e ✓(1  a) e ✓a
e✓b e✓(1  b)
3775 .
We can then evaluate the largest eigenvalue  (✓) of G✓ and calculate  D using (3.3).
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Occupation Measure
We use (3.7), (3.8) and (3.9) for the two-state Markov chain and we find that the
probability of the battery going empty is
exp{ B O}
where






H(a0, b0) =   a
0
a0 + b0
[(1  a0) log( 1  a








[(1  b0) log( 1  b





Occupation Measure vs. Simulations
We compare p(B)measured from simulations to the estimates given by the occupation
measure approach.
Figure 3.2 shows representative results measured by simulating the battery status
and for each value a, it runs as many times as the number of loss events (when
the battery goes empty) reaches a constant value (say 100). Then, the loss rate
is calculated as the number of loss event (say 100) over the number of steps the
simulation runs (before reaching to 100 loss events). The estimate is based on the
large deviation of the occupation measure as explained above.
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Figure 3.2: Comparison of actual loss rate and estimate. Here, b = 0.5 and B = 30.
Figure 3.3: Comparison of actual loss rate and estimate for smaller values of a. Here,
b = 0.5 and B = 30.
Figure 3.3 shows more results for smaller values of a.
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Gaussian Approximation







, d = 1  c.
This gives the estimate
exp{B 2↵
 2
} = exp{ B 2(b  a)(a+ b)
2
ab(2  a  b) }.
Comparison
Figure 3.4 compares the values of  for the probability
exp{ B }
that the battery becomes empty derived using the three methods. The values are
shown for b = 0.5 and as a function of a < b. As in the case of the random walk,
we find that the Gaussian approximation yields poor estimates, which should not be
surprising.
3.6 Independent Source and Load
In this section we consider the case where Yn = (Y 1n , Y 2n ) and
g(Yn, Un) =  a(Y 1n ) + b(Y 2n , Un).






Figure 3.4: Comparison of estimates with occupation measure, direct method and
Gaussian approximation. As before, b = 0.5 and B = 30.
Here, the Markov chains Y 1n and Y 2n are independent.
For instance, Y 1n models the weather that aﬀects the charging rate a(Y 1n ) of the
battery and Y 2n models the quality of a transmission channel, which aﬀects the reward
of transmitting with a given power. We assume that the control policy is defined by
q0 where
P [Un = u|Y 1n = y1, Y 2n = y2] = q0(y2, u).
The empirical average value of g(Yn, Un) diﬀers from its expected value if Y 1n , Y 2n
and Un given Y 2n make large deviations. The likelihood of a large deviation where Y 1n
behaves as if its transition matrix were P 1 instead of P 10 , Y 2n as if its transition matrix
were P 2 instead of P 20 and Un given Y 2n behaves as it its condition distribution were
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q instead of q0 is exponentially small with exponent
H(P 1) +H(P 2) +K[q|⇡2]
where



































In these expressions, ⇡1 is invariant for P 1 and ⇡2 is invariant for P 2. Thus, the
empirical rate of a(Y 1n ) is some value a and the empirical rate of g(Y 2n , Un) is some
value b with an exponentially small probability with an exponent
 1(a) +  2(b).
The empirical drain rate of the battery is then b  a.
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Proof. Assume that there is some value of c such that, for all a > c and b < c,
 1(a)
a  c     and
 2(b)
c  b    .
Then
 1(a)    (a  c) and  2(b)    (c  b),
so that
 1(a) +  2(b)
a  b    .
The interpretation of this result is as follows. Assume that there is some constant
rate c such that if the battery drains at rate c, its likelihood of getting empty has an
exponent   and also that if the battery recharges at rate c, then the likelihood that
the load makes it go empty also has an exponent  . Then, the combined system with
variable charging and discharging rate has rate at least  .
A converse of that result is as follows.
Claim 3.2. Assume that the combined system has an exponent  . Then there is some
rate c such that each of the two decoupled systems has an exponent  .
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and let   be the minimum value. The first order conditions are
 01(a
⇤) =   02(b⇤) =  .
Now, choose c so that
 1(a⇤)
c  a⇤ =  .
Then we see that
 01(a
⇤)(c  a⇤) =  1(a⇤),
so that a⇤ minimizes
 1(a)
a  c
and the minimum is  . Similarly, b⇤ minimizes
 2(b)
c  b
and the minimum is also  , which proves the claim.
3.7 Examples
To clarify the analysis, we consider a few simple examples.
No Control
In our first example, Yn 2 {0, 1} with P (0, 1) = a0, P (1, 0) = b0, g(0) =  1, g(1) = 1.
We also assume that Un = Yn, so that there is no randomization of the control.
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Finally, assume that a0 < b0, so that




Using the occupation method approach, we note that a transition matrix P (0, 1) = a









We then minimize  (c)/c over c. The results is  and the likelihood that the battery
goes empty is
exp{  B}.
Numerical examples give the values of  , in terms of a and b, shown in Table 3.1.
a0 b0  O  D
0.1 0.15 0.057 0.067
0.2 0.3 0.134 0.155
0.3 0.45 0.241 0.282
0.4 0.6 0.406 0.472
0.2 0.4 0.288 0.288
0.3 0.6 0.560 0.561
0.4 0.8 1.099 1.101
Table 3.1: Values of  when Un = Yn obtained using the occupation measure ( O)
and the direct method ( D)
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This table shows that the battery is less likely to get empty ( is larger) when
b0 increases or a0 decreases. Moreover, that is also the case if a0 and b0 increase, for
a given value of a0/b0. Thus, for a given value of E(g(Yn)), the battery is less likely
to get empty if Yn changes faster instead of staying equal to 1 for longer periods of
time. This results confirm our intuition.
Using the direct method, we consider the matrix
G✓(y, y
0) = e✓yP (y, y0)
and define  (✓) to be its largest eigenvalue. Then








We now consider the same situation as in the previous example, except that
P [Un = 1|Yn = 1] =  0 and P [Un = 1|Yn = 0] = 0.
As a concrete example, say that a0 = 0.2 and b0 = 0.3. We saw that  = 0.134 if
Un = Yn. This corresponds to a probability of a battery of size 20 going empty that
is of the order of
exp{ 20⇥ 0.134} = exp{ 2.5} = 0.07,
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which is not acceptable. Thus, it makes sense to choose the value Un = 1 only a
fraction  0 of the time that Yn = 1.
A large deviation of g(Un) occurs when its empirical mean value c is diﬀerent
from its expected value





This can occur as a combination of two events: Yn can be equal to 1 a fraction of
time ⇡(1) that diﬀers from a0/(a0 + b0) and the fraction of time that Un = 1 when
Yn = 1 can be   instead of  0.





with a probability that is of the order of
exp{ nH(P )  nK[ |P ]}
where H(P ) is as before and










Using the direct method, one calculates  D from (3.3). Table 3.2 shows some numer-
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ical results that again confirm the intuition.
a0 b0  0  O  D
0.1 0.15 0.9 0.096 0.101
0.1 0.15 0.8 0.152 0.155
0.1 0.15 0.6 0.360 0.361
0.2 0.3 0.9 0.215 0.225
0.2 0.3 0.6 0.608 0.607
Table 3.2: Values of  when P [Un = 1|Yn = 1] =  0
Optimization
The setup is the same as in the previous example. However, in this example we want
to choose  0 to maximize
E(r(Yn, Un))
subject to
P (Wn = 0) ⇡  .
Assume that r(0, u) = r(y, 0) = 0 and r(1, 1) = 1. Thus, we want to maximize  0
such that     /B. The goal is to have a probability of the battery going empty of
the order of exp{  }.
Say that   = 4.6, so that exp{  } = 1%. Then, we find the results shown in
Table 3.3 for a = 0.1 and b = 0.15. (We used the direct method.)
Not surprisingly, if the battery is smaller, one has to be more cautious in using
it.
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Solar Energy / Day
Energy Consumed / Day
Figure 3.5: A wireless sensor node equipped with a solar cell.
Wireless Sensor Node
Figure 3.5 illustrates the power flow in a wireless sensor node. The node is equipped
with a solar cell that generates a variable amount of power, depending on the state
of the weather. Here, for the purpose of illustration, we think of the time unit being
one day. The system is designed to transmit an amount of energy equal to   per day.
The problem is to determine the maximum value of   such that the probability that
the battery goes empty is about 1%.
We use the direct method, with the model that
P [Un = 1|Yn = y] =   and P [Un = 0|Yn = y] = 1   .
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Let Yn 2 {0, 1, 2, 3} be the Markov chain that represents the weather. In the figure,
d := 1  a  b. The increment in the battery discharge is then
Zn = Vn   Yn,
where the Vn are i.i.d. Bernoulli with mean   and are independent of the weather.
Using the direct method, we let
sn(y) = E[exp{✓(Z1 + · · ·+ Zn)}|Y1 = y]




0) = h(y)P (y, y0)
with
h(y) = E(exp{✓(V1   y)}) = [ e✓ + (1   )]e y✓.
We calculate the largest eigenvalue of G✓ then proceed as before, by using (3.3).
Figure 3.6 shows the exponential rate of decay  ( ) as a function of   for relatively
sunny and cloudy weathers.
From these curves, one can determine the maximum value of the usage of the
sensor node described by   as a function of the target error probability and of the
battery size.
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Cloudy(a=0.1 , b=0.2) 
Figure 3.6: Exponential rate of decay as a function of   in cloudy and sunny envi-
ronments.
To verify the eﬀectiveness of our proposed approach, we compare them to more
complex policies derived using stochastic dynamic programming. Bellman’s equation
for the long-term average reward are as follows (see e,g. [77]):





P (x, x0; u)H(x0)]. (3.12)
In this expression, v⇤ is the optimum reward, H(x) is the diﬀerential reward starting
from state x and r(x, u) is the reward of taking action u in state x.
Figure 3.7 shows the comparison between direct method and dynamic programing
for a = 0.1, b = 0.15. It can be shown in this figure that by increasing battery sizes,
the average energy drain rate increases and our proposed direct method is relatively
near to the result from dynamic programing. It also shows that they converge for
larger battery sizes. This is quite promising as we claim our approach results in the
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Figure 3.7: Comparison between dynamic programing and direct method over battery
sizes for WSNs.
optimum solution for medium and large battery sizes. For smaller battery sizes, since
the state space is relatively small, dynamic programing is less complex and can be a
viable solution approach.
Building with Solar Panels and Variable Load
Figure 3.8 sketches the power flow of a building with a solar cell, a battery, and
a variable load. The control parameter   is the probability of using a higher rate
instead of a lower one, given the level of activity in the building and  ¯ = 1   . The
problem is to determine the largest possible value of   so that the probability that the
battery gets depleted is acceptably small. As before, we compute  ( ). The one-day
depletion of the battery is
Z(n) = U(n)  Y1(n).
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Figure 3.8: A self-suﬃcient building with a control parameter  .




0) = h(y)P (y, y0),
where
h(y) = E[exp{✓(U(1)  y1)}|Y2(1) = y2]
= e✓(y2 y1)[ e✓ + 1   ].
Figure 3.9 shows the numerical results.
Figure 3.10 shows the comparison between dynamic programing and direct method
over battery sizes for a = 0.1, b = 0.15, e = 0.15, b = 0.1. By increasing battery
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Figure 3.9: The numerical result for the building model.
sizes, the average energy drain rate increases. For medium and large battery sizes our
proposed direct method is relatively near to the result from dynamic programing.
Figure 3.10: Comparison between dynamic programing and direct method over bat-
tery sizes for control of the self-suﬃcient building.
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3.8 Conclusions
This work studies the control of systems that store renewable energy. The problem
is to maximize the long-term utility of the energy by controlling how it is used. The
methodology for designing the control policy depends on the size of the battery. When
the battery size is moderate, the control is based on the large deviations of the battery
charge. The benefit is that the resulting control law is simple, as it does not depend
on the instantaneous charge of the battery. This work illustrates these methods with
a number of examples.
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Chapter 4
A Methodology for Designing the
Control of Energy Harvesting Sensor
Nodes
4.1 Introduction
Ambient energy harvesting is a solution to mitigate the typical finite energy supply
of sensor nodes in wireless sensor networks (WSNs). Energy from renewable energy
sources can recharge the sensor nodes’ battery and extend the network’s lifetime.
However, designing the control of such systems that use renewable sources of energy
presents new challenges because of the variability of these sources [63]. The energy
usage should be carefully controlled in order to maximize system performance.
Consider a wireless sensor node equipped with a solar cell, a battery that stores
the energy, and a data queue. The sensor node samples data and transmits it oppor-
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tunistically depends on communication channel status and available energy and data.
A complex control system would determine when to sample additional data and when
to transmit on the basis of the backlog in the data queue, the energy stored in the
battery, and the state of the environment, such as the weather and the quality of the
channel. However, one hopes that a simpler system that does not include the data
backlog and the stored energy in its decisions might perform almost as well, provided
that the battery and data queue capacities are not very small.
4.1.1 Contributions of This Chapter
This chapter proposes a novel approach for designing the control policy for such
systems. This approach takes into account the size of the energy and data buﬀers
and produces a policy that performs satisfactorily for medium value of those sizes.
Unlike existing literature, the policy does not depend on the instantaneous charge
of the battery and backlog of the data queue and it has a low complexity. A main
feature of the approach is to estimate the outage probability for the energy storage
and the overflow probability for the data buﬀer and to design the policy to keep these
probabilities acceptably small.
This methodology developed in this chapter uses results from the theory of large
deviations. This theory oﬀers a collection of techniques to estimate the properties of
rare events, such as their frequency and most likely manner of occurrence.
The main idea of this chapter is to use a stochastic model of the system and
estimate the likelihood that the data queue gets full or that the battery goes empty
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by studying the large deviations of functions of appropriate Markov chains. These
functions are parametrized by design choices for the control policy. The result is
an optimization problem where the constraints are on the exponents of the large
deviation probabilities. The main advantage of this approach is that the control
policy for the energy usage and data sampling rate do not involve the instantaneous
amount of energy stored in the nodes and data backlog which significantly simplifies
the implementation. We evaluate the proposed method on representative examples.
This chapter is structured as follows. We introduce the system model and problem
formulation in Sections 4.2 and 4.3. In Section 4.4, we approximate the control
policy by replacing the constraints on probabilities by constraints on large deviation
exponents. Section 4.5 explains the large deviation properties and introduces the
notions of eﬀective power of a variable source and eﬀective consumption rate of a
variable load. Section 4.6 provides numerical results for diﬀerent examples. Section
4.7 concludes and summarizes this chapter.
4.2 Model
The system model for a sensor node is sketched in Figure 4.1. A discrete time model of
the system is as follows. At time n   0, the battery, with capacity B, has accumulated
an amount Xn 2 {0, 1, . . . , B} of energy. The finite data buﬀer at time n has Wn 2
{0, 1, . . . , D} amount of data, where D is the capacity of data buﬀer. A battery stores
energy it gets from a variable source and the node uses that energy to sample and
transmit data. The more data the node transmits, the better. However, the node
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cannot transmit when it runs out of energy. In this model, there are three independent
Markov chains Y 1n , Y 2n and Y 3n , with respective transition matrices P1, P2, and P3,
that model the state of the sensed environment, the communication channel, and the
renewable source, respectively. The amount An of data that the node samples is a
function of Y 1n and of a control variable Sn. For instance, the sensor may sample
the environment at a slow rate under normal conditions and more frequently when
triggered by a proximity sensor or some other detection of an unusual condition. The
D
B













Figure 4.1: The sensor node.
sampling is controlled by the variable Sn 2 S, where S is a finite set, to adjust its rate
to a value compatible with the ability of the node to transmit the data it samples.
Moreover, Un 2 U is the amount of energy the node uses to transmit at time n where
U is a finite set. The amount Cn of data that the node transmits depends on the state
Y 2n of the communication channel and on the amount Un of energy that the node uses
to transmit under a given physical layer modulation and coding strategy. This model
considers that the energy required to sample the environment is negligible compared
to the energy required to transmit data. Finally, the amount Bn of energy that the
renewable source produces at time n is a function of a Markov chain Y 3n .
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This model is representative of the type of system that the methodology in this
work can address. Many variations are possible. For instance, the energy that sam-
pling requires might be non-negligible. Moreover, one might be able to move the solar
cell by spending some energy. Our goal is to illustrate the methodology on a fairly
simple, but non-trivial, example that captures the essence of the method but avoids
complicating the setup.
4.3 Formulation
The objective is to maximize the average rate at which the node gets to sample and
transmit data. Note that these average rates must be equal if the system is stable.
The node cannot sample when its data buﬀer is full and it cannot transmit when it
runs out of energy.
One could formulate this objective as a Markov decision problem. The result







n , Xn,Wn) and Un =  2(Y 1n , Y 2n , Y 3n , Xn,Wn).
The possible actions Sn and Un at each time are constrained to avoid the battery
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s.t. Xn+1 = min{Xn + b(Y 3n )  Un, B},
Wn+1 = Wn + a(Sn, Y
1
n )  c(Un, Y 2n ),
Un  Xn + b(Y 3n ),
c(Un, Y
2
n )  Wn + a(Sn, Y 1n ),
a(Sn, Y
1
n )  D  Wn + c(Un, Y 2n ).
where a(.) (as can be seen in Figure 4.1) is the data rate input to the data queue
which is a function of the sensed environment and sampling decision. b(.) is the energy
input to the battery and c(.) is the data transmission rate. The optimal policy is
complicated to implement because it requires monitoring precisely the data backlog
and the amount of energy stored in the battery. Finding the policy also requires
solving a Markov decision problem with a large state space. For those reasons, we
explore simpler policies.
4.4 Control Policy
Intuition suggests that if the battery capacity is not too small, then the fluctuations
in the amount of renewable power Bn average out and make it unnecessary to react
in real time to them. Thus, one expects that the transmission and sampling decisions
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should not depend on the state Y 3n . Similar considerations suggest that Sn should
not depend on the fluctuations of the transmission channel Y 2n or the weather Y 3n .
Moreover, one expects that the decisions should not depend on the instantaneous
values of Xn and Wn. Thus, a good policy should be one where the sampling decision
Sn depends only on the state Y 1n of the sensed environment and the transmission
decisions Un depend only on the quality Y 2n of the communication channel. Clearly
this simplification of the control policies results in a loss of performance, but the
conjecture is that this loss is negligible when D and B are not too small.




n ) and Un =  2(Y 2n ).
That is, at the outset we limit the complexity of the control policies. The sampling
rate depends on the state of the sensed environment and the transmission rates depend
on the state of the channel. The intuitive justification for the structure of these policies
is that the eﬀectiveness of sampling is related instantaneously to the state Y 1n and
that of transmission to Y 2n . The constraints appear indirectly through the battery
and data buﬀer, and are thus decoupled in time from the instantaneous states of the
Markov chains.
More generally, we consider randomized policies specified as follows:
P [Sn = s|Y 1n = y1] =  (y1, s) and P [Un = u|Y 2n = y2] = ⌧(y2, u).
76
CHAPTER 4. A METHODOLOGY FOR DESIGNING THE CONTROL OF
ENERGY HARVESTING SENSOR NODES
Thus, a policy is completely specified by the two stochastic matrices   and ⌧ . The
randomization enlarges the set of strategies to make it possible to meet the perfor-
mance constraints with equality.
Figure 4.2 shows the resulting system.
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Figure 4.2: The sensor node with its control policies.
The goal of this work is to explore a methodology for designing good policies of
the form indicated above.
A brute force approach would be to formulate the problem of optimizing   and
⌧ as a linear optimization problem of the following form :
Maximize E ,⌧ (A) (4.1)
over   and ⌧
s.t. P ,⌧ (X = 0)  ✏, P ,⌧ (W = D)  ✏. (4.2)
In this formulation, P ,⌧ (·) and E ,⌧ (·) correspond to the invariant distribution of




n , Xn,Wn) that results from the policy ( , ⌧). This problem is linear in  
and ⌧ because the expectation and the probability constraints are linear in the invari-
ant distribution, and the latter solves linear equations in the transition probabilities
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and these are linear in   and ⌧ . See Theorem 3.1 of [78] for a discussion of this
formulation of average cost dynamic programming as a linear program.
Also, ✏ is a very small value. The justification for this formulation is that, since
the control decisions Sn and Un are not based on Xn nor Wn, one must make sure
that the policies do not violate the physical constraints. This constraint is relaxed by
specifying that the probability that they are violated is very small.
Instead of pursuing this large optimization problem, we use the structure of the
problem to express the constraints in terms of large deviations of Wn and Xn. The
central idea is that (see Appendix C)
P ,⌧ (X = 0) ⇡ exp{ ↵(⌧)B} and P ,⌧ (W = D) ⇡ exp{  ( , ⌧)D}.
Here, ↵ and   are the large deviations exponents for the random processes Xn and





log{P ,⌧ (X = 0)} =  ↵(⌧), (4.3)
and similarly for the second approximation. Thus, the approximations are asymptotic
in the relevant size and they ignore the factors of the exponentials. We use these
approximations to obtain estimates of the small probabilities.
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Using the approximations, we rewrite the problem as follows:
Maximize E ,⌧ (A) (4.4)
over   and ⌧
s.t. ↵(⌧)     log(✏)/B and  ( , ⌧)     log(✏)/D. (4.5)
In the next section, we explain the method for calculating ↵(⌧) and  ( , ⌧). The
problem is then solved by first choosing ⌧ such that ↵(⌧) =   log(✏)/B and then
choosing   such that  ( , ⌧) =   log(✏)/D. This solution is justified by the fact that,
in our problem, the data transmission rate is maximized by using the most energy
possible, given the constraint on the probability that the battery is empty. Thus, one
can first choose ⌧ to meet that objective and then choose the value of   to meet the
constraint on the data buﬀer occupancy.
When D and W become large, the solutions of the formulations (4.1)-(4.2) and
(4.4)-(4.5) become identical. The reason is that, in that case, the constraints (4.5)
become ↵(⌧)   0 and  ( , ⌧)   0, which are satisfied if E(An)  E(Cn) and E(Bn)  
E(Un), and these are the same as constraints (4.2).
4.5 Large Deviations for Markov chains
In this section, we explain a method for calculating the large deviation exponents
↵ and  . The backlog in the data queue and the amount of energy stored in the
battery are both modeled as the content of a queue whose arrivals and departures are
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Figure 4.3: The queue with Markov-modulated arrivals and departures.
determined by the states of two independent Markov chains.
Accordingly, we need to study systems such as the one shown in Figure 4.3 where
we have a buﬀer with the capacity Q and accumulated content of the buﬀer Zn. In this
system, there are two independent Markov chains Y 1n and Y 2n and random variables
for arrival An and departure Dn such that
P [An = a|Y 1n = y1, Y 2n = y2] = p(y1, a), P [Dn = d|Y 1n = y1, Y 2n = y2] = q(y2, d).
One then defines the backlog Zn in a queue with arrivals An and departures Dn as
follows:
Zn+1 = [Zn + An  Dn]Q0
where Q is the capacity of the queue. In the last expression, the notation is
[z]Q0 = max{0,min{x,Q}}.
One expects that if
E(An) > E(Dn),
then the stationary probability P (Zn = 0) that the queue is empty is very small when
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log{P (Zn = 0)} =   (p, q) (4.6)
for some  (p, q) > 0. Specifically,
 (p, q) = inf
d>a
 A(a, p) +  D(d, q)
d  a . (4.7)
In this expression,
 A(a, p) = sup
✓<0
{✓a  log( A(✓, p))} (4.8)
where  A(✓, p) is the largest eigenvalue of the matrix GA✓,p defined by
GA✓,p(y





where P1(y1, y˜1) = P1[Y 1n = y˜1|Y 1n 1 = y1]. Similarly,
 D(d, q) = sup
✓>0
[d✓   log( D(✓, q))] (4.9)
where  D(✓) is the largest eigenvalue of the matrix GD✓,q defined by
GD✓,q(y





Using this method, we can calculate the decay rates ↵(⌧) and  ( , ⌧) for the battery
and the data buﬀer shown in Figure 4.2.
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To calculate ↵(⌧), one notes that the battery system is identical to the system in
Figure 4.3 since its arrivals Bn and departures Un are functions of two independent
Markov chains Y 3n and Y 2n . Similarly, to calculate  ( , ⌧), one observes that if one
considers a queue with arrivals Cn and departures An, then its occupancy Zn behaves
like D Wn, so that the probability that it is empty is the probability that Wn = D.
Accordingly, P (Wn = D) = P (Zn = 0) can be calculated using the method of this
section.
4.6 Eﬀective Power and Eﬀective Consumption Rate
In this section, we adapt the notion of eﬀective bandwidth (see e.g., [71,72]) to variable
sources and variable loads, as a summary of their statistical characteristics. The
novelty of our analysis is that we consider queues where the arrivals and departures
are both variable.
The result of this section is that one can define the eﬀective power of a variable
renewable source and the eﬀective consumption rate of a variable load in a way that
the battery is almost never empty if and only if the former is larger than the latter.
The eﬀective power and eﬀective consumption rate depend on the battery capacity. If
the capacity is infinite, the eﬀective power and consumption rate are simply the mean
values. For a finite capacity, the eﬀective power is less than the average renewable
power and the eﬀective consumption rate is larger than the mean value of the load.
In such a system, the battery is rarely empty if there is a suﬃcient gap between the
average power and the average consumption rate, and the eﬀective values determine
82
CHAPTER 4. A METHODOLOGY FOR DESIGNING THE CONTROL OF
ENERGY HARVESTING SENSOR NODES
the required gap.
The results provided in this section correspond to the model shown in Figure
4.3 where the queue is the battery and An and Dn represent the energy arrival and
consumption, respectively.
Definition 4.1. Consider a random sequence An that is a function of a Markov
chain, as in Figure 4.3. For a given   > 0, the eﬀective power of the sequence An is
the maximum value of c such that the sequence Zn defined by
Zn+1 = [Zn + An   c]Q0 , n   0





log{P (Zn = 0)}    .
2
Thus, the eﬀective power of the sequence An is the maximum constant departure
rate Dn = c from a queue with arrivals An in the model shown in Figure 4.3 so that
the probability that the queue is empty decays exponentially fast in Q with rate at
least  .
Intuitively, if the eﬀective power of a random source An is c, then the source
equipped with a battery can deliver a constant power c. The eﬀective power is a
value that decreases from the mean value E(An) to 0 as   increases. Thus, if the
battery size is Q and we want the probability that the battery is empty to be of the
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order of ✏ ⌧ 1, then we need exp{ Q } ⇡ ✏, so that   ⇡   log(✏)/Q. The eﬀective
power for a given ✏⌧ 1 then increases from 0 to E(An) as the battery size increases.
For instance, the eﬀective power of a solar panel is its average power if it is equipped
with a very large battery. If the battery is small, the eﬀective power is considerably
smaller.





log{P (Zn = 0)} =   inf
a<c
 A(a, p)
c  a . (4.10)




c  a    . (4.11)
Using the argument introduced in [71], one then has the following result.




 A( , p) = sup
✓<0
{✓    log( A(✓, p))}.
⌅
We also have the following definition.
Definition 4.2. Consider a random sequence Dn that is a function of a Markov
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chain, as in Figure 4.3. For a given   > 0, the eﬀective consumption rate of the
sequence Dn is the minimum value of a such that the sequence Zn defined by
Zn+1 = [Zn + a Dn]Q0 , n   0





log{P (Zn = 0)}    .
Thus, the eﬀective consumption rate of the sequence Dn is the minimum constant
power that one needs to provide the battery with output Dn so that it is empty
only with a small probability. This value is an equivalent constant power, after
being smoothed out by the battery. The eﬀective consumption rate for a given small
probability of the battery being empty decreases from the peak value of Dn to the
average value E(Dn) as the battery increases.





log{P (Zn = 0)} =   inf
d>a
 D(d, q)
d  a . (4.12)




d  a    . (4.13)
Once again using the argument of [71], one has the following result.
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We then have the following intuitive result for the system model of Figure 4.3
where the queue is energy buﬀer. This result is a two-sided version of the correspond-
ing result in [71] in that it applies to queues with random arrivals and departures.






log{P (Zn = 0)}     (4.14)
if and only if there is some c such that the eﬀective power of the arrivals An is at
least c and the eﬀective consumption rate of the departures Dn is less than c.
Proof.
(a) Suﬃciency. Assume that the eﬀective power of An is larger than c. That implies,
by (4.11), that
 A(a, p)
c  a    , 8a < c,
so that
 A(a, p)   (c  a) , 8a < c.
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Similarly, assuming that the eﬀective consumption rate of Dn is less than c, we
get that
 D(d, q)   (d  c) , 8d > c.
Consequently,
 A(a, p) +  D(d, q)   (d  a) , 8d > a.
Hence,
 A(a, p) +  D(d, q)
d  a    , 8d > a,
which implies, from (4.7), that (4.14) holds.
(b) Necessity. Assume that the queue has the indicated property. Let a⇤ and d⇤ be
the minimizers of
 A(a, p) +  D(d, q)
d  a
with a⇤ > d⇤ and let   be the minimum value. The first order conditions are
 0A(a
⇤, p) =   0D(d⇤, q) =  .
Now, choose c so that
 A(a⇤, p)
c  a⇤ =  .
Then we see that
 0A(a
⇤, p)(c  a⇤) =  A(a⇤, p),
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so that a⇤ minimizes
 A(a, p)
a  c
and the minimum is  . Similarly, d⇤ minimizes
 D(d, q)
c  d
and the minimum is also  , which proves the claim.
4.7 Numerical Results
In this section, we present numerical results for the system shown in Figure 4.4.
In this example, the two-state Markov chains Y 1n , Y 2n , Y 3n 2 {1, 2} represent the
sensed environment, communication channel and harvested energy per unit time,
respectively.
We consider randomized policies specified as follows:
P [Sn = y|Y 1n = y] =  , 8 y = 1, 2.
P [Sn = y   1|Y 1n = y] = 1   , 8 y = 1, 2.
Similarly,
P [Un = y|Y 2n = y] = ⌧, 8 y = 1, 2.
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Figure 4.4: Model of the system with 2-state Markov chains Y 1, Y 2, Y 3.
P [Un = y   1|Y 2n = y] = 1  ⌧, 8 y = 1, 2.
We set Cn = Un. To use the results of the previous section, we compute the largest
eigenvalue of the matrix
G✓(y
2, y3, y02, y03) = h(y2, y3)P (y2, y3, y02, y03),
where
h(y2, y3) = E[exp{✓(U0   B0)}|Y 20 = y2, Y 30 = y3]
= e✓(y
2 y3)[⌧ + (1  ⌧)e ✓].
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Figure 4.5: Exponential rate of decay as a function of ⌧ with parameters from Fig.
4.4.
Figure 4.5 shows the exponential rate of decay ↵(⌧) as a function of ⌧ . In order to
calculate the ⌧ ⇤, we need to find the lower bound for ↵(⌧) which is   log(✏)/B from
(4.4). We set the probability that battery goes empty (✏) to be 0.02 and B battery
capacity to be 15 units. Hence, ⌧ ⇤ is determined as shown in Figure 4.5.
Considering ⌧ ⇤ and analyzing the data buﬀer, we can compute  ( , ⌧ ⇤). The value
of h(y1, y2) is calculated as follows
h(y1, y2) = E[exp{✓(S0   C0)}|Y 10 = y1, Y 20 = y2]
= ⌧ ⇤e✓(y
1 y2)[  + (1   )e ✓] + (1  ⌧ ⇤)e✓(y1 y2)[ e✓ + (1   )].
Figure 4.6 shows the exponential rate of decay  ( , ⌧ ⇤) as a function of  . We can
determine  ⇤ by finding the lower bound   log(✏)/D where ✏ = 0.01, D = 40. Then,
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Figure 4.6: Exponential rate of decay as a function of   with parameters from Fig.
4.4.
the average sampling rate can be calculated as follows
⇡(1) ⇤ + ⇡(2)( ⇤ + 1).
Numerical examples are provided which shows that this method works for diﬀerent
system parameters. This is tabulated in Table 4.1, which shows that the values of a
and b have an eﬀect on both control policies ⌧ ⇤ and  ⇤. Not surprisingly, increasing
b or decreasing a causes the values of the control policy to decrease.
a b ⌧ ⇤  ⇤ ↵(⌧ ⇤)  ( ⇤, ⌧ ⇤)
0.15 0.1 0.65 0.71 0.46 0.15
0.3 0.2 0.82 0.94 0.44 0.14
0.45 0.3 0.94 1 0.42 0.13
0.15 0.2 0.39 0.13 0.81 0.12
0.15 0.35 0.16 0.08 1.5 0.15
Table 4.1: Values of control policy obtained using the direct method, given g = 0.15,
h = 0.3.
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Table 4.2 shows the eﬀect of varying g and h on the control policies. As can be
g h ⌧ ⇤  ⇤ ↵(⌧ ⇤)  ( ⇤, ⌧ ⇤)
0.15 0.3 0.79 0.70 0.45 0.16
0.25 0.3 0.79 0.61 0.45 0.14
0.45 0.3 0.79 0.46 0.45 0.16
0.15 0.2 0.79 0.37 0.45 0.17
0.45 0.4 0.79 0.56 0.45 0.13
Table 4.2: Values of control policy obtained using the direct method, given a = 0.3,
b = 0.2.
seen in Table 4.2, increasing g causes the policy for sampling rate   to act more con-
servatively by decreasing  . Not surprisingly, ⌧ ⇤ and ↵(⌧ ⇤) are constant by changing
the values of g and h.
4.7.1 Stochastic Dynamic Programming
To demonstrate the eﬀectiveness of the solution approach, we compare it with the
results obtained by stochastic dynamic programming. It solves the original problem
introduced in Section 4.3. Bellman’s equation for the long-term average reward are
as follows (see e,g. [77]):





P (x, x0; u)H(x0)]. (4.15)
In this expression, v⇤ is the optimum reward, H(x) is the diﬀerential reward starting
from state x and r(x, u) is the reward of taking action u in state x.
The value iteration for average reward dynamic programing works as follows: we
choose the value of H0(x) = 0 for all states x = 1, ..., n. For each time step k =
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Figure 4.7: Comparison of dynamic programing and direct method with same settings.
1, ..., K, the Bellman’s equation Thk(x) := maxu2U [r(x, u) +
P
x0 P (x, x
0; u)Hk(x0)] is
updated for all states. We choose an arbitrary reference state x0 which is constant
for all time steps. Then, we set vk = Thk(x0) and update the diﬀerential reward
function as Hk+1(x) = Thk(x)   vk. The value of vk for the last step is the opti-
mum average reward. For our example shown in Figure 4.4, the system states are




n ). We use the same setting applied for developing our approach.
Figure 4.7 shows the optimal average reward that the algorithm calculates, as a func-
tion of the number of iterations. As can be seen, the algorithm converges to the
essentially the same average value as determined from our control policy with same
setting. This shows that our solution method results in essentially the optimal trans-
mission rate achieved by dynamic programing. Note that in dynamic programing, we
observe the state of the battery and the data buﬀer at the start of every time slot for
making decisions.
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Figure 4.8: Comparison of sampling rate results from dynamic programing and direct
method for diﬀerent battery sizes.

























Figure 4.9: Comparison of sampling rate results from dynamic programing and direct
method for diﬀerent data buﬀer sizes.
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Another set of simulation runs is conducted using diﬀerent battery sizes. Figure
4.8 shows that by increasing battery sizes, the average sampling rate increases and
our proposed direct method is relatively near to the result from dynamic programing.
It also shows that they converge for larger battery sizes. This is quite promising as
we claim our methodology results in optimum solution for medium and large battery
sizes. For smaller battery sizes, since the state space is relatively small, dynamic
programing is less complex and can be a viable solution approach. Similar results
for diﬀerent data buﬀer sizes are shown in Figure 4.9. By increasing the size of the
buﬀer (data or energy), the dynamic programing alters to a linear programing with
constraints related to average arrival and departure. For example, the constraint for
energy queue is to drain the energy at the rate less than the average arrival rate.
For our approach, given the constant ✏, by increasing the size of the buﬀer, the large
deviation exponent is approaching to zero. This point, for example in energy buﬀer,
means that the drain rate should be less than the expected value of arrival rate (for
more details see Theorem 3.1. in [68]). This is the reason that for the very large
battery size, the result from both approaches converges. The key point of this result
is the advantage of our approach for the medium battery size, which for our proposed
approach is fairly near to the optimum result.
Figure 4.10 and 4.11 show representative results measured by simulating Xn and
Wn for 106 steps for diﬀerent value of battery sizes. The failure rate for the battery
is calculated as the number of times that the battery goes empty over the number of
steps ( 106 in the example here). The failure rate for the buﬀer is calculated as the
number of times that the buﬀer becomes full over the number of steps. The results
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Figure 4.10: Failure rate for battery applying direct method, given ✏ for battery is
0.02.
Figure 4.11: Failure rate for buﬀer applying direct method, given ✏ for data buﬀer is
0.01.
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show that for diﬀerent battery sizes, the constraints for the battery and data buﬀer
are not violated, since they are always less than ✏. This is because in our simulation
for calculating  ⇤ and ⌧ ⇤, ↵(⌧) and  ( , ⌧) are bounded by   log(✏)/B and   log(✏)/D
respectively.
4.8 Conclusions
This is a methodological work that presents a technique for state space dimension
reduction for solving optimal control of systems with coupled data buﬀer and energy
storage. The technique consists of relaxing the underflow constraint on the energy
level in the battery and overflow constraint on the data backlogs in data buﬀer by
replacing them with a bound on the probability of energy underflow and data overflow
as derived via large deviation theory. The considered policies do not depend on the
state of the battery and data buﬀer, but rather only of the state of the environment.
We demonstrated the use of the approach for the control of a wireless sensor node
equipped with a solar panel and compared the results with the solution of the Markov
decision problem.
It should be noted that the analysis assumes a detailed knowledge of the statistics
of the renewable source and the environment. The methodology suggests adaptive
schemes that do not require such knowledge and the analysis of such schemes is left
for further investigation.
Our approach assumes a knowledge of statistical models of the renewable energy,
of the channel, and of the data collection. Hopefully, these models can be fitted
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over time. Also, although the numerical complexity of the approach grows with the
complexity of the model, the method may be practical even for fairly large models.
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Chapter 5
Energy Harvesting Aware Task
Allocation for Solar-Powered Sensor
Networks
5.1 Introduction
A sensor network, which is a network of collaborating embedded devices with capabil-
ities of sensing, computation and communication, is used to run specific applications
(such as target tracking, event detection, etc). Energy is a most precious resource
in running these applications [63]. Hence, nodes will operate for a finite duration
which implies a finite lifetime of the applications of interest or additional cost to reg-
ularly change batteries. An alternative technique is the use of energy harvesting as a
source of powering sensor nodes. This ensures sustainable operation of such systems.
However, the harvested energy is usually not suﬃcient to allow the sensor nodes to
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stay active all the time. Moreover, the time varying availability of environmental
energy results in dynamic changes of the system’s available energy. Therefore, the
dynamic resource and task allocation for energy harvesting wireless sensor networks
(EH-WSNs) are required, presenting a new set of problems in the area of networking
and communication [6].
In wireless sensor networks (WSNs), energy-aware task allocation algorithms deal
with energy availability of batteries, which typically have a monotonically decreasing
energy profile. However, in EH-WSNs, due to the fluctuating energy sources, the
energy availability profile is uncertain, making task allocation a challenging problem.
Generally, two design considerations for energy harvesting systems are maximiz-
ing performance and ensuring energy neutral operation. Energy neutral operation 1
means operating the network such that, at all times, the energy used is less than the
harvested energy. Also, while ensuring energy neutral operation, ‘what is the best
performance level that can be achieved in a given harvesting environment?’.
In this chapter, we address the task allocation problem which allocates and sched-
ules a set of tasks represented by a task graph to a set of geographically distributed
sensor nodes to achieve an overall system objective. Such a scenario is depicted in
Figure 5.1. We consider a scenario in which the sensor nodes are equipped with solar
panels.
1Researchers use both terms ‘energy causality’ or ‘energy neutrality’ to mean the same thing.
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Figure 5.1: Task allocation problem.
5.1.1 Contributions of This Chapter
In this chapter, we propose the task allocation algorithms for EH-WSNs. These algo-
rithms account for the energy harvesting characteristics of sensor nodes (i.e. uncer-
tainty in energy availability) and make the best use of available energy. The solution
objectives are to minimize the scheduling length of the task graph and maximize the
fairness in energy-driven task mapping, while satisfying energy harvesting causality
constraints and the task precedence constraints. The fairness in task mapping means
tasks with longer task lengths are assigned to the nodes with higher energy levels.
The proposed solution results in balanced energy levels among all the nodes in the
network and minimum schedule length. The main contributions of this work are
summarized as follows:
• We propose a novel task allocation algorithm for energy harvesting wireless
sensor networks that operates in two phases: task scheduling of the directed
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acyclic graph (DAG) and task mapping to the solar-powered sensor nodes. To
the best of our knowledge, this is the first work on energy harvesting aware task
allocation at the network level to multiple solar-powered sensor nodes.
• The problem is formulated in an optimization framework as a mixed integer
linear program (MILP). The proposed framework for our scheme is operated
in two stages consisting of the static and dynamic adaptation specialized for
energy harvesting systems.
• An appropriate energy prediction model and algorithm are incorporated to in-
crease the accuracy of our task allocation scheme.
• A genetic algorithm based multi-objective task allocation strategy is imple-
mented for the comparison purpose.
• The performance of our proposed algorithms in terms of the scheduling length
and fairness in the energy-driven task mapping objectives is evaluated through
the simulation.
This chapter is structured as follows. In Section 5.2, we introduce the system
overview and proposed framework for our task allocation scheme in EH-WSNs. In
Section 5.3 the energy prediction model and algorithm are explained. This is followed
by the problem formulation in the form of a mixed integer linear program in Section
5.4. In Sections 5.5 and 5.6, the energy harvesting aware task scheduling and mapping
algorithms are described. The simulation results are discussed in Section 5.7. Section
5.8 provides a summary and conclusion.
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5.2 System Overview
In this section, the model for the task allocation problem in EH-WSNs is explained.
Figure 5.2 shows the overall structure of this model. The centralized manager collects
some initial data from the energy harvesting source. It then runs the energy prediction
algorithms. Given, the predicted energy and the task graph from WSNs’ application,
the task allocation algorithm can be run. The output of this algorithm is the set of
actions for sensor nodes. The main objective is to minimize the scheduling length of
the task graph and maximize the lifetime of the sensor nodes.
We consider a discrete time model. The network consists of multiple solar-
powered sensor nodes denoted as n 2 N where N is a set of all available sensor
nodes. Tasks are units of execution that make up an application. The application
for wireless sensor networks can be target tracking, event detection, etc. A single
application may perform a variety of tasks such as sensing, computation, storage
and communication. Applications are represented by a DAG, composed of all tasks
m 2 M where M is the set of tasks that must be completed for the application.
Lm denotes the size of the task m which refers to the number of time slots required
to accomplish that task (Lm 2 Z+). Tasks must be sequentially executed to satisfy
the precedence constraints. A task has one or more inputs and once all inputs are
available, the task is triggered to execute.
The harvesting period is divided into equal-length time slots which are indexed
as t 2 T where T 2 Z+. We consider an energy storage device with capacity B and
discharge eﬃciency ⌘d < 1. Hnt is the amount of harvested energy in slot t in node n.
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Figure 5.2: Structure of resource management for EH-WSNs.
The available energy at each node n and time slot t is denoted as Ant and calculated
as
Ant+1 = [Ant +Hnt   ⌘d.E0.Y m,nt ]B0 ,
where E0 denotes the energy which is drained from the battery during each busy slot.
E0 is assumed to be constant for each node and task. Y m,nt is a boolean function
indicating whether node n is busy with task m in time slot t. The available energy is
bounded by the capacity of battery B.
5.2.1 Framework of Task Allocation in EH-WSNs
In this part, the framework of our proposed task allocation scheme for EH-WSNs is
described. It is a hybrid framework of static and dynamic stages.
The static stage is executed oﬄine in the centralized manager which can be a
node with the high computational capability such as Stargate [79]. In this stage, the
centralized manager runs the prediction algorithm to extrapolate information about
the harvested energy in the next harvesting period. It then allocates an energy budget
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in terms of the harvesting rate for each time slot of the next period. The predicted
information and the task graph are the inputs to our static allocation algorithm.
The allocation outcomes and energy budget for each slots are then communicated to
sensor nodes.
The dynamic stage is executed online in the sensor nodes. This stage may modify
the real-time execution of the task allocations from the previous stage to adapt to
unpredictable fluctuation in energy availability. At the beginning of each time slot,
the corresponding energy budget is retrieved from the memory and is compared with
the corresponding baseline error margin. If the energy budgets from the prediction
do not match with actual harvested energy and the error margin is higher than the
predefined threshold, then the dynamic adaptation method is executed. Adaptation
allows the system to cope with variation in renewable energy source and maintain
sustainable system. Moreover, energy harvesting statistics are sent to the centralized
manager to update the data for the energy harvesting prediction of the next harvesting
period.
5.3 Prediction Algorithm
In this section, the energy harvesting prediction method is described. An accurate
prediction of the near-future harvested energy has a critical eﬀect on decision making
for task allocation procedure in energy harvesting systems. A time series [54] is a
sequence of observations of a random variable such as energy harvesting rate. A
time series analysis provides a proper tool for forecasting future events. There are
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several methods for forecasting the near future of real data such as regression analysis,
exponential smoothing, moving average and etc. [54]. Weather-Conditioned Moving
Average (WCMA) is the common approach adopted for the weather prediction. It first
introduced in [51] and then extended for cloud cover case and wind energy prediction
in [52] and [53]. Our prediction model called Autoregressive Weather-Conditioned
Moving Average (AR-WCMA) has its foundation on WCMA which is a low overhead
solar energy prediction algorithm. The key idea of our prediction model is to apply
an Autoregressive (AR) time series model at the beginning of each day, since the solar
irradiance is a periodic phenomena. It has been proven in [55] that a simple linear
regression model is an appropriate model for real-time and random data. Then, the
model is further improved by utilizing the moving average of the information from
past days.
For this prediction algorithm, a day is divided into T equal duration of time
slots. The power sampling and prediction are performed once per slot. To predict the
harvesting energy in the next slot, the algorithm uses the values of power measurement
e˜(j) 2 E˜T of the current day. It also utilizes the values of power measurement
e˜(i, j) 2 E˜D⇥T of the last D days, D 2 Z+. The unit of power measurements and
accordingly the prediction values are irradiance (W/m2). The matrix E˜D⇥T and the
vector E˜T are shown in Figure 5.3. Assume that t slots have elapsed on the current
day shown shaded in Figure 5.3 and e˜(t + 1) is the estimation of the power value at
the start of slot t+ 1 .
The time-series analysis begins with some response measurements of the structure
at a particular sensor location. Assuming the response to be stationary, an AR process
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model is used to fit the discrete measurement data to a set of linear coeﬃcients from




bie˜(t+ 1  i) + rk. (5.1)
The response of the structure at sample index t, as denoted by e˜(t) , is a function
of k previous observations of the system response, plus a residual constant term ,rk.
Weights of the previous observations e˜(t + 1   i) are denoted by the bi coeﬃcients
which are calculated daily based on the available information of last D days.
The goal is to predict the power eˆ(t + 1) at the beginning of slot t + 1 (marked
with a ‘?’ in Figure 5.3). In Figure 5.3, µ(t+1) represents average of power measured
at beginning of all t+ 1 slots for last D days. The predicted power for the next slot
considers the power measurement from the present information of last k slots e˜(t+1)
and the average power µ(t+ 1) of the same slot (t+ 1) for past D days:
eˆ(t+ 1) = ↵.e˜(t+ 1) + (1  ↵).µD(t+ 1) K . (5.2)
The prediction algorithm consists of two terms as shown in (5.2). The first term is
the eﬀect of the AR and the latter one is the conditioned average term. The AR term
determines the eﬀect of the current day to the predicted value, while the conditioned
average term is the average of past D days on time slot (t + 1) which scaled by the
conditioning factor  K . The parameter ↵ shows the trade-oﬀ between these two terms
(0  ↵  1).
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 K is a conditioning factor for µ(t+ 1) and it is a function of previous K ( K 2 Z+)
time slots before time slot (t + 1) of current day (can be seen in Figure 5.3). K
shows how much brighter or cloudy the current day is compared to previous days.
It is calculated using (5.4), which is a weighted average of ratio ⌘(K) 2 Hk, (shown
in (5.5)), where each ratio ⌘(k) compares the current day measured power of one
particular slot to the average of the past days. Since the slots earlier than t are
assumed to be less correlated to the future slot t+1, the weights ✓(k) 2 ⇥ calculated







µD(t K + k) (5.5)
✓(k) = k/K (5.6)
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Figure 5.3: Prediction framework for solar-powered sensor nodes
The estimated value eˆ(t) in following sections are denoted as Ht. All measure-
ments and estimations are in irradiance unit (W/m2) which can be converted to the
unit of energy unit Ah. The details are explained in the simulation section.
5.4 Problem Formulation
In this section, we explain the problem formulation for the task allocation in sensor
networks equipped with energy harvesting devices. Task allocation problem which
consists of task scheduling and mapping plays an essential role in parallel processing.
Solving this problem results in execution sequence of tasks and assignment of tasks to
the sensor nodes. The main objectives are to minimize the makespan and maximize
the fairness (energy-balancing), while satisfying the task precedence constraints and
energy harvesting causality constraints.
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Decision variables:
The decision variable for this problem is defined as follows:
X: Valid mapping and scheduling of tasks m 2 M to the sensor nodes n 2 N at
time slot t 2 T :
Xm,nt =
8>>>>><>>>>>:
1, If task m 2M is assigned to sensor
node n 2 N at time slot t 2 T
0, Otherwise.
(5.7)
Although, we have one decision variable, it is useful to define the following quan-
tities, which depend upon X.









Y : An indicator function to show the busy time slot.
Y m,nt =
8>>>>><>>>>>:
1, If node n is busy with task m
at time slot t
0, Otherwise.
(5.9)
This value can be calculated as a function of Sm and Xm,nt as follows:
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1, t = Sm, Sm + 1, ..., (Sm + Lm);
8 n = argmaxmmaxtXm,nt
0, Otherwise.
(5.10)
5.4.1 Objective Function and Constraints
The following objective function and linear-integer constraints describe the optimiza-


















Sk   Sj + Lj + Tc, 8(j, k) 2M, Pj,k > 0. (5.12)
Xm,nt 2 {0, 1} 8n 2 N , 8m 2M, 8t 2 T . (5.13)
111






Xm,nt = 1, 8m 2M. (5.14)
X
m2M
Y m,nt  1, 8n 2 N 8t 2 T . (5.15)
Ant+1 = [Ant +Hnt   ⌘d.E0.Y m,nt ]B0 , 8n 2 N , 8t 2 T . (5.16)
where Tc is the communication cost between immediate tasks precedence. gm,nt is the
cost associated with assigning task m 2M to sensor node n 2 N , at time slot t 2 T .
This cost value is a linear function of Ant and task size (Lm). The cost function is
defined as follows:
gm,nt = Lm ⇥ (Ant ) 1. (5.17)
The objective function shows the tradeoﬀ between the two task allocation objec-
tives with weights w1 and w2. The first part corresponds to minimizing the scheduling
length by minimizing the maximum finish time of all the tasks. The second part re-
lates to minimizing the task mapping cost in order to achieve a balanced energy
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availability through the network.
The constraint in (5.12) states the precedence constraint where a task cannot
start until its predecessors are completed and data has been communicated to it if
the preceding job were executed on diﬀerent node, illustrated as a constant value Tc.
As stated before, Lm is the size of task m, which refers to the number of time slots
required to accomplish that task.
The constraint in (5.13) refers to boolean task mapping constraint. (5.14) and
(5.15) show task allocation constraints. More precisely, (5.14) specifies that each
task must be assigned once to exactly one node and (5.15) specifies that at most one
task can be assigned to each sensor node at each time slot. The constraint shown
in (5.16) indicates the energy harvesting causality constraint. This constraint keeps
track of energy availability at each time. Moreover, this constraint avoids the energy
harvesting overflow at each node by considering the capacity of the battery (B) as an
upper bound for energy availability.
All together, the task allocation problem for wireless sensor networks equipped
with energy harvesting systems is described in the above-mentioned objective function
and constraints. This problem is NP-complete in general [56] and heuristic algorithms
are applied to obtain the practical solution. Our proposed heuristic approach is
presented in the next section.
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5.5 Proposed Algorithm for Task Allocation in EH-
WSNs
This section describes our solution approach for task allocation. The proposed scheme
consists of a hybrid framework of static and dynamic stages. The static task allocation
problem is divided into two phases. The first one is the task scheduling phase to
determine the proper sequence of tasks. The main objective for the first phase is
to minimize the scheduling length (shown in the first part of the objective function)
and also satisfy the precedence constraint (5.12). This phase, which is explained in
Section 5.5.1, results in the lower and upper bounds for the starting time of each task.
Given the bounds from the first phase, the second phase, explained in Section
5.5.2, runs the task mapping to the appropriate sensor nodes. The objective of the
second phase is to maximize the energy-balancing among the nodes, considering the
energy harvesting characteristics. It addresses the second part of the objective func-
tion as well as the constraints (5.13) to (5.16).
If the error margin, which is the diﬀerence between the energy predicted value and
the actual harvested energy, is higher than some predefined thresholds, the dynamic
adaptation stage (Section 5.5.3) is executed. Adaptation allows the system to cope
with variation in renewable energy supply and maintain system’s sustainability.
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5.5.1 List Scheduling and Critical Nodes Path Tree (CNPT)
Heuristic
This part presents the list scheduling algorithm. It uses to satisfy the first constraint
(5.12) while optimizing the first part of the objective function. It computes a task
sequence provided by a DAG to obtain the earliest start time (EST) and the latest
start time (LST) of each task considering a Critical Path (CP). A CP of a task graph
is defined as a path with the maximum sum of node and edge weights from an entry
node to an exit node. Given these values, the tasks are queued into a list. The EST
and LST for a task i can be computed recursively by traversing the DAG downward
from the entry node and upward from the exit node respectively as follows:
ESTm = maxi2pred(m)ESTi + Li (5.18)
LSTm = mini2succ(m) LSTi   Li (5.19)
where pred(m) and succ(m) are the set of immediate predecessors and successors of
m respectively and Li is the length of the task i. After the listing phase, the task
graph is sequentialized into a queue and ready for the task assignment phase. The
main objective of this part of the scheduling process is to determine the minimum
scheduling length (makespan) while satisfying all precedence constraints. The tasks
are queued for assignment to sensor nodes based on LST. This is because, it may give
a sensor node the chance to harvest more energy before the task is assign to it.
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5.5.2 Energy Harvesting aware Task Assignment Heuristic
In this phase, the proposed heuristic algorithm assigns the tasks to maximize the
energy-balancing considering the energy harvesting characteristics. It satisfies the
energy-neutral constraint and avoids the energy overflows.
The following steps describe the basic idea of our proposed energy harvesting
aware task allocation heuristic:
STEP 1 Sort all the tasks based on LST from List Scheduling and CNPT in queue
Q;
STEP 2 Update the energy availability Ant of all nodes based on the predicted energy
for the current slot;
STEP 3 For the task dequeued from queue Q, calculate the cost associated with
assigning the correspond task m to all sensor nodes n 2 N at the current time slot t
as, and find the minimum cost among them.










t   B 8 node n 2 N at time slot t 2 T
1, Otherwise.
(5.20)
This indicators shows that the cost is zero if the overflow occurs at the node. Hence,
we immediately allocate the first task from the queue to that node.
As a result, since the listing in the queue is based on LST, it increases the chance
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that the node can harvest enough energy and gains the failure tolerance. In other
words, the task scheduling is as late as possible but within a boundary that results in
the minimum schedule length. Since the task mapping is based on the available energy,
in “STEP 2” the available energy for each slot is updated. “STEP 3” assigns the task
based on the cost associated with each node for accomplishing the corresponding task
and handles the overflow situation when the harvested energy may become greater
than the maximum capacity. The proposed algorithm is shown in Algorithm 1.
Algorithm 1: Energy Harvesting Aware Task Allocation
Given: EST and LST of all the tasks m 2M from CNPT, Ant 8 n 2 N and t 2 T ,
Lm 8 m 2M.
Sort all the tasks in respect to LST in queue Q.
For all tasks m dequeued from Q,
For all n 2 N ,
For ESTm < t < LSTm,
If Ant   B,
Assign task m to sensor node n,
Sm = t,
Else
gn,mt = Lm ⇥ (Ant ) 1
EndIf
117






t ) (finding the best node)
Sm = argminn,t(g
n,m
t ) (finding the best schedule)
EndFor
We briefly explain a potential extension of the current model to multi-hop sce-
nario. In this case, a task i and its immediate predecessor task j might be allocated
to nodes that are in one or more hops away of each other. Assume that j needs the
data from i for execution. Hence, one needs to find the way to communicate this
data through multi-hop. In WSNs, the communication is broadcast in nature. To
represent the broadcast feature of wireless communication, the DAG representation
of application is extended to Hyper-DAG. In which, the weight of edges between two
computation tasks is represented as a separate communication task. Unlike in single-
hop networks, there might be multiple simultaneous communications in multi-hop
networks. In order to schedule the communication task, one models multi-hop chan-
nel as a virtual node on which only the communication task can be scheduled. To
avoid the interference between simultaneous communication tasks, one may consider
the penalty of infinity cost for the case of interference and zero otherwise. In case
that the source and destination of a communication task are one or more hop away
from each other, one can schedule based on the path generated by a low complexity
routing algorithm [57].
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Practical Example
In general, our task allocation algorithms can be applied for any WSNs’ application,
which can be represented by DAG. As a practical example, the collaborative target
tracking can be named. The task allocation algorithms help to dynamically manage
sensor resources and eﬃciently process distributed sensor measurements. One simple
run of this application is shown in Figure 5.4. T1, T2 and T3 are the sensing tasks,
T5 and T6 are the computation tasks and T4 is the storing task. In this example,
once the target is detected by sensing task T1, it searches for two other sensing data
from its neighbors via tasks T2 and T3. These sensing data are required for running
initialization (task T5) and localizing the target (task T6). The sensing data is stored
via task T4. Figure 5.4 also demonstrates our proposed task allocation algorithm for
this simple example.
5.5.3 Online Dynamic Adaptation Stage
This stage is based on the real-time execution of these tasks allocated to the sensor
nodes based on the actual energy harvesting data. At the beginning of each time
slot, the corresponding energy budget is retrieved from memory and a corresponding
baseline error margin is looked up. If the energy budget from the prediction does not
match with actual harvested energy and the error margin is higher than predefined
threshold, the dynamic adaptation phase is executed. Adaptation allows the system
to cope with the variation in the renewable energy and maintain system sustainability.
In addition, energy harvesting statistics with new updates are sent to the centralized
119
CHAPTER 5. ENERGY HARVESTING AWARE TASK ALLOCATION FOR
SOLAR-POWERED SENSOR NETWORKS
Figure 5.4: A simple example of the task allocation.
manager to update energy harvesting prediction of the next harvesting period.
The basic idea is that if a sensor node due to an environmental uncertainty does
not have enough energy to execute the task, then it slows down the processor rate
and stretches the execution time of that task. As a result, one may gain more time for
the sensor node to harvest energy from environment at the price of operating at the
lower processor power. This technique is called dynamic voltage and frequency scaling
(DVFS) [36]. Based on the initial schedule, all tasks are executed at the full speed
of the processor (Pmax), which is not an energy-eﬃcient scheme. We need to make
use of the task slacks for the energy saving. DVFS is applied to stretch the execution
time of each task and slow down the power of processor. Then, we shift all other
potentially aﬀected tasks accordingly. Assume the DVFS-enabled processor has K
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discrete operating frequencies fk : {fk|1  k  K, fmin = f1 < f2 < ... < fK = fmax};
and the power consumption with regards to fk is denoted as Pk. We assume a linear
relationship between the power Pk used for executing tasks and their execution time
L. We can say: the higher the power Pk, the shorter the execution time L.
We define a decelerate factor ⌫k as the normalized frequency of fk with respect
to the maximum frequency fmax, that is:
⌫k = fk/fmax (5.21)
If task m is stretched by a slowdown factor ⌫k, then its actual execution time at
frequency fk is Lm/⌫k.
Assume that initially the task m is assigned to the sensor node n considering the
full speed of the processor. Let stm and ftm denote the starting time and finish time
of the task m accordingly. The task m has enough energy to finish its execution if
the following inequality holds:
A(stm) +H(stm, ftm)   D(stm, ftm) (5.22)
where C(stm) is the energy available at time instant stm and H(stm, ftm) is the
harvested energy during task execution and D(stm, ftm) is the energy demand of
executing task. If this inequality does not hold, the decelerate factor is adjusted until
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the following equality holds,
A(stm) +H(stm, stm + ftm stm⌫n ) = D(stm, stm + ftm stm⌫n ). (5.23)
Subsequently, all of the tasks ⌧ 2 succ(m) need to be delayed dlm which is the
delay caused by stretching the task via DVFS. The result of this dynamic adaptation
phase is to reserve time for the sensor node with lack of energy to harvest from the
environment and execute with lower CPU frequency. Note that the schedule length
in our formulation is not a hard constraint (or deadline). In the dynamic adaptation
phase, the task is missed only if extending the task length to meet the energy neutral
condition causes the frequency fk to be below fmin. The sequence of the algorithm is
shown in Algorithm 2.
Algorithm 2: Dynamic Adaptation Phase
Require: initial schedule, actual harvesting rate, actual energy available;
For task m 2M 0 which M 0 is a set of tasks mapped to sensor node n 2 N ,
If A(stm) +H(stm, ftm) < D(stm, ftm),
Calculate ⌫n from (5.23);
For all the task ⌧ 2 succ(m),








In this part, the complexity of the proposed heuristics is calculated. Considering
an application with m tasks, a network with n sensors and " which is defined as
" = maxm2M(LSTm   ESTm) the complexity of the listing stage is O(m) and the
energy harvesting aware task assignment heuristic has the complexity of O(n m ") for
the worst case. Hence, worst-case total complexity is O(m) +O(n m ") ' O(n m ").
The dynamic adaptation phase has a low complexity of O(k l) where k is the number
of tasks mapped to the sensor node which has the energy prediction error higher than
predefined threshold and l is the number of those tasks’ successors in the DAG.
5.6 Multi-Objective Genetic Algorithm for Task Al-
location
The task scheduling and mapping into a parallel and distributed computing system is
a well-defined NP-complete problem. It is considered as one of the most challenging
problems in parallel computing [61]. The task allocation problem is included in this
class of combinatorial optimization problems.
Genetic Algorithms (GAs) have been widely used as beneficial meta-heuristics
for obtaining high quality solutions for a broad range of combinatorial optimization
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problems including the task allocation problem [62]. Another distinct feature of
the genetic search is that its inherent parallelism can be exploited to further reduce
its running time. Hence, as a baseline, with which to compare our task allocation
scheme, we implement a multi-objective genetic algorithm. This algorithm starts with
an initial population of feasible solutions. Then, by applying some operators, the best
solution can be found after some generations. The selection of the best solution is
determined according to the value of the fitness function. In this section, the detailed
implementation is presented.
Representation: The first step in designing a genetic algorithm for a particular
problem is to develop a suitable representation scheme, i.e., a way to represent indi-
viduals in the GA population. A chromosome represents a mapping of tasks to sensor
nodes. Figure 6.3(a) shows an example of such a representation of the chromosome.
Tasks 2, 3, 6, 9 will be scheduled on sensor node 1, tasks 5, 8 on sensor node 2, and
tasks 1, 4, 7 on sensor node 3.
Fitness function: A fitness function attaches a value to each chromosome in
the population, which indicates the quality of the schedule. The main objectives of
the task allocation, which are minimizing scheduling length and maximizing energy-
balancing considering the energy harvesting, are represented in the fitness function. In
this case, the fitness function (F) needs to express two diﬀerent objectives as follows:
F = w1(max
m2M






where Sm + Lm is the finish time of task m and maxm2M(Sm + Lm) is the schedule
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length of a task graph. Ai is the available energy level of sensor node i considering
the recharging with the energy harvester. A is the mean value which is calculated as
A = 1n
Pn
i=1Ai where n is the number of sensor nodes. In order to show how balanced
the energy levels are, the deviation from the mean of the remaining energy level of
all the sensor nodes is evaluated. The lower this value is the more balanced available
energy level among all the sensor nodes. Also, the lower scheduling length is better.
So, our objective is to minimize the defined fitness function which is proportional to
the schedule length and the energy variance. w1 and w2 are the weights to set the
priority for the objectives.
Selection Operator: There are two selection phases used for the genetic algo-
rithm. The first one is parent selection. This selection phase is used to select the
parents for mutation and crossover based on the fitness. We have applied the fitness-
proportional roulette wheel selection and tournament selection. The second selection
phase is survival selection among the reproductive chromosome after crossover. For
this phase, we use the Genitor selection, a.k.a. “delete worst” which means among
parents and oﬀsprings deleting the worst.
Crossover and Mutation Operator: Each chromosome in the population is
subjected to crossover with probability Pc. Two chromosomes are selected from the
population, and a random number r 2 [0, 1] is generated for each chromosome. If
r < Pc , these chromosomes are subjected to the crossover operation using single point
crossover as shown in Figure 6.3(b). For this work, the non-uniform self-adaptation
mutation, which is a fitness-dependent mutation rate is utilized. The mutation rate
initially set to be some high values then the lower value once it reaches to near to
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Figure 5.5: Representation of a chromosome and crossover operation.
optimal fitness.
5.7 Simulation Results
The performance of our proposed algorithms are evaluated through simulation. We
have run several sets of simulations to investigate the following aspects:
• Performance of the energy harvesting prediction algorithm,
• Performance of the task allocation scheme in terms of energy-balancing and
scheduling length objectives,
• Performance of the dynamic adaptation phase.
To the best of our knowledge, this is the first work that addresses an energy harvesting-
aware task allocation at the network level. For small scale problems, we are able to
solve MILP using the optimization toolbox in Matlab by calling the solver through the
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Table 5.1: Simulation configuration.
Recombination Single point crossover with probability 0.6  0.9
Parent selection a) roulette wheel b) Binary tournament
Survivor selection GENITOR, a.k.a. “delete worst”
Population size 10 chromosomes
Number of task in the task graph 7  30
Number of sensor nodes 2  50
Maximum number of predecessors in task graph 2 or 3
Stopping criterion for genetic algorithm 10 unchanging generations.
syntax intlinprog. The results can be used as a baseline for our proposed heuristic.
A multi-objective genetic algorithm based task allocation scheme (explained in details
in Section 5.6) is also implemented. For large scale problems, the proposed scheme
is validated by comparing the results of the genetic algorithm approach and some
modified heuristics such as the critical node path tree (CNPT) algorithm [50] and
extended CNPT (E-CNPT) algorithm [43]. The strategy for Extended CNPT (E-
CNPT) algorithm in [43] is to assign the tasks along the most critical path first to
the nodes with earliest execution start times. This algorithm operates by adjusting
the number of sensors in each scheduling iteration and then choosing the schedule
with the minimum energy consumption.
The energy harvesting profile is retrieved from the National Renewable Energy
Lab website [58]. The data for the power consumption of a sensor node is extracted
from the Mica-2 data sheet [59]. Some of the implementation specifications are shown
in Table 5.2.
The example of a task graph and its corresponding task allocation to five sensor
nodes are shown in Figure 5.7. The results from the convergence of a genetic algorithm
based multi-objective fitness function for the minimum and average value after several
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generations are shown in the Figure 5.7.
(a) Task graph
(b) Schedule for 5 sensor nodes
Figure 5.6: Task graph and corresponding task allocation based on our scheme.
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Figure 5.7: Convergence of multi-objective fitness function of genetic algorithm based
task allocation.
5.7.1 Simulation Results for the Energy Harvesting Prediction
Algorithm
To evaluate the performance of the proposed algorithm, simulations are carried out
based on the available solar irradiance data from the solar energy received at diﬀerent
times of day and night. We consider the measurement trace of a solar panel in 4 con-
secutive days, with both the sunny and cloudy conditions from National Renewable
Energy Lab [58]. The reported data is from California Solar Initiative (CSI) from 26
Oct. 2011 for 4 days. The unit of this data is an average solar irradiance (mW/m2)
and it is for every 1 hour. An irradiance unit is converted to an energy unit by linear
conversion considering a solar panel size 9.6cm ⇥ 6.4cm, a solar cell eﬃciency 10%
and a harvesting eﬃciency 80%. We use “Ah” as the unit of the energy quantity
because the voltage is fixed at 1.2V . To present the algorithm evaluation results, the
following values used as algorithm parameters are: T = 24 , ↵ = 0.7, D = 4 and
K = 4. Recall that ↵, K and D denote weighing factor, number of previous slots and
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number of previous days for each solar power data set. Figure 5.8 shows how closely
our prediction algorithm can track the actual measured data. The evaluation metric








where n is the time horizon of the predication which is D⇥T . We compare the energy
prediction accuracy of WCMA, ARMA and AR-WCMA. WCMA and AR-WCMA are
addressed in the prediction algorithm part. ARMA refers to autoregressive moving
average. This comparison can be seen in Figure 5.9 for the diﬀerent weather conditions
(i.e., sunny day and cloudy day).
ARMA only uses values from the previous day; hence, if the weather conditions
change from one slot to another, this method has a large error in prediction (i.e., close
to 30%). On the other hand, WCMA only takes into account the last few slots but not
the useful information about the weather condition of the past few days. AR-WCMA
produces much better results because it uses the values of the same slot over previous
days and also the previous slots of the same day, which helps to calibrate against the
actual weather condition. To conclude, WCMA, ARMA and AR-WCMA results in
the average error of 23.6%, 28.6% and 8.7%, respectively.
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Figure 5.8: Predicted value for four consecutive days.
5.7.2 Discussion on Results for Energy-Balancing and Schedul-
ing Length Objectives
In this section, the performance evaluation of our scheme in terms of our objectives
which are minimizing the scheduling length and maximizing the energy-balancing
considering energy harvesting characteristics are presented. The quantity used for








where Ai is the energy availability level of sensor node i after the allocation and A is
the mean value. We first conducted simulations for small scale problems, with 3  4
sensor nodes and 7 10 tasks with maximum 2 predecessors. The optimization toolbox
in Matlab is used that calls the solver by syntax intlinprog to solve MILP for this
small scale problem. The performance ratios of our proposed heuristic (⌫h) and genetic
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(a) Day 3 (Cloudy day)
(b) Day 4 (Sunny day)
Figure 5.9: Comparison of prediction results.
algorithm (⌫g) over the optimum solution (⌫o) are shown in Figure 5.10. We can see
that the heuristic achieved up to 70% of the solution obtained by the MILP-based
approach for the conducted simulations. Moreover, the genetic algorithm results in
the good enough performance (up to 82%) that can be later used as a baseline for
the larger scale problem.
We then consider the simulations for larger scale problems. Task graph with 30
tasks and the maximum 3 predecessors are generated randomly. Similarly, the results
shown in 5.11 are averaged over 100 instances where each point with a 95% confidence
132
CHAPTER 5. ENERGY HARVESTING AWARE TASK ALLOCATION FOR
SOLAR-POWERED SENSOR NETWORKS

















νh/ νo (%)− 3 nodes
 νg/ νo (%) − 3 nodes
νh/ νo (%) − 4 nodes
νg/ νo (%) − 4 nodes
Figure 5.10: Performance comparison of optimum approach with genetic algorithm
and the heuristic approach.
interval has a 10% (or better) precision. This result shows the variance of energy level
over 2 to 16 nodes. The lower energy variance means achieving the more balanced
energy level among the nodes. This result shows that the energy level of nodes using
our scheme is more balanced than the E-CNPT algorithm in [43]. This is because
although the E-CNPT is an energy eﬃcient algorithm which schedules based on the
the energy consumption of tasks, it considers constant energy profiles for nodes and it
does not count for the energy variation of the harvested energy. The energy-balancing
results from the GA-based scheme with optimum result and our heuristic are fairly
close to each other.
In Figure 5.12, the scheduling length resulted from our scheme is compared with
the CNPT algorithm proposed in [50], whose only objective is to minimize the schedul-
ing length for each energy budget. Hence, in the best case, we can have the scheduling
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length near to the optimum scheduling length over diﬀerent energy budgets as can be
seen in Figure 5.12. It is observed that for the diﬀerent number of available sensor
nodes, the results are fairly near to the CNPT and GA-based schemes.
Figure 5.11: Energy variance level over diﬀerent number of nodes.
Figure 5.12: Scheduling length over diﬀerent number of nodes.
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In order to validate the performance of our approach, more complex system pa-
rameters such as the number of tasks and precedences in DAG and number of sensor
nodes are considered. This result is shown in Table 2. Our method attains more
balanced residual energy level while achieving a near optimum scheduling lengths, for
diﬀerent system parameter settings.
Table 5.2: Results from diﬀerent system parameters.
Sensor nodes Tasks Precedence Schedule length (ms) Variance
Our approach 30 15 2 29 0.23
GA 30 15 2 29 0.19
E-CNPT 30 15 2 29 0.37
Our approach 40 22 3 36 0.27
GA 40 22 3 35 0.24
E-CNPT 40 22 3 35 0.48
Our approach 50 30 3 48 0.32
GA 50 30 3 47 0.28
E-CNPT 50 30 3 46 0.55
5.7.3 Discussion on Results for Dynamic Adaptation Stage
In this section, the performance of our proposed dynamic adaptation algorithm in
the presence of the variable solar-based energy harvesting is evaluated. For this
evaluation, we consider 8 diﬀerent prediction error ratios between 0 and 40 percentage
points. For each error ratio point, 100 runs of the task allocation simulation with the
random initial available energy of all the nodes are executed. Then, the percentage
of the allocation failure, called missing ratio, is measured for the “static allocation”
and “static allocation with the dynamic phase”. An allocation failure occurs once
tasks and their precedences are missed due to unavailability of resources. In the
dynamic adaptation phase, the task is missed only if stretching the task length to
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Figure 5.13: Allocation missing ratio with diﬀerent prediction error ratio.
meet the energy neutral condition, causes the frequency fk to be below fmin. Figure
5.13 shows the significant improvement in terms of the missing ratio by implementing
the dynamic adaptation phase.
5.8 Conclusions
In this chapter, the task allocation problem for a sensor network powered by har-
vesting natural environmental phenomenon is considered. The goals are to minimize
the makespan and maximize the fairness in energy-driven task mapping (i.e., energy-
balancing), while satisfying the task precedence constraints and energy harvesting
causality constraints. The problem is accurately formulated as a mixed integer linear
programming problem. The proposed framework for this problem has a hybrid frame-
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work of static and dynamic adaptation stages. Heuristic algorithms are proposed to
solve the static problem in two phases: scheduling of the task graph and mapping
to the appropriate solar powered sensor nodes. The performance of our proposed
algorithms, in terms of energy-balancing and scheduling length, is evaluated through
simulation and compared with other approaches, including a genetic algorithm as a
baseline. We achieve more balanced residual energy levels across the network while
attaining a near-optimum scheduling length. The results also show the significant




Toward Integration of Energy Storage
for Smart Grids that Enable
Renewables
6.1 Introduction
Uncertainties associated with renewable sources, which are intermittent and essen-
tially variable, create a challenge for their integration in to the current power grids
[84]. Energy storage can play an important role in integrating renewable energy
sources. Variable demand and prices are other sources of uncertainty in the opera-
tion of energy systems that can be mitigated by energy storage devices. These devices
allow users to exploit the price variations without having to shift their demand to the
low-cost periods with dynamic pricing [85]- [88].
Classically the energy storage for solar panels is mostly designed for stand-alone
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applications. This means that an amount of energy must be stored to fill at least the
production gap of several cloudy weather days. If a location, such as a dwelling, is
grid-connected, an energy storage system should not necessarily have to cope with
long periods of low solar panel production, as the grid is available as a back-up.
Hence, the storage and solar panel sizing criteria can be diﬀerent from autonomous
systems.
In this work, we focus on grid-connected houses equipped with a solar panel and
a battery. The battery is useful for the following:
- Regulating the demand from the grid: reducing the variability of the demand
from the grid. This variability is undesirable for the utility company that may impose
a tariﬀ where peak demands are penalized by a higher price.
- Time-of-day pricing: to account for the time-dependent pricing of electricity. In
this situation, the storage should be used to buy electricity only when it is cheap, if
possible.
In this chapter, we show the advantages of using energy storage for these reasons.
The analysis of suitable policies for storing, buying, selling and using energy in the
presence of many sources of uncertainty is complex.
6.1.1 Contributions of This Chapter
First, we develop a methodology for selecting a good parametric policy (PP) for
storing, buying, selling and using energy and the corresponding optimum size of
the battery and solar panel. This approach uses a small test panel to measure the
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local availability of solar energy as a function of time and the house smart meter
readings to track the actual load. These measurements are made for some time prior
to making the investment decisions. An algorithm then simulates the system for
diﬀerent values of policy parameters and sizes of the battery and panel and evaluates
the corresponding operating and capital costs. The outcome of these measurement-
driven simulations is a choice of policy parameters and size of the battery and solar
panel. Note that after the solar activity has been collected, the measurements can
be combined with the smart meter readings of other houses in a similar location to
select their appropriate system.
We also analyze how well the PP performs by comparing them to the solution of a
Markov decision problem that assumes a genie who reveals hidden state information.
The goal of the proposed policies is to minimize the long-term average cost while
fully meeting the variable demand. The cost includes the capital cost of solar panels
and batteries, as well as the operating cost of buying energy from the grid.
This chapter is structured as follows. We introduce the system model and prob-
lem formulation in Sections 6.2 and 6.3. In Section 6.4, we present the proposed
parametric policies for the problem formulation with two cost functions. Numerical
results for parametric policies and dynamic programing are provided in Section 6.5.
Section 6.6 concludes and summarizes this chapter.
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Figure 6.1: System model.
6.2 System Model
We consider a grid-connected system with a renewable source and a battery. The
discrete time system model is sketched in Figure 6.1. The time unit of this model is
one hour and a time slot is denoted by n 2 {1, 2, . . .}. In this model, solar energy is
used as a renewable energy source. S denotes the size of the solar panel and Rn is
the energy that a unit-size solar panel produces. Hence, RnS is the total amount of
energy produced in time slot n. The energy bought from the grid at time n is Gn.
The energy consumed at time n is denoted as Ln. The methodology does not assume
that a model is known for the random sequences {Rn, n   1} and {Ln, n   1}. We
evaluate the performance of the methodology when these sequences are functions of
irreducible time-homogeneous Markov chains X and Y on some finite state space X
and Y , respectively. This evaluation tells us by how much one could further reduce the
cost if one had a more precise stochastic model of the weather, demand, and prices.
It turns out that this additional reduction is small, so that our oblivious methodology
is eﬀective.
At time, n   1, the battery with capacity B has accumulated an amount of
energy denoted as Wn 2 {0, 1, . . . , B}.
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At time slot n, the diﬀerence between the available energy Gn + RnS and the
demand Ln is stored in the battery. Thus,
Wn+1 = [Wn +Gn +RnS   Ln]B0
where [x]B0 := max{0,min{x,B}}.
The main objective is to explore approaches for choosing Gn, the size of the bat-
tery B and the size of the renewable source S such that the overall cost is minimized.
The cost contains the capital cost of solar panel and energy storage devices as well
as the operating cost of buying energy from the grid.
6.3 Problem Formulation
Considering this model, one can precisely formulate the advantage of using the battery
for grid-connected systems equipped with solar panels. Assuming that we want to
meet the load Ln all the time, the problem is to minimize the overall average capital
and operating costs. This leads to the problem statement described below.








subject to Gn +RnS +Wn   Ln, 8n   1
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where cn(.) denotes the cost of buying energy from the grid and it is strictly monotonic
increasing on the amount of energy and periodic as a function of time n. Here,  
and   are the amortized costs per time slot of a unit-size solar panel and battery,
respectively. The control policy is of the form Gn = fn(Rn,W n, Ln), 8n   1. In this
expression, Rn = {R1, R2, . . . , Rn} and similarly for W n and Ln.
We study the eﬀect of using energy storage in the diﬀerent scenarios:
Scenario 1: In this scenario, the amount of the energy that one buys is indepen-
dent of the time-of-day pricing. The goal is to regulate the demand from the grid. In
order to motivate the user to smooth out the demand, one uses a convex increasing
cost of energy such as cn(Gn) = G2n.
Scenario 2: In this scenario, the cost function accounts for the time-of-day
pricing of electricity. The goal is to adjust for time-of-day variation of the price,
renewable source and load. In this case, the cost of energy is a linear function of the
amount of the energy that one buys that depends periodically on time n, such as
cn(Gn) = anGn where an is periodic.
Scenario 3: In this scenario, one includes the possibility of selling back electricity
to the grid. We assume that the selling price is E(n) during time slot n, where E(n)
is the buying price and  2 [0, 1].
6.4 Approximation
One might formate the problem as a Markov decision problem with incomplete ob-
servations that would then give the optimal control policy Gn. This approach is not
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satisfactory for a number of reasons:
• The optimal policy is complicated and depends on unknown parameters. Since,
the control policy Gn at each time is a function of (Rn,W n, Ln), solving the DP
equations requires discretizing these distributions, which results is a very large
state space.
• Lack of guidelines and insight. This approach is brute-force and provides nu-
merical results with no insight into how they depend on various aspects of the
system.
For these various reasons, our goal is to develop a more insightful and scalable
methodology that may suggest practical learning mechanisms.
6.4.1 Parametric Policies (PP)
In this section, we discuss a measurement-based approach to optimize the design and
control of the system. First, we collect measurement traces for the specific dwelling, or
we use measurements previously made in the same neighborhood that we recalibrate.
We describe the former case. One first installs a small test solar panel on the roof of
the house to record a time series of the solar power that such a panel produces. In
parallel, one uses the smart meter readings to record the electrical consumption of
the house over time. This monitoring produces two time series: Rn and Ln.
Given the traces (Rn, Ln) 8n   1, one performs parallel trace-driven simulations
for diﬀerent solar panel and battery sizes and parameters of control policies. These
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simulations track the operating costs of these diﬀerent systems and allow to identify
the values that result in the smallest cost.
To implement this methodology, one must define parametric control policies. For
the first scenario (as described in Section 6.3), the strategy for diﬀerent values of ↵,
S and B is as follows: we buy electricity at constant rate Gn = ↵, 8n   1 except
that we stop buying when the battery is full and we buy Ln RnS when the battery
is empty. We assume that the cost of buying electricity from the grid is a non-linear
function of the amount of energy. These simulations keep track of the average cost
of buying electricity for diﬀerent values of B and S. From these simulations, one can
determine the best values of those parameters. This strategy corresponds to a simple
policy for buying energy from the grid.
For the second scenario, the PP is slightly diﬀerent. Essentially, the policy buys
electricity at rate  1 and  2 during the night (oﬀ-peak) and day (on-peak), respec-
tively. However, this policy is adjusted to meet the load and not overflow the battery.
More precisely, the policy is defined as follows. Let Wn be the charge of the
battery at time n and B the capacity of the battery. Assume that a solar panel of
size S would produce the power RnS, where Rn is the power that the test (unit-size)
panel produces. Finally, recall that the load is Ln. Let  (n) =  1 if electricity is
cheap during time slot n and let  (n) =  2 otherwise. The policy buys Gn from the
grid.
Define
An = Wn +RnS   Ln.
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Then, if An < 0,
Gn = max{ (n), An},Wn+1 = max{0, (n)  An}.
Also, if An > 0,
Gn = min{ (n),max{B   An, 0}}, Bn+1 = min{B,An +  (n)}.
For instance, if An > 0, then the renewable energy plus the energy in the battery
suﬃce to serve the load. In that case, the battery charge reaches the valuemax{B,An}
without the grid. One then buys max{ (n), B   max{B,An}} to further recharge
the battery. The other cases are similar.
The cost of the system at time n is then
Cn = E(n)Gn +  S +  B
recall that E(n) is the unit price of the electricity during time slot n,   is the amortized
cost of a unit-size solar panel and   that of unit-size battery per time slot. We assume
for simplicity that the costs are linear in the size, but that assumption can be relaxed
easily to conform to actual prices.
For the third scenario, we include the possibility of selling back electricity to the
grid. We assume that the selling price is E(n) during time slot n, where E(n) is the
buying price and  2 [0, 1]. If  = 0, then the optimal policy will not sell electricity.
The policy sells electricity if the battery would overflow otherwise and also if there is
146
CHAPTER 6. TOWARD INTEGRATION OF ENERGY STORAGE FOR
SMART GRIDS THAT ENABLE RENEWABLES
some available energy and if  (n) < 0. The policy buys G(n) from the grid.
Gn =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
min{B   An, (n)}, if An > B or
0 < An < B and  (n) > 0;
max{ An, (n)}, if 0 < An < B and
 (n) < 0;
 An, if An < 0.
Also,
Wn+1 = An +Gn
and the cost of operating the system during time slot n is Cn where
Cn = EnGn1{Gn > 0}+ EnGn1{Gn < 0}+  S +  B.








Using these results, one can determine the values of (B, S, 1, 2) that minimize the
capital and operating costs of the system.
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Item Cost Units Typical Values
Electricity, night 1 ¢/kWh 20
Electricity, daytime 2 ¢/kWh 30
Battery   ¢/kWh 7
Average Solar Panel   ¢/kWh 15
Average Load l kWh/day 30
Table 6.1: Parameters of the system.
6.5 Numerical Results
We now compare numerical results for both the PP and DP. The traces (Rn, Ln) are
generated as follows. There are K solar power and K load profiles, which indicate the
solar power and load, resp., during the 24 hours of the day.. The kth solar power profile
and load profile are (R(k, 1), . . . , R(k, 24)) and (L(k, 1), . . . , L(k, 24)), resp. The solar
power profile and load profile for day d is X(d) and Y (d), resp. The sequences X(d)
and Y (d) are independent Markov chains with given transition matrices. Recall that
these models are used to evaluate the policies, but that the policies are oblivious to
these models.
Figure 6.2 shows the model (in which K = 3) used for the simulation. This
model is used to generate traces that have certain features. For instance, there is
typically a time oﬀset between the peak solar power and peak load. Similarly, there
is a time oﬀset between cheap electricity prices electricity and peak consumption.
Note that these profiles are used to generate traces, but they are fairly arbitrary. The
representative traces for the renewable energy and load are shown in Figure 6.3.
The key parameters of the system are the various costs, shown in Table 6.1. The
typical values are obtained as follows. 1 and 2 are from [80]. For the battery cost,
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we consulted catalogs and found that 12 Volt, 100 Ah battery costs about $150. This
means $150 for 1.2 kWh, or $120 per kWh. We assume that this battery will last 1800
days, which gives a cost of 7 cents per kWh per day. Let’s consider a simple example
with a battery and no solar panel to clarify this cost. With a small battery capacity
of 1 kWh, one may buy 1 kWh electricity during a night and use it later during a
day. Then, 1  2    cents can be saved per day. For solar panels, we use [82] that
quotes a net cost of $10, 000 for a system that produces about 4, 000 kWh per year.
We assume that the system is paid at the rate of $600 per year, over 25 years, which
gives an amortized cost equal to 15 cents per kWh per day, including rebates. For
the average load, we used [83] that quotes an average household use of 903 kWh per
month, or 30 kWh per day. For the sake of performance evaluation, diﬀerent ranges
of these values might be used.
Figure 6.2: The model used for the simulation.
6.5.1 Dynamic Programing
To verify the eﬀectiveness of the simple PP, we compare them to more complex policies
derived using DP. These complex policies assume complete knowledge of the states
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(a) Daily load.
(b) Daily renewable energy.
Figure 6.3: Measurement traces.
X(d) and Y (d), and the transition matrices and sequences R(d, n) and L(d, n). Thus,
these complex policies represent the best that one could do will full information. If
our policies perform well compared to these ideal policies, we can be reassured that
not much is lost because of the simplicity.
Bellman’s equation for the long-term average cost is [?]:





P (x, x0; u)H(x0)]. (6.2)
In this expression, c⇤ is the optimum cost, H(x) is the diﬀerential cost starting from
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state x and c(x, u) is the cost for taking action u in state x. We use value iteration
for average cost to compute the optimal policy.
The system states for the first scenario introduced in Section 6.3 are (Wn, Rn, Ln).
At each time slot n, the action is made based on the states at that time. The ac-
tion denoted as Un indicates units of the energy drained from the battery and the
one dispatched from the grid to satisfy the load. This simulation runs for diﬀerent
values of B and S. Then, the optimum action, B⇤ and S⇤ are calculated based on
the minimum average total cost C⇤DP1 .
The system states are slightly diﬀerent for the second and third scenarios in
Section 6.3. The periodic time is also a part of states as (Tn, Wn, Rn, Ln) where
Tn = n mod 24. This is due to the time-of-day pricing in the model. The action
is the same as before. The average total costs for these scenarios are denoted as
CDP2 and CDP3 , respectively. The parameters of the system are from Table I. We
initially consider the transition probability as a = b = c = d = e = f = 0.3,
a0 = b0 = c0 = d0 = e0 = f 0 = 0.4.
For the first scenario, Figure 6.4 shows the eﬀect of the battery size B on the
diﬀerent costs when S = 3. By increasing B, the cost of buying from the grid decreases
and the battery cost increases. The optimum value is the battery size that results
in minimum total cost. Figure 6.5 shows the eﬀect of S and B on the average total
cost (in cent/kWh). It can be seen that by increasing the battery size, the optimum
value of the solar panel size S⇤ slightly increases. In other words, by harvesting more
energy, larger battery sizes may result in lower costs.
Considering the first scenario, it is observed in Table 6.2 that if the probability of
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Figure 6.4: Example of diﬀerent costs (cents/kWh) over B when S = 3.
Figure 6.5: Example of the average total cost (cents/kWh) over S and B.
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a d B⇤ C⇤DP1 (cent/kWh)
0.3 0.3 8 19.1
0.5 0.6 10 20.2
0.6 0.7 12 22.4
0.6 0.8 12 23.6
Table 6.2: Diﬀerent weather conditions.
going to the cloudy state increases (by increasing a and d), the optimum battery size
and average total cost (C⇤DP1) increase. This is because there is a higher chance for
larger battery sizes to store more during the sunny state and save it for the cloudy
state. However, by increasing a and d, B⇤ may not increase from the certain level,
because there is insuﬃcient renewable energy to fill up the battery. Hence, one may
not gain by using larger battery sizes.
Using the first and second scenarios, the average total costs from DP (C⇤DP1 and





Figure 6.6). This shows how much one can earn by using solar panels and batteries
with diﬀerent costs. The reason for the convergence of the average total cost is that
by increasing  , the battery size approaches zero. Considering the eﬀect of solar
panel, the costs from DP are always lower than the costs from the no battery and no
solar panel case.
6.5.2 Results for Parametric Policies
We now present results for the the PP. The decision variables for the scenario 1 are ↵,
S and B. Table 6.3 shows these values and the average total cost versus   (¢/kWh).
C⇤1 denotes the optimum cost for this problem. Not surprisingly, by increasing  , the
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Figure 6.6: Comparison between diﬀerent costs over  .
B⇤ S⇤ ↵⇤ C⇤1 (cent/kWh)
  = 5 8 1 4 26.1
  = 7 7 2 3 28.5
  = 9 5 2 2 30.4
  = 12 4 2 2 31.7
Table 6.3: Decision variables vs.   (cent/kWh) for Scenario 1
battery size decreases and the size of the solar panel is almost the same. Moreover, ↵
decreases and the average cost increases as   increases. This is because, the smaller
battery can store a lower value of the constant electricity rate ↵.
The result for scenario 2 is presented in Table 6.4. The decision variables for this
problem are  1,  2, S and B. C⇤2 denotes the optimum cost for this scenario. We
set 1 = 20 and evaluate the performance for varying (2   1). Increasing (2   1)
leads to larger battery sizes. This is because one may be able to store more energy
during the night when electricity is comparably cheaper. Similarly, the value for  1
increases (and  2 decreases) as (2   1) increases.
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(2   1)=5 8 2 3 2 17.1
(2   1)=8 10 3 4 1 19.3
(2   1)=10 12 3 4 0 20.4
(2   1)=12 13 3 5 0 23.6
Table 6.4: Decision variables vs. (2   1) for scenario 2.
Figure 6.7: Cost reduction by selling back to the grid.
Figure 6.7 shows the amount that one can save by having the opportunity to sell
back to the grid. Recall that one may sell back at the cost E(n), where E(n) is
the rate for buying electricity at time n. For simplicity, E(n) is 1 and 2 for the
electricity price at night and day, respectively. The costs are defined in Table I. The
total cost decreases as  increases, because the selling back rate increases. Hence, one
may use larger batteries to store more than the daily load to sell it back to the grid.
Given these parameters of the system, the battery cannot be larger than a certain
value.
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Figure 6.8: Comparison of the costs from PP and DP vs.  .
Figure 6.8 shows that, as   varies, the costs of the PP are very near to the
optimum costs from DP. However, the gap between these costs increases as the cost
of the battery increases. This shows that the PP may not be good for smaller battery
sizes where more accurate battery energy management is required. Moreover, it can
be seen that with lower battery cost one can save more by selling electricity back to
the grid. Hence, the cost gap between scenarios 2 and 3 decreases as   increases.
6.6 Conclusions
In this chapter, we developed a methodology for selecting a good parametric policy for
storing, buying, and using energy and the corresponding optimum size of the battery
and solar panel for grid-connected households. The main goal is to minimize the
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overall long-term average cost. The problem is a complex Markov decision problem.
The simple parametric policies are provided to address the solutions. The outcome is
a choice of policy parameters and size of the battery and solar panel. The numerical




Reflections and Future Works
In this thesis, several challenges in the design of control policies for systems that
completely or partially operate with renewable energy sources are studied. This
chapter concludes the thesis with the summary of the main contributions and provides
possible future research directions.
7.1 Reflections
In this thesis, we have made progress to address the following questions:
• How to control the systems that store renewable energy to serve the varied
demands and how to reduce the state space of such a complex Markov decision
problem?
• How to jointly control the energy usage and data sampling rate in energy har-
vesting wireless sensor networks?
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• What is the best performance level that can be achieved through allocating
tasks to the resources of wireless sensor networks with renewable energy?
• What is the role of renewable energy sources and energy storage devices in
reducing the cost of smart grid’s operation and how to control such systems?
7.1.1 A Methodology for Designing the Control of Systems
That Store Renewable Energy
A methodology for addressing the variability of renewable energy and the electric load
in the control of systems with energy storage devices was explored in Chapter 3. The
problem is to maximize the long-term utility of the energy by controlling how it is
used. One may formulate the problem as a Markov decision problem. The main idea
of this part is to replace this Markov decision problem by an optimization problem
with probabilistic constraints based on the theory of large deviations. We compared
three methods for evaluating the small probability that the battery goes empty for
a given control policy. These methods use the fact that the battery discharge incre-
ments are functions of a Markov chain. The three methods are: 1) a direct method
based on Chernoﬀ’s inequality and the first step equations of a Markov chain; 2) a
method based on the analysis of the occupation measure and contraction principle;
3) Gaussian approximation.
Our examples indicate that the direct method and the occupation measure yields
essentially the same estimates, but that the first approach is numerically simpler.
The examples confirm that the Gaussian approximation usually yields poor estimates
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that are not satisfactory to address the optimization problems. Using the occupation
measure approach, we could derive properties of the large deviations. We showed a
decomposition result when the source and load are function of independent Markov
chains. We demonstrated the use of the approach for random walk process and two-
state Markov chain. The methodology applies to much more complex situations.
The benefit is that the resulting control law is simple, as it does not depend on the
instantaneous charge of the battery.
7.1.2 Jointly Control of the Energy Usage and Data Sampling
Rate
A methodology with the technique for state space dimension reduction for solving
optimal control of systems with coupled data buﬀer and energy storage was presented
in Chapter 4. The technique consists of relaxing the underflow constraint on the
energy level in the battery and overflow constraint on the data backlogs in data
buﬀer by replacing them with a bound on the probability of energy underflow and
data overflow as derived via large deviation theory. The considered policies do not
depend on the state of the battery and data buﬀer. We demonstrated the use of
the approach for the control of a wireless sensor node equipped with a solar panel
and compared the results with the solution of the Markov decision problem with
dynamic programing. This approach works for even more complex and large state
space models.
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7.1.3 Task Allocation Problem
In Chapter 5, we studied the task allocation problem for a sensor network powered
by harvesting energy from natural environmental phenomeno. The goals are to min-
imize the makespan and maximize the fairness in energy-driven task mapping (i.e.,
energy-balancing), while satisfying the task precedence constraints and energy har-
vesting causality constraints. The problem is precisely formulated as a mixed integer
linear problem. The proposed framework for this problem has a hybrid framework of
static and dynamic adaptation stages. Heuristic algorithms are proposed to solve the
static problem in two phases: scheduling of the task graph and mapping to the appro-
priate solar powered sensor nodes. The performance of our proposed algorithms, in
terms of energy-balancing and scheduling length, is evaluated through simulation and
compared with the optimum results for the small scale and with other approaches,
including a genetic algorithm for the larger scale problem. We achieve more balanced
residual energy levels across the network while attaining a near-optimum schedul-
ing length. The results also show the significant improvement in terms of allocation
failure ratio due to implementing the dynamic adaptation stage.
7.1.4 Integrating Renewable Energy and Energy Storage into
Smart Grids
In Chapter 6, we developed a methodology for selecting a good parametric policy
for storing, buying, and using energy and the corresponding optimum size of the
battery and solar panel for grid-connected households. The main goal is to minimize
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the overall long-term average cost while the variable demand is completely served.
The cost contains the capital cost of the solar panel and energy storages as well
as the operating cost of buying energy from the grid. The problem is a complex
Markov decision problem. The simple parametric policies are provided to address
the solutions. One may use this outcome for making the investment decisions. The
numerical results show that parametric policies are good enough in comparison to the
results from dynamic programing.
7.2 Suggestions for Future Research
In this thesis, we investigate various resource management problems and propose
solutions using diﬀerent techniques. In this part, we discuss the limitations and
possible extensions of these models and approaches.
7.2.1 Extending to Multi-hop Energy HarvestingWireless Sen-
sor Network
One may extend our single hop scenario used in Chapter 4 to a multi-hop setting
for data transmission. In the multi-hop case, the problem under study is the joint
optimal energy allocation for data-sampling rate, scheduling for transmissions and
routing policy. The sensor nodes sense the field and transmit data to a fusion node.
In each time slot, the sensor node can harvest energy from the environment and store
it in a rechargeable battery for future use. Considering the sleep/awake cycling for
each sensor node, it is in either sleep mode or active mode in any time slot. In the
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sleep mode, the sensor nodes can only harvest energy, but cannot sense or transmit
data. In the active mode, the sensor nodes can harvest energy, sense, process, and
transmit data. Each node may need to transmit data to any other nodes in this
network. For this model, one may aim to develop a scheduling policy that ensures
a fair utilization of the network resources. One may also consider the fact that the
energy harvesting process is stochastic in nature, and develop adaptive routing and
scheduling algorithms that are able to dynamically adapt to timely changes in the
energy harvesting process and network environments.
7.2.2 Extending the Proposed Methodology for Systems with
Renewable Energy
The analysis of the proposed methodologies in Chapter 3 and 4 assumes that the
statistics of the renewable source and the environment are known. It might be inter-
esting to explore the methodology that suggests adaptive schemes that do not require
such knowledge and to analysis these schemes.
Moreover, in Chapter 4, we studied the methodology for a system where we have
resource and data queues. The resources are used to provide rate to support the
data flows. Therefore, the resource queue and data queue are highly coupled. It is
interesting to see how this framework can be applied to other similar applications
that have a resource buﬀer. Also, one may investigate whether the performance gap
can be improved in the order of buﬀer sizes.
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7.2.3 Extending the Energy Prediction Analysis
Given the precise information about the future energy generation, the method used in
Chapter 5 achieves a near optimal system performance. We pointed out that overly
precise optimization of the application parameters turns out to be useless if major
prediction errors occur. However, it may be useful to explore that how the prediction
errors actually degrade the performance of the system.
Moreover, the energy prediction studied in Chapter 5 can be extended in many di-
rections. One may consider reducing the computational load of the energy prediction
algorithm. If the environmental phenomenon being harvested is spatially correlated,
one can apply the idea of dynamic clustering, where the prediction algorithm only
runs once for all the sensor nodes in each cluster. The clusters may also dynamically
alter their topology depending on the changing environmental characteristics, e.g.,
diﬀerent sun radiation angles and shadows of objects such as buildings and trees.
7.2.4 Interplay Between Energy Storage and the Energy Mar-
ket in Smart Grid Systems
It might be interesting to explore what will happen to the energy market when a
significant fraction of users adopt the energy storage. A possible consequence is that
the resulting steady demand process will cause convergence of the energy market
resulting in the smaller price variance. This might be beneficial for both energy
producers and users without energy storage, a less volatile price process will decrease
the possibilities for exploiting price fluctuations for users with storage capacities.
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Consequently, the cost savings obtained from energy storage may decrease beyond the
break-even point. The relationship between energy storage and the energy market is
an interesting topic for the future research.
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Appendix A
Statement in Direct Method (support documents for
Chapter 3)
This is to show:
sn+1(y) = E[exp{✓Z1}|Y1 = y]
X
y0
P (y, y0)sny0, 8y 2 Y .
Starting from LHS, we have,
sn+1(y) = E[exp{✓(Z1 + · · ·+ Zn+1)}|Y1 = y],
= E[exp{✓Z1}. exp{✓(Z2 + · · ·+ Zn+1)}|Y1 = y],








E[exp{✓(Z2 + · · ·+ Zn+1)}|Y2 = y0]
⇥ P [Y2 = y0|Y1 = y], 8y 2 Y .
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Appendix B
Gaussian Approximation for Markov Chain (support
documents for Chapter 3)
Let {Xn} be a {0, 1}-Markov chain with P (0, 1) = a and P (1, 0) = b. We want to
show that






where c := a/(a+ b) and d := 1  c.















Figure B.1: The sum over (m,n) 2 {1, . . . , n}2 is decomposed into twice the sum over
















One can verify that
















































































2) ⇡ c2(n2 + n) + 2cdn
1      nc.
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Thus,
var(X1 + · · ·+Xn) ⇡ c2(n2 + n) + 2cdn











as we wanted to show.
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Appendix C
Calculate  (support documents for Chapter 4)
To determine  , one argues as follows. Consider the backlog process {Zn, n   0}
and fix Q   1. Define a cycle as a time interval between two successive times when
Zn = Q. Since the arrival rate into the queue is larger than the service rate, the
backlog does not reach the value 0 during most cycles.
Consider a cycle of such that Zm reaches the value 0 in n steps. During these n
steps, the departures occur at some rate
d =
D0 + · · ·+Dn 1
n
,
and the arrivals occur at some rate
a =





Q = n(d  a).
Indeed, say that the cycle starts at time 0 with Z0 = Q and is such that Zn = 0 and
0 < Zm < Q for m = {1, 2, . . . , n  1}. Then, since Zm does not hit the boundaries 0
or Q during the cycle,
Zm+1 = Zm + Am  Dm,m = 0, . . . , n  1.
In particular,
Zn = Z0 + (A0 + · · ·+ An 1)  (D0 + · · ·+Dn 1),
so that
0 = Q+ (A0 + · · ·+ An 1)  (D0 + · · ·+Dn 1) = Q+ n(a  d),
which implies that Q = n(d  a).
Thus, the probability that a cycle hits 0 is the probability that, for some d > a,
and n = Q/(d   a), the arrivals occur with average rate a and the departures with
average rate d during n steps.





log{P (A1 + · · ·+ An   na)} =   inf
✓>0
{✓a  log( A(✓, p)} (C.1)
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where  A(✓, p) is the largest eigenvalue of the matrix GA✓,p defined by
GA✓,p(y





where p1(y1, y˜1) = P [Y 1n = y˜1|Y 1n 1 = y1].
We need a similar result for the probability that the empirical rate is less than
some value a smaller than the average rate.
















1, y˜1) = [
X
u


















log{P (D1 + · · ·+Dn   nd)} =   D(d, q)
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with
 D(d, q) = sup
✓>0
[✓d  log( D(✓, q))],
where  D(✓, q) is the largest eigenvalue of the matrix
GD✓,q(y, y
0) = E[exp{✓(D1)}|Y 21 = y]P2(y, y0).
Note the asymmetry between the definitions of  A(a, p) and  D(d, q): in the
former, the supremum is over ✓ < 0 whereas in the latter, it is over ✓ > 0.





log{P (A1 + · · ·+An  na and D1 + · · ·+Dn   nd)} =   A(a, p)   D(d, q)).
As stated earlier, the probability that a cycle hits 0 is the probability that, for
some d > a, and n = Q/(d   a), the arrivals occur with average rate a and the
departures with average rate d during n steps.





logP (A1 + · · ·+ An  na and D1 + · · ·+Dn   nd) =   A(a, p) +  D(d, q)
d  a .
Consider the event E that a busy cycle reaches the value 0 when
A1 + · · ·+ An  na and D1 + · · ·+Dn   nd
190
for some a, d, n where d > a and n = Q/(d  a). The probability of that event is the
sum over d > a of the probabilities that the event occurs for given values of a and d.
Since each of these probabilities is approximately exp{ Qh(a, d)} for some h(a, d) >
0, the sum of these terms, when Q  1, is dominated by the term with the smallest
value of h(a, d). For instance, exp{ 3Q}+ exp{ 2Q}+ exp{ 4Q} ⇡ exp{ 2Q} for
Q   1. The precise justification of this result is the contraction principle for large
deviations (see Theorem 2.4 in [65]).





log{P (E))} =   inf
d>a
h(a, d) =   inf
d>a
 A(a, p) +  D(d, q)
d  a , (C.2)
So, as claimed
 (p, q) = inf
d>a
 A(a, p) +  D(d, q)
d  a .
Now, let p be the probability that a cycle hits 0, ↵ the average duration of a
cycle that hits 0, and   the average number of steps that the queue is 0 in a cycle
that hits 0. Let also   be the average duration of a cycle that does not hit 0 (see
Figure C.1). Thus, during n   1 cycles, there are approximately np cycles that
hit 0 and the queue is empty during approximately np  steps. These n cycles take
approximately np↵+ n(1  p) . Accordingly, the fraction of time ⇡ that the queue is
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empty is approximately given by
⇡(Q) =
np 
np↵ + n(1  p)  =
p 
p↵ + (1  p)  .
One can expect that ↵ = O(Q),   = O(1),   = O(1). Indeed, the time to hit 0, given
Figure C.1: This figure clarifies the notations used for cycles in this appendix.
that the cycle hits 0 is Q/(d   a) where a and d achieve the minimum in (C.2) and
the average time from empty to Q is Q/(E(A1)  E(D1)).
Since p = O(exp{  Q}) with   =  (p, q), one sees that
⇡(Q) ⇡   exp{  Q}






log{⇡(Q)}!    =   (p, q).





log{P (Zn = 0)}!   (p, q),
as we wanted to show.
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