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Abstract
Let Ω be a commutative, unital quantale. Complete and directed complete Ω -categories are the core objects in Quantitative
Domain Theory. This paper, based on the theory of Φ-completeness for enriched categories, presents a systematic investigation of
completeness and directed completeness of Ω -categories.
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1. Introduction
Let Ω be a complete lattice. The greatest element of Ω is denoted 1 and the least element of Ω is denoted 0. For
U ⊆ Ω , write∨U for the least upper bound of U and∧U for the greatest lower bound of U . In particular,∨∅ = 0
and
∧∅ = 1.
A commutative quantale is a pair (Ω , ∗), where Ω is a complete lattice and ∗ is a commutative, associative,
and monotone operator ∗ : Ω × Ω −→ Ω such that p ∗ (−) has a right adjoint for every p ∈ Ω . ∗ is called a
tensor, or a tensor product, on Ω . The right adjoint of p ∗ (−) is denoted p → (−). The resulting binary operation
→: Ω ×Ω −→ Ω , given by→ (p, q) = p→ q , is called the cotensor corresponding to ∗. A commutative quantale
is called unital if the tensor has a unit I , i.e. p ∗ I = p for every p ∈ Ω . It should be noted that the unit I need not be
the greatest element 1 of Ω .
Categorically speaking, a commutative unital quantale (Ω , ∗, I ) is just a symmetric, monoidal closed category
with the underlying category being a complete lattice. Therefore, we can develop a theory of categories enriched over
Ω [12,17].
A category enriched over Ω , or an Ω -category, is a set A together with an assignment of an element A(a, b) ∈ Ω
to every ordered pair of (a, b) ∈ A × A, such that
(1) I ≤ A(a, a) for every a ∈ A; and
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(2) A(a, b) ∗ A(b, c) ≤ A(a, c) for all a, b, c ∈ A.
Ω -categories are interesting objects for mathematicians and theoretical computer scientists. First, Ω -categories
are a special kind of enriched categories, so they can be studied as categories. In 1973, Lawvere [17] observed
that the theory of Ω -categories unifies preordered sets (Ω = 2 = {0, 1}, the two point lattice), generalized metric
spaces (Ω = [0,∞]op), and many other mathematical structures into one framework. And also in this paper, Lawvere
demonstrated that basic concepts such as logic, distance, and categories in mathematics and computer sciences are
closely related to each other. Although the study of Ω -categories is, mathematically, a special case of the theory of
enriched categories, because of the relatively simple structure of the commutative, unital quantale Ω , many results for
general enriched categories can be simplified forΩ -categories and more importantly, many concepts can be introduced
and studied for Ω -categories which are impossible for the general theory of enriched categories. To see this, the reader
can compare the theory of preordered sets (a special kind of categories) with the general category theory.
Second, due to the adjunction a ∗b ≤ c⇔ b ≤ a→ c between the tensor ∗ and the cotensor→, if we interpret the
complete lattice Ω as a set of truth values, the tensor ∗ and the cotensor→ can be interpreted as the logic connectives
conjunction and implication respectively. Therefore, the theory of Ω -categories has a many-valued logic flavor [17].
This feature of Ω -categories also leads to the point that Ω -categories can be regarded as generalized preordered sets,
or Ω -valued preordered sets. For instance, we can interpret the A(a, b) as the degree to which a is smaller than or
equal to b, that is, the connection between two points is measured by an element in Ω , the quantale of values; whereas,
in a preordered set, the connection between two points a and b is classified by the set 2 = {0, 1}, either a ≤ b or not.
This aspect of Ω -categories leads to the study of Ω -categories as quantitative domains [4,6–8,16,23,24,26,31,32].
Third, Ω -categories are closely related to topology. This can be roughly explained as follows. Generalized metric
spaces and preordered sets are special kinds of Ω -categories. Conversely, general Ω -categories can also be studied as
Ω -valued quasi-metric spaces and/or many-valued preordered sets; thus, Ω -category structures are closely related to
topological structures.
All the categorical, order-theoretical, and topological aspects of Ω -categories have received attention in the
literature, see, e.g. [3,4,6–8,13,16,17,23,24,26,28,31,32].
This paper is devoted to a systematical study of the order theoretical aspect ofΩ -categories, focusing on the notions
of completeness and directed completeness of quantitative domains. The theory of Φ-cocompleteness for enriched
categories developed in Kelly [12], Albert and Kelly [2], Kock [15], Kelly and Schmitt [13] is applied to unify the
various kinds of directed completeness for Ω -categories.
The contents are arranged as follows.
Section 2: Basic ingredients of Ω -categories. We recall some basic concepts about Ω -categories, especially the
idea of Ω -adjunctions.
Section 3: Complete Ω -categories. We recall and simplify some core notions in enriched categories for
Ω -categories. The emphasis is on their order theoretic aspect. These notions include weighted limits, weighted
colimits, and completeness of Ω -categories, which play a central role in Sections 4–6.
Section 4: Φ-cocompleteness. In this section, we recall and simplify the theory of Φ-cocompleteness developed
for enriched categories in the setting of Ω -categories. And the concept of MacNeille Φ-completion is introduced and
discussed. In particular, the MacNeille completion is constructed for the class of all weights; and for the class of small
projective weights it is shown that the free cocompletion coincides with the MacNeille completion.
Section 5: Directed completeness. Ω -categories with certain kind of directed completeness play a crucial role in
the quantitative domain theory. In this section, we discuss several classes of weights which reflect certain kinds of
directed completeness for Ω -categories. These classes include:
• The class I of ideals. Cocompleteness with respect to this class of weights requires that every ideal has a supremum.
I is a saturated class of weights.
• The class CI of Cauchy ideals. Cocompleteness with respect to this class of weights corresponds to liminf
completeness with respect to Cauchy nets [8,16,23,31,32].
• The class SCI of strong Cauchy ideals. Cocompleteness with respect to this class of weights corresponds to liminf
completeness with respect to strong Cauchy nets.
• The class CN of sequential Cauchy ideals. Cocompleteness with respect to this class of weights corresponds to
liminf completeness with respect to Cauchy sequences.
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Section 6: In this section, it is shown that if Ω is a continuous lattice and the unit element I is the greatest element 1
inΩ , then the class CI of Cauchy ideals is a saturated class of weights and it coincides with the class of strong Cauchy
ideals. In particular, if Ω is a completely distributive value quantale (see 2.4(6)), this class of weights coincides with
the class of V-ideals introduced and studied by Flagg, Su¨nderhauf, and Wagner [7,8].
2. Basic ingredients of Ω -categories
We refer to [5,20] for general category theory, to [5,12] for enriched category theory, and to [9] for lattice theory.
Since we focus on treating Ω -categories as Ω -valued preordered sets, in the sequel we don’t touch the notions of
general V-category, but recall the simplified notions for Ω -categories.
Throughout this paper, (Ω , ∗, I ) will always denote a commutative, unital quantale if not otherwise specified. And
when there is no confusion with respect to the tensor ∗ and the unit I , we often write simply Ω instead of (Ω , ∗, I ).
Some basic properties of the tensor operator and cotensor operator are collected in the following proposition. They
can be found in many places, see, e.g. [21,31].
Proposition 2.1. Suppose (Ω , ∗, I ) is a commutative, unital quantale and→ is the cotensor corresponding to ∗, then
(I1) p ∗ q ≤ r ⇐⇒ p ≤ q → r;
(I2) p→ q =∨{r : p ∗ r ≤ q};
(I3) I → p = p;
(I4) (p→ q) ∗ (q → r) ≤ (p→ r);
(I5) p ∗∨ j∈J q j =∨ j∈J p ∗ q j ;
(I6) (
∨
j∈J p j )→ q =
∧
j∈J (p j → q);
(I7) p→ (∧ j∈J q j ) =∧ j∈J (p→ q j );
(I8) (r → p)→ (r → q) ≥ p→ q;
(I9) (p→ r)→ (q → r) ≥ q → p;
(I10) p→ (q → r) = (p ∗ q)→ r . 
Proposition 2.2. Suppose D is a directed set, and that f : D −→ Ω and g : D −→ Ω are monotone functions from
D to Ω ; then(∨
d∈D
f (d)
)
∗
(∨
d∈D
g(d)
)
=
∨
d∈D
( f (d) ∗ g(d)).
Example 2.3. (1) The two point lattice 2 = {0, 1} with the meet operation ∧ as tensor is a unital commutative
quantale. The unit element is 1 ∈ 2. Generally, every complete Heyting algebra with the binary meet operation ∧ as
tensor is a commutative, unital quantale with the greatest element 1 as the unit element.
(2) A complete residuated lattice (L , ∗, 1) [3,10] is a commutative, unit quantale with the greatest element 1 being
the unit. In this case, the cotensor is called residuum. In particular, when L = [0, 1], the unit interval, the tensor ∗ is
called a left continuous t-norm [14].
(3) Let Ω = [0,∞]op denote the extended interval of all non-negative real numbers with the opposite ordering as
real numbers (so 0 is the greatest element). Let+ be the usual addition on real numbers extended to cope with infinity,
such that x +∞ = ∞ for every x ∈ [0,∞]. Then (Ω ,+, 0) is a commutative, unital quantale, which will be often
denoted [0,∞]op in the sequel.
(4) Let Ω = [0,∞] denote the extended interval of all non-negative real numbers with the same ordering as the
real numbers. Let× be the usual multiplication on real numbers extended to cope with infinity, such that x ×∞ =∞
for every x ∈ (0,∞] and 0 ×∞ = 0. Then ([0,∞],×, 1) is a commutative, unital quantale with 1 being the unit
element.
A category enriched over Ω , or Ω -category, is a pair (A, hom) with A a set and hom a function assigning to every
ordered pair of (a, b) ∈ A × A an element hom(a, b) ∈ Ω , such that (1) I ≤ hom(a, a) for every a ∈ A; and (2)
hom(a, b) ∗ hom(b, c) ≤ hom(a, c) for all a, b, c ∈ A. In an Ω -category (A, hom), A is called the underlying set
of (A, hom) and the function hom is called the hom functor. An Ω -category A can also be regarded as an Ω -valued
preordered set with the value A(x, y) ∈ Ω being interpreted as the degree to which x is smaller than or equal to y [3].
We often write simply A for an Ω -category and A(x, y) for hom(x, y) if the hom functor is clear from the context.
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Suppose that A is an Ω -category. Let Aop(a, b) = A(b, a) for all a, b ∈ A. Then Aop is also an Ω -category, called
the opposite of A. If B is a subset of A, let B(x, y) = A(x, y) for all x, y ∈ B. Then B becomes an Ω -category, called
a (full) subcategory of A.
An Ω -functor, or a functor in short, between Ω -categories A and B is a function f : A −→ B such that
A(a, b) ≤ B( f (a), f (b)) for all a, b ∈ A. An Ω -functor f is called an Ω -isometry if A(a, b) = B( f (a), f (b))
for all a, b ∈ A. If an Ω -isometry f is also bijective on the underlying sets, it will be called an Ω -isomorphism, or
simply an isomorphism for short. Ω -functors are composed by composing the underlying functions on sets. It is clear
that the class of all Ω -categories and Ω -functors form a category, which will be denoted Ω -Cat.
Given Ω -categories A and B, denote the set of all the Ω -functors from A to B by [A, B]. For all f, g ∈ [A, B], let
[A, B]( f, g) =
∧
x∈A
B( f (x), g(x)).
Then [A, B] becomes an Ω -category, called the functor category from A to B [31,32].
Now we list some examples that can be captured in the framework of the Ω -category, and these examples illustrate
that Ω -categories abound in mathematics.
Example 2.4. (1) Let Ω be the commutative, unital quantale 2 = (2,∧, 1) in Example 2.3(1). Then an Ω -category
is just a preordered set, i.e. a set X equipped with a reflexive and transitive relation; and an Ω -functor is just
a monotone function between preordered sets. Hence, Ω -Cat is just the category PrOrd of preordered sets and
monotone functions.
(2) Let Ω be a commutative, unital quantale. For all a, b ∈ Ω , let Ω(a, b) = a → b. Then (Ω ,→) becomes an
Ω -category by (I4).
(3) LetΩ be a commutative, unital quantale and let X be a set. For all x, y ∈ X , let X (x, y) = I , the unit element in
Ω , if x = y; otherwise, let X (x, y) = 0, the least element in Ω . Then X becomes an Ω -category. Such an Ω -category
shall be called a discrete Ω -category, since every function from such an Ω -category to any other Ω -category is always
an Ω -functor.
(4) Suppose ∗ is a left continuous t-norm on [0, 1] and Ω denote the commutative, unital quantale ([0, 1], ∗, 1) in
Example 2.3(2). Then, an Ω -category is just a set X with a map R : X × X −→ [0, 1] such that (1) R(x, x) = 1
for all x ∈ X ; and (2) R(x, y) ∗ R(y, z) ≤ R(x, z) for all x, y, z ∈ X . Such an Ω -category is also called a fuzzy
preordered set in the literature. Thus, the category Ω -Cat of Ω -categories is just the category of fuzzy preordered sets
and monotone functions [19].
(5) [17] Let Ω denote the commutative, unital quantale ([0,∞]op,+, 0) in Example 2.3(3). Then an Ω -category
is nothing but a generalized metric space, i.e. a pair (A, d) where A is a set and d : A × A −→ [0,∞] is a function
such that (1) d(a, a) = 0 for all a ∈ A and (2) d(a, b) + d(b, c) ≥ d(a, c). The category Ω -Cat of Ω -categories is
just the category GMet of generalized metric spaces and non-expansive functions. The category GMet has received
wide attention in the literature, [4,17,23,30].
(6) A completely distributive value quantale is a commutative unit quantale (Ω , ∗, I ) such that: (1) The underlying
lattice Ω is completely distributive; (2) The unit element I is the top element 1 in Ω ; and (3) The top element 1 is
a coprime in Ω . Such quantales were introduced (in dual form) in [6–8]. The category of categories enriched over a
completely distributive value quantale V is just the category of V-continuity spaces in [6–8].
Let X be a set. For any a ∈ Ω and µ ∈ Ω X , let (a ∗ µ)(x) = a ∗ µ(x) and (a → µ)(x) = a → µ(x). For any
F ⊆ Ω X , define∨F(x) =∨µ∈F µ(x) and∧F(x) =∧µ∈F µ(x).
Proposition 2.5. Let A be an Ω -category. Then
(1) for all F ⊆ [A,Ω ],∨F ∈ [A,Ω ],∧F ∈ [A,Ω ];
(2) for all a ∈ Ω and ψ ∈ [A,Ω ], a ∗ ψ ∈ [A,Ω ], a→ ψ ∈ [A,Ω ].
Suppose A is a preordered set. Then a 2-functor ψ ∈ [A, 2] is precisely an upper set of A and a 2-functor
φ ∈ [Aop, 2] a lower set of A. Thus, generally, an Ω -functor ψ ∈ [A,Ω ] shall also be called an upper Ω -set in
A and φ ∈ [Aop,Ω ] a lower Ω -set in A. It is trivial that a subset of a partially ordered set is an upper set if and only if
its complement is a lower set. For a function φ : A −→ Ω and a ∈ Ω , if we interpret the function φ → a : A −→ Ω
given by (φ → a)(x) = φ(x) → a as the complement of φ with respect to a, the following proposition says that
ψ : A −→ Ω is an upper (a lower) Ω -set if and only if all of its complements are lower (upper, resp.) Ω -sets.
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Proposition 2.6. Suppose A is an Ω -category; then
(1) ψ : A −→ Ω is an upper Ω -set if and only if ψ → a is a lower Ω -set for all a ∈ Ω . Moreover, ψ = ∧a∈Ω
((ψ → a)→ a).
(2) φ : Aop −→ Ω is a lower Ω -set if and only if φ → a is an upper Ω -set for all a ∈ Ω . Moreover, φ = ∧a∈Ω
((φ→ a)→ a).
Proof. We prove (1) as an example. Suppose that ψ is an upper Ω -set and a ∈ Ω . Then for all x, y ∈ A,
A(x, y) ≤ ψ(x)→ ψ(y) ≤ (ψ(y)→ a)→ (ψ(x)→ a)
by (I9) in Proposition 2.1. Therefore, ψ → a is a lower Ω -set.
Conversely, suppose ψ → a is a lower Ω -set; then by (I9) in Proposition 2.1, for all x, y ∈ A,
A(x, y) ≤ (ψ(y)→ a)→ (ψ(x)→ a) ≤ ((ψ(x)→ a)→ a)→ ((ψ(y)→ a)→ a),
Hence (ψ → a)→ a is an upper Ω -set. What remains is to show that for all x ∈ A,
ψ(x) =
∧
a∈Ω
((ψ(x)→ a)→ a).
In fact, appealing to (I3, I9), we obtain that for any a ∈ Ω ,
(ψ(x)→ a)→ a = (ψ(x)→ a)→ (I → a) ≥ I → ψ(x) = ψ(x).
On the other hand, for any given x ∈ A, let a = ψ(x), then∧
a∈Ω
((ψ(x)→ a)→ a) ≤ (ψ(x)→ ψ(x))→ ψ(x) ≤ (I → ψ(x)) = ψ(x). 
Two elements x and y in anΩ -category A are said to be isomorphic if A(x, y) ≥ I and A(y, x) ≥ I . AnΩ -category
A is called skeletal, or antisymmetric if different elements in A are always non-isomorphic. Clearly, the Ω -category
(Ω ,→) is antisymmetric.
Suppose A is an Ω -category. We define a binary relation ≤ on it in the following way: a ≤ b if and only if
A(a, b) ≥ I . It is easily seen that ≤ is a preorder, i.e. a reflexive and transitive relation, on A; and ≤ is a partial
order if and only if A is antisymmetric. In this way, we obtain a forgetful functor (−)0 : Ω -Cat−→ PrOrd from the
category Ω -Cat of Ω -categories to the category PrOrd of preordered sets and monotone functions. Conversely, any
preordered set (P,≤) can be regarded as an Ω -category pi(P), where pi(P)(x, y) = I if x ≤ y and pi(P)(x, y) = 0,
otherwise. Thus, we obtain a functor pi : PrOrd −→ Ω -Cat embedding PrOrd into Ω -Cat, which is a left adjoint of
the forgetful functor.
Suppose that A and B are Ω -categories. Write BA for the set of all the functions from A to B and [BA] for the
Ω -category for which the underlying set is BA and the hom functor is given by [BA]( f, g) = ∧x∈A f (x) → g(x)
for all f, g ∈ BA. Actually, if we write |A| for the discrete Ω -category with the same underlying set as that of A, then
[BA] is the functor category [|A|, B]. Clearly, both [Aop, B] and [A, B] are subcategories of [BA].
For each Ω -category A, it is easy to see that [Ω A]0 is just the set Ω A endowed with the pointwise order.
Definition 2.7. Given an Ω -category A, the Yoneda embedding is the function y : A −→ [Aop,Ω ] given by
y(a)(x) = A(x, a), and the co-Yoneda embedding is the function y′ : A −→ [A,Ω ]op given by y′(a)(x) = A(a, x).
The following lemma shows that both the Yoneda embedding and the co-Yoneda embedding are isometric functors.
Lemma 2.8 (Yoneda). (1) For all a ∈ A and φ ∈ [Aop,Ω ], [Aop,Ω ](y(a), φ) = φ(a).
(2) For all a ∈ A and ψ ∈ [A,Ω ], [A,Ω ](y′(a), ψ) = ψ(a).
Definition 2.9 ([12,32]). A pair of Ω -functors f : A −→ B and g : B −→ A is said to be an Ω -adjunction (or
simply an adjunction) – in symbols, f a g : A ⇀ B – if B( f (a), b) = A(a, g(b)) for all a ∈ A and b ∈ B. In this
case, we say f is a left adjoint of g and g is a right adjoint of f .
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WhenΩ = 2, ( f, g) is anΩ -adjunction if and only if ( f, g) is a Galois connection between preordered sets [9]. And
it is easily seen that if ( f, g) is an Ω -adjunction between Ω -categories A and B, then the pair of monotone functions
f : A0 −→ B0 and g : B0 −→ A0 constitute a Galois connection, i.e. a 2-adjunction, between the preordered sets A0
and B0.
Ω -adjunction is a very useful tool in the study of Ω -categories. Some basic properties of Ω -adjunctions are
collected in the following theorem; they are straightforward generalizations of the corresponding properties of Galois
connections in [9].
Theorem 2.10. Suppose f : A −→ B and g : B −→ A are functions (need not be Ω -functors). Then the following
conditions are equivalent:
(1) ( f, g) is an Ω -adjunction.
(2) For all a ∈ A, b ∈ B, A(a, g(b)) = B( f (a), b).
(3) f and g are functors and I ≤ A(a, g f (a)), I ≤ B( f g(b), b) for all a ∈ A, b ∈ B, i.e., ( f, g) is a Galois
connection between the preordered sets A0 and B0.
These conditions imply that
(4) f (a) is isomorphic to f g f (a) for all a ∈ A and g(b) is isomorphic to g f g(b) for all b ∈ B.
Proof. (2) ⇒ (3): First, for all a ∈ A, we have that I ≤ B( f (a), f (a)) = A(a, g f (a)) and for all b ∈ B, we
have that I ≤ A(g(b), g(b)) = B( f g(b), b). Secondly, we check that f and g are both Ω -functors. In fact, because
I ≤ A(a, g f (a)) for all a ∈ A, we have that A(b, a) ≤ A(b, a) ∗ A(a, g f (a)) ≤ A(b, g f (a)) = B( f (b), f (a)).
Hence, f is an Ω -functor. g can be similarly verified to be an Ω -functor.
(3)⇒ (1): For all a ∈ A, b ∈ B, we have that A(a, g(b)) ≤ B( f (a), f g(b)) ≤ B( f (a), f g(b)) ∗ B( f g(b), b) ≤
B( f (a), b) and conversely, B( f (a), b) ≤ A(g f (a), g(b)) ≤ A(a, g f (a))∗ A(g f (a), g(b)) ≤ A(a, g(b)). Therefore,
A(a, g(b)) = B( f (a), b) and ( f, g) is an adjunction.
(1)⇒ (2): Trivial. 
In the following, we list some important examples of Ω -adjunctions which shall be useful in the remainder of this
article.
Our first example is the left Kan extension in category theory. Let f : A −→ B be an Ω -functor. For each
ψ ∈ [B,Ω ], let f←(ψ) = ψ ◦ f . Then we obtain an Ω -functor f← : [B,Ω ] −→ [A,Ω ]. Conversely, define a
function f→ : [A,Ω ] −→ [B,Ω ] by
f→(ψ)(y) =
∨
x∈A
ψ(x) ∗ B( f (x), y)
for all ψ ∈ [A,Ω ].
Proposition 2.11 (Left Kan Extension, Lawvere [17]). f→ : [A,Ω ] −→ [B,Ω ] is an Ω -functor and f→ a f← :
[A,Ω ]⇀ [B,Ω ].
Since an Ω -functor f : A −→ B is also an Ω -functor between Aop and Bop; thus, for each φB ∈ [Bop,Ω ] and
φA ∈ [Aop,Ω ], if we let f←(φB) = φB ◦ f ∈ [Aop,Ω ] and
f→(φA)(y) =
∨
x∈A
φA(x) ∗ B(y, f (x))
for all y ∈ B. Then we obtain an Ω -adjunction f→ a f← : [Aop,Ω ]⇀ [Bop,Ω ].
In particular, suppose that A is an Ω -category, and |A| is the discrete Ω -category on the underlying set of A. Then
the identity function id : |A| −→ Aop is an Ω -functor. Clearly, id← : [Aop,Ω ] −→ [Ω A] is exactly the embedding
functor, and the left adjoint of id← is given by id→(µ) =∨x∈A µ(x) ∗ y(x) for all µ ∈ [Ω A]. Since id→(µ) is easily
verified to be the smallest (with respect to the ordering [Aop,Ω ]0) Ω -functor Aop −→ Ω which is bigger than µ, we
call id→(µ) the lower Ω -set generated by µ, and we also write ↓µ for it. Dually, we write ↑: [Ω A] −→ [A,Ω ] for
the left adjoint of id← : [A,Ω ] −→ [Ω A] and ↑ µ is called the upper Ω -set generated by µ.
The second example is the Isbell adjunction.
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Definition 2.12 ([32]). Given an Ω -category A and µ ∈ Ω A, define lb(µ),ub(µ) ∈ Ω A as follows: for all x ∈ A,
lb(µ)(x) = [Ω A](µ, y′(x)) =
∧
y∈A
µ(y)→ A(x, y),
ub(µ)(x) = [Ω A](µ, y(x)) =
∧
y∈A
µ(y)→ A(y, x).
For µ ∈ Ω A, the condition lb(µ)(x) =∧y∈A µ(y)→ A(x, y) can be interpreted as saying that x belongs to lb(µ)
if and only if y in µ implies that x is smaller than or equal to y; that is, x is a lower bound of µ. Thus, lb(µ) can be
regarded as the set of lower bounds of µ in A. Dually, ub(µ) can be regarded as the set of upper bounds of µ.
Proposition 2.13. ub a lb : [Ω A]⇀ [Ω A]op.
Proof. We need only show that [Ω A]op(ub(λ), µ) = [Ω A](λ, lb(µ)) for all λ,µ ∈ Ω A. In fact,
[Ω A]op(ub(λ), µ) = [Ω A](µ,ub(λ)) =
∧
x∈A
(µ(x)→ ub(λ)(x))
=
∧
x∈A
[
µ(x)→
∧
y∈A
(λ(y)→ A(y, x))
]
=
∧
x∈A
∧
y∈A
[µ(x)→ (λ(y)→ A(y, x))]
=
∧
y∈A
∧
x∈A
[(µ(x) ∗ λ(y))→ A(y, x)]
=
∧
y∈A
∧
x∈A
[λ(y)→ (µ(x)→ A(y, x))]
=
∧
y∈A
[
λ(y)→
∧
x∈A
(µ(x)→ A(y, x))
]
=
∧
y∈A
(λ(y)→ lb(µ)(y)) = [Ω A](λ, lb(µ)). 
Since lb(µ) ∈ [Aop,Ω ] and ub(µ) ∈ [A,Ω ] for any µ ∈ [Ω A], then by restricting the domain of lb to [A,Ω ]op
and the domain of ub to [Aop,Ω ], we obtain an Ω -adjunction ub a lb : [Aop,Ω ] ⇀ [A,Ω ]op. This adjunction is
called the Isbell adjunction or the Isbell conjugation in category theory [13,18].
3. Complete Ω -categories
In this section, we recall from [5,12] the notions of weighted limits and weighted colimits for enriched categories.
However, we simplify these concepts in the case of V being a commutative, unital quantale.
Definition 3.1 ([5,12]). (1) An element a ∈ A is called a limit of an Ω -functor f : K −→ A weighted by
ψ ∈ [K ,Ω ] if for each y ∈ A,
A(y, a) = [K ,Ω ](ψ, y′(y) ◦ f ) =
∧
x∈K
ψ(x)→ A(y, f (x)).
(2) An element b ∈ A is called a colimit of a functor f : K −→ A weighted by φ ∈ [K op,Ω ] if for each y ∈ A,
A(b, y) = [K op,Ω ](φ, y(y) ◦ f ) =
∧
x∈K
φ(x)→ A( f (x), y).
It is easily seen that weighted limits (resp. weighted colimits), when they exist, are unique up to isomorphism.
Thus, we write b = limψ f if b is a limit of f weighted by ψ ; similarly, write b = colimφ f if b is a colimit of f
weighted by φ.
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An Ω -functor φ : Aop −→ Ω is said to be representable if there is some a ∈ A such that φ(x) = A(x, a) for all
x ∈ A. Similarly, an Ω -functor ψ : A −→ Ω is representable if there is some a ∈ A such that ψ(x) = A(a, x) for all
x ∈ A.
Then the weighted colimit colimφ f exists if and only if the Ω -functor
∧
x∈K [φ(x) → y′( f (x))] : A −→ Ω is
representable; and the weighted limit limψ f exists if and only if the Ω -functor
∧
x∈K [ψ(x)→ y( f (x))] : Aop −→
Ω is representable.
Example 3.2. (1) The colimit of Yoneda embedding y : A −→ [Aop,Ω ] weighted by an Ω -functor φ : Aop −→ Ω .
For any ψ ∈ [Aop,Ω ],∧
x∈A
(
φ(x)→ [Aop,Ω ](y(x), ψ)) = ∧
x∈A
φ(x)→ ψ(x) = [Aop,Ω ](φ, ψ),
Thus, colimφy = φ.
(2) The limit of Yoneda embedding y : A −→ [Aop,Ω ]weighted by φ : A −→ Ω . For all ψ ∈ [Aop,Ω ],∧
x∈A
φ(x)→ [Aop,Ω ](ψ, y(x)) =
∧
x∈A
[
φ(x)→
∧
y∈A
(ψ(y), A(y, x))
]
=
∧
x∈A
∧
y∈A
φ(x)→ [ψ(y)→ A(y, x)]
=
∧
y∈A
ψ(y)→ [A,Ω ](φ, y′(y))
= [Aop,Ω ](ψ, lb(φ)),
thus, limφ y = lb(φ).
Dually, the colimit of the co-Yoneda embedding y′ : A −→ [A,Ω ]op weighted by φ : Aop −→ Ω is ubφ, i.e.
colimφy′ = ubφ.
(3) The colimit of an Ω -functor f : A −→ B weighted by y(a).We claim that f (a) = colimy(a) f . In fact, for any
y ∈ B,
[Aop,Ω ](yA(a), yB(y) ◦ f ) = yB(y)( f (a)) = B( f (a), y).
Thus, f (a) = colimy(a) f.
(4) The limit and colimit of id : |A| −→ A weighted by µ : |A| −→ Ω . Suppose a = limµ id; then for all y ∈ A,
A(y, a) = [Ω A](µ, y′(y)) =
∧
x∈A
µ(x)→ A(y, x) = lb(µ)(y).
That is to say, lb(µ) can be represented by a. Therefore, we call a an infimum or a greatest lower bound of µ and
denote it by infµ. Dually, if b = colimµid, then for all y ∈ A,
A(b, y) = [Ω A](µ, y(y)) =
∧
x∈A
µ(x)→ A(x, y) = ub(µ)(y).
Thus, ub(µ) is represented by b. Hence, we call b a supremum, or a least upper bound of µ, and denote it by supµ.
Proposition 3.3. Let A, B, K be Ω -categories, k : K −→ A and f : A −→ B be Ω -functors, and b ∈ B.
(1) For any ψ ∈ [K ,Ω ], the following conditions are equivalent:
(a) b = limψ ( f ◦ k);
(b) b = limk→(ψ) f .
(2) For any φ ∈ [K op,Ω ], the following conditions are equivalent:
(a′) b = colimφ( f ◦ k);
(b′) b = colimk→(φ) f .
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Proof. We shall prove (1) for example, and (2) can be proved similarly.
By definition, b = limk→(ψ) f if and only if for all x ∈ B,
B(x, b) = [A,Ω ](k→(ψ), y′(x) ◦ f )
= [K ,Ω ](ψ, k←(y′(x) ◦ f ))
= [K ,Ω ](ψ, y′ ◦ ( f ◦ k)).
Therefore, b = limk→(ψ) f if and only if b = limψ ( f ◦ k). 
Definition 3.4. An Ω -category A is said to be complete if for any functor f : K −→ A and any ψ ∈ [K ,Ω ], the
weighted limit limψ f exists. A is said to be cocomplete if for any functor f : K −→ A and any φ ∈ [K op,Ω ] the
weighted colimit colimφ f exists.
Letting k = id : |A| −→ A and f = id : A −→ A in Proposition 3.3, we obtain the following.
Corollary 3.5. Suppose A is an Ω -category. Then
(1) The following conditions are equivalent:
(a) A is complete;
(b) For all µ ∈ Ω A, lbµ is representable;
(c) Every µ ∈ Ω A has an infimum.
(2) The following conditions are equivalent:
(a) A is cocomplete;
(b) For all µ ∈ Ω A, ubµ is representable;
(c) Every µ ∈ Ω A has a supremum.
The following theorem is an elegant characterization of the completeness of Ω -categories.
Theorem 3.6 (Stubbe [28]). Given an Ω -category A, the following conditions are equivalent:
(1) A is complete.
(2) A is cocomplete.
(3) y has a left Ω -adjoint, given by sup : [Aop,Ω ] −→ A.
(4) y′ has a right Ω -adjoint, given by inf : [A,Ω ]op −→ A.
Example 3.7. For any Ω -category A, the Ω -category [Aop,Ω ] is both complete and cocomplete. Indeed, this
conclusion can be found in [5,12]. However, we present here the formulas to calculate limits and colimits in [Aop,Ω ]
for later use. For all G : K −→ [Aop,Ω ], the colimit of G weighted by φ : K op −→ Ω is given by
colimφG =
∨
x∈K
φ(x) ∗ G(x)
and the limit of G weighted by ψ : K −→ Ω is given by
limψG =
∧
x∈K
(ψ(x)→ G(x)).
In particular, the left adjoint sup : [[Aop,Ω ]op,Ω ] −→ [Aop,Ω ] of y[Aop,Ω ] : [Aop,Ω ] −→ [[Aop,Ω ]op,Ω ] is
given by
supG(a) =
∨
φ∈[Aop,Ω ]
G(φ) ∗ φ(a) = G(yA(a)) = y←A (G)(a)
for all a ∈ A; that is, supG = y←A (G). Thus, sup is also a right adjoint of y→A . Therefore, for every Ω -category A, we
have two adjunctions: y→A a sup[Aop,Ω ] a y[Aop,Ω ].
Definition 3.8 ([5,12]). An Ω -functor f : A −→ B is said to preserve weighted limits if for all Ω -functors
g : C −→ A and ψ ∈ [C,Ω ] such that the weighted limit limψ g exists, the weighted limit of f ◦ g : C −→ B
weighted by ψ exists and limψ ( f g) = f (limψ g).
Dually, one can define weighted-colimits-preserving Ω -functors.
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Example 3.9. (1) The Yoneda embedding y : A −→ [Aop,Ω ] preserves limits.
(2) The co-Yoneda embedding y′ : A −→ [A,Ω ]op transforms colimits into limits in the sense that y′(colimφk) =
limφ(y′ ◦ k)op for any φ : K op −→ Ω and k : K −→ A, where (y′ ◦ k)op denotes the composition
K op
kop−→ Aop y
′op
−→ [A,Ω ].
Proposition 3.10 ([5,12]). If f : A −→ B is a left adjoint of g : B −→ A, then f : A −→ B preserves weighted
colimits and g : B −→ A preserves weighted limits.
Theorem 3.11 ([29]). (1) Let f : A −→ B be an Ω -functor and A a cocomplete Ω -category. Then f has a right
adjoint if and only if f preserves sups.
(2) Let g : B −→ A be anΩ -functor and B a completeΩ -category. Then g has a left adjoint if and only if g preserves
infs.
Proof. We shall prove (1); the proof of (2) is similar.
The “only if” part is just the above proposition. What remains is to prove the “if” part of the conclusion.
Let yA and yB denote the Yoneda embeddings for A and B respectively. For each b ∈ B, let g(b) be the supremum
of yB(b) ◦ f : A −→ B −→ Ω . Then g : B −→ A is an Ω -functor, since it is the composition of Ω -functors:
B
yB−→ [Bop,Ω ] f
←
−→ [Aop,Ω ] sup−→ A.
We leave it to the reader to check that g is a right adjoint of f . 
4. Φ-cocompleteness
By a class of weights [2,12,13] is meant a functor Φ : Ω−Cat −→ Ω−Cat such that
(1) for every Ω -category A, Φ(A) ⊆ [Aop,Ω ];
(2) the Yoneda embedding y : A −→ [Aop,Ω ] factors through Φ, or equivalently, Φ(A) contains the image of the
Yoneda embedding; and
(3) Φ( f ) = f→ for every Ω -functor f : A −→ B.
By (2), we can embed A in Φ(A) via the Yoneda embedding, and we also write y for this embedding A −→ Φ(A)
if no confusion can arise.
Let Φ be a class of weights. We say that an Ω -category A is Φ-complete if for any weight ψ ∈ Φ(K op) and
any functor f : K −→ A, limψ f always exist. Dually, A is said to be Φ-cocomplete if for any φ ∈ Φ(K ) and
any functor f : K −→ A, colimφ f always exist. An Ω -functor f : A −→ B between Φ-complete Ω -categories
is called Φ-continuous if it preserves all Φ-limits, i.e. limits weighted in Φ. Φ-cocontinuous functors are defined
dually. We write Φ-Conts for the category of Φ-complete Ω -categories and continuous functors and Φ-Cocts for the
Φ-cocomplete Ω -categories and Φ-cocontinuous functors.
Example 4.1. (1) The class of weights P given by P(A) = [Aop,Ω ] is the largest class of weights. Φ-complete
and Φ-cocomplete Ω -categories are respectively the complete and cocomplete Ω -categories (which coincide with
each other in this case).
(2) The class of weights Y given by Y(A) = {y(a) : a ∈ A} is the smallest class of weights. Clearly every Ω -category
is Y-complete and Y-cocomplete, see 3.2(3).
Theorem 4.2. (1) Suppose A is an Ω -category and B is a Φ-cocomplete (Φ-complete) Ω -category; then the functor
category [A, B] is also Φ-cocomplete (Φ-complete).
(2) Let A be an Ω -category and B a Φ-cocomplete (Φ-complete) Ω -category. Then the subcategory of [A, B]
consisting of Φ-cocontinuous (Φ-continuous) Ω -functors is Φ-cocomplete (Φ-complete).
Proof. We check the case of Φ-cocompleteness to give an example.
(1) It suffices to show that for any φ : K op −→ Ω in Φ(K ) and k : K −→ [A, B], the colimits of k weighted by
φ exist. Our strategy is to construct such a colimit. First, for each a ∈ A, the function [a] : [A, B] −→ B, given by
[a]( f ) = f (a), is clearly an Ω -functor. Then we define a function h : A −→ B by h(a) = colimφ[a] ◦ k. We claim
that h is an Ω -functor and h = colimφk.
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Step 1: h is an Ω -functor. For all a, b ∈ A,
B(h(a), h(b)) = [B,Ω ](y′B(h(b)), y′B(h(a)))
= [B,Ω ]
(∧
x∈K
φ(x)→ y′B([b] ◦ k(x)),
∧
y∈K
φ(y)→ y′B([a] ◦ k(y))
)
= [B,Ω ]
(∧
x∈K
φ(x)→ B(k(x)(b),−),
∧
y∈K
φ(y)→ B(k(y)(a),−)
)
=
∧
y∈K
[B,Ω ]
(∧
x∈K
φ(x)→ B(k(x)(b),−), φ(y)→ B(k(y)(a),−)
)
≥
∧
y∈K
[B,Ω ] (φ(y)→ B(k(y)(b),−), φ(y)→ B(k(y)(a),−))
≥
∧
y∈K
[B,Ω ] (B(k(y)(b),−), B(k(y)(a),−))
=
∧
y∈K
B(k(y)(a), k(y)(b)) ≥ A(a, b),
where, the second equality holds because the co-Yoneda embedding y′ transforms the colimits into limits.
Step 2: we show that h = colimφk. In fact, for all g ∈ [A, B],
[A, B](h, g) =
∧
a∈A
B(h(a), g(a)) =
∧
a∈A
B(colimφ[a] ◦ k, g(a))
=
∧
a∈A
∧
x∈K
(φ(x)→ B(k(x)(a), g(a)))
=
∧
x∈K
(
φ(x)→
∧
a∈A
B(k(x)(a), g(a))
)
=
∧
x∈K
φ(x)→ [A, B](k(x), g).
Thus, h is a colimit of k weighted by φ.
(2) It suffices to show that the subcategory of [A, B] consisting of Φ-cocontinuous Ω -functors is closed under
the formation of Φ-colimits in [A, B]. That is, if an Ω -functor k : K −→ [A, B] satisfies the condition that for all
x ∈ K , k(x) : A −→ B is Φ-cocontinuous, then the above-defined Ω -functor h : A −→ B, h(a) = colimφ[a] ◦ k,
is also Φ-cocontinuous. To this end, we verify that h(colimψ t) = colimψh ◦ t for any Ω -functors t : T −→ A and
ψ : T op −→ Ω . Indeed, for all y ∈ B,
B(h(colimψ t), y) = B(colimφ[colimψ t] ◦ k, y)
=
∧
x∈K
φ(x)→ B(k(x)(colimψ t), y)
=
∧
x∈K
φ(x)→ B(colimψk(x) ◦ t, y)
=
∧
x∈K
[
φ(x)→
∧
z∈T
(ψ(z)→ B(k(x)(t (z)), y))
]
=
∧
z∈T
[
ψ(z)→
∧
x∈K
(φ(x)→ B([t (z)](k(x)), y))
]
=
∧
z∈T
[
ψ(z)→ B(colimφ[t (z)] ◦ k, y)
]
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=
∧
z∈T
ψ(z)→ B(h(t (z)), y)
= B(colimψh ◦ t, y). 
Suppose that Φ is a class of weights and that A is a subcategory of a Φ-complete Ω -category B. The closure [2] of
A in B under the formation of Φ-limits is defined to be the smallest replete (that is, isomorphism closed) subcategory
of B which contains A and is closed under formation of Φ-limits in B. That is, the closure of A in B with respect
to Φ-limits is the intersection of all subcategories of B which contain A and are closed under formation of Φ-limits
(every such subcategory is necessarily replete). Dually, one can define the closure of A in a Φ-cocomplete category B
with respect to Φ-colimits.
Definition 4.3. Suppose that Φ is a class of weights.
(1) ([2,12]) The free Φ-cocompletion Φ∗(A) of an Ω -category A is the closure of A in the cocomplete Ω -category
[Aop,Ω ] under formation of Φ-colimits.
(2) TheMacNeilleΦ-completionΦ∗(A) of A is the closure of A in the completeΩ -category [Aop,Ω ] under formation
of Φ-limits.
By Example 3.2(1) we know that Φ(A) ⊆ Φ∗(A); however, the inverse need not be true. A class of weights Φ is
said to be saturated [13] if for every Ω -category K , Φ(K ) = Φ∗(K ), or equivalently, Φ(K ) ⊆ [K op,Ω ] is already
closed in [K op,Ω ] under the formation of Φ-colimits.
Example 4.4. Both the class P and the class Y are saturated.
The following Theorem 4.7, which justifies the terminology free Φ-cocompletion, is a special case of the
corresponding results for enriched categories in Albert and Kelly [2], Kelly [12], and Kelly and Schmitt [13]. The
proofs presented in these works refer to many results in the monograph [12]. We include here a direct proof, based on
the proof in [13], for the case of Ω -categories in order to make this article self-contained.
Lemma 4.5. Let Φ be a class of weights, and B a Φ-cocomplete Ω -category. Then Φ∗(B) ⊆ {φ ∈ [Bop,Ω ] : φ has
a supremum}.
Proof. It suffices to show that the subcategory W (B) = {φ ∈ [Bop,Ω ] : φ has a supremum} is Φ-cocomplete.
Let k : K −→ W (B) be a functor and ψ ∈ Φ(K ). Let e : W (B) −→ [Bop,Ω ] be the inclusion functor. Then
colimψ (e ◦ k) exists and is given by∨x∈K ψ(x) ∗ k(x). Now it suffices to check that colimψ (e ◦ k) has a supremum.
Since B is Φ-cocomplete, the colimit colimψ (sup ◦k) exists, where sup : W (B) −→ B is the Ω -functor taking each
φ to supφ. We show that colimψ (sup ◦k) is a supremum of colimψ (e ◦ k).
Clearly, sup : W (B) −→ B is a left adjoint of the Yoneda embedding y : B −→ W (B), restricting the codomain
to W (B). Let colimψ (sup ◦k) = b. Then for all y ∈ B,
B(b, y) =
∧
x∈K
(ψ(x)→ B(sup(k(x)), y))
=
∧
x∈K
(ψ(x)→ W (B)(k(x), y(y)))
=
∧
x∈K
(
ψ(x)→
∧
z∈B
(k(x)(z)→ B(z, y))
)
=
∧
x∈K
∧
z∈B
(ψ(x) ∗ k(x)(z)→ B(z, y))
=
∧
z∈B
(∨
x∈K
ψ(x) ∗ k(x)(z)→ B(z, y)
)
=
∧
z∈B
(
colimψ (e ◦ k)(z)→ B(z, y)
)
,
Hence sup(colimψ (e ◦ k)) = b. 
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Corollary 4.6 (Albert and Kelly, [2]). Suppose Φ is a class of weights and A is an Ω -category. The following
conditions are equivalent:
(1) A is Φ-cocomplete;
(2) y : A −→ Φ(A) has a left adjoint;
(3) y : A −→ Φ∗(A) has a left adjoint.
In this case, the left adjoint is given by φ 7→ supφ = colimφ id.
Theorem 4.7 ([2,12,13]). Suppose Φ is a class of weights. Then
Φ∗ : Ω−Cat −→ Φ−Cocts, A 7→ Φ∗(A), f 7→ f→
is a functor. And for any Φ-cocomplete Ω -category B and any Ω -functor f : A −→ B, there is a unique
Φ-cocontinuous Ω -functor f¯ : Φ∗(A) −→ B such that f = f¯ ◦ y.
Proof. For the first part of the conclusion, we need only show that for any functor f : A −→ B, f→(φ) ∈ Φ∗(B)
whenever φ ∈ Φ∗(A). Let c(A) = {φ ∈ Φ∗(A) : f→(φ) ∈ Φ∗(B)}. Clearly c(A) contains the image of the Yoneda
embedding. We shall show that c(A) is Φ-cocomplete; thus, c(A) = Φ∗(A).
Write w : c(A) −→ Φ∗(A) and z : Φ∗(A) −→ [Aop,Ω ] for the respective inclusion functors. By the
definition of Φ∗(A), the functor z : Φ∗(A) −→ [Aop,Ω ] preserves Φ-colimits. Let f→|c(A) be the restriction
of f→ : [Aop,Ω ] −→ [Bop,Ω ] to c(A). Then f→|c(A) = f→ ◦ z ◦ w.
Suppose φ : K op −→ Ω is a weight in Φ and k : K −→ c(A) is a functor. By the definition of Φ∗(A),
the colimit of w ◦ k weighted by φ exists and is isomorphic to the colimit of z ◦ w ◦ k weighted by φ. That is,
colimφz ◦ w ◦ k = colimφw ◦ k.
Since the functor f→ : [Aop,Ω ] −→ [Bop,Ω ] preserves colimits, we have
f→(colimφw ◦ k) = f→(colimφz ◦ w ◦ k)
= colimφ( f→ ◦ z ◦ w ◦ k)
= colimφ[( f→|c(A)) ◦ k].
Because f→|c(A) factors through Φ∗(B) and Φ∗(B) is closed under the formation of Φ-colimits in [Bop,Ω ] by
definition, we obtain that f→(colimφw ◦ k) ∈ Φ∗(B), and consequently, colimφw ◦ k ∈ c(A).
For the second part of the conclusion, let B be a Φ-cocomplete Ω -category and f : A −→ B a functor. By the Φ-
cocompleteness ofW (B) (defined as in the above lemma), it can be verified thatΦ∗(A) is contained in the subcategory
{φ ∈ [Aop,Ω ] : f→(φ) ∈ W (B)}. Therefore, the composition of sup : W (B) −→ B and f→ : Φ∗(A) −→ W (B)
yields a functor with the desired property. To see uniqueness of such a functor, suppose that g : Φ∗(A) −→ B is a
Φ-cocontinuous Ω -functor such that g ◦ y = f . Then the subcategory {φ ∈ Φ∗(A) : g(φ) = sup f→(φ)} contains the
image of y and is closed inΦ∗(A) under the formation ofΦ-colimits because both g and sup ◦ f→ areΦ-cocontinuous.
Hence, this subcategory must be Φ∗(A) and g = sup ◦ f→. 
Remark 4.8. If Φ is a saturated class of weights, then (Φ, y, sup) constitute a KZ-monad in the sense of Kock [15],
where sup : Φ ◦ Φ −→ Φ is the supremum functor, i.e. the left adjoint of y : Φ(A) −→ Φ ◦ Φ(A). Algebras of this
monad are precisely those Φ-cocomplete Ω -categories.
In order to justify the terminology MacNeille Φ-completion, we show that the closure P∗(A) of an Ω -category A
in [Aop,Ω ] under the formation of P-limits is exactly the MacNeille completion of A introduced by Wagner [31].
A cut [31] in an Ω -category A is a pair of Ω -functor (φ, ψ) where φ ∈ [Aop,Ω ] and ψ ∈ [A,Ω ] such
that lb(ψ) = φ and ub(φ) = ψ . Said differently, cuts in A are exactly the fixed points of the Isbell adjunction
ub a lb : [Aop,Ω ]⇀ [A,Ω ]op. The set of all cuts in A is denoted byM(A).
Definition 4.9 ([3,31]). The MacNeille completion of an Ω -category A is the Ω -categoryM(A) with the set of cuts
in A as the underlying set and the hom functor given by
M(A)((φ1, ψ1), (φ2, ψ2)) = [Aop,Ω ](φ1, φ2) = [A,Ω ]op(ψ1, ψ2).
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It is easy to see that the function m : A −→M(A) given by
m(a) = (A(−, a), A(a,−))
is an embedding of A intoM(A). The MacNeille completion of Ω -categories is a straightforward generalization of
the MacNeille completion of partially ordered sets [11].
Theorem 4.10. For any Ω -category A, the enriched MacNeille completionM(A) of A is isomorphic to P∗(A).
Proof. By definition, M(A) is isomorphic to the subcategory B = {φ ∈ [Aop,Ω ] : φ = lb ◦ ub(φ)} of [Aop,Ω ].
Thus, it suffices to show that P∗(A) = B.
For any φ ∈ B, φ is the limit of y : A −→ [Aop,Ω ]weighted by ub(φ). Thus, φ must be inP∗(A) and B ⊆ P∗(A).
Conversely, B contains the image y(A) and is closed in [Aop,Ω ] under the formation of all limits. Indeed, it is routine
to check that limψ k = lb
(∨
x∈K ψ(x) ∗ ub(k(x))
)
for any k : K −→ B and ψ : K −→ Ω . Thus, P∗(A) ⊆ B. 
Given a class of weights Φ, an Ω -category A and a ∈ A, since y′(a) = A(a,−) belongs to Φ(Aop) and
limy′(a) y = lb(y′(a)) = y(a), the Yoneda embedding y factors through Φ∗(A). In this way, we obtain an embedding
of m : A −→ Φ∗(A). This embedding preserves Φ-limits, since the Yoneda embedding preserves limits.
Proposition 4.11. For any Ω -category A, the embedding functor m : A −→ Φ∗(A) preserves all existing colimits.
Proof. We need to show that m(colimφ f ) = colimφm f for all Ω -functors f : K −→ A and φ : K op −→ Ω
whenever colimφ f exist. For this, it is sufficient to check the equality
Φ∗(A)(y(colimφ f ), ψ) =
∧
x∈K
[φ(x)→ Φ∗(A)(m f (x), ψ)]
for all ψ ∈ Φ∗(A). In fact, because Φ∗(A) ⊆ P∗(A) for any class of weights, for each ψ ∈ Φ∗(A), (ψ,ubψ) is a cut,
then ∧
x∈K
[φ(x)→ Φ∗(A)(m f (x), ψ)] =
∧
x∈K
[
φ(x)→ [Aop,Ω ](y( f (x)), ψ)]
=
∧
x∈K
[
φ(x)→ [A,Ω ](ubψ, y′( f (x)))]
=
∧
x∈K
[
φ(x)→
∧
z∈A
(ubψ)(z)→ A( f (x), z)
]
=
∧
z∈A
[
(ubψ)(z)→
∧
x∈K
φ(x)→ A( f (x), z)
]
=
∧
z∈A
(ubψ)(z)→ A(colimφ f, z)
=
∧
z∈A
A(z, colimφ f )→ ψ(z)
= Φ∗(A)(y(colimφ f ), ψ). 
Because the Yoneda embedding preserves limits, we obtain the following important property of the MacNeille
Φ-completion.
Proposition 4.12. If a Φ-complete Ω -category A is skeletal, the embedding m : A −→ Φ∗(A) is isomorphic. Hence,
the MacNeille Φ-completion is idempotent.
At the end of this section, we discuss the Cauchy completeness of Ω -categories. Cauchy completeness is defined
to be cocompleteness for the class of small projective weights.
Suppose A is an Ω -category. A weight φ : Aop −→ Ω is called small projective1 if there is some ψ ∈ [A,Ω ] such
that
1 See Kelly and Schmitt [13], Section 6, and Schmitt [25] for more about this class of weights.
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(1) I ≤∨x∈A φ(x) ∗ ψ(x) and
(2) φ(x) ∗ ψ(y) ≤ A(x, y) for all x, y ∈ A.
Write Q for the class of small projective weights. The following 4.13 and 4.15 are special cases of corresponding
results in Kelly and Schmitt [13]; however, for the convenience of the reader, we also present here proofs for these
two conclusions (which are somewhat simpler than those in [13] because of the relative simplicity of Ω ).
Proposition 4.13. If φ ∈ [Aop,Ω ] and ψ ∈ [A,Ω ] satisfy the above conditions (1) and (2), then the pair (φ, ψ) must
be a cut in A, i.e. lb(ψ) = φ and ub(φ) = ψ .
Proof. In fact, by condition (2), we have that φ(x) ≤ ψ(y)→ A(x, y) for all y ∈ A, and then φ(x) ≤∧y∈A ψ(y)→
A(x, y) = lb(ψ)(y). Conversely, by the condition (1), we have that
lb(ψ)(x) =
∧
y∈A
ψ(y)→ A(x, y)
≤
(∨
z∈A
ψ(z) ∗ φ(z)
)
∗
∧
y∈A
ψ(y)→ A(x, y)
≤
∨
z∈A
(ψ(z) ∗ φ(z) ∗ (ψ(z)→ A(x, z)))
≤ φ(z) ∗ A(x, z) ≤ φ(x).
Therefore, φ = lb(ψ). And the proposition that ψ = ub(φ) can be verified similarly. 
Thus, by restricting the domain and codomain of the Ω -functor ub, we get an isomorphism ub : Q(A) −→
Q(Aop)op.
Proposition 4.14. Let φ1, φ2 : Aop −→ Ω be two small projective weights. Then∧
x∈A
φ1(x)→ φ2(x) =
∨
x∈A
φ2(x) ∗ ubφ1(x).
If we interpret a small projective weight of A as a generalized element of A, then the above proposition says that
φ1 is smaller than or equal to φ2 if and only if φ2 intersects the set of upper bounds of φ1. The proof is straightforward
and thus left to the reader.
Theorem 4.15 (Kelly[12], Kelly and Schmitt [13]). Q is a saturated class of weights.
Proof. It suffices to show that for any Ω -category A, Q(A) is closed in [Aop,Ω ] under the formation of Q-colimits.
Suppose that k : K −→ Q(A) is an Ω -functor and φ : K op −→ Ω is small projective. The colimit of e ◦ k weighted
by φ is given by ξ = ∨x∈K φ(x) ∗ k(x), where e : Q(A) −→ [Aop,Ω ] is the inclusion functor. What remains is to
show that ξ is small projective, that is, that there is some ζ ∈ [A,Ω ] such that the pair (ξ, ζ ) satisfies the conditions
(1) and (2). We leave it to the reader to check that ζ =∨x∈K φ(x) ∗ ub(k(x)) is the desired Ω -functor. 
Therefore, Q(A) is the free Q-cocompletion of A, called the Cauchy completion of A.
Theorem 4.16. For any Ω -category A, Q(A) = Q∗(A).
Proof. By Example 3.2(3), we know thatQ(A) ⊆ Q∗(A). Conversely, it suffices to show thatQ(A) is a subcategory of
[Aop,Ω ] closed under the formation of Q-limits. Let k : K −→ Q(A) be an Ω -functor, ψ ∈ [(K op)op,Ω ] be a small
projective weight, and e : Q(A) −→ [Aop,Ω ] be the inclusion functor. Then limψ e ◦ k = ∧x∈K (ψ(x) → k(x)).
Thus, it remains to verify that
∧
x∈K ψ(x)→ k(x) is small projective.
Since Q(Aop) is the Q-closure of Aop in [A,Ω ] under the formation of Q-colimits, the colimit of the composition
K op
kop−→ Q(A)op ub−→ Q(Aop) e′−→ [A,Ω ] weighted by ψ : (Aop)op −→ Ω is small projective, where e′ :
Q(Aop) −→ [A,Ω ] = [(Aop)op,Ω ] is the inclusion functor. This colimit is given by∨x∈K ψ(x) ∗ ub(k(x)). Hence,∧
x∈K
ψ(x)→ k(x) = lb
(∨
x∈K
ψ(x) ∗ ub(k(x))
)
is small projective by 4.13. 
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A combination of Proposition 4.12 and the above theorem gives a new proof of the following.
Corollary 4.17 (Kelly [12]). The Cauchy completion process is idempotent.
5. Directed completeness
Strictly speaking, what we call directed complete should be called directed cocomplete following the terminologies
of the last section. However, we adopt the term directed completeness just in order accord with the terminology
directed complete in domain theory [1], which means that directed sets have suprema (colimits).
Ω -categories with certain kinds of directed completeness have received wide attention in the study of quantitative
domains; see, e.g. [4,6–8,16,22,23,27,31,32].
This section is devoted to the directed completeness of Ω -categories. As background motivation, we recall some
basic facts about the directed completeness of partially ordered sets from [9]. Suppose (P,≤) is a poset. A subset
J ⊆ P is called an ideal if J is a directed lower set of (P,≤). P is called directed complete if every ideal of P has a
least upper bound, or a supremum.
There is another approach to the directed completeness of partially ordered sets. Suppose D is a directed poset and
(x j ) j∈D in P is a net in a poset P . A point a ∈ P is an eventually lower bound of a net (x j ) j∈D in P if there exists
a k ∈ J such that a ≤ x j for all j ≥ k. If the set of all the eventual lower bounds of (x j ) j∈D has a supremum, this
supremum is called the lower limit, or the liminf, of (x j ) j∈D , and in this case we say (x j ) j∈D converges to a.
A net (x j ) j∈D is called monotone if x j ≤ xk whenever j ≤ k. And (x j ) j∈D is called directed if every x j is an
eventual lower bound of (x j ) j∈D . Clearly, every monotone net is directed and the set of all the eventual lower bounds
of a directed net is an ideal in P .
It is easy to see that P is directed complete if and only if every directed net in P has a liminf if and only if every
monotone net has a liminf.
In order to study the directed completeness of Ω -categories, Cauchy nets (sequences), strong Cauchy nets
(sequences) and their liminf in an Ω -category were introduced and studied in [4,8,16,22,23,31,32]. Cauchy nets and
strong Cauchy nets are generalizations of directed nets and monotone nets to Ω -categories respectively. And for a
special kind of Ω , precisely when Ω is a completely distributive value quantale (Example 2.4(6)), Flagg, Su¨nderhauf,
and Wagner [7,8] introduced a notion of ideal, called V-ideal, in Ω -categories and showed that for such a quantale, an
Ω -category is liminf complete if and only if every V-ideal has a supremum.
The first aim of this section is to introduce a saturated class of weights for general Ω -categories, the class of ideals,
such that cocompleteness with respect to this class can be regarded as ideal completeness. The second is to show that
the (sequential) liminf completeness can be characterized as Φ-cocompleteness for a certain class of ideals: precisely
the class consisting of (sequential) Cauchy ideals.
Definition 5.1. A lower Ω -set φ : Aop −→ Ω is called an ideal in A if
(ID1) I ≤∨x∈A φ(x);
(ID2) φ(x) ∗ φ(y) ≤∨z∈A φ(z) ∗ A(x, z) ∗ A(y, z) for all x, y ∈ A.
The condition (ID1) can be regarded as an Ω -interpretation of ∃x(x ∈ φ) and (ID2) as an Ω -interpretation of
∀x∀y(x ∈ φ ∧ y ∈ φ→ (∃z(z ∈ φ ∧ x ≤ z ∧ y ≤ z))).
Example 5.2. (1) Let Ω = 2. Then an Ω -category X is just a preordered set (X,≤), and the ideals in X are exactly
the ideals in X as a preordered set.
(2) Suppose (P,≤) is a preordered set. Then for every ideal A in the preordered set (P,≤), the characteristic function
χA of A is an ideal in the Ω -category pi(P). In particular, when (P,≤) is linear, every decreasing function
µ : P −→ Ω with∨x∈P µ(x) ≥ I is an ideal in pi(P).
(3) For any Ω -category A and a ∈ A, y(a) is an ideal in A.
Lemma 5.3. Suppose f : A −→ B is an Ω -functor and φ is an ideal in A, then f→(φ) is an ideal in B.
Proof. Routine calculations. 
Theorem 5.4. The correspondence A 7→ I(A) is a saturated class of weights, which shall be denoted I.
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Proof. By 5.2(3) and 5.3, we see that I is a class of weights. It remains to show that I is saturated.
It suffices to check that for any Ω -functor k : K −→ I(A) and ideal φ : K op −→ Ω , the colimit ψ of
K −→ I(A) ↪→ [Aop,Ω ] weighted by φ belongs to I(A). That is,
ψ =
∨
x∈K
φ(x) ∗ k(x)
is an ideal in A.
Because∨
z∈A
ψ(z) =
∨
z∈A
(∨
x∈K
φ(x) ∗ k(x)
)
(z) =
∨
x∈K
∨
z∈A
φ(x) ∗ k(x)(z) ≥
∨
x∈K
φ(x) ∗ I ≥ I,
ψ satisfies (ID1). As for (ID2), ∀x, y ∈ A,
ψ(x) ∗ ψ(y) =
(∨
u∈K
φ(u) ∗ k(u)
)
(x) ∗
(∨
v∈K
φ(v) ∗ k(v)
)
(y)
=
∨
u∈K
∨
v∈K
φ(u) ∗ φ(v) ∗ k(u)(x) ∗ k(u)(y)
≤
∨
u∈K
∨
v∈K
(∨
w∈K
φ(w) ∗ K (u, w) ∗ K (v,w)
)
∗ k(u)(x) ∗ k(v)(y) (ID2)
≤
∨
u∈K
∨
v∈K
∨
w∈K
[φ(w) ∗ (k(u)(x)→ k(w)(x)) ∗ (k(v)(y)
→ k(w)(y)) ∗ k(u)(x) ∗ k(v)(y)]
≤
∨
u∈K
∨
v∈K
∨
w∈K
[φ(w) ∗ k(w)(x) ∗ k(w)(y)]
≤
∨
w∈K
[
φ(w) ∗
(∨
z∈A
k(w)(z) ∗ A(x, z) ∗ A(y, z)
)]
=
∨
z∈A
(∨
w∈K
φ(w) ∗ k(w)
)
(z) ∗ A(x, z) ∗ A(y, z)
=
∨
z∈A
ψ(z) ∗ A(x, z) ∗ A(y, z). 
Corollary 5.5. (1) For any I-cocomplete Ω -category B, the functor category [A, B] is I-cocomplete for every Ω -
category A.
(2) For any ideal-cocomplete Ω -category B and Ω -functor f : A −→ B, there is a unique I-cocontinuous Ω -functor
f¯ : I(A) −→ B such that f = f¯ ◦ y.
In the following, we show that liminf completeness of Ω -categories introduced and studied in [4,8,16,22,23,31,32]
is Φ-cocompleteness for a class Φ consisting of some special ideals.
Definition 5.6 ([32]). A net α = (aλ)λ∈D in an Ω -category A, where D is a directed set, is called a Cauchy net if
I ≤
∨
λ∈D
∧
ν≥λ
∨
σ∈D
∧
µ≥σ
A(aν, aµ).
And α is called a strong Cauchy net if
I ≤
∨
λ∈D
∧
ν≥λ
∧
µ≥ν
A(aν, aµ).
In particular, when the directed set is N, the set of natural numbers, a Cauchy net α : N −→ A is called a Cauchy
sequence.
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The condition I ≤ ∨λ∈D∧ν≥λ∨σ∈D∧µ≥σ A(aν, aµ) in the above definition can be interpreted as that the net
α = (aλ)λ∈D is eventually directed. And strong Cauchy nets can be regarded as eventually monotone nets in an
Ω -category.
A Cauchy net α = (aλ)λ∈D in an Ω -category A converges to a ∈ A [4,31,32] if for all x ∈ A,∨
λ∈D
∧
µ≥λ
A(aµ, x) = A(a, x).
In this case, we write a = lim infα or a = lim inf aλ. An Ω -category A is called liminf (sequential liminf) complete
if every Cauchy net (sequence) in A has a liminf. Let f : A −→ B be an Ω -functor and (aλ)λ∈D be a Cauchy
net (sequence) in A; then ( f (aλ))λ∈D is a Cauchy net (sequence) in B. We say that f is liminf (sequential liminf)
continuous if f (lim inf aλ) = lim inf f (aλ) for all Cauchy nets (sequences) in A.
Lemma 5.7 (Wagner [32]). If α = (aλ)λ∈D is a Cauchy net in (Ω ,→), then for every y ∈ Ω , lim infα =∨
λ∈D
∧
µ≥λ aµ.
Proof. It suffices to show that if α = (aλ)λ∈D is a Cauchy net in (Ω ,→), then for all y ∈ Ω ,(∨
λ∈D
∧
µ≥λ
aµ
)
→ y =
∨
λ∈D
∧
µ≥λ
(aµ→ y).
The proof is similar to the case of sequences in [32]; we include it here for the sake of completeness.
On one hand,(∨
λ∈D
∧
µ≥λ
aµ
)
→ y ≤
[∨
λ∈D
∧
µ≥λ
∨
σ∈D
∧
τ≥σ
(aµ→ aτ )
]
∗
[(∨
λ∈D
∧
µ≥λ
aµ
)
→ y
]
≤
∨
λ∈D
∧
µ≥λ
[(
aµ→
∨
σ∈D
∧
τ≥σ
aτ
)
∗
((∨
σ∈D
∧
τ≥σ
aτ
)
→ y
)]
≤
∨
λ∈D
∧
µ≥λ
(aµ→ y).
To see the inequality ≥, it is enough to check that(∨
λ∈D
∧
µ≥λ
aµ
)
∗
(∨
λ∈D
∧
µ≥λ
(aµ→ y)
)
≤ y,
which is easy, since(∨
λ∈D
∧
µ≥λ
aµ
)
∗
(∨
λ∈D
∧
µ≥λ
(aµ→ y)
)
≤
∨
λ∈D
∧
µ≥λ
[aµ ∗ (aµ→ y)] ≤ y,
where, the first ≤ follows from the fact that D is a directed set. 
Lemma 5.8 (Wagner [32]). Let A and B be Ω -categories, ( fλ)λ∈D a Cauchy net in the functor category [A, B].
Then
(1) ( fλ(x))λ∈D is a Cauchy net in B for every x ∈ A.
(2) For any Ω -functor g : A −→ B,∧
x∈A
∨
λ∈D
∧
µ≥λ
B( fµ(x), g(x)) =
∨
λ∈D
∧
µ≥λ
∧
x∈A
B( fµ(x), g(x)).
Proof. (1) Follows immediately from the inequality
I ≤
∨
λ∈D
∧
ν≥λ
∨
σ∈D
∧
µ≥σ
∧
x∈A
B( fν(x), fµ(x)) ≤
∨
λ∈D
∧
ν≥λ
∨
σ∈D
∧
µ≥σ
B( fν(x), fµ(x))
for all x ∈ A.
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(2) The inequality ≥ is clear, and to see ≤, we calculate as follows:∧
x∈A
∨
α∈D
∧
β≥α
B( fβ(x), g(x))
≤
(∧
x∈A
∨
α∈D
∧
β≥α
B( fβ(x), g(x))
)
∗
(∨
λ∈D
∧
ν≥λ
∨
σ∈D
∧
µ≥σ
∧
y∈A
B( fν(y), fµ(y))
)
≤
∨
λ∈D
∧
ν≥λ
[(∧
x∈A
∨
α∈D
∧
β≥α
B( fβ(x), g(x))
)
∗
(∨
σ∈D
∧
µ≥σ
∧
y∈A
B( fν(y), fµ(y))
)]
≤
∨
λ∈D
∧
ν≥λ
∧
x∈A
[(∨
α∈D
∧
β≥α
B( fβ(x), g(x))
)
∗
(∨
σ∈D
∧
µ≥σ
B( fν(x), fµ(x))
)]
≤
∨
λ∈D
∧
ν≥λ
∧
x∈A
∨
α∈D
B(( fα(x), g(x)) ∗ B( fν(x), fα(x))
≤
∨
λ∈D
∧
ν≥λ
∧
x∈A
B( fν(x), g(x)). 
Proposition 5.9. Suppose α = (aλ)λ ∈ D is a Cauchy net in an Ω -category A. Then Ψ(α) = ∨λ∈D∧µ≥λ y(aµ) is
an ideal in A.
Proof. By Proposition 2.5, we see that Ψ(α) is a lower Ω -set. It remains to show that Ψ(α) satisfies (ID1) and (ID2).
Since∨
z∈A
∨
λ∈D
∧
µ≥λ
A(z, aµ) ≥
∨
σ∈D
∨
λ∈D
∧
µ≥λ
A(aσ , aµ) ≥
∨
σ∈D
∧
ν≥σ
∨
λ∈D
∧
µ≥λ
A(aν, aµ) ≥ I,
Ψ(α) satisfies (ID1). Next, for all x, y ∈ A,
Ψ(α)(x) ∗Ψ(α)(y) =
(∨
λ∈D
∧
µ≥λ
A(x, aµ)
)
∗
(∨
λ∈D
∧
µ≥λ
A(y, aµ)
)
=
∨
λ∈D
[(∧
µ≥λ
A(x, aµ)
)
∗
(∧
µ≥λ
A(y, aµ)
)]
≤
∨
λ∈D
∧
µ≥λ
(A(x, aµ) ∗ A(y, aµ))
≤
(∨
λ∈D
∧
µ≥λ
(A(x, aµ) ∗ A(y, aµ))
)
∗
(∨
σ∈D
∧
ν≥σ
∨
λ∈D
∧
µ≥λ
A(aν, aµ)
)
=
∨
λ∈D
[(∧
ν≥λ
A(x, aν) ∗ A(y, aν)
)
∗
(∧
ν≥λ
∨
σ∈D
∧
µ≥σ
A(aν, aµ)
)]
≤
∨
λ∈D
[
A(x, aλ) ∗ A(y, aλ) ∗
(∨
σ∈D
∧
µ≥σ
A(aλ, aµ)
)]
=
∨
λ∈D
[Ψ(α)(aλ) ∗ A(x, aλ) ∗ A(y, aλ)]
≤
∨
z∈A
Ψ(α)(z) ∗ A(x, z) ∗ A(y, z),
hence, Ψ(α) satisfies (ID2). 
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Definition 5.10. An ideal φ in an Ω -category A is called a Cauchy (strong Cauchy, sequential Cauchy, resp.) ideal
if there is a Cauchy net (strong Cauchy net, Cauchy sequence, resp.) α = (aλ)λ ∈ D in A such that φ = Ψ(α) =∨
λ∈D
∧
µ≥λ y(aµ).
Example 5.11. For all a ∈ A, y(a) is a strong, sequential Cauchy ideal since Ψ(α) = y(a) for any constant net α in
A with value a.
Suppose f : A −→ B is an Ω -functor and α is a (strong) Cauchy net in A; clearly, f ◦ α is a (strong) Cauchy net
in B. The following lemma is a generalization of Lemma 49 in [8], but with a different proof.
Lemma 5.12. Suppose f : A −→ B is anΩ -functor. For any Cauchy net α = (aλ)λ∈D in A, f→(Ψ(α)) = Ψ( f ◦α).
Proof. For all x ∈ B,
f→(Ψ(α))(x) =
∨
a∈A
[(∨
λ∈D
∧
µ≥λ
A(a, aµ)
)
∗ B(x, f (a))
]
≤
∨
a∈A
∨
λ∈D
∧
µ≥λ
[A(a, aµ) ∗ B(x, f (a))]
≤
∨
a∈A
∨
λ∈D
∧
µ≥λ
[B( f (a), f (aµ)) ∗ B(x, f (a))]
≤
∨
a∈A
∨
λ∈D
∧
µ≥λ
B(x, f (aµ))
= Ψ( f ◦ α)(x).
On the other hand, since α is a Cauchy net,
I ≤
∨
λ∈D
∧
µ≥λ
∨
σ∈D
∧
τ≥σ
A(aµ, aτ ).
Then
Φ( f ◦ α)(x) =
∨
λ∈D
∧
µ≥λ
B(x, f (aµ))
≤
(∨
λ∈D
∧
µ≥λ
B(x, f (aµ))
)
∗
(∨
λ∈D
∧
µ≥λ
∨
σ∈D
∧
τ≥σ
A(aµ, aτ )
)
=
∨
λ∈D
[(∧
µ≥λ
B(x, f (aµ))
)
∗
(∧
µ≥λ
∨
σ∈D
∧
τ≥σ
A(aµ, aτ )
)]
≤
∨
λ∈D
[
B(x, f (aλ)) ∗
(∨
σ∈D
∧
τ≥σ
A(aλ, aτ )
)]
≤
∨
a∈A
[
B(x, f (a)) ∗
(∨
σ∈D
∧
τ≥σ
A(a, aτ )
)]
= f→(Ψ(α))(x). 
By Example 5.11 and Lemma 5.12, we obtain three classes of weights:
• Cauchy ideals CI : CI(A) = {All Cauchy ideals in A}.
• Strong Cauchy ideals SCI : SCI(A) = {All strong Cauchy ideals in A}.
• Sequential Cauchy ideals CN : CN (A) = {All sequential Cauchy ideals in A}.
The next theorem shows that the liminf completeness of Ω -categories coincides with CI-cocompleteness.
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Theorem 5.13. Suppose α = (aλ)λ∈D is a Cauchy net in an Ω -category A. Then the following conditions are
equivalent:
(1) a = lim infα;
(2) a = supΨ(α).
Proof. Since the Yoneda embedding y : A −→ [Aop,Ω ] is isometric, (y(aλ))λ∈D is a Cauchy net in the Ω -category
[Aop,Ω ]. Thus,
ub(Ψ(α))(x) =
∧
y∈A
[(∨
λ∈D
∧
µ≥λ
A(y, aµ)
)
→ A(y, x)
]
=
∧
y∈A
[∨
λ∈D
∧
µ≥λ
(A(y, aµ)→ A(y, x))
]
(5.7)
=
∨
λ∈D
∧
µ≥λ
∧
y∈A
[
A(y, aµ)→ A(y, x)
]
(5.8(2))
=
∨
λ∈D
∧
µ≥λ
A(aµ, x).
Then the conclusion follows from the definitions of liminf and supremum. 
Corollary 5.14. (1) An Ω -category is liminf (resp. sequential liminf) complete if and only if it is CI-cocomplete
(CN -cocomplete resp.).
(2) An Ω -functor f : A −→ B is liminf (sequential liminf) continuous if and only if f (supφ) = sup f→(φ) for every
(sequential) Cauchy ideal φ in A.
Corollary 5.15. (1) For any liminf complete Ω -category B, both the functor category [A, B] and its subcategory
consisting of liminf continuous Ω -functors are liminf complete for every Ω -category A.
(2) For any liminf complete Ω -category B and Ω -functor f : A −→ B, there is a unique liminf continuous Ω -functor
f¯ : CI(A) −→ B such that f = f¯ ◦ y.
Therefore, the closure of A in [Aop,Ω ] under the formation of CI-colimits coincides with the closure of A in
[Aop,Ω ] under the formation of liminf. Thus, the free CI-cocompletion is exactly the Yoneda completion studied
in [4,16].
6. When Ω is a continuous lattice
In this section, Ω is always assumed to be a continuous lattice, and the unit I be the greatest element 1 in Ω if not
otherwise specified. The aim of this section is to show that for such an Ω , the class CI of Cauchy ideals is a saturated
class of weights, and it coincides with the class consisting of strong Cauchy ideals.
We recall some basic notions of continuous lattices first. For x and y in a complete lattice Ω , we say x is way below
y, in symbols x  y, if for all directed subsets D ⊆ Ω , y ≤ ∨ D always implies the existence of a d ∈ D with
x ≤ d . A complete lattice Ω is called continuous if x = ∨{y ∈ Ω : y  x} for all x ∈ Ω . Some basic properties of
the way below relation on a continuous lattice are collected here.
Proposition 6.1 ([9]). Suppose is the way below relation on a continuous lattice Ω ; then
(C1) x  y H⇒ x ≤ y;
(C2) u ≤ x  y ≤ v H⇒ u  v;
(C3) x  z, y  z H⇒ x ∨ y  z, i.e., the set {x ∈ Ω : x  z} is directed;
(C4) x  y H⇒, there is some z ∈ Ω with x  z  y;
(C5) For any directed subset D ⊆ Ω , x ∨ D H⇒, there is some d ∈ D with x  d.
Proposition 6.2. Suppose Ω is a continuous lattice. For all x  y in Ω , there is some z  1 such that x  y ∗ z.
Proof. By (C3), we know D = {z ∈ Ω : z  1} is directed. And by (C5), x  y ≤ y ∗ 1 = y ∗∨ D = ∨{y ∗ z :
z  1} implies that there is some z ∈ D with x  y ∗ z. 
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Lemma 6.3. Given an Ω -functor φ : Aop −→ Ω , the following conditions are equivalent:
(1) φ is a Cauchy ideal, i.e. there exists a Cauchy net α = (aλ)λ∈D in A such that φ = Ψ(α).
(2) φ is a strong Cauchy ideal, i.e. there exists a strong Cauchy net α = (aλ)λ∈D in A such that φ = Ψ(α).
(3) φ satisfies the following conditions:
(i) there is an x ∈ A such that φ(x) 6= 0;
(ii) if ε1  φ(x1) and ε2  φ(x2), for any δ  1, there is an x ∈ A such that δ  φ(x) and ε1  A(x1, x),
ε2  A(x2, x).
Proof. First, (2)⇒ (1) is obvious.
(1)⇒ (3): Suppose α = (aλ)λ∈D is a Cauchy net in A with φ = Ψ(α).
Take ε  1; since α is a Cauchy net, we have
ε  1 =
∨
λ∈D
∧
ν≥λ
∨
σ∈D
∧
µ≥σ
A(aν, aµ),
Thus, there is some λ1 ∈ D such that
ε 
∧
ν≥λ1
∨
σ∈D
∧
µ≥σ
A(aν, aµ) ≤
∨
σ∈D
∧
µ≥σ
A(aλ1 , aµ) = Ψ(α)(aλ1) = φ(aλ1).
Therefore,
∨
x∈A φ(x) ≥ 1 by the arbitrariness of ε, which means that φ satisfies (i).
Secondly, we check that φ = Ψ(α) satisfies (ii). Suppose
ε1  Ψ(α)(x1) =
∨
λ∈D
∧
µ≥λ
A(x1, aµ) and ε2  Ψ(α)(x2) =
∨
λ∈D
∧
µ≥λ
A(x2, aµ).
Then there exist λ1 and λ2 in D such that
ε1 
∧
µ≥λ1
A(x1, aµ); ε2 
∧
µ≥λ2
A(x2, aµ).
For any δ  I , there is some λ3 ∈ D such that
δ 
∧
ν≥λ3
∨
σ∈D
∧
µ≥σ
A(aν, aµ),
Thus,
δ ≤
∨
σ∈D
∧
µ≥σ
A(aν, aµ) = Ψ(α)(aν)
for all ν ≥ λ3.
Take λ0 ∈ D with λ1, λ2, λ3 ≤ λ0; then δ  Ψ(α)(aλ0) and ε1  A(x1, aλ0), ε2  A(x2, aλ0).
(3) ⇒ (2): Suppose that φ satisfies (i) and (ii). We shall find a strong Cauchy net α = (α(λ))λ∈D in A such that
φ = Ψ(α).
Step 1. Construct the desired net α : D −→ A.
We construct the directed set D first. Let D = {(a, ε) : ε ∈ Ω , a ∈ A, ε  φ(a)}. D is nonempty by (i). Define
(a1, ε1) ≤ (a2, ε2) if ε1 ≤ A(a1, a2) ∗ ε2. Clearly, (D,≤) is a preordered set. Take (a1, ε1) and (a2, ε2) in D+ there
are ε1 and ε2 such that ε1  ε′1  φ(a1) and ε2  ε′2  φ(a2). Choose δ  1 such that ε1  ε′1 ∗ δ, ε2  ε′2 ∗ δ.
By (ii), there is some a ∈ A such that δ  φ(a), ε′1  A(a1, a) and ε′2  A(a2, a). Then (a1, ε1) ≤ (a, δ) and
(a2, ε2) ≤ (a, δ). Hence D is directed.
Define a net α : D −→ A by α((a, ε)) = a.
Step 2. α is a strong Cauchy net.
This is to say,
1 ≤
∨
(a,ε)∈D
∧
(b,σ )≥(a,ε)
∧
(c,τ )≥(b,σ )
A(b, c).
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It is sufficient to verify that∨
(a,ε)∈D
∧
(b,σ )≥(a,ε)
∧
(c,τ )≥(b,σ )
A(b, c) ≥ δ
for any δ  1. In fact, for a given δ  1, there is an a0 ∈ A such that δ  φ(a0). Therefore,∧
(b,σ )≥(a0,δ)
∧
(c,τ )≥(b,σ )
A(b, c) ≥ σ ≥ δ,
and thus∨
(a,ε)∈D
∧
(b,σ )≥(a,ε)
∧
(c,τ )≥(b,σ )
A(b, c) ≥ δ.
Step 3. φ = Ψ(α).
For all x ∈ A,
φ(x) = Ψ(α)(x) =
∨
(a,ε)∈D
∧
(b,σ )≥(a,ε)
A(x, b).
Given x ∈ A, if δ  φ(x), then (x, δ) ∈ D and
δ ≤
∧
(b,σ )≥(x,δ)
A(x, b) ≤
∨
(a,ε)∈D
∧
(b,σ )≥(a,ε)
A(x, b) = Ψ(α)(x),
which implies that φ(x) ≤ Ψ(α)(x). On the other hand, if δ  Ψ(α)(x), then there is some (a0, ε0) ∈ D and δ′  1
such that
δ  δ′ ≤
∧
(b,σ )≥(a0,ε0)
A(x, b)
since
δ  Ψ(α)(x) =
∨
(a,ε)∈D
∧
(b,σ )≥(a,ε)
A(x, b).
Choose some σ1  1 and b1 ∈ A such that δ ≤ δ′ ∗ σ1 and σ1  φ(b1). Then (b1, σ1) ∈ D. Because D is directed,
take (b2, σ2) ∈ D such that (b1, σ1) ≤ (b2, σ2), (a0, ε0) ≤ (b2, σ2). Then
δ ≤ δ′ ∗ σ1 ≤ δ′ ∗ σ2 ≤ A(x, b2) ∗ φ(b2) ≤ φ(x),
where the last inequality holds because φ is a lower Ω -set in A. Therefore,Ψ(α)(x) ≤ φ(x) by arbitrariness of δ. 
Remark 6.4. Let V be a completely distributive value quantale. It is shown in [8], Lemma 46, that φ is an V-ideal
in a V-continuity space A if and only if φ = Ψ(α) for some strong Cauchy net in A. Thus, for V-continuity spaces,
Cauchy ideals coincide with V-ideals.
Theorem 6.5 ([8] for V-Continuity Spaces). The class CI of Cauchy ideals is a saturated class of weights.
Proof. It suffices to show that for any strong Cauchy net (φλ)λ∈D in CI(A), φ = ∨λ∈D∧µ≥λ φµ is a Cauchy ideal
in A and (φλ)λ∈D converges to φ.
(1) φ is a Cauchy ideal in A.
Take δ  1, δ 6= 0. Since (φλ)λ∈D is a strong Cauchy net, there exist λ0 ∈ D and δ1  1 such that
δ  δ1 ≤
∧
ν≥λ0
∧
µ≥ν
∧
x∈A
φν(x)→ φµ(x).
Thus, δ1 ≤ φλ0(x) → φµ(x) for all µ ≥ λ0 and x ∈ A, or equivalently, δ1 ∗ φλ0(x) ≤ φµ(x) for all µ ≥ λ0 and
x ∈ A.
Choose some δ2  1 such that δ ≤ δ1 ∗ δ2. Since φλ0 is a Cauchy ideal, there is some y ∈ A, δ2  φ(y). Thus,
δ ≤ δ1 ∗ δ2 ≤ δ1 ∗ φλ0(y) ≤ φµ(y)
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for all µ ≥ λ0. Hence,
δ ≤
∧
µ≥λ0
φµ(y) ≤ φ(y).
Therefore, φ satisfies Lemma 6.3(3)(i).
Secondly, we check that φ satisfies Lemma 6.3(3)(ii). Suppose ε1  φ(x1), ε2  φ(x2) and δ  1. We shall find
some x ∈ A such that δ  φ(x), ε1  A(x1, x), ε2  A(x1, x).
By the definition of φ, there is some µ0 ∈ D such that ε1  φµ(x1) and ε2  φµ(x2) for all µ ≥ µ0. As shown in
the first step, there exist λ0 ≥ µ0 and δ1  1 such that δ  δ1 and δ1 ∗ φλ0(x) ≤ φµ(x) for all µ ≥ λ0 and all x ∈ A.
Choose some δ2  1 such that δ  δ1∗δ2. Since φλ0 is a Cauchy ideal, there is some x ∈ A such that δ2  φλ0(x)
and ε1  A(x1, x), ε2  A(x2, x). Then for all µ ≥ λ0,
δ  δ1 ∗ δ2 ≤ δ1 ∗ φλ0(x) ≤ φµ(x),
Hence
δ 
∧
µ≥µ0
φµ(x) ≤ φ(x).
(2) (φλ)λ∈D converges to φ. Indeed, for all ψ ∈ [Aop,Ω ],∨
λ∈D
∧
µ≥λ
[Aop,Ω ](φµ, ψ) =
∨
λ∈D
∧
µ≥λ
∧
x∈A
(φµ(x)→ ψ(x))
=
∧
x∈A
∨
λ∈D
∧
µ≥λ
Ω(φµ(x), ψ(x)) (5.8(2))
=
∧
x∈A
[(∨
λ∈D
∧
µ≥λ
φµ(x)
)
→ ψ(x)
]
(5.7)
= [Aop,Ω ]
(∨
λ∈D
∧
µ≥λφµ, ψ
)
.
Therefore, φ = lim infφλ. 
Remark 6.6. When Ω = ([0,∞]op,+, 0), the following hold:
(1) the class CN of all sequential Cauchy ideals is saturated, see 5.2 and 5.3 in [4];
(2) for the class of Smyth completable generalized metric spaces [16], i.e. those spaces in which every Cauchy net is
biCauchy (defined in an evident way), all of the classes, CI, SCI, CN , and the classQ of small projective weights
coincide with each other.
We refer to [4,16,25,30] for more in this case.
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