Abstract. This paper presents a Riemann solver for nonlinear hyperbolic systems of conservation laws based on a Krylov subspace approximation of the upwinding dissipation vector. In the general case, the solver does not require any detailed information of the eigensystem, except an estimate of the global maximal propagation speed. It uses successive flux function evaluations to obtain a numerical flux which is almost equivalent to that of a Godunov scheme with complete upwinding. The new Krylov-Riemann solver is particularly efficient when used for large systems with many nonlinear equations such that typically no explicit expression for the eigensystem is available. Also, no numerical procedures are necessary to compute the eigensystem. Numerical examples demonstrate the excellent performance of the solver with respect to other solvers.
impossible. For example, consider moment equations in extended fluid dynamics as in [17] , where for a system with 13 variables no analytical expression for the eigenvalues is available. In these cases an upwind scheme is typically implemented by using generic numerical libraries to compute the eigensystem and decomposition of the given equations.
In this paper we develop an upwind Riemann solver for nonlinear flux functions that does not require the implementation or direct computation of characteristic information except a possibly global estimate of the largest propagation speed. It relies on a specific approximation of the eigensystem by means of a Krylov subspace sequence and uses only iterative flux function evaluations. As such, the Riemann solver can be implemented as an almost black-box procedure applicable to general hyperbolic systems of nonlinear conservation laws. While it will not be competitive with existing upwind or Roe solvers for small systems, the new solver provides an efficient method for upwinding of large and complicated systems by avoiding the direct numerical computation of an eigensystem.
The aim of the paper is to derive a Riemann solver for large and complex systems that is efficient and easy to implement without knowledge of the eigensystem and that reproduces the result of a complete upwind Godunov flux with best accuracy. We will not address the problem of how to increase the resolution of particular waves beyond what upwinding would give. Additionally, it will turn out that full equivalence to the Godunov upwinding scheme cannot be achieved as the Krylov-Riemann solver will not be able to resolve stationary waves, that is, waves with speed zero.
The paper is organized as follows: In the next section we give a brief overview of Riemann solvers and present them in a combining framework by identifying their dissipation matrices. The Krylov-Riemann solver is developed in section 3 by constructing an appropriate polynomial approximation to the upwind dissipation function. The matrix evaluation of this function is then written in a Jacobian-free way. In section 4 some numerical results for large systems of conservation laws demonstrate the performance of the new solver. The paper ends with a conclusion, and an appendix shows the code of an implementation of the Krylov-Riemann solver used in the numerical examples.
Riemann solver.
We consider an initial value problem for a system of conservation laws in one space dimension:
U (x, 0) = U 0 (x) (2) for the unknown variable vector U : R × R + → R N . The flux function F : R N → R N and the initial conditions U 0 are given. The system is assumed to be hyperbolic such that the Jacobian DF (U ) has only real-valued eigenvalues for U in the solution space.
Finite volume method.
The equations are discretized according to a finite volume method [7] based on equidistant cells located at x i = i Δx, i ∈ Z, with width Δx, and the cell averages are given by and contains a numerical flux function
which takes as input variables the left and right limiting values of the variable vector U at the interface i + 1/2. The numerical flux function is the essential ingredient of the finite volume method, and we will discuss standard choices below. The numerical flux function is also referred to as the Riemann solver of the method. In this paper we will assume the general form for the numerical flux function given by
with some dissipation matrix D depending on the left and right states and properties of the flux function of the system. We will denote the Jacobian of the flux function by A (U ) = DF (U ) and define its maximal and minimal eigenvalues or characteristic speed by
Correspondingly, the spectral radius at U , that is, the maximal absolute characteristic speed, is given byλ (U ) = max{|λ max | , |λ min |}.
Lax-Friedrichs solver.
The simplest numerical flux function results from the choice
with I the identity matrix, and yields the Lax-Friedrichs solver. It is a very robust but also very diffusive solver. The diffusivity can be reduced by choosing
based on the fastest speeds to the left and right of the interface. In this form, the Lax-Friedrichs flux is also known as the local Lax-Friedrichs or Rusanov flux; see [10] . Several refinements of the choice of speeds are possible.
HLL solver.
By solving a simplified Riemann problem at the interface containing only two waves, Harten, Lax, and van Leer [6] arrived at a numerical flux function which can be written as
where the coefficients are given by
the minimal left-hand speed, and λ R = λ max (U R ) the maximal right-hand speed of the system. If we assume the existence of a so-called Roe matrix A [9] satisfying
we can substitute it for the flux difference in the above formula. This allows us to identify the dissipation matrix of the HLL solver as
where we inserted the definitions of α 0,1 .
Upwind Godunov solver.
In the upwind scheme, one-sided spatial derivatives are chosen according to the wave propagation of the system. For a linear system with F (U ) = A U with some constant A ∈ R N ×N , the upwind scheme reads as
with A ± as the matrices containing only the positive/negative eigenvalues. This scheme solves the complete Riemann problem on the interface respecting all N resulting waves. We have A + + A − = A and A + − A − = |A| such that the numerical flux function of the upwind Riemann solver is
and the dissipation matrix D up (U L , U R ) = |A| is the modulus or absolute value of the flux matrix A, containing only positive eigenvalues. The finite volume approach with the solution of the Riemann problem on the interfaces is known as the Godunov method [3] .
For a nonlinear system with general flux function, a similar expression can be derived when solving the approximative Riemann problem with local Roe matrix (13) . The numerical flux function reads as
and is generally referred to as the Roe solver. Its dissipation matrix is
Note that to evaluate this function, typically a characteristic decomposition of the Roe matrix is performed, which requires the knowledge of all eigenvalues and eigenvectors. These are either hard-coded for smaller systems or obtained via an external numerical method.
Lax-Wendroff method.
When the exact solution is Taylor-expanded, for the linear system with F (U ) = A U, we arrive at the Lax-Wendroff method
which exhibits second order accuracy in space and time. The numerical flux function can be identified as
In the nonlinear setting this flux is typically obtained by
and the dissipation matrix given by
contains the square of the Roe matrix. Note that the Lax-Wendroff flux function yields nonmonotone solutions especially for discontinuities.
FORCE flux.
A possible monotone variant of the Lax-Wendroff flux is the so-called FORCE flux; see the textbook [12] for details. This flux is obtained from an average of the Lax-Wendroff method and the original Lax-Friedrichs method, viz.
Consequently, the dissipation matrix is given by
where the matrix A must be considered as a Roe matrix in the nonlinear setting.
2.7.
Comparison. In general, we view the dissipation matrix as a function of the Jacobian or a Roe matrix either explicitly or through the characteristic speeds. The dissipation function D (A) is then written as function D (λ) of the eigenvalues of the Jacobian A, which is a scalar function. To compare the different functions we define the dimensionless characteristic speed ν = λΔt/Δx (Courant number). In dimensionless formulation we finally obtain the function
for the different schemes discussed above. The plot of Figure 1 gives a visualization. The figure represents the scalar setting, but equivalently holds for each wave in a system. Under the CFL conditionν =λΔt/Δx ≤ 1 for the scheme (4), the Courant number ν based on any eigenvalue of the Jacobian ranges between the bounds −1 ≤ ν ≤ 1. for a monotone method, that is, nonoscillatory solutions. This means that the dissipation function with minimal dissipation and monotone behavior is that of the upwind or Roe scheme. The nonmonotonicity region is shaded in gray in Figure 1 . The dissipation functions of Lax-Friedrichs, local Lax-Friedrichs, HLL, and FORCE can be viewed as successively better monotone approximations of the upwind function
In a similar spirit the HLL scheme can be tuned for specific systems like the Euler equations or MHD to become closer to upwind by introducing additional waves. These solvers are known as HLLC or HLLM; see [13] and [19] , for example.
A Krylov-Riemann solver.
In this section we derive a Riemann solver that avoids the computation of an eigensystem and yet reproduces almost all waves in a way equivalent to the upwind Godunov method. It therefore gives almost optimal dissipation for a monotone scheme, but requires only flux function evaluations and in the general case only an estimate for the globally fastest speed in the domain.
The fundamental idea is to consider the Krylov subspace sequence of the Jacobian or Roe matrix A based on the vector ΔU = U L − U R and construct successive approximations for the dissipation vector |A| ΔU ; that is, we look for
with certain side constraints for stability and monotonicity. In a second step the resulting scheme will be formulated in a Jacobian-free way.
Polynomial approximation.
The Krylov subspace approximation of the dissipation matrix represents a polynomial approximation to the modulus function, namely
with coefficients a k . We construct an appropriate approximation for d (ν) in the scalar setting, where we use abs (x) = |x|. Correspondingly, the absolute value abs (x) should be approximated by a polynomial with unknown coefficients a k , k = 0, 1, . . . , n, according to
where the degree n of the polynomial is considered fixed. In dimensionless variables we restrict x ∈ [−1, 1] and fix the extreme values p n (−1) = p n (−1) = 1. We also assume that the polynomial is symmetric with respect to the ordinate, i.e., n is even. These conditions can be built into some of the coefficients a k . The remaining coefficients of the polynomial p n are then the result of the minimization
in an appropriate norm. For monotonicity of the resulting numerical flux function we require
such that the dissipation function does not drop below the upwind method. This constraint complicates the minimization problem; however, it cannot be ignored, since (30) alone typically gives an oscillatory result for p n . As an example we consider the minimization problem (30) with L 1 -norm which already gives fewer oscillations than the L 2 -norm. Figure 2 gives the result of this L 1 -minimization for polynomial degrees n = 2, 4, . . . , 12 and the respective errors for the cases n = 4, 6, . . . , 12. Even though the approximation becomes better with increasing n, the deviation p n (x) − abs (x) shows negative values in violation of (31), which was not explicitly enforced.
To enforce the constraint we consider the minimization
where κ (y) is given by
for some ε > 0. For finite ε this represents a nondifferentiable, but convex, minimization, which can be solved by standard computer algebra software. The result with ε = 10 −2 is shown in Figure 3 for n = 2, 4, . . . , 12 together with the errors for the cases n = 4, 6, . . . , 12. Due to the constrained minimization the deviation p n (x) − abs (x) is essentially positive within an error of ε. The graph of p 2 shows the exact result of the minimization, which is a symmetric parabola with unit slope
Due to the nondifferentiability of abs (x) in the origin, convergence of p n is very slow close to x = 0. The same is true for the unconstrained L 1 -minimization in Figure 2 , but the constraint additionally increases the errors around x = 0. However, for larger n the constraint loses influence, and the results in Figure 3 become similar to the unconstrained ones above.
The resulting coefficients of the optimal polynomials of Figure 3 are shown in Table 1 . Only coefficients a k for k even are given; odd coefficients vanish. Due to the exact interpolation at x = ±1 the coefficients sum up to unity. The coefficients also give the typical behavior of larger coefficients with oscillating sign. Hence, in the implementation of these polynomials a different representation will be used.
Jacobian-free implementation.
The numerical flux function of the Krylov-Riemann solver should give an accurate flux equivalent to the upwind flux after sufficiently many iterations, but the iterations should be designed such that at any stage a valid stable flux of a monotone method is computed.
Following this requirement, we consider a recursive representation of the optimal polynomial p n in the form with coefficients α
The sum is empty for m = 0. The coefficients α (m) k of the recursion are given in Table 2 . They have been found after recursively comparing expression (29) In the numerical flux function p n (x) is used as dissipation function d (ν), which is evaluated on the Jacobian or Roe matrix. Hence, x needs to be replaced by the matrix A scaled by some maximal speed that is not larger than the spectral radius of A. At this point we use a generic c max for that purpose and discuss its role in the next section. The result of c max p 2m (A/c max ) is then multiplied by the state difference ΔU = U L − U R , and we write V (m) = p 2m (A/c max ) ΔU . The recursive procedure reads for m ≥ 0 as
where again the sum is empty for m = 0. The final numerical flux function of the Krylov-Riemann solver is given by
with approximation order m. For any m > 0 the result ofF KR(m) gives a stable and monotone flux which for large m converges to the upwind or Godunov flux. Each iteration step requires a matrix-vector multiplication of the square of the Jacobian or Roe matrix A with a linear combination of earlier vectors V (k) . Very often the Jacobian is difficult to obtain or implement analytically. Since the Krylov-Riemann flux requires only the result of matrix-vector multiplications involving the Jacobian, it is easy to use the finite difference formulation DF Ū V = lim ε→0 (F (Ū + εV ) − F (Ū ))/ε to replace the Jacobian A in the above formula. With this, the recursion for the dissipation vector V (m) is given by
where ε needs to be chosen small in comparison to the norm ofŪ . The finite difference expression for the directional derivative of the Jacobian is used here in a nested way in order to reproduce the square expression DF Ū 2Ṽ . If the flux evaluation F Ū is stored separately, the computation of V (m) requires 2m additional evaluations of F .
The role of c max .
The maximum speed that scales the polynomial p 2m to become a dissipation function must be chosen such that all eigenvalues of the Jacobian at the local interface satisfy |λ j | ≤ c max . A value of c max which is very close to the local maximal characteristic speed reduces the dissipation of the scheme. The choice of c max depends on how much information about the eigenvalues is available.
Any explicit finite volume scheme based on grid cells of size Δx must respect the global CFL condition to be convergent, namelyλ (U ) ≤ Δx/Δt for the spectral radius of all cell values U . Thus, the simplest choice for c max is c max = Δx/Δt. With this choice no characteristic information enters the Krylov-Riemann solver at all, and it becomes fully black-box. For m = 0 the flux reduces to the classical Lax-Friedrichs flux, and for m = 1 the FORCE flux is recovered.
Note, however, that in order to satisfy the global CFL condition some global estimateλ max for the spectral radius, that is, maximal characteristic speed from all cells, must be available. The dissipation of the Krylov-Riemann solver can be reduced if a c max =λ max is used globally for all cells. Additional reduction is obtained if some local estimateλ (U ) in each cell is available and is used to define c max = max λ (U L ) ,λ (U R ) for each interface evaluation of the Krylov-Riemann solver. In this case m = 0 gives the local Lax-Friedrichs or Rusanov flux.
It follows that some characteristic information about the system is always needed. But very often the local estimates are allowed to be rough at the expense of some additional dissipation. These estimates often can also be based on a priori physical intuition; see section 4.3.
Discussion.
The aim of the Krylov-Riemann solver is to replace an upwind Godunov solver with a procedure that requires only flux evaluations and no details about the Jacobian or its eigensystem. As seen above, up to 12 flux evaluations are necessary to achieve sufficient accuracy, and more may be needed in extreme situations. It becomes clear that for a small system such an approach may not be very efficient especially if analytical expressions are available for the eigensystem. However, for large systems and/or when explicit expressions for the eigensystem are not available the Krylov-Riemann solver turns into an efficient tool as the computation of an eigensystem and the decomposition of the difference of left and right states U L − U R becomes expensive. Even if analytical expressions are available the Krylov-Riemann solver might be more efficient if the time needed for implementation is considered.
The use of only the flux function of the system and an estimate for the maximal local speed is identical to local Lax-Friedrichs. Hence, the Krylov-Riemann solver can be viewed as an extension of the local Lax-Friedrichs solver to incorporate full upwinding by using more flux evaluations. It can be implemented as a black-box solver for arbitrary hyperbolic systems as shown with the code in the appendix.
For any order m in (36) the flux function gives a stable numerical flux which converges to the optimal upwind flux for large m. Depending on the actual distribution of the local characteristic speed of waves in the diagram of Figure 3 , even a small value of m might be sufficient. For instance, if all characteristic speeds are clustered close to the maximal speed (positive and negative away from zero) even m = 4 might give a flux which is very close to the upwind scheme. The Krylov-Riemann solver in principle allows adaptivity in the order m, such that the iteration is stopped if the dissipation vector V (m) does not change significantly in the next step. This approach will be exploited in future works, while this paper will use a constant m in the computations below.
The nonlinear solver of order m as presented in (36)-(38) needs not only a total of 2(m + 1) flux evaluations but also memory storage of m + 1 arrays of the dimension of the system. The storage is due to the requirement that the solver give a valid flux at any iteration stage and the fact that the polynomials in Table 1 do not exhibit a three-term recursion for their construction. However, if the order is fixed for any usage of the solver, a low storage implementation is possible by implementation of a Horner rule for the particular polynomial of Table 1 . Note, however, that the polynomial coefficients are less stable than in Table 2 . Also, the additional memory storage is used only locally on an interface and is negligible in comparison to a full grid function.
In contrast to a local Lax-Friedrichs solver, the HLL numerical flux requires the estimate of a maximal and a minimal characteristic speed. If both speeds have the same sign, the HLL flux produces exact upwinding by using the proper left or right flux evaluation. In the diagram of Figure 1 this means the left or right half of the modulus function is exactly approximated by a linear function. If this detailed information about the local speeds is available, such a procedure could also be incorporated in the Krylov-Riemann solver for reduced dissipation. Note, however, that this full upwinding is relatively rare in a general simulation and also that the improvement would act only on very particular waves.
Even though the optimal dissipation function has the shape of an absolute value and corresponds to the upwind scheme, that function also has disadvantages. In the nonlinear situation upwinding is typically performed on a local linearization given by a Roe matrixÃ, which solves the Riemann problem with only discontinuities. It is well known that this yields an entropy violating scheme with incorrect rarefaction waves, for example, for gas dynamics in regions where the flow is close to the sonic point such that one characteristic speed is close to zero; see [7] . Several appropriate entropy fixes have been proposed, for instance, in [5] , which essentially add dissipation to the slow waves. Ultimately, the dissipation functions of these corrected schemes are very similar to that of the Krylov-Riemann solver in Figure 3 for large m. In that sense, the weak accuracy of the Krylov-Riemann dissipation function for small values of characteristic speeds can be viewed as a built-in entropy fix of the solver.
Comparison to MUSTA flux.
In [11] and [14] a multistage approach has been proposed to solve the Riemann problem at an interface to higher resolution. The idea is to choose a simple base flux and apply it in a repeated fashion assuming that both adjacent cells contain a subgrid on which the Riemann fan evolves. In this way the waves of the system can be resolved without additional characteristic information. A scheme using k steps beyond the base scheme is called MUSTA k . In principle the Riemann wave fan is completely resolved for the theoretical k → ∞; in practice only moderate values of k are used. In the following we compare in detail the relation between the MUSTA schemes and the Krylov-Riemann solver above.
As base scheme the FORCE flux has been advocated in [11] and [14] . Starting with the values U = U R , the MUSTA iteration can be written as
for k = 0, 1, 2, . . . , and the corresponding flux is given by
for order k. Note that order k = 0 reproduces the FORCE flux. After some algebra it is easy to find the dissipation matrices for first order as a fourth order polynomial,
, and for second order as a sixth order polynomial,
It makes sense to compare the corresponding scalar dissipation functions with those of the Krylov-Riemann solvers KR 2 and KR 3 , which are of the same polynomial degree. Note that the MUSTA fluxes are based on minimal characteristic information; i.e., they essentially use c max = Δx/Δt. Hence, this setting is also used in the KrylovRiemann case. Figure 4 displays the four polynomials together with the optimal dissipation function represented by the modulus function. The right half of the plot shows the fourth order polynomials of MUSTA 1 and KR 2 . In comparison to MUSTA, the Krylov-Riemann result clearly shows smaller dissipation towards zero, but at the expense of some increased dissipation for faster waves. Interestingly, the MUSTA flux drops slightly below the monotonicity boundary given by the upwind scheme. This phenomenon is more pronounced on the left-hand side of the plot, which shows the sixth order polynomials of MUSTA 2 and KR 3 . While the KR-polynomial follows the upwind method very accurately, the MUSTA flux enters the nonmonotone region and yields lower dissipation for very slow waves. The MUSTA fluxes are far away from the strong oscillations of the nonmonotone Lax-Wendroff flux, but the nonmonotone behavior can be observed in numerical solutions. We consider the scalar wave equation u t + u x = 0 and use as initial condition a discontinuity with jump from 0 to 1 on a sufficiently large interval. The discontinuity is evolved in time on a grid with 200 grid points according to the Lax-Wendroff method as well as the MUSTA 2 and KR 3 schemes. To demonstrate the effect we choose a Courant number of ν = 0.43 which shows the maximal deviation from the monotonicity region for MUSTA 2 . As a measure for oscillations in the solution, Figure 5 shows the maximum value of the solution u for the initial 50 time steps. For Lax-Wendroff an overshoot of 20% quickly occurs and remains in the solution. The Krylov-Riemann solver does not introduce any oscillations. The profile is diffused with an amount equivalent to an upwind method (not shown in the figure) . The MUSTA solver shows nonmonotone behavior with oscillations of up to 5% of the initial discontinuity. Interestingly, however, the oscillations are damped for longer times, and the profile becomes essentially monotone. Altogether, the performance of the MUSTA and KR schemes is similar. The biggest differences lie in the philosophy of the derivation where the Krylov-Riemann solver uses an approach based on the abstract mathematical approximation of the modulus function and MUSTA follows the insight about the Riemann problem. Note, however, that due to the optimized character of the Krylov-Riemann solver the KR 3 -flux uses only 8 flux evaluations, while MUSTA 2 requires 9. In general, a MUSTA flux of order k + 1 uses 3k flux evaluations, which must be compared to 2(k + 1) evaluations of the KR k flux yielding a dissipation polynomial of the same order.
Numerical examples.
We will investigate the numerical performance of the Krylov-Riemann solver on a large linear system and the nonlinear systems of magnetohydrodynamics and extended thermodynamics. To focus on the Riemann solver and following the aims of this paper, the tests are conducted with first order methods and compared to the results obtained with an upwind Godunov solver. An extension to higher order is straightforward and typically further increases the resolution of the waves.
The Krylov-Riemann solver uses a nonadaptive, straightforward implementation with a fixed order m. The upwind method or Roe solver used in the following is based on an implementation for general equations. It uses finite differences to calculate the Jacobian from the flux function and a numerical library to obtain the eigensystem. Finally, a generic linear solver from the numerical library is employed to compute the dissipation vector. For many popular systems much more efficient implementations of the Godunov upwind schemes are available, typically relying on analytical expressions. However, in the case of extended thermodynamics (section 4.3) no analytical expressions are available. (47)
The time step is chosen such that for the maximal Courant numberν = 0.97 holds and the simulation runs up to t = 0.9 on a computational domain with x ∈ [−1, 1]. An exact solution is available after diagonalization of the Jacobian and solving numerically for the jumps of the waves. Figure 6 shows the result for components U 3 and U 7 obtained with the KrylovRiemann solver on 400 cells compared to the upwind method and local Lax-Friedrichs using the same number of grid points. We use c max = 1.1 for the Krylov-Riemann solver, and the left-hand plot uses m = 6, while the right-hand side uses m = 2. The Krylov-Riemann result for m = 6 (left) follows the upwind result almost exactly except for the wave close to zero. This is explained by the discrepancy between the dissipation function of both methods close to zero as shown in Figure 3 . The KrylovRiemann solver adds more dissipation and produces a less steep wave at the origin in Figure 6 . In the right plot (m = 2) the dissipation is increased for slower waves, and the deviation spreads to waves more distant from the origin. This corresponds to the discrepancy between the dissipation functions p 4 and p 12 in Figure 3 . The result of the local Lax-Friedrichs is given for additional comparison. It approximates the fast waves with high accuracy. Again this is where the dissipation functions of the methods coincide.
4.2.
Magnetohydrodynamics. The equations of ideal magnetohydrodynamics describe the flow of highly conducting plasma and read in one space dimension as (48)
for the density ρ, normal velocity v n , tangential velocity v t = (v y , v z ), tangential magnetic field B t = (B y , B z ), and the total energy E given in terms of the pressure p by
where γ is the adiabatic constant. The normal magnetic field B x is constant in onedimensional processes and appears as a parameter in the equations. Thus the system contains 8 equations for 8 unknowns U = (ρ, v x , v t , B t , p). There exist various explicit Riemann solvers that are based on the characteristic properties of the MHD system, that is, explicit eigenvalues and eigenvectors; see [1] . However, the expressions exhibit a significant complexity and are probably at the limit of what is doable analytically. Even though 8 equations are not considered a very large system in the setting of this paper, we use the MHD system to demonstrate the performance of the new KrylovRiemann solver. We consider the Riemann problem given by the initial conditions U (1) = const for x < 0 and U (0) = const for x > 0, with
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where α = 1.5 (in radians). The normal magnetic field is set to B x = 1.5. The solution of this Riemann problem triggers all 7 MHD waves as shown in [16] . Note that the normal velocity is constant and nonvanishing in the initial conditions. The value is chosen such that one of the slow magnetic waves moves with a very small velocity. The computational domain is x ∈ [−1.0, 0.5] with end time t = 0.4 and maximal Courant numberν = 0.95.
The Riemann problem is solved with an upwind solver as in (17) . However, for simplicity the Roe matrixÃ is chosen as the Jacobian evaluated at the arithmetic average of the left and right states. Similarly, the solution using the Krylov-Riemann solver (36) uses the arithmetic mean for the stateŪ in (38). The value of c max is computed from the local values of the maximal characteristic speed for which an explicit expression is available, and the order is set m = 6. The result for the magnetic field component B y is shown in Figure 7 for both Riemann solvers together with an exact solution [15] . The solution shows 7 waves in total of which 5 are visible in the B y -component. To the right there are a fast shock, a rotational linear Alfven wave, and a slow shock. The contact discontinuity is not visible, but a leftgoing slow rarefaction and a leftgoing rotational wave can be observed. A leftgoing fast rarefaction wave does not affect B y and is not visible. The solution obtained by the Krylov-Riemann solver is virtually identical to that of the full upwind scheme except for the slow shock. This shock moves slowly to the right due to the imposed normal velocity in the initial conditions. Similar to the slow waves in the large linear system above, this wave shows more smearing due to the dissipation function of the KrylovRiemann solver; see Figure 3 . However, the difference is clearly smaller than in the linear situation above. This is due to nonlinear steepening of the shock waves.
Extended thermodynamics in three dimensions.
Moment equations as used in [17] are derived in kinetic gas theory in order to describe gas processes with thermal nonequilibrium with higher physical accuracy than in classical models. This higher accuracy is achieved by extending the set of variables, e.g., considering not only density, velocity, and pressure, but, additionally, the pressure tensor and the heat flux vector. These extended thermodynamic models typically contain a hyperbolic core which is supplemented by relaxational and diffusive expressions.
The hyperbolic core of the 13-moment equations of Grad [4] in full three-dimensional formulation is given by
and uses the variables density ρ, velocity v i , pressure tensor p ij , and heat flux q ia total of 13 fields. The equations can be viewed as a coarse approximation to a collisionless monatomic ideal gas. In the equations the total energy flux
2 p is used as well as the tensorial abbreviations
Due to its complexity and nonlinearity, only very limited analytical investigations are possible for this system; see, e.g., [8] . In particular, explicit general expressions for the eigenvalues and eigenvectors of the Jacobian are not available. Still, precise upwinding is sometimes necessary, for example, when dealing with nontrivial boundary models as described in [18] . We will consider the system (52)-(55) for a one-dimensional Riemann problem in the direction of the vector n = ( T and with initial data U (1) = const for x < 0, and U (0) = const for x > 0, given by
i , p
The system contains a total of 9 waves, including a 5-fold contact wave, and the initial conditions trigger 8 of these waves. The computational domain is x ∈ [−2, 2.4] discretized with 200 cells, and the end time is t = 0.9. We use a maximal Courant number ofν = 0.8. In the present case the precise evaluation of the maximal characteristic speed is very difficult. A rough estimate is of the formλ (U ) = v + α c s , where c s is the speed of sound and α some safety factor; see [17] . We use α = 2, and the value of c max in the Krylov-Riemann solver is based on the local values ofλ (U ). As in the MHD case we choose m = 6. Figure 8 compares the solutions of the Krylov-Riemann scheme with one obtained from the generic implementation of the Godunov method using the arithmetic mean as Roe values. The usage of numerical libraries to compute the eigensystem for the Roe flux is mandatory for these equations, and consequently the Krylov-Riemann solver showed a computational time which was roughly 15 times faster than the generic upwind scheme. However, the number can be viewed only as a tendency, as no special effort on code optimization has been made. The plots in Figure 8 show only selected fields and a reference solution as thin lines obtained on 6000 cells with a Rusanov flux. The difference between the solutions of both methods is not visible to the eye. To get an impression of the deviation, Figure 9 shows the difference of both solutions for the heat flux component q z plotted for each space point. Relative to the global maximum of the heat flux, the plot shows a maximum deviation of 1%. The other fields show similar behavior.
5.
Conclusion. This paper presented an approximative upwind Riemann solver for nonlinear hyperbolic systems of conservation laws based on a Krylov subspace approximation of the upwinding dissipation vector. In this way, the solver does not require any explicit characteristic information, such as eigenvalues or eigenvectors, of the equation, except for an estimate of the maximal propagation speed. It uses successive flux function evaluations to obtain a numerical flux which is almost equivalent to that of an approximate Roe scheme or complete Godunov upwinding. Extremely slow waves can be captured in the same way as in Godunov upwinding only if very high orders m of the new solver are used. Stationary waves will always be approximated with slightly higher diffusivity than in the case of complete upwinding.
The new Krylov-Riemann solver has been designed to be efficient when used for large complex systems with many nonlinear equations such that, typically, no explicit expression for the eigensystem is available. Also, no numerical procedures are necessary to compute the eigensystem. Numerical examples demonstrated the excellent performance of the solver with respect to complete upwinding. The increased dissipation for very slow waves can be interpreted as a built-in entropy fix.
Appendix. Example code of the solver.
Below we give an example of a code for the Krylov-Riemann solver as described in (36) and (38) for a variable order m. For readability the code does not contain the explicit data of 
