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QUANDLE HOMOLOGY AND COMPLEX VOLUME
AYUMU INOUE AND YUICHI KABAYA
Abstract. We introduce a new homology theory of quandles, called simplicial
quandle homology, which is quite different from quandle homology developed
by Carter et al. We construct a homomorphism from a quandle homology
group to a simplicial quandle homology group. As an application, we obtain a
method for computing the complex volume of a hyperbolic link only from its
diagram.
1. Introduction
The volume and the Chern-Simons invariant of a finite volume hyperbolic 3-
manifold have been intensively studied. In this paper we give a description of these
invariants for link complements from the view point of quandle cocycles. This
enables us to compute these invariants in terms of a link diagram and its coloring.
The Cheeger-Chern-Simons class cˆ2 is an invariant of flat PSL(2,C)-bundles.
This gives a homomorphism from the group homology H3(PSL(2,C);Z) as a dis-
crete group to C/pi2Z. For a closed oriented 3-manifold and a representation of its
fundamental group into PSL(2,C), we obtain an invariant with values in C2/pi2Z by
evaluating at the fundamental class of the manifold. For a finite volume hyperbolic
3-manifold, there is a unique discrete faithful representation up to conjugation, in
this case cˆ2 is equal to i(Vol+iCS), where Vol and CS are volume and Chern-Simons
invariant of the hyperbolic metric.
Dupont gave a formula of the Cheeger-Chern-Simons class modulo pi2Q by using
the Rogers dilogarithm function in [6]. Then Neumann gave a formula modulo pi2 in
[18]. He defined the extended Bloch group B̂(C) and showed that B̂(C) is isomorphic
to the group homologyH3(PSL(2,C);Z). He also defined a map R : B̂(C)→ C/pi
2Z
which gives the Cheeger-Chern-Simons class. To apply his formula to a hyperbolic
3-manifold, we need an ideal triangulation of the 3-manifold. Quandle homology
plays a useful role to give a diagrammatic description of these invariants.
A quandle, which was introduced by Joyce in [12], is a set with a binary operation
like conjugation in a group. For a quandle X , Carter et al. defined a quandle
homology HQn (X) in [4]. Then various kinds of generalization has been introduced
by several authors. In this paper we introduce a new quandle homology H∆n (X),
which we call simplicial quandle homology. We shall construct a map from a quandle
homology HQn (X ;Z[X ]) to the simplicial quandle homology H
∆
n+1(X). Roughly
speaking, this map gives a triangulation of a link complement.
For a diagram of an oriented link L in S3, we can define the notion of shadow
colorings by a quandle X . A shadow coloring is a pair of maps S = (A,R), where
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A is a map from the set of arcs of the diagram to X and R is a map from the set
of complementary regions to X satisfying some conditions. For a shadow coloring
S, we define a cycle [C(S)] of HQ2 (X ;Z[X ]). Let P be the set of parabolic elements
of PSL(2,C), then P has a quandle structure by conjugations. There exists a
one-to-one correspondence between the set of arc colorings by P and the set of
PSL(2,C)-representations of the fundamental group pi1(S
3 \ L) which sends each
meridian to a parabolic element. We will show that the homology class [C(S)] with
respect to P does only depend on the conjugacy class of the representation.
We will see that the quandle P is identified with (C2\{0})/±, the set of non-zero
two-dimensional complex vectors identifying v with −v. From this fact, H∆3 (P) is
closely related to the homology group H3(C
h 6=
∗ (C
2)PSL(2,C)), which was studied by
Dupont and Zickert in [7]. Following their construction we obtain a homomorphism
(1.1) HQ2 (P ;Z[P ]) −→ B̂(C).
We will show that the image of [C(S)] under the map gives the invariant defined by
Neumann (Theorem 7.5). Composing with the map R : B̂(C)→ C/pi2Z, we obtain
cvol : HQ2 (P ;Z[P ]) −→ C/pi
2Z.
This gives a cocycle [cvol] ∈ H2Q(P ; Hom(P ,C/pi
2Z)). For a hyperbolic link L and
a shadow coloring S which corresponds to the discrete faithful representation, we
have
(1.2) 〈[cvol], [C(S)]〉 = i(Vol(S3 \ L) + iCS(S3 \ L)),
where CS(S3 \ L) is the Chern-Simons invariant for cusped hyperbolic manifolds
defined by Meyerhoff [16].
Since [C(S)] is an invariant of conjugacy classes of representations, 〈[cvol], [C(S)]〉
is clearly a link invariant with values in C/pi2Z when the coloring corresponding to
the discrete faithful representation, even if the reader does not know the definition
of the hyperbolic volume and the Chern-Simons invariant. Our description is based
on the quandle homology theory, but we do not care about it in actual calculations
as explained in Section 8.
Finally, we remark that the triangulation of a link complement constructed in
this paper is not an ideal triangulation in the usual sense. It may contain negatively
oriented or flat ideal tetrahedra, and non-ideal vertices. See Remark 7.4 for details.
This paper is organized as follows. In Section 2, we recall the definition of quan-
dles and quandle homology theory. We introduce the simplicial quandle homology
in Section 3 and construct a homomorphism from a usual quandle homology to the
simplicial quandle homology. In Section 4, we review the definition of a shadow
coloring and the cycle associated with a shadow coloring. We study the quandle P
consisting of parabolic elements of PSL(2,C) in Section 5. In Section 6, we recall
the definition of the extended Bloch group defined by Neumann. Then we con-
struct the homomorphism (1.1) in Section 7. In the final section, we demonstrate
a computation of the volume and the Chern-Simons invariant for the 52 knot.
Acknowledgments. The authors would like to express their sincere gratitude to
Professor Sadayoshi Kojima for encouraging them. The first author was supported
in part by JSPS Global COE program “Computationism as a Foundation for the
QUANDLE HOMOLOGY AND COMPLEX VOLUME 3
Sciences”. The second author was partially supported by JSPS Research Fellow-
ships for Young Scientists. We thank Christian Zickert for for useful conversations.
Finally, we also thank the referees for helpful comments.
2. Quandle and quandle homology
In this section, we recall the definitions of a quandle and quandle homology.
2.1. Quandle. A quandle is a non-empty set X equipped with a binary operation
∗ satisfying the following three axioms:
(Q1) For any x ∈ X , x ∗ x = x.
(Q2) For any y ∈ X , the map ∗y : X → X (x 7→ x ∗ y) is bijective.
(Q3) For any x, y, z ∈ X , (x ∗ y) ∗ z = (x ∗ z) ∗ (y ∗ z).
For example, let X be a subset of a group closed under conjugations. Then X is
a quandle with x ∗ y = y−1xy for any x, y ∈ X . We call it a conjugation quandle.
The notions of homomorphisms and isomorphisms of quandles are appropriately
defined.
Let X be a quandle. Define a binary operation ∗−1 of X so that the map
∗−1y : X → X is the inverse of the bijection ∗y : X → X for any y ∈ X . Then ∗−1
also satisfies the three axioms of a quandle.
The associated group GX of X is a group generated by elements x ∈ X subject
to the relation x ∗ y = y−1xy for each x, y ∈ X .
Suppose g = xε11 x
ε2
2 · · ·x
εn
n is an element of GX with some n ≥ 0, xi ∈ X , and
εi ∈ {±1}. For each x ∈ X , define an element x ∗ g ∈ X by
x ∗ g = (· · · ((x ∗ε1 x1) ∗
ε2 x2) · · · ) ∗
εn xn.
Here, ∗+1 denotes the binary operation ∗. Then a map X×GX → X sending (x, g)
to x ∗ g is a right action of GX on X .
2.2. Quandle homology. Let X be a quandle, GX the associated group ofX , and
Z[GX ] the group ring of GX . Consider the free left Z[GX ]-module C
R
n (X) generated
by all n-tuples (x1, x2, · · · , xn) ∈ X
n for each n ≥ 1. We let CR0 (X) = Z[GX ].
Define a map ∂ : CRn (X)→ C
R
n−1(X) by
∂(x1, x2, · · · , xn) =
n∑
i=1
(−1)i{(x1, x2, · · · , x̂i, · · · , xn)
− xi(x1 ∗ xi, x2 ∗ xi, · · · , xi−1 ∗ xi, xi+1, · · · , xn)}.
Then ∂ satisfies ∂ ◦ ∂ = 0. Therefore, CR∗ (X) = (C
R
n (X), ∂) is a chain complex.
As illustrated in Figure 1, a generator of CRn (X) may be identified with an n-cube
whose edges are labelled by elements of X and vertices are labelled by elements of
GX . The boundary map ∂ sends a cube to a formal sum of its boundaries.
Define a submodule CDn (X) of C
R
n (X) by
CDn (X) =
{
spanZ[GX ]{(x1, x2, · · · , xn) ∈ X
n | xi = xi+1 for some i} (n ≥ 2),
0 (n = 0, 1).
It is routine to check that CD∗ (X) = (C
D
n (X), ∂) is a subchain complex of C
R
∗ (X).
We thus have the quotient chain complex CQ∗ (X) = C
R
∗ (X)/C
D
∗ (X).
Let M be a right Z[GX ]-module and N a left Z[GX ]-module. The n-th quandle
homology group HQ∗ (X ;M) of X with coefficient in M is the n-th homology group
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Figure 1. Schematic picture of the boundary map: The left in-
dicates ∂(x, y) = −(y) + x(y) + (x)− y(x ∗ y). The right indicates
∂(x, y, z) = −(y, z)+x(y, z)+(x, z)−y(x∗y, z)−(x, y)+z(x∗z, y∗z).
We use a non-standard orientation convention to be consitent with
the positive crossing in Fig. 4.
of the chain complex CQ∗ (X ;M) =M⊗Z[GX ]C
Q
∗ (X). The n-th quandle cohomology
group HnQ(X ;N) of X with coefficient in N is the n-th cohomology group of the
cochain complex C∗Q(X ;N) = HomZ[GX ](C
Q
∗ (X), N). Here, HomZ[GX ](C
Q
n (X), N)
denotes the abelian group consisting of Z[GX ]-homomorphisms C
Q
n (X) → N . For
the chain complex CR∗ (X), we also define the rack homology group H
R
∗ (X ;M) and
the rack cohomology group H∗R(X ;N) in the same manner.
Let A be an abelian group and Hom(M,A) denote the abelian group consisting
of homomorphisms M → A. Then Hom(M,A) is a left Z[GX ]-module by αf(r) =
f(rα) for any f ∈ Hom(M,A), α ∈ Z[GX ], and r ∈ M . We thus have the rack
or quandle cohomology groups HnW (X ; Hom(M,A)), where the letter W stands for
R or Q. Since CnW (X ; Hom(M,A)) is isomorphic to Hom(C
W
n (X ;M), A), we can
define a pairing 〈 , 〉 : CnW (X ; Hom(M,A))⊗ C
W
n (X ;M)→ A by
〈f, r ⊗ (x1, x2, · · · , xn)〉 = f(x1, x2, · · · , xn)(r).
We thus have a pairing 〈 , 〉 : HnW (X ; Hom(M,A)) ⊗H
W
n (X ;M)→ A.
Let Y be a set equipped with a right action of GX . Then the free abelian
group Z[Y ] is a right Z[GX ]-module. We thus have the rack or quandle homology
group HWn (X ;Z[Y ]), the cohomology group H
n
W (X ; Hom(Z[Y ], A)), and a pairing
〈 , 〉 : HnW (X ; Hom(Z[Y ], A))⊗H
W
n (X ;Z[Y ])→ A.
Remark 2.1. Our quandle homology group is isomorphic to the quandle homology
group in [2] if we regard a Z[GX ]-module as a Z(X)-module by ηx,y(α) = y
−1α and
τx,y(α) = (1− (x∗ y)
−1)α for any x, y ∈ X and α ∈ Z[GX ]. A homomorphism from
our CQn (X) to Cn in [2] sending (x1, x2, · · · , xn) to ±x1x2 · · ·xn(x1, x2, · · · , xn)
induces an isomorphism.
Remark 2.2. Our quandle homology group HQn (X ;Z[Y ]) is isomorphic to a quan-
dle homology group HQn (X)Y in [14]. A homomorphism from our C
Q
n (X ;Z[Y ])
to CQn (X)Y in [14] sending r ⊗ (x1, x2, · · · , xn) to (r, x1, x2, · · · , xn) induces an
isomorphism.
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3. Simplicial quandle homology
In this section, we introduce simplicial quandle homology. We show that we can
construct a homomorphism from an n-th rack or quandle homology group to an
(n+ 1)-th simplicial quandle homology group.
3.1. Simplicial quandle homology. Let X be a quandle. Consider the free
abelian group C∆n (X) generated by all (n + 1)-tuples (x0, x1, · · · , xn) ∈ X
n+1 for
each n ≥ 0. Define a map ∂ : C∆n (X)→ C
∆
n−1(X) by
∂(x0, x1, · · · , xn) =
n∑
i=0
(−1)i(x0, x1, · · · , x̂i, · · · , xn).
Then ∂ satisfies ∂ ◦ ∂ = 0. Thus, C∆∗ (X) = (C
∆
n (X), ∂) is a chain complex. It is
easy to see that C∆∗ (X) is acyclic. A generator of C
∆
n (X) may be identified with
an n-simplex whose vertices are labelled by elements of X . The boundary map ∂
sends a simplex to a formal sum of its boundaries.
The associated group GX acts on C
∆
n (X) from the right by (x0, x1, · · · , xn)g =
(x0 ∗ g, x1 ∗ g, · · · , xn ∗ g) for each (x0, x1, · · · , xn) ∈ C
∆
n (X) and g ∈ GX . Thus,
C∆n (X) is a right Z[GX ]-module. We let C
∆
n (X)GX = C
∆
n (X) ⊗Z[GX ] Z. Then
C∆∗ (X)GX = (C
∆
n (X)GX , ∂) is obviously a chain complex.
The n-th simplicial quandle homology group H∆n (X) of X is the n-th homology
group of the chain complex C∆∗ (X)GX . Let A be an abelian group. The n-th
simplicial quandle cohomology group Hn∆(X ;A) of X with coefficient in A is the
n-th cohomology group of the cochain complex HomZ[GX ](C
∆
∗ (X), A).
3.2. Quandle homology and simplicial quandle homology. Recall that the
associated group GX acts on X from the right. We thus have the rack or quandle
homology group HW∗ (X ;Z[X ]) (W = R,Q).
Let In be the set consisting of maps ι : {1, 2, · · · , n} → {0, 1}. Associated with
r ⊗ (x1, x2, · · · , xn) ∈ C
R
n (X ;Z[X ]) and ι ∈ In, define elements r(ι), x(ι, i) ∈ X by
r(ι) = r ∗ (x
ι(1)
1 x
ι(2)
2 · · ·x
ι(n)
n ),
x(ι, i) = xi ∗ (x
ι(i+1)
i+1 x
ι(i+2)
i+2 · · ·x
ι(n)
n ).
Suppose |ι| denotes the cardinality of the set {i | ι(i) = 1, 1 ≤ i ≤ n}.
Choose and fix an element p ∈ X . For each n ≥ 0, define a homomorphism
ϕ : CRn (X ;Z[X ])→ C
∆
n+1(X)GX by
ϕ(r ⊗ (x1, x2, · · · , xn)) =
∑
ι∈In
(−1)|ι|(p, r(ι), x(ι, 1), x(ι, 2), · · · , x(ι, n)).
In particular, in n = 2 case,
ϕ(r ⊗ (x, y)) = (p, r, x, y)− (p, r ∗ x, x, y)− (p, r ∗ y, x ∗ y, y) + (p, r ∗ (xy), x ∗ y, y)
(see also Figure 2). Then we have the following lemma.
Lemma 3.1. The homomorphism ϕ : CRn (X ;Z[X ])→ C
∆
n+1(X)GX is a chain map.
Proof. We let I
(i)
n = {ι ∈ In | ι(i) = 0}, 1 ≤ i ≤ n. For each ι ∈ I
(i)
n , define a map
ι(i) ∈ In \ I
(i)
n by
ι(i)(j) =
{
1 if j = i,
ι(j) if j 6= i.
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ϕ
+r ⊗ (x, y)
x
y
y
x ∗ y
r x
y
y
x ∗ y
r
p p
p p
+(p, r,x, y)
r ∗ x
r ∗ y
r ∗ (xy)
−(p, r ∗ x,x, y)
−(p, r ∗ y,x ∗ y, y)
+(p, r ∗ (xy), x ∗ y, y)
r ∗ x
r ∗ yr ∗ (xy)
Figure 2. A graphical explanation of the homomorphism ϕ.
Then In is obviously decomposed into I
(i)
n and a set {ι(i) | ι ∈ I
(i)
n }. For any
ι ∈ I
(i)
n , we have |ι(i)| = |ι|+ 1.
One computes
∂(ϕ(r ⊗ (x1, · · · , xn)))
=
∑
ι∈In
(−1)|ι|(p̂, r(ι), x(ι, 1), · · · , x(ι, n)) −
∑
ι∈In
(−1)|ι|(p, r̂(ι), x(ι, 1), · · · , x(ι, n))
+
∑
ι∈In
(−1)|ι|
n∑
i=1
(−1)i(p, r(ι), x(ι, 1), · · · , x̂(ι, i), · · · , x(ι, n))
=
∑
ι∈I
(n)
n
(−1)|ι|{(r(ι), x(ι, 1), · · · , x(ι, n)) − (r(ι(n)), x(ι(n), 1), · · · , x(ι(n), n))}
−
∑
ι∈I
(1)
n
(−1)|ι|{(p, x(ι, 1), · · · , x(ι, n)) − (p, x(ι(1), 1), · · · , x(ι(1), n))}
+
∑
ι∈In
(−1)|ι|
n∑
i=1
(−1)i(p, r(ι), x(ι, 1), · · · , x̂(ι, i), · · · , x(ι, n)).
By definition,
(r(ι(n)), x(ι(n), 1), · · · , x(ι(n), n)) = (r(ι) ∗ xn, x(ι, 1) ∗ xn, · · · , x(ι, n) ∗ xn)
= (r(ι), x(ι, 1), · · · , x(ι, n)) xn
for any ι ∈ I
(n)
n . Thus, we have
(3.1) (r(ι(n)), x(ι(n), 1), · · · , x(ι(n), n)) = (r(ι), x(ι, 1), · · · , x(ι, n))
in C∆n (X)GX . Further, since x(ι, i) does not depend on the value of ι(1), we have
(3.2) x(ι, i) = x(ι(1), i)
for any ι ∈ I
(1)
n and any index i. By (3.1) and (3.2),
∂(ϕ(r ⊗ (x1, · · · , xn))) =∑
ι∈In
(−1)|ι|
n∑
i=1
(−1)i(p, r(ι), x(ι, 1), · · · , x̂(ι, i), · · · , x(ι, n)).
(3.3)
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On the other hand,
ϕ(∂(r ⊗ (x1, · · · , xn)))
= ϕ
( n∑
i=1
(−1)i{r ⊗ (x1, · · · , x̂i, · · · , xn)
− r ∗ xi ⊗ (x1 ∗ xi, · · · , xi−1 ∗ xi, xi+1, · · · , xn)}
)
=
n∑
i=1
(−1)i
∑
ι∈I
(i)
n
(−1)|ι|{(p, r(ι), x(ι, 1), · · · , x̂(ι, i), · · · , x(ι, n))
− (p, r(ι(i)), x(ι(i), 1), · · · , ̂x(ι(i), i), · · · , x(ι(i), n))}
=
∑
ι∈In
(−1)|ι|
n∑
i=1
(−1)i(p, r(ι), x(ι, 1), · · · , x̂(ι, i), · · · , x(ι, n)).
(3.4)
By (3.3) and (3.4), we obtain ∂(ϕ(r ⊗ (x1, · · · , xn))) = ϕ(∂(r ⊗ (x1, · · · , xn))). 
Lemma 3.1 immediately gives us the following theorem.
Theorem 3.2. For any quandle X and each n ≥ 0, there is a homomorphism
ϕ : HRn (X ;Z[X ]) −→ H
∆
n+1(X).
Proposition 3.3. The homomorphism ϕ : HRn (X ;Z[X ]) → H
∆
n+1(X) does not
depend on the choice of an element p ∈ X.
Proof. Let p and p′ be elements of X . Suppose ϕ and ϕ′ are the chain maps related
to p and p′ respectively. Define a homomorphism Φ : CRn (X,Z[X ])→ C
∆
n+2(X)GX
by
Φ(r ⊗ (x1, · · · , xn)) =
∑
ι∈In
(−1)|ι|(p′, p, r(ι), x(ι, 1), · · · , x(ι, n)).
Then it is routine to check that Φ ◦ ∂ + ∂ ◦ Φ = ϕ − ϕ′. That is, Φ is a chain
homotopy between ϕ and ϕ′. 
Theorem 3.4. For any quandle X, there is a homomorphism
ϕ : HQ2 (X ;Z[X ]) −→ H
∆
3 (X).
Proof. For any (x0, x1, x2, x3, x4) ∈ C
∆
4 (X)GX , we have
(x0, x2, x3, x4)− (x0, x1, x3, x4)
= + (x0, x1, x2, x3)− (x0, x1, x2, x4) + (x1, x2, x3, x4)− ∂(x0, x1, x2, x3, x4).
Hence,
ϕ(r ⊗ (x, y))
= (p, r, x, y)− (p, r ∗ x, x, y) − (p, r ∗ y, x ∗ y, y) + (p, r ∗ (xy), x ∗ y, y)
= (p, r ∗ x, r, x)− (p, r ∗ x, r, y) + (r ∗ x, r, x, y)− ∂(p, r ∗ x, r, x, y)
− (p, r ∗ (xy), r ∗ y, x ∗ y) + (p, r ∗ (xy), r ∗ y, y)
− (r ∗ (xy), r ∗ y, x ∗ y, y) + ∂(p, r ∗ (xy), r ∗ y, x ∗ y, y)
= (p, r ∗ x, r, x)− (p, r ∗ x, r, y)
− (p, r ∗ (xy), r ∗ y, x ∗ y) + (p, r ∗ (xy), r ∗ y, y)
− ∂(p, r ∗ x, r, x, y) + ∂(p, r ∗ (xy), r ∗ y, x ∗ y, y)
(3.5)
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for each r ⊗ (x, y) ∈ CR2 (X ;Z[X ]). Here, the third equality follows from equations
(r ∗ (xy), r ∗ y, x ∗ y, y) = (r ∗ x, r, x, y)y = (r ∗ x, r, x, y) in C∆3 (X)GX . Thus, for
any r ⊗ (x, x) ∈ CD2 (X ;Z[X ]), we have
ϕ(r ⊗ (x, x)) = −∂(p, r ∗ x, r, x, x) + ∂(p, r ∗ x2, r ∗ x, x, x).

4. Shadow coloring and fundamental class
In this section, we recall the definition of a shadow coloring. It is known that,
associated with a shadow coloring, we have a class in a second quandle homology
group. This homology class is called the fundamental class of a shadow coloring.
We show that a fundamental class derived from a shadow coloring is determined
by the “conjugacy class” of the shadow coloring.
4.1. Shadow coloring. Let X be a quandle and Y a set equipped with a right
action of the associated group GX . Suppose L is an oriented link in S
3 and D a
diagram of L. An arc coloring of D is a map A : {arcs of D} → X satisfying the
condition illustrated in the left-hand side of Figure 3 at each crossing. If an arc
coloring of D is assigned, a region coloring of D is a map R : {regions of D} → Y
satisfying the condition illustrated in the right-hand side of Figure 3 around each
arc. We call a pair S = (A,R) a shadow coloring of D.
x y
x ∗ y
x
r
rx
Figure 3. Rules for colorings.
Let m1,m2, · · · ,mn be the Wirtinger generators of pi1(S
3 \ L) related to the
arcs α1, α2, · · · , αn of D respectively. Then, associated with an arc coloring A, we
obtain a representation ρA : pi1(S
3 \ L)→ GX which sends each mi to A(αi).
4.2. Fundamental class. For a shadow coloring S, define a chain
C(S) =
∑
c
εcrc ⊗ (xc, yc) ∈ C
Q
2 (X ;Z[Y ]).
Here, the sum runs over all crossings c of D, εc is 1 or −1 depending on whether c
is positive or negative respectively, and xc, yc ∈ X and rc ∈ Y denote colors around
c as depicted in Figure 4. It is straightforward to check that we have the following
lemma.
Lemma 4.1 ([5], [14]). The chain C(S) is a cycle.
Let D′ be another diagram of L obtained from D by a single Reidemeister move.
Then there is a unique shadow coloring S ′ of D′ which coincides with S except for
colors of arcs and regions related to the move.
Lemma 4.2 ([5], [14]). The cycles C(S) and C(S ′) are homologous.
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positive crossing
c
+rc ⊗ (xc, yc)
xc
yc
xc ∗ yc
xc
ycyc
xc ∗ yc
rcrcxc
rcycrcxcyc
rcrcxc
rcycrcxcyc
negative crossing
c
−rc ⊗ (xc, yc)
xc
yc
xc ∗ yc
xc
ycyc
xc ∗ yc
rcrcxc
rcycrcxcyc
rcrcxc
rcycrcxcyc
Figure 4. We assign a square for each crossing.
Proof. A first Reidemeister move adds or subtracts ±r⊗ (x, x) to or from C(S) for
some r ∈ Y and x ∈ X , but ±r⊗(x, x) = 0 in CQ2 (X ;Z[Y ]). A second Reidemeister
move adds or subtracts r ⊗ (x, y) − r ⊗ (x, y) = 0 for some r ∈ Y and x, y ∈ X .
A third Reidemeister move adds ±∂(r ⊗ (x, y, z)) to C(S) for some r ∈ Y and
x, y, z ∈ X (see Figure 5), therefore it does not change the homology class. 
x y z
y ∗ z (x ∗ y) ∗ zz
x y z
y ∗ z (x ∗ y) ∗ zz
x
y
z
z
(x ∗ y) ∗ z
y ∗ z
x
y
z
z
(x ∗ y) ∗ z
y ∗ z
r
rx
rz
rxy
ryz
rxyz
r
rx
rz
rxy
ryz
rxyz
Figure 5. The effect of a third Reidemeister move is identified
with an addition of the boundaries of a 3-cube.
We call the homology class [C(S)] ∈ HQ2 (X ;Z[Y ]) a fundamental class derived
from S.
4.3. We devote the remaining of this section to show the following theorem.
Theorem 4.3. Let X be a quandle, GX the associated group of X, and Y a set
equipped with a right action of GX . Suppose L is an oriented link in S
3, D a
diagram of L, and S = (A,R) a shadow coloring of D with respect to X and
Y . If GX acts on Y transitively, then a fundamental class [C(S)] derived from
S does not depend on the choice of R. Further, if the natural map X → GX is
injective, then [C(S)] is determined by the conjugacy class of the representation
ρA : pi1(S
3 \ L)→ GX derived from A.
To prove Theorem 4.3, we first show the following lemma. For any r ∈ Y , let Rr
denote a region coloring of D sending the region containing the point at infinity to
r. Remark that Rr surely exists and is unique.
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Lemma 4.4. For any r ∈ Y and w ∈ X, C((A,Rr)) and C((A,Rrw)) are homol-
ogous.
Proof. We first consider a region coloring of D with respect to GX instead of Y . For
any h ∈ GX , let R
GX
h denote a region coloring of D with respect to GX sending
the region containing the point at infinity to h. Assume that C((A,RGX1 )) =∑
c εcgc ⊗ (xc, yc) for some gc ∈ GX . Here, xc, yc ∈ X denote colors around a
crossing c of D with respect to A. Then it is routine to check that C((A,RGXh )) =∑
c εchgc ⊗ (xc, yc).
Define a homomorphism ζ : CQ1 (X,Z[GX ]) → C
Q
2 (X,Z[GX ]) by ζ(g ⊗ (x)) =
g ⊗ (w ∗ g, x). Then
∂
(∑
c
εcgc ⊗ (w ∗ gc, xc, yc)
)
=
∑
c
εc{− gc ⊗ (xc, yc) + gc(w ∗ gc)⊗ (xc, yc)
+ gc ⊗ (w ∗ gc, yc)− gcxc ⊗ ((w ∗ gc) ∗ xc, yc)
− gc ⊗ (w ∗ gc, xc) + gcyc ⊗ ((w ∗ gc) ∗ yc, xc ∗ yc)}
=− C((A,RGX1 )) + C((A,R
GX
w ))
+
∑
c
εc{ζ(gc ⊗ (yc)− gcxc ⊗ (yc)− gc ⊗ (xc) + gcyc ⊗ (xc ∗ yc))}
=− C((A,RGX1 )) + C((A,R
GX
w ))− ζ(∂(
∑
c
εcgc ⊗ (xc, yc)))
=− C((A,RGX1 )) + C((A,R
GX
w ))− ζ(∂C((A,R
GX
1 )))
=− C((A,RGX1 )) + C((A,R
GX
w )).
(4.1)
Here, the second equality follows from the relations gc(w ∗gc) = wgc, (w ∗gc)∗xc =
w∗(gcxc), and (w∗gc)∗yc = w∗(gcyc). The last equality follows since C((A,R
GX
1 ))
is a cycle.
Define a chain map η : CQn (X,Z[GX ])→ C
Q
n (X,Z[Y ]) by η(g⊗(x1, x2, · · · , xn)) =
rg⊗ (x1, x2, · · · , xn). Remark that η(C((A,R
GX
h ))) = C((A,Rrh)). Applying η to
(4.1), we obtain
∂
(∑
c
εcrgc ⊗ (w ∗ gc, xc, yc)
)
= − C((A,Rr)) + C((A,Rrw)).
Therefore, C((A,Rr)) and C((A,Rrw)) are homologous. 
Let α1, α2, · · · , αn again be the arcs ofD, and β1, β2, · · · , βm be the regions ofD.
It is easy to see that, for any arc coloring A and g ∈ GX , a map Ag : {arcs of D} →
X sending αi to A(αi) ∗ g is also an arc coloring. Similarly, for any region coloring
R, a map Rg : {regions of D} → Y sending βj to R(βj)g is also a region coloring.
Lemma 4.5. For any w ∈ X, C((A,R)) and C((Aw,Rw)) are homologous.
Proof. Define a homomorphism θ : CQ1 (X,Z[Y ]) → C
Q
2 (X,Z[Y ]) by θ(r ⊗ (x)) =
r⊗ (x,w). Suppose xc, yc ∈ X and rc ∈ Y are colors around a crossing c of D with
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respect to a shadow coloring (A,R). Then
∂
(∑
c
εcrc ⊗ (xc, yc, w)
)
=
∑
c
εc{−rc ⊗ (yc, w) + rcxc ⊗ (yc, w) + rc ⊗ (xc, w) − rcyc ⊗ (xc ∗ yc, w)
− rc ⊗ (xc, yc) + rcw ⊗ (xc ∗ w, yc ∗ w)}
= θ
(∑
c
εc{−rc ⊗ (yc) + rcxc ⊗ (yc) + rc ⊗ (xc)− rcyc ⊗ (xc ∗ yc)}
)
− C((A,R)) + C((Aw,Rw))
= θ(∂C((A,R))) − C((A,R)) + C((Aw,Rw))
=− C((A,R)) + C((Aw,Rw)).
Here, the last equality follows since C((A,R)) is a cycle. Therefore, C((A,R)) and
C((Aw,Rw)) are homologous. 
Proof of Theorem 4.3. If GX acts on Y transitively, then the homology class [C(S)]
does not depend on the choice of R by Lemma 4.4.
Let A and A′ be two arc colorings such that ρA′ = g
−1ρAg for some g ∈ GX .
Since g−1ρAg = ρAg, we have A
′ = Ag if the natural map X → GX is injective. On
the other hand, C((A,R)) and C((Ag,Rg)) are homologous by Lemma 4.5. 
Remark 4.6. We have obtained a cycle C(S) ∈ CQ2 (X,Z[Y ]) derived from a shadow
coloring S. Conversely, extending the work of Carter et al. [5], we can show that,
for any cycle C ∈ CQ2 (X,Z[Y ]), there is a link diagram D on an orientable surface
and a shadow coloring S of D with respect to X and Y such that C(S) = C.
Further, we can show that a fundamental class [C(S)] ∈ HQ2 (X,Z[Y ]) does not
depend on the choice of a region coloring in the same line.
Remark 4.7. Similar claims of Lemma 4.5 are proved by Etingof and Gran˜a [8],
and Niebrzydowski and Przytycki [20].
5. Quandle consisting of all parabolic elements of PSL(2,C)
In this section, we define a quandle P consisting of all parabolic elements of
PSL(2,C). We see that P is identified with (C2 \ {0})/±.
5.1. Let P be the set of all parabolic elements of PSL(2,C), then P is closed under
conjugations. Thus, P is a conjugation quandle with x∗y = y−1xy for any x, y ∈ P .
Let GP be the associated group of P . The natural inclusion P → PSL(2,C) induces
a homomorphism ξ : GP → PSL(2,C). Since PSL(2,C) is generated by parabolic
elements, ξ is surjective.
Let L be an oriented link in S3, D a diagram of L, and A an arc coloring of
D with respect to P . Recall that we have a representation ρA : pi1(S
3 \ L) →
GP derived from A. The composition ξ ◦ ρA : pi1(S
3 \ L) → PSL(2,C) sends
meridians to parabolic elements. We call a representation of pi1(S
3 \ L) parabolic
if it sends each meridian to a parabolic element of PSL(2,C). Thus ξ ◦ ρA is a
parabolic representation. Conversely, let ρ : pi1(S
3 \L)→ PSL(2,C) be a parabolic
representation. We can define an arc coloring Aρ satisfying ξ ◦ ρAρ = ρ.
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The associated group GP obviously acts on P transitively. Further the first
author [11] showed that for any conjugation quandle X , the natural map X → GX
is injective. Therefore [C(S)] is completely determined by the conjugacy class of
ξ ◦ ρA.
5.2. Let (C2\{0})/± be the quotient of C2\{0} by the equivalence relation v ∼ −v.
Since each element of P has a presentation(
a b
c d
)−1(
1 1
0 1
)(
a b
c d
)
=
(
1 + cd d2
− c2 1− cd
)
for some
(
a b
c d
)
∈ PSL(2,C), we can identify P with (C2 \ {0})/± by
(
α β
)
↔
(
1 + αβ β2
−α2 1− αβ
)
.
The binary operation on P induces a binary operation on (C2 \ {0})/± given by(
α β
)
∗
(
γ δ
)
=
(
α β
)(1 + γδ δ2
− γ2 1− γδ
)
.
Since PSL(2,C) usually acts on (C2 \ {0})/± from left, we write it in the following
form
(5.1)
(
α
β
)
∗
(
γ
δ
)
=
(
1 + γδ − γ2
δ2 1− γδ
)(
α
β
)
.
The inverse operation is given by
(5.2)
(
α
β
)
∗−1
(
γ
δ
)
=
(
1− γδ γ2
− δ2 1 + γδ
)(
α
β
)
.
Remark 5.1. The set C2 \ {0} is also a quandle with a binary operation given by
(5.1) for
(
α
β
)
,
(
γ
δ
)
∈ C2 \ {0}. A natural projection C2 \ {0} → (C2 \ {0})/± is a
two-to-one quandle homomorphism.
6. Extended Bloch group
In this section, we recall the definition of the extended Bloch group B̂(C) by
Neumann [18].
6.1. Bloch group. Let H3 be the 3-dimensional hyperbolic space. The Riemann
sphere CP 1 can be regarded as the ideal boundary of H3. PSL(2,C) acts on CP 1
by linear fractional transformations and it extends to an action on H3 as the group
of orientation preserving isometries. An ideal tetrahedron is the convex hull of four
distinct ordered points of CP 1 in H3. An ideal tetrahedron with ordered vertices
z0, z1, z2, z3 is parametrized by the cross ratio
[z0 : z1 : z2 : z3] =
z3 − z0
z3 − z1
z2 − z1
z2 − z0
.
The cross ratio satisfies [gz0 : gz1 : gz2 : gz3] = [z0 : z1 : z2 : z3] for any g ∈
PSL(2,C). Let [zizj ] be the edge of the ideal tetrahedron spanned by zi and zj.
Take {i, j, k, l} to be an even permutation of {0, 1, 2, 3}. We define the complex
parameter [zi, zj ] of the edge by the cross ratio [zi : zj : zk : zl]. This parameter
only depends on the choice of the edge [zizj ]. We can easily observe that the
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opposite edge has the same complex parameter. If the complex parameter of the
edge [z0z1] (or [z2z3]) is z, then the complex parameter of the edge [z1z2] (or [z0z3])
is 11−z , and the complex parameter of the edge [z1z3] (or [z0z2]) is 1−
1
z
.
The pre-Bloch group P(C) is an abelian group generated by symbols [z], z ∈
C \ {0, 1}, subject to the relation
[x]− [y] + [y/x]−
[
1− x−1
1− y−1
]
+
[
1− x
1− y
]
= 0, x, y ∈ C \ {0, 1}.
This relation is called the five term relation. This is equivalent to the relation∑4
i=0(−1)
i[z0 : · · · : ẑi : · · · : z4] = 0, where z0, . . . , z4 are distinct five points of
CP 1. We define a map λ : P(C)→ C∗ ∧Z C
∗ by [z]→ z ∧ (1− z). The Bloch group
B(C) is the kernel of λ.
6.2. Extended Bloch group. In this paper, we define the logarithm Log(z) by
log |z| + i arg(z) with −pi < arg(z) ≤ pi. Let P be C\{0, 1} cut along the lines
(−∞, 0) and (1,∞). There are two copies of these cut lines in P . We denote a
point on these lines by x+ 0i (respectively x− 0i) if the point on the boundary of
upper (respectively lower) half space. We construct Ĉ by gluing P × Z × Z along
their boundaries by
(x+ 0i, p, q) ∼ (x− 0i, p+ 2, q) for each x ∈ (−∞, 0),
(x+ 0i, p, q) ∼ (x− 0i, p, q + 2) for each x ∈ (1,∞).
Ĉ consists of four componentsX00,X01,X10 andX11, whereXε1ε2 is the component
with p ≡ ε1 and q ≡ ε2 mod 2. Each component is the universal abelian cover
of C\{0, 1} and is considered as the Riemann surface of the multivalued function
(log(z),− log(1−z)). In fact, the map (z; p, q) 7→ (Log(z)+2ppii,−Log(1−z)+2qpii)
is a well-defined map from Ĉ to C2.
The extended pre-Bloch group is an abelian group generated by elements of Ĉ
subject to some relations. To describe the relations, we need some definitions.
Definition 6.1. Let ∆ be an ideal tetrahedron with cross ratio z. A combinatorial
flattening of ∆ is a triple of complex numbers (w0, w1, w2) of the form
(w0, w1, w2) = (Log(z)+ ppii,−Log(1− z)+ qpii,−Log(z)+Log(1− z)− ppii− qpii)
for some p, q ∈ Z.
We call w0 the log-parameter of the edge [z0z1] (or [z2z3]), w1 of the edge [z1z2]
(or [z0z3]) and w2 of the edge [z1z3] (or [z0z2]). We denote the log-parameter of an
edge E by lE . We relate a combinatorial flattening with an element of Ĉ by the
following map:
(z; p, q) 7→ (Log(z) + ppii,−Log(1 − z) + qpii,−Log(z) + Log(1 − z)− ppii− qpii).
This map is a bijection ([18], Lemma 3.2).
Consider the boundary of the ideal 4-simplex spanned by z0, z1, z2, z3, z4. Let
(wi0, w
i
1, w
i
2) be a combinatorial flattening of the ideal tetrahedron (z0, . . . , ẑi, . . . , z4).
The flattenings of these tetrahedra are said to satisfy flattening condition if for each
edge the signed sum of log parameters is zero. There are ten edges [zizj] and each
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edge belongs to exactly three ideal tetrahedra. The flattening condition is equiva-
lent to the following ten equations:
(6.1)
[z0z1] : w
2
0 − w
3
0 + w
4
0 = 0 [z0z2] : −w
1
0 − w
3
2 + w
4
2 = 0
[z1z2] : w
0
0 − w
3
1 + w
4
1 = 0 [z1z3] : w
0
2 + w
2
1 + w
4
2 = 0
[z2z3] : w
0
1 − w
1
1 + w
4
0 = 0 [z2z4] : w
0
2 − w
1
2 − w
3
0 = 0
[z3z4] : w
0
0 − w
1
0 + w
2
0 = 0 [z3z0] : −w
1
2 + w
2
2 + w
4
1 = 0
[z4z0] : −w
1
1 + w
2
1 − w
3
1 = 0 [z4z1] : w
0
1 − w
2
2 − w
3
2 = 0
Definition 6.2. The extended pre-Bloch group P̂(C) is an abelian group generated
by elements of Ĉ subject to the following relations:
(i)
∑4
i=0(−1)
i(wi0, w
i
1, w
i
2) = 0, if the flattenings (w
i
0, w
i
1, w
i
2) satisfy flattening
condition.
(ii) (z; p, q) + (z; p′, q′) = (z; p, q′) + (z; p′, q) with p, p′, q, q′ ∈ Z.
The first relation is called the lifted five term relation. The second relation is called
the transfer relation. We denote the class of (z; p, q) in P̂(C) by [z; p, q].
We define a map ν : P̂(C)→ C ∧Z C by
[z; p, q] 7→ (Log(z) + ppii) ∧ (−Log(1− z) + qpii).
The kernel of ν is called the extended Bloch group and denoted by B̂(C).
Let
R(z; p, q) = R(z) +
pii
2
(
qLog(z)− pLog
(
1
1− z
))
−
pi2
6
,
where R(z) is given by
R(z) = −
∫ z
0
Log(1− t)
t
dt+
1
2
Log(z)Log(1− z).
This map is well-defined on P̂(C) up to integer multiple of pi2. So it induces a map
R : P̂(C)→ C/pi2Z.
Theorem 6.3 (Neumann [18], Theorem 12.1). There exists an isomorphism λ :
H3(PSL(2,C);Z) → B̂(C) such that the composition R ◦ λ : H3(PSL(2,C);Z) →
C/pi2Z is the Cheeger-Chern-Simons class.
7. Complex volume in terms of quandle homology
Let G = PSL(2,C) and P be the quandle consisting of all parabolic elements of
PSL(2,C). In this section, we construct a homomorphism
HQ2 (P ;Z[P ]) −→ B̂(C)
along with the work of Dupont and Zickert [7] by using the map ϕ : HQ2 (P ;Z[P ])→
H∆3 (P).
7.1. Let Cn((C
2 \ {0})/±) be the free abelian group generated by (n+1)-tuples of
elements of (C2\{0})/±. Define a map ∂ : Cn((C
2\{0})/±)→ Cn−1((C
2\{0})/±)
by
∂(v0, v1, · · · , vn) =
n∑
i=0
(−1)i(v0, v1, · · · , v̂i, · · · , vn)
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Then ∂ satisfies ∂ ◦ ∂ = 0. The group G acts on Cn((C
2 \ {0})/±) from the left
by g(v0, v1, · · · , vn) = (gv0, gv1, · · · , gvn). Therefore, Cn((C
2 \ {0})/±) is a left
Z[G]-module. Let
Cn((C
2 \ {0})/±)G = Z⊗Z[G] Cn((C
2 \ {0})/±).
We denote the n-th homology group of C∗((C
2 \ {0})/±)G by Hn((C
2 \ {0})/±).
Since P is identified with (C2 \ {0})/±, C∆n (P) is isomorphic to Cn((C
2 \ {0})/±).
Moreover, since GP acts on P by (5.1) and the map GP → PSL(2,C) is surjective,
we can identify C∆n (P)GP with Cn((C
2 \{0})/±)G. Therefore H
∆
n (P) is isomorphic
to Hn((C
2 \ {0})/±).
Let h : (C2 \ {0})/±→ CP 1 be the natural map defined by(
α
β
)
7→
α
β
.
Let Ch 6=n ((C
2\{0})/±) be a subcomplex of Cn((C
2\{0})/±) generated by (v0, . . . , vn)
satisfying h(vi) 6= h(vj) for i 6= j. We let
Ch 6=n ((C
2 \ {0})/±)G = Z⊗Z[G] C
h 6=
n ((C
2 \ {0})/±)
and Hh 6=n ((C
2 \ {0})/±) be the n-th homology group of Ch 6=∗ ((C
2 \ {0})/±)G.
For each vi =
(
αi
βi
)
, vj =
(
αj
βj
)
∈ (C2 \ {0})/± satisfying h(vi) 6= h(vj),
det(vi, vj) = det
(
αi αj
βi βj
)
is non-zero and well-defined up to sign. We fix a sign of det(vi, vj) once and for
all, for example, to satisfy 0 ≤ arg(det(vi, vj)) < pi. Then Log(det(vi, vj)) is well-
defined and satisfies
(7.1) Log(det(gvi, gvj)) = Log(det(vi, vj))
for any g ∈ PSL(2,C). Let (v0, v1, v2, v3) be a generator of C
h 6=
3 ((C
2 \ {0})/±).
Since we have
[h(v0) : h(v1) : h(v2) : h(v3)] =
α0/β0 − α3/β3
α1/β1 − α3/β3
α1/β1 − α2/β2
α0/β0 − α2/β2
= ±
det(v0, v3) det(v1, v2)
det(v1, v3) det(v0, v2)
,
therefore
Log det(v0, v3) + Log det(v1, v2)− Log det(v1, v3)− Log det(v0, v2)
= Log([h(v0) : h(v1) : h(v2) : h(v3)]) + ppii
(7.2)
for some integer p. Similarly, we have
Log det(v0, v2) + Log det(v1, v3)− Log det(v0, v1)− Log det(v2, v3)
= Log([h(v1) : h(v2) : h(v0) : h(v3)]) + qpii
(7.3)
for some q ∈ Z. Define
w0 = Log det(v0, v3) + Log det(v1, v2)− Log det(v0, v2)− Log det(v1, v3),
w1 = Log det(v0, v2) + Log det(v1, v3)− Log det(v0, v1)− Log det(v2, v3),
w2 = Log det(v0, v1) + Log det(v2, v3)− Log det(v0, v3)− Log det(v1, v2).
(7.4)
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By equations (7.2) and (7.3), this gives a combinatorial flattening of the ideal
tetrahedron with cross ratio [h(v0) : h(v1) : h(v2) : h(v3)]. Define a map σ̂ :
Ch 6=3 ((C
2 \ {0})/±)→ P̂(C) by σ̂(v0, v1, v2, v3) = (w0, w1, w2). This induces a map
Ch 6=3 ((C
2 \ {0})/±)G → P̂(C) by (7.1). Since σ̂(∂(v0, . . . , v4)) satisfies the lifted
five term relation, we obtain a map σ̂ : Hh 6=3 ((C
2 \ {0})/±)→ P̂(C). Moreover, the
image of this map is in B̂(C). In fact, the map µ : Ch 6=∗ (C
2\{0}/±)G → C ∧Z C
defined by
(v0,v1, v2) 7→ Log det(v0, v1) ∧ Logdet(v0, v2)
− Log det(v0, v1) ∧ Log det(v1, v2) + Log det(v0, v2) ∧ Log det(v1, v2)
satisfies the following commutative diagram:
Ch 6=3 ((C
2 \ {0})/±)G
σ̂
//
∂

P̂(C)
ν

Ch 6=2 ((C
2 \ {0})/±)G
µ
// C ∧Z C
Therefore, we obtain a map
(7.5) σ̂ : Hh 6=3 ((C
2 \ {0})/±) −→ B̂(C).
Using the cycle relation discussed in [18], we can show the following.
Lemma 7.1. σ̂ : Hh 6=3 ((C
2 \ {0})/±)→ B̂(C) does not depend on the choice of the
sign of det(vi, vj).
Proof. Fix v, w ∈ (C2 \{0})/± satisfying h(v) 6= h(w). Let det′ be the determinant
function ((C2 \ {0})/±)2 → C with another choice of sign defined by
det′(vi, vj) =
{
− det(vi, vj) if {vi, vj} = {v, w},
det(vi, vj) otherwise,
for each vi, vj ∈ C
2 \ {0}/±. Suppose σ̂′ : Hh 6=3 ((C
2 \ {0})/±)→ B̂(C) is the map
associated with det′. It is sufficient to show that σ̂ and σ̂′ are the same.
Suppose C is a cycle of Ch 6=3 ((C
2 \ {0})/±). Let ∆1, · · · ,∆n be the simplices of
C one of whose edges is the edge [vw] spanned by v and w. By the assumption
that C is a cycle, replacing the indices of ∆i if necessary, we may assume that ∆i
is glued to ∆i+1 along one of the two faces of ∆i incident to [vw] for each index
i modulo n. We label the two edges other than [vw] of the common face of ∆i
and ∆i+1 as Ti and Bi (for “top” and “bottom”) in such a way that Ti (resp. Bi)
incident to v (resp. w).
By definition, the difference between Logdet′(v, w) and Log det(v, w) is ±pii.
Therefore, by (7.4),
• the log-parameters of σ̂′(∆i) at Bi and its opposite edge in ∆i are ∓pii of
those of σ̂(∆i),
• the log-parameters of σ̂′(∆i) at Ti and its opposite edge in ∆i is ±pii of
those of σ̂(∆i),
• the log-parameter of σ̂′(∆i) at the edge [vw] is equal to that of σ̂(∆i).
Further, the sum of the log-parameters around [vw] of σ̂(∆i) is zero. In this case,
according to Lemma 6.1 of [18], σ̂′(C) is equal to σ̂′(C) in P̂(C). 
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7.2. In Section 3, we have constructed a map ϕ : HQ2 (P ;Z[P ]) → H
∆
3 (P). Thus,
if we have a map from H∆3 (P), which is isomorphic to H3((C
2 \ {0})/±), to B̂(C),
we obtain an element of the extended Bloch group B̂(C) associated with a shadow
coloring. We do not directly construct a map from H3((C
2 \ {0})/±) to B̂(C),
instead we prove Proposition 7.3. Before stating it, we need a simple observation.
Lemma 7.2. The homomorphism Hh 6=n ((C
2\{0})/±)→ Hn((C
2\{0})/±) induced
from the inclusion is injective for n ≥ 1.
Proof. For any x0, x1 ∈ (C
2 \ {0})/±, we fix y(x0, x1) ∈ (C
2 \ {0})/± so that
h(y(x0, x1)) is different from h(x0) and h(x1). Since the map h is G-equivariant,
we can choose y(x0, x1) to satisfy y(gx0, gx1) = gy(x0, x1) for g ∈ G. For any triple
x0, x1, x2 ∈ (C
2 \{0})/±, we fix y(x0, x1, x2) ∈ (C
2 \{0})/± so that h(y(x0, x1, x2))
is different from h(xi) and h(y(xi, xj)) for all i, j. We can also assume that y is
G-equivariant. Inductively, fix y(x0, · · · , xn) ∈ (C
2 \ {0})/± in a G-equivariant
way so that h(y(x0, · · · , xn)) is different from h(y(xi0 , · · · , xik)) for any subset
{xi0 , . . . , xik} of {x0, . . . xn}. We can assume that y(xσ(0), · · · , xσ(n)) = y(x0, · · · , xn)
for any permutation σ of {0, . . . n}.
By abuse of notation, we denote y(x0, · · · , xn) by x01···n for an n-tuple of points
x0, · · · , xn. We define a barycentric subdivision map bn : Cn((C
2 \ {0})/±) →
Ch 6=n ((C
2 \ {0})/±) by
bn((x0, · · · , xn)) =
∑
σ∈Sn+1
sgn(σ)(xσ(0), xσ(0)σ(1), · · · , xσ(0)···σ(n)).
This is a chain map of Z[G]-module chain complexes. We remark that Ch 6=0 ((C
2 \
{0})/±) = C0((C
2 \ {0})/±) and b0 is the identity map. Let K be the kernel
of the augmentation map Ch 6=0 ((C
2 \ {0})/±) → Z. Since the augmented chain
complex of (Ch 6=n ((C
2 \ {0})/±), ∂n) is acyclic, K ∼= Im(∂1) ∼= Coker(∂2). Since
Ch 6=n ((C
2 \ {0})/±) is a free PSL(2,C)-module for n ≥ 1,
· · · → Ch 6=2 ((C
2 \ {0})/±)→ Ch 6=1 ((C
2 \ {0})/±)→ K → 0
is a free resolution of K. The composition of the inclusion Ch 6=n ((C
2 \ {0})/±)→
Cn((C
2 \ {0})/±) and the barycentric subdivision map is the identity at K, the
induced map Hh 6=n ((C
2 \ {0})/±) → Hn((C
2 \ {0})/±) → Hh 6=n ((C
2 \ {0})/±) is
an isomorphism for n ≥ 1. Thus Hh 6=n ((C
2 \ {0})/±) → Hn((C
2 \ {0})/±) is an
injection for n ≥ 1. 
Thus we can ask whether or not the image of ϕ : HQ2 (P ;Z[P ]) → H
∆
3 (P) is in
Hh 6=3 ((C
2 \ {0})/±).
Proposition 7.3. Let C be a cycle of CQ2 (P ;Z[P ]). Then the image [ϕ(C)] is in
Hh 6=3 ((C
2 \ {0})/±). As a result we obtain a homomorphism
ψ : HQ2 (P ;Z[P ]) −→ H
h 6=
3 ((C
2 \ {0})/±).
Proof. Let C be a cycle of CQ2 (P ;Z[P ]). Then there is a shadow coloring S of a
link diagram D on an orientable surface satisfying C(S) = C (Remark 4.6). We
assume that C(S) =
∑
c εcrc ⊗ (xc, yc). Here, c represents a crossing of D, εc is 1
or −1 depending on whether c is positive or negative respectively, and xc, yc and
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rc denote colors around c with respect to S as illustrated in Figure 4. By (3.5), we
have
ϕ
([∑
c
εcrc ⊗ (xc, yc)
])
=
[∑
c
εc((p, rc, xc, yc)− (p, rc ∗ xc, xc, yc)
− (p, rc ∗ yc, xc ∗ yc, yc) + (p, rc ∗ (xcyc), xc ∗ yc, yc))
]
(7.6)
=
[∑
c
εc((p, rc ∗ xc, rc, xc)− (p, rc ∗ xc, rc, yc)
− (p, rc ∗ (xcyc), rc ∗ yc, xc ∗ yc) + (p, rc ∗ (xcyc), rc ∗ yc, yc))
]
.
Recall that the homology class [C(S)] ∈ HQ2 (P ;Z[P ]) does not depend on the choice
of a region coloring (Theorem 4.3 and Remark 4.6), and the homomorphism ϕ does
not depend on the choice of p ∈ P (Proposition 3.3). We can change the region
coloring {rc}c ⊂ P and the point p ∈ P so that the simplices appeared in the fourth
and fifth lines of (7.6) do not degenerate as follows. Recall that a region coloring
is uniquely determined by the color, say r, of one region. If we replace r so that
h(r) is away from the fixed points corresponding to the meridians, then {h(rc)}c
does not intersect the fixed points of the arc colors since each h(rc) lies in the orbit
of h(r) under the action of the arc colors. Now we have h(rc) 6= h(rc ∗ xc). In
fact, if h(rc) = h(rc ∗ xc), then h(rc) = xch(rc) by (5.1). Thus h(rc) must be the
fixed point of xc, which implies h(rc) = h(xc). This contradicts the choice of r.
Hence (h(rc ∗ xc), h(rc), h(xc)) and (h(rc ∗ xc), h(rc), h(yc)) are distinct triples of
points in CP 1. We can also show that (h(rc ∗ (xcyc)), h(rc ∗ yc), h(xc ∗ yc)) and
(h(rc ∗ (xcyc), h(rc ∗ yc), h(yc)) are distinct triples. If we further choose p so that
h(p) is away from these points, then
(h(p), h(rc ∗ xc), h(rc), h(xc)), (h(p), h(rc ∗ xc), h(rc), h(yc)),
(h(p), h(rc ∗ (xcyc)), h(rc ∗ yc), h(xc ∗ yc)), (h(p), h(rc ∗ (xcyc)), h(rc ∗ yc), h(yc))
are non-degenerate tetrahedra for all c. 
Remark 7.4. In the proof of Proposition 7.3, ϕ(C(S)) may contain degenerate ideal
tetrahedra in general, so we need to change ϕ(C(S)) by (7.6). (In this paper, we
mean that an ideal tetrahedron is degenerate if two of their ideal vertices coincide.
In this sense, a flat tetrahedron is non-degenerate unless the associated cross ratio
is equal to 0 or 1.) For example, if we give an arc coloring A by one element of P
(in this case ρA is a reducible representation), then we can not separate the points
h(xc) and h(yc) whatever the region coloring is. But we can choose an appropriate
region coloring to separate h(rc), h(rc ∗ xc) and h(xc) as in the proof. We will see
in §7.4 that the change given by (7.6) corresponds to a retriangulation of the link
complement (see Figure 8). The point is that we can change the colors correspond-
ing to the bottom vertex in Figure 8 not freely but in a well-controlled way. We
also remark that the modified triangulation is still not an ideal triangulation in the
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usual sense. It has two non-ideal points, which are called the north and south poles
in [21]. Thus Proposition 7.3 does not give a non-degenerate ideal triangulation in
the usual sense.
By Proposition 7.3, we obtain a cohomology class
[cvol] ∈ H2Q(P ; Hom(Z[P ],C/pi
2Z))
defined by 〈cvol, C〉 = R(σ̂(ψ([C]))) for C ∈ CQ2 (P ;Z[P ]). Here R : B̂(C)→ C/pi
2Z
is the map defined in Section 6. This cohomology class [cvol] gives the complex
volume of a hyperbolic link as follows.
Let L be an oriented link in S3. Let D be a diagram of L and S = (A,R) a
shadow coloring of D with respect to P . Recall that, associated with a shadow
coloring S, we have a parabolic representation ξ ◦ ρA : pi1(S
3 \ L) → PSL(2,C)
where ξ : GP → PSL(2,C) be the surjective homomorphism induced by the natural
inclusion P → PSL(2,C). On the other hand, the shadow coloring S determines a
cycle [C(S)] in HQ2 (P ,Z[P ]).
Theorem 7.5. Suppose L is an oriented link in S3 and S = (A,R) a shadow
coloring of a diagram of L with respect to P. Then σ̂(ψ([C(S)])) ∈ B̂(C) is equal
to the invariant defined by Neumann. If L is hyperbolic and A corresponds to the
discrete faithful representation ξ ◦ ρA : pi1(S
3 \ L)→ PSL(2,C), then
〈[cvol], [C(S)]〉 = i(Vol(S3 \ L) + iCS(S3 \ L)),
where CS(S3 \L) is Meyerhoff’s extension of the Chern-Simons invariant to cusped
hyperbolic manifolds in [16].
Theorem 7.5 enables us to compute the complex volume of a hyperbolic link only
from a link diagram (see Section 8 for actual computations). To prove Theorem
7.5, we review the work of Neumann [18] in the next subsection.
Remark 7.6. Recall that the fundamental class [C(S)] ∈ HQ2 (P ;Z[P ]) derived from
a shadow coloring S is determined by the conjugacy class of ξ ◦ ρA. Therefore,
σ̂(ψ([C(S)])) ∈ B̂(C) is clearly an invariant of oriented links with parabolic repre-
sentations. If we reverse the orientation of a component of the link, there exists an
arc coloring which induces the same representation ξ ◦ ρA : pi1(S
3 \L)→ PSL(2,C)
by assigning to each arc αi of the component the inverse of A(αi). We do not
know whether [C(S)] ∈ HQ2 (P ;Z[P ]) depends on the orientation of the link. But
σ̂(ψ([C(S)])) ∈ B̂(C) does not depend on the orientation of the link.
7.3. Let P be the subgroup of G consisting of upper triangular matrices with 1
on the diagonal. Let BG and BP be the classifying spaces of G and P as discrete
groups respectively. Neumann showed that the long exact sequence for the pair
(BG,BP ) is simplified to the short exact sequence
0 −→ H3(BG;Z) −→ H3(BG,BP ;Z) −→ H2(BP ;Z) −→ 0,
and there is a splitting
s : H3(BG,BP ;Z) −→ H3(BG;Z).
Let M be a compact oriented 3-manifold and ρ be a representation of pi1(M)
into PSL(2,C) which sends each peripheral subgroup to a parabolic subgroup, i.e.
a conjugate of P . For each peripheral subgroup Hi, take an element gi satisfying
g−1i ρ(Hi)gi ⊂ P . Zickert called a choice of such elements a decoration of ρ and
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showed that a pair of ρ and a decoration determines a fundamental class F in
H3(BG,BP ;Z) [22, Theorem 5.13].
On the other hand, there is an ideal triangulation of M which induces the rep-
resentation ρ by a developing map. Neumann defined in [18] (see also [22]) an
invariant β̂(M) ∈ B̂(C) for such an ideal triangulation and showed that it only de-
pends onM and ρ. This β̂(M) coincides with s(F ) under the isomorphism λ. (Thus
s(F ) ∈ H3(BG;Z) does not depend on the choice of the decoration.) Theorem 7.5
means that σ̂(ψ([C(S)])) is equal to β̂(M).
Let L be a hyperbolic link in S3 and N(L) a regular neighborhood of L. For
M = S3 \ N(L) and the discrete faithful representation ρ : pi1(M) → PSL(2,C),
R(λ(s(ρ∗([M,∂M ])))) is equal to i(Vol(S
3 \L) + iCS(S3 \L)) [18, Corollary 14.6].
We will recall the definition of β̂ in detail. Let K be a CW-complex obtained
by gluing 3-simplices along their faces. Let K(i) be the i-skeleton of K. Suppose
N(K(0)) is a regular neighborhood ofK(0). By definition, K \N(K(0)) is a compact
3-manifold with boundary. We denote it by M . The complex K is called an ideal
triangulation of M . We assume that the manifold M has an orientation. We
further assume that each 3-simplex has an ordering of the vertices so that these
orderings agree on common faces. The ordering of vertices enables us to define a
combinatorial flattening for each 3-simplex of K. Let ∆i be the 3-simplices of K.
If the vertex ordering of ∆i coincides with the orientation of the manifold M , let
εi = 1, if not, εi = −1.
Let zi ∈ C \ {0, 1} be the complex parameter of ∆i. We assume that zi satisfies
the gluing condition, i.e. the product of complex parameters around any 1-simplex
of K is 1. Then the developing map constructed from zi induces a PSL(2,C)-
representation of pi1(M). Assign a combinatorial flattening [zi; , pi, qi] to each ∆i.
The log-parameter of an edge E of ∆i has a form Log(w) + spii with w ∈ C \ {0, 1}
and some integer s. We denote δE ≡ s mod 2, in other words,
δE ≡

pi mod 2 if the edge E corresponds to zi,
qi mod 2 if the edge E corresponds to
1
1−zi
,
pi + qi + 1 mod 2 if the edge E corresponds to 1−
1
zi
.
for [zi; pi, qi].
Let γ be a closed path in K. We call γ normal if γ does not meet any 0-simplex
or 1-simplex and intersects with each 2-simplex transversely. We can deform any
path to be normal. When a normal path γ through a 3-simplex, entering and
departing at different faces, there is a unique edge E of the 3-simplex between the
faces. We say that γ passes this edge E.
Let γ be a normal path in K. The parity along γ is the sum∑
E
δE mod 2
of the parities of all the edges E that γ passes.
Let γ be a normal path on a small neighborhood of a 0-simplex of K. Let i(E)
be the index i of the simplex to which the edge E belongs. The log-parameter along
γ is the sum ∑
E
±εi(E)lE ,
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where E runs all the edges that γ passes through and the sign ± is + or − according
as the edge E is passed in a counterclockwise or clockwise as viewed from the vertex.
Definition 7.7 ([18], [22]). A flattening [zi; pi, qi] of K is called
• strong flattening, if the log-parameter along any normal path on a neigh-
borhood of any 0-simplex is zero and the parity along any normal path in
K is zero;
• semi-strong flattening, if the log-parameter along any normal path on a
neighborhood of any 0-simplex is zero.
For a strong flattening [zi; pi, qi], Neumann defined an element
β̂(M) =
∑
i
εi[zi; pi, qi].
Proposition 7.8 (Lemma 10.1 of [18]). The choice of strong flattening of K does
not affect the resulting element β̂(M) =
∑
i εi[zi; pi, qi].
We will use the following proposition later.
Proposition 7.9 (Corollary 5.4 of [18]). For a normal path in a neighborhood of a
0-simplex, if the flattening condition for log-parameters is satisfied, then so is the
parity condition.
7.4. Proof of Theorem 7.5. As discussed in §7.3, we only have to show that
there exists an ideal triangulation of S3\L with a strong flattening which represents
σ̂(ψ([C(S)])).
Choose and fix two points a, b ∈ S3 \ L. Put the link diagram D on a 2-sphere
which divides S3 into two connected components containing a or b respectively.
Take a dual graph of D on the 2-sphere, and consider its suspension with respect
to a and b. Then S3 \ L is decomposed into thin regions, each of which further
decomposed into four pieces Pci as depicted in Figure 6. Compressing shaded faces
into edges (then each of the edges α and β degenerates into a point), we obtain an
ideal triangulation K of S3 \ L (see also [10]). We remark that this decomposition
of S3 \ (L ∪ {two solid balls}) coincides with the one shown in [21].
First, we assume that ϕ(C(S)) is in Ch 6=3 (C
2 \ {0})/±)G. Recall that ϕ(C(S)) is
given by ∑
c
εc((p, rc, xc, yc)− (p, rc ∗ xc, xc, yc)
− (p, rc ∗ yc, xc ∗ yc, yc) + (p, rc ∗ (xcyc), xc ∗ yc, yc)).
We let
[zc1; pc1, qc1] = σ̂((p, rc, xc, yc)),
[zc2; pc2, qc2] = σ̂((p, rc ∗ xc, xc, yc)),
[zc3; pc3, qc3] = σ̂((p, rc ∗ yc, xc ∗ yc, yc)),
[zc4; pc4, qc4] = σ̂((p, rc ∗ (xcyc), xc ∗ yc, yc)).
For each ideal tetrahedron corresponding to Pci, assign an ordering of the vertices
by (a, b, α, β) in Figure 6 and give the combinatorial flattening [zci; pci, qci]. We
can check from Figure 6 that the face parings between Pci preserve the ordering of
the vertices. We can also check that the gluing pattern is compatible with the one
given by the boundary map of Ch 6=3 (C
2 \{0})/±)G (see Figure 7). Thus zci’s satisfy
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a
b
a
b
c
ββ
{
Pc1 (c : positive)
Pc2 (c : negative)
{
Pc2 (c : positive)
Pc1 (c : negative)
{
Pc3 (c : positive)
Pc4 (c : negative)
{
Pc4 (c : positive)
Pc3 (c : negative)
α
α
a
b
a
b
a
b
α
ββ
α
Figure 6. Ideal tetrahedra at the crossing c.
p
p p
p p
rcrc ∗ xc
rc ∗ yc
rc ∗ (xcyc)
xc
yc
yc
yc
xc ∗ yc
xc ∼ xc ∗ yc
rc ∼ rc ∗ xc
∼ rc ∗ yc
∼ rc ∗ (xcyc)
Figure 7. The two upper faces (p, xc, yc) (resp. (p, xc ∗ yc, yc))
are glued in pairs. The lower face (rc, xc, yc) (resp. (rc ∗xc, xc, yc))
is glued to (rc ∗ yc, xc ∗ yc, yc) (resp. (rc ∗ (xcyc), xc ∗ yc, yc)) by the
action of yc.
the gluing condition around any 1-simplex of K and gives the representation ρA via
the developing map. (We refer the reader to [13] for more details on the relation
between the representation and the gluing condition.) Therefore
σ̂(ϕ([C(S)])) =
∑
c
4∑
i=1
εci[zci; pci, qci]
and σ̂(ψ([C(S)])) is a flattening of K.
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p
yc
xc ∼ xc ∗ yc
rc ∼ rc ∗ xc
∼ rc ∗ yc
∼ rc ∗ (xcyc)
p
yc
xc ∼ xc ∗ yc
rc ∼ rc ∗ xc
∼ rc ∗ yc
∼ rc ∗ (xcyc)
Figure 8. The modification given by (7.6) corresponds to the
retriangulation which exchanges the central edge diagonally.
If ϕ(C(S)) is not in Ch 6=3 (C
2\{0})/±)G, we change the triangulation as in Figure
8, which is compatible with the operation given by (7.6). Therefore we can deform
ϕ(C(S)) to be in Ch 6=3 (C
2 \{0})/±)G by replacing the region coloring appropriately
as discussed in the proof of Proposition 7.3.
We show the flattening defined above is a strong flattening.
Proposition 7.10. The flattening of K is a semi-strong flattening.
Proof. We follow the proof of Theorem 6.2 of [22]. Let ∆ = (v0, v1, v2, v3) be a
simplex of K. Denote Log(det(vi, vj)) by cij . Then the log-parameter of the edge
[v0v1] is c03 + c12 − c02 − c13. In other words, the log-parameter of the edge [v0v1]
is a signed sum of cij that do not correspond to [v0v1] nor the opposite edge [v2v3].
Let γ be a normal path on a neighborhood of a 0-simplex of K. As depicted in
Figure 9, the sum of log-parameters along γ cancels out. 
+
−
γ
+
+
+ +
+
+
+
+
−
−
−
−
−
−
−
−
−
+
cancel
cancel
cancel
Figure 9. Cancellation of the log-parameter along γ.
Proposition 7.11. For any normal path γ in K, the parity along γ is zero.
Proof. Let M = K \ N(K(0)). Since the sum of log-parameters around any 1-
simplex ofK is zero, the parity gives an element ofH1(M ;Z/2) = Hom(H1(M),Z/2).
NowM is obtained by a link complement by removing two solid balls, H1(M ;Z/2)
is generated by normal paths on ∂M . So we only have to check that the parity along
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any normal path γ on ∂M is zero. Since K satisfies semi-strong flattening condi-
tion, the log-parameter along any normal path γ on ∂M is zero. By Proposition
7.9, the parity along γ is also zero. 
7.5. n-dimensional hyperbolic volume. We end this section by discussing the
n-dimensional hyperbolic volume. Let Hn be the n-dimensional hyperbolic space
and Isom+(Hn) the group of orientation preserving isometries. Let Pn be the set of
all parabolic elements of Isom+(Hn), then Pn is a conjugation quandle. Since any
parabolic transformation has a unique fixed point on the ideal boundary ∂Hn, we
can define a map Pn → ∂H3 by sending a parabolic element to its fixed point. This
induces a map C∆n (Pn)→ Cn(∂H
3), where Cn(∂H3) is the free abelian group gener-
ated by (n+1)-tuples of elements of ∂Hn. Let voln : Cn(∂H3)→ R be the signed vol-
ume of the convex hull of the n+1 points. Composting these maps, we obtain a map
voln : C
∆
n (Pn)GPn → R since the volume is invariant under isometries. By Stokes’
theorem, voln vanishes on the boundaries of C
∆
n (P). Therefore n-dimensional hy-
perbolic volume gives rise to an n-cocycle in the simplicial quandle cohomology
and also an (n − 1)-cocycle in the rack cohomology Hn−1R (Pn; Hom(Z[Pn],R)) by
Theorem 3.2. Moreover, voln is a quandle cocycle, since the volume is zero if two
ideal vertices coincide. In the case n = 3, this is the quandle cocycle obtained in
[10].
8. Example
In this section, we compute the complex volume of 52 knot, which is hyperbolic,
from a concrete shadow coloring using Theorem 7.5. Define a diagram D of 52 as
depicted in Figure 10.
r7
r5
r6
r3r4
r1
r2
x1
x2
x3
x4
x5
c1
c2
c3 c4
c5
Figure 10. A diagram D of 52 knot.
We first construct a shadow coloring S = (A,R) ofD with respect to (C2\{0})/±
such that the parabolic representation ξ◦ρA : pi1(S
3\52)→ PSL(2,C) derived from
A is discrete and faithful. Suppose x1, x2, · · · , x5 ∈ (C
2 \ {0})/± are colors of arcs
with respect to A (see Figure 10). We let
x1 =
(
1
0
)
, x4 =
(
0
t
)
QUANDLE HOMOLOGY AND COMPLEX VOLUME 25
with some t ∈ C \ {0}, where t is well-defined up to sign. From the relations
x3 = x4 ∗
−1 x1, x2 = x1 ∗ x3, and x5 = x1 ∗
−1 x4 at crossings c1, c3, and c4
respectively (see the left-hand side of Figure 3), we have
x3 =
(
t
t
)
, x2 =
(
t2 + 1
t2
)
, x5 =
(
1
−t2
)
by (5.1) and (5.2). Further, from the relations x5 = x4 ∗ x2 and x3 = x2 ∗ x5 at the
crossings c2 and c5 respectively, we have the relations(
1
−t2
)
=
(
−t(1 + t2)2
t(−t4 − t2 + 1)
)
,
(
t
t
)
=
(
−t4 − t2 + 1
t2(t2 + 1)2
)
.
Thus, t must be equal to 0.56984... or 0.21508...± i1.30714... up to sign. We set
t = 0.21508...− i1.30714...
in the remaining. Then ξ ◦ ρA is in fact discrete and faithful. Let r1, r2, · · · , r7 ∈
(C2\{0})/± denote the colors of regions with respect to R (see Figure 10). Suppose
r1 =
(
1
0
)
. According to the rule depicted in the right-hand side of Figure 3, we
have
r1 =
(
1
0
)
, r2 =
(
1
t2
)
, r3 =
(
−t2 + 1
t2
)
, r4 =
(
t4 − t2 + 1
t4
)
,
r5 =
(
t4 + t2 + 1
t4
)
, r6 =
(
−t6 − t4 + 1
t2(−t4 + 1)
)
, r7 =
(
−t2 + 1
t4
)
.
We next compute 〈[cvol], [C(S)]〉, that is the complex volume of 52 knot. Since
〈[cvol], [C(S)]〉 = R(σ̂(ψ([C(S)]))), we calculate σ̂(ψ([C(S)])) ∈ B̂(C). We let
p =
(
1
−1
)
. It is easy to see that ϕ(C(S)) is not only an element of C3((C
2 \
{0})/±)G but an element of C
h 6=
3 ((C
2\{0})/±)G. Thus, ϕ(C(S)) is a representative
of ψ([C(S)]). For each crossing ci, we have four simplices ∆ci1,∆ci2,∆ci3,∆ci4 ∈
Ch 6=3 ((C
2 \ {0})/±)G derived from ϕ(C(S)) (see Figure 11). Since σ̂(ψ([C(S)])) is
a signed sum of the combinatorial flattenings σ̂(∆cij), it is sufficient to compute
each σ̂(∆cij). For example, σ̂(∆c11) is calculated as follows. By definition,
w0 = Log(det(p, x1)) + Log(det(r4, x3))− Log(det(p, x3))− Log(det(r4, x1))
= Log(1) + Log(t3 − t)− Log(−2t)− Log(t4)
= −0.816912...− i0.444187...,
w1 = Log(det(p, x3)) + Log(det(r4, x1))− Log(det(p, r4))− Log(det(a3, a1))
= Log(−2t) + Log(t4)− Log(2t4 − t2 + 1)− Log(−t)
= −0.344827...+ i0.134887...
Since the complex parameter z of ∆c11 is [p : r4 : x3 : x1] =
t2−1
2t4 , we have
Log (z) = −0.816912...+ i2.69741..., −Log (1− z) = −0.344827...+ i0.134887...
Thus, w0 = Log (z) − pii and w1 = −Log (1− z). Hence, σ̂(∆c11) is [
t2−1
2t4 ,−1, 0].
By a straightforward calculation, we have
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σ̂(∆c11) = [
t2−1
2t4 ;−1, 0], σ̂(∆c12) = [
t2−1
2t2 ; 0, 0],
σ̂(∆c13) = [
t2−1
t4
;−1, 0], σ̂(∆c14) = [
t2−1
t2
; 0, 1]
σ̂(∆c21) = [
2t2+1
t2
; 0,−1], σ̂(∆c22) = [−
2t2+1
t4
; 0, 0],
σ̂(∆c23) = [
(2t2+1)(t2+1)2
t2−1 ; 0,−1], σ̂(∆c24) = [
(2t2+1)(t6+2t4−2)
t2(t2−1) ; 0,−1],
σ̂(∆c31) = [
2t4
t2−1 ; 1, 0], σ̂(∆c32) = [
2t4
t4+t2−1 ; 1, 0],
σ̂(∆c33) = [
2t4
(2t2+1)(t2−1) ; 0, 0], σ̂(∆c34) = [
2t4
(2t2+1)(t4+t2−1) ; 0,−1],
σ̂(∆c41) = [
t2
t2−1 ; 0, 0], σ̂(∆c42) = [−
t2
(t2−1)2 ; 0, 0],
σ̂(∆c43) = [−t
2; 0,−1], σ̂(∆c44) = [
t2
t2−1 ; 0, 0],
σ̂(∆c51) = [
t2−1
2t2+1 ; 0, 0], σ̂(∆c52) = [
t2−1
(2t2+1)(t2+1)2 ; 0, 0],
σ̂(∆c53) = [−
(t2−1)(t4+t2−1)
2t2 ; 0, 0], σ̂(∆c54) = [
(t2−1)(t4+t2−1)
2t2(t6+2t4−2) ; 0, 0].
r4r2
r7
r3
x1
x1
x3
x4
p p
pp
∆c11 = (p, r4,x3,x1)
∆c12 = (p, r2,x3,x1)
∆c13 = (p, r7,x4,x1)
∆c14 = (p, r3,x4,x1)
Figure 11. Four simplices associated with c1.
Evaluating a signed sum of these σ̂(∆cij) with the map R, we have
〈[cvol], [C(S)]〉 = R(σ̂(ψ([C(S)]))) = i(2.82812...− i3.02412...).
Therefore, the complex volume of 52 knot is i(2.82812...−i3.02412...), as is known.
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