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Abstract. This thesis presents five new methods for optical flow
recovery, all utilising colour as well as intensity information from
image sequences. Most work in the field of motion estimation in
the past has used intensity information only. The new methods
are shown to perform well, some of them outperforming common
intensity-only methods.
During this research an application was created to enable the
simple comparison of various optical flow techniques. It features
custom image sequences, synthetic ground-truth creation, custom
pre-filtering, differentiation and optical flow methods (both gray-
scale and colour) and flow analysis through image reconstruction,
density/sparsity analysis, ground-truth analysis and flow visuali-
sation.
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CHAPTER 1
Introduction
The recovery of the apparent motion of an image sequence is a nec-
essary first step for many computer vision applications. Applications
which have utilised motion fields recovered from optical flow techniques
include recovering the structure of a scene[20], tracking objects moving
through a scene[34], scene-cut detection in video sequences [14], as-
sisting in autonomous navigation [28, 27], calculating time-to-contact
[33, 25, 12] and estimation of disparity[30].
One of the most challenging tasks in computer vision is to recover
the three-dimensional structure of a scene given an image sequence.
The first task in all algorithms that tackle this problem is to recover
the motion of points or artifacts through the sequence. These motions
are then used to recover extrinsic and intrinsic camera properties (in
the case of an uncalibrated camera).
The intrinsic properties are those which relate only to the camera,
i.e. the radial distortion, the size of the imaging array and the focal
length. The extrinsic properties are those which describe the motion
(translation and rotation) which the camera undergoes.
The two major methods used to obtain the point correspondences
(or motion of a scene) between images are classified as 1) token (fea-
ture) based or 2) image-intensity (optical-flow) based [24, 21]. Feature-
based matching generally results in a sparse motion field, artifacts such
13
14 1.1 INTRODUCTION
as corners or contours are tracked between images. Dense motion fields
provide displacements for every pixel in the image and, if accurate, can
result in more dense reconstructions of the scene. Although this the-
sis doesn’t concentrate on three-dimensional reconstruction of a scene,
it is a primary motivation of this work. By proposing new methods
for recovering dense correspondence maps between images, it is hoped
that this work will contribute to optical flow based reconstruction al-
gorithms.
Psychological and biological evidence suggests that primates use
at least a combination of feature and optical-flow based methods in
early vision (initial, unintelligent visual processing) [24, 13]. As many
visual systems which occur in nature consist of both rods and cones
(rods being stimulated purely by intensity, cones stimulated by light
over wavelength ranges), it is natural to want to extend current optical
flow techniques, mostly based on gray-scale intensity, to incorporate
the extra information available with colour images.
1. Optical Flow
Recovering optical flow is the most computationally simple method
to calculate a dense motion field representing the apparent motion of
all pixels in a scene. Such a motion field is typified by a vector field, in
which each vector describes the displacement of a pixel in the image.
If the recovered displacement of pixels between images is accurate, this
vector field can be considered a mapping from the first to the second
image.
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Since its inception in the late 1970s, generally attributed to Fen-
nema [15], many methods have been proposed to recover the flow field
of a sequence of images. The methods can be categorised as either
gradient, frequency or correlation based methods. The main focus of
this work is to develop new methods for colour images, including a
simple extension of current gradient based methods to colour images.
Differential methods are the major focus of this work as they generally
perform well with reasonable computational efficiency.
The usual process for recovering optical flow incorporates three
phases. The first stage is low-pass filtering, or smoothing, of the images
in order to remove corruptive noise which results from either aliasing
or signal degradation in the original images. The second stage of the
process is the extraction of data to use in the third stage (optical flow
extraction). The data which is extracted depends on the type of op-
tical flow method. In the case of gradient-based methods the spatio-
temporal gradients are computed and used to recover the optical flow.
In the case of correlation-based methods spatio-temporal derivatives
are unnecessary, because no data need be extracted from the images to
use as extra input.
Nearly all of the work on recovering optical flow from a set of images
has focused on the case of the images being gray-scale, or pre-converted
to gray-scale. With the present environment of many cameras present-
ing images in colour, there is a need for further exploration of the use of
colour images for optical flow computation. Golland presented two al-
gorithms in her thesis[16] and a related paper[17]. Three colour models
were investigated in her work, RGB, normalized RGB and HSV. This
work additionally implements YUV and UCS (CIE) colour models.
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This thesis replicates and extends this early foray into colour optical
flow methods. Six new methods which extend traditional optical flow
methodologies into colour are presented:
• Median of Constraint Line Intersections:
Each point in a three-by-three window centered on the
pixel currently being solved for raises three constraint lines
(one for each plane of the image). The intersection of these
lines are candidate flow vectors. Instead of intersecting each
constraint line with all others (which is computationally ex-
pensive), three intersections are computed at each point, re-
sulting in twenty-seven candidate vectors. The median of this
set is computed and taken as the flow vector of this window.
Using the median (as opposed to the mean) is advantageous
in that its threshold in the presence of outliers is 50%, giving
a solution that is more resistant to outliers than the mean or
the method of least squares.
• Windsorised Mean of Constraint Line Intersections:
This method is the same as Median of Constraint Line In-
tersections, except the Windsorised mean (or Trimmed mean)
is used instead of the median. The Windsorised mean disre-
gards the 20% smallest and largest elements of the set, then
calculates the mean.
• Horn and Schunck Fusion:
This method calculates the optical flow for each plane in-
dependently, using Horn and Schunck’s method. These three
vector fields are then combined either linearly (by taking the
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average of the fields at each point), or by selecting the vectors
with the highest confidence.
• Weighted Least Squares:
This method is an extension of Lucas and Kanade’s method
to calculate optical flow with three colour planes. An over-
determined set of linear equations is formed from the three-by-
three window. This is solved using the technique of Weighted
Least Squares.
• Neighbourhood Least Squares
This method also assumes locally constant flow (as above)
in the locale of the pixel being treated. Its formulation is the
same as Weighted Least Squares, but without the weight ma-
trix. This simple method is shown to perform very well, and
has the advantage of being quite computationally efficient.
• Simple Gaussian Elimination with Pivoting:
In this method the linear system arising from the three
planes is inspected. The rows which seem to lead to stable
linear systems (of two equations) are kept, while the other is
disregarded. Gaussian elimination is then used to solve for a
flow vector.
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2. OFCat: A GUI-Driven, extensible framework for
researchers
As there are multiple low-pass filtering kernels and many methods
to extract gradients from image sequences, assessment of the suitability
of algorithms can be an arduous process. The many applications and
the multitude of algorithms proposed and available suggest the need for
a simple, user-extensible framework for the evaluation of optical flow
techniques on chosen image sequences. The framework that has been
created for this thesis (OFCat: Optical flow comparison and analysis
tool) provides a researcher with many traditional smoothing, gradient
extraction and optical flow extraction methods. OFCat includes error
anaylsis and flow visualisation tools, enabling rapid comparison of the
accuracy or suitability of various techniques. OFCat is a GUI-driven
extensible system; researchers can implement their own algorithms,
modify existing methods and work with their own image sequences.
The application is designed to make it as simple as practically pos-
sible to implement new routines. Routines for smoothing, gradient cal-
culation and optical flow estimation are already provided. Researchers
with their own methods can add them to those already included with
minimal difficulty, making the evaluation of new routines in comparison
with traditional methods more efficient.
The routines are split into those that are performed on colour im-
ages, and those that take gray-scale image sequences as input. The
routines are further categorised as either smoothing, gradient extrac-
tion or optical flow calculation routines.
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Error analysis is made possible in this application by the provision
of four different visualisation aids:
• Image Reconstruction,
• Ground truth analysis (when present),
• Flow visualisation, and
• Sparsity analysis
This document begins with an introduction to optical flow, an
overview of the new techniques presented, and a description of the ap-
plication developed to enable researchers to develop and assess optical
flow techniques with ease. Chapter 2 outlines the theory of optical flow
which is directly relevant to this work and further develops the idea of
optical flow from colour images. The newly presented techniques are
described in detail. Chapter 3, “Implementation”, details the soft-
ware framework developed for researchers and introduces methods of
error analysis. The framework is named Optical Flow Comparison and
Evaluation Tool, abbreviated as OFCat. Methods for error analysis
supported by the application and used to assess the results of opti-
cal flow methods are described. Chapter 4, “Results and Discussion”,
presents the results of the new methods. Comparisons are performed
between new and traditional methods. The comparitive effectiveness
of the new methods is examined. Chapter 5, “Conclusions and Future
work”, summarises the main points raised during the discussion and
proposes lines of future work.

CHAPTER 2
Optical Flow Theory
This chapter briefly introduces optical flow, describing some meth-
ods for its calculation and discusses problems which arise. For an in-
depth review of optical flow techniques, the interested reader is referred
to Barron and Beauchemin [10].
The apparent movement of pixels between two images is the optical
flow. The image of the actual movement of a scene, due to motion of
either objects in the scene or the camera imaging the scene, can be
deemed the ‘motion field’ [35]. The ‘scene flow’ is a three-dimensional
vector field representing the motion of all objects in a scene, in world
coordinates. Optical flow is an image of the ‘scene flow’, and can
therefore arise from any number of different scene flows. When the
calculated optical flow is not an acceptable image of the scene flow, we
can understand this incongruity as arising from either properties of the
scene or error in the optical flow technique.
The properties of the scene which can cause optical flow to be a
poor representation of the correct motion field are:
(1) Large displacement of pixels between images:
Although hierarchical coarse-to-fine strategies generally al-
leviate this problem, most methods avoid implementating them
due to the extra computational cost. Small pixel velocities
can often be assumed. For example, when imaging a scene
21
22 2.0 OPTICAL FLOW THEORY
with a high-speed camera, most velocities will be reduced to
a magnitude that allows recovery using optical flow methods.
A similar case can be made for a slowly-moving camera and a
static scene, or a scene in which objects move with little speed.
(2) Lighting variations in the scene:
Lighting variations in the scene also pose a problem when
attempting to recover the motion field. The next section de-
scribes the brightness conservation equation, the cornerstone
of most optical flow techniques. Variation in the lighting of a
scene will cause pixels to change intensity, and thereby violate
the brightness conservation constraint. All optical flow meth-
ods will find this scenario challenging.
(3) Areas of low variation in intensity or colour (areas with little
texture):
It is possible for the optical flow to be correct for an image
sequence, yet not be the same as the motion field (the image
of the scene flow). An example that illustrates this is a ho-
mogenously textured rotating ball; as the ball rotates around
its centroid there is no perceptible motion. The scene flow will
describe this rotation but the optical flow will not. The opti-
cal flow (the perceived flow of the pixels through the sequence)
indicates no pixel displacements.
(4) Objects occluding or appearing:
When an object occludes another (or itself) during an im-
age sequence, the optical flow is more difficult to calculate.
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The boundary of this occlusion will also be a boundary in the
motion field, two distinct motions should be perceived on ei-
ther side of this boundary. Many traditional optical flow tech-
niques impose either a global or local smoothness constraint
on the optical flow, a constraint which is clearly violated by
the discontinuity evident in this scenario.
Some techniques apply robust statistical methods to the
problem, utilising M-estimators [11], Total Least Squares [36,
5], Least Median of Squares [4] or Trimmed Least Squares [37]
(among others) to attempt to solve this problem of multiple
motions.
Other techniques attempt to find object boundaries using
edge detection [32] or properties of the image gradient [26],
then use this information to treat these areas either separately
or by relaxing constraints.
For an in-depth theoretical treatment of the effects of oc-
clusion in optical flow, see [8, 9, 32].
(5) Transparent or reflective surfaces:
Objects that are partially transparent pose a new prob-
lem to the task of recovering optical flow. The imaged scene
flow will exhibit multiple motions at points corresponding to
transparent objects (one of the partially transparent object
and others arising from objects which are viewed through the
transparent object). This situation contrasts with the previ-
ous problem (objects occluding or appearing), where we have
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multiple motions in a neighbourhood, not at each point. Re-
flective objects also result in multiple motions, a motion de-
scribing the object which is reflecting and a motion describing
the reflected image.
The following sections describe the underlying assumptions of op-
tical flow and methodologies for its computation.
1. Brightness conservation
The purpose of all optical flow methods is to attempt to recover a
vector (dx, dy) for each image point which satisfies
(2.1) I(x, y, t) = I(x+ dx, y + dy, t+ dt)
where I is the image sequence, t is the time, t + dt denotes the next
image in the set, x and y are the coordinates of the image point, and
dx and dy are the horizontal and vertical displacements of the point
in this time. This equation describes brightness conservation. The
brightness, or intensity, of points being imaged is therefore not able to
vary without violating this assumption.
This assumption of constant intensity is used by every method in
all three families of optical flow techniques. These are area, gradient
and phase-based methods. The subsequent sections of this chapter will
focus on the area and gradient-based families. Phase-based methods
are omitted due to their irrelevance to the rest of this work.
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SAD
∑ |A−B|
ZSAD
∑∣∣(A− A)− (B −B)∣∣
NSAD
P |A−B|√P
A2·PB2
ZNSAD
P |(A−A)−(B−B)|qP
(A−A)2·
P
(B−B)2
SSD
∑
(A−B)2
ZSSD
∑((
A− A)− (B −B))2
NSSD
P
(A−B)2√P
A2·PB2
ZNSSD
P
((A−A))−((B−B))2qP
(A−A)2·
P
(B−B)2
CCOR
∑
A ·B
NCCOR
P
A·B√P
A2·PB2
CCOEF
∑(
A− A) · (B −B)
NCCOEF
P
(A−A)·(B−B)qP
(A−A)2·
P
(B−B)2
Table 2.1. Common Matching Metrics and their variants
2. Area methods
Area based approaches to the extraction of optical flow are the most
intuitive and generally the simplest to implement.
A pixel surrounded by an arbitrary neighbourhood (e.g. 3×3 pixel
window centered on the current pixel) is used as a template. The
next image is searched for the best match to this template, where best
matches are defined as either the maxima or minima of a matching
metric. Constraints and heuristics are sometimes employed to speed or
broaden the search. The matching metric is usually chosen from those
listed in Table 2.1
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It is can be seen that these metrics follow an obvious pattern. The three
base metrics (SAD, SSD, CCORR) are modified by any combination
of normalisation and zero-meaning.
The closest match is given by the minima or maxima of the re-
sults after application of the chosen metric. The correlation metrics
(CCORR, NCC, CCOEF, NCCOEF) give closest matches as maxima,
whereas the other metrics present the closest as minima.
When the results of comparing the template to possible displace-
ments are equal, a dilemma arises. Which is to be taken as the best
match? Implementation of area based optical-flow in this work gives
precedence to the smallest displacement (with the best calculated match);
the smallest resultant flow vector. This is achieved by selecting the an-
swer which minimizes
√
u2 + v2, where u and v are the horizontal and
vertical displacements of the best matches.
2.1. Subpixel-Accuracy Correlation. Anandan [3] presented
an optical flow routine which extends the process of correlation, gener-
ally accurate only to pixel resolution, to sub-pixel accuracy. The match-
ing surface, comprising the computed similarity measure at comparison
sites during the search for each template is taken as a new matrix. The
first and second order derivatives of this surface are computed and used
to predict a local minima.
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3. Differential methods
Differential-based optical flow methods are the most common and
subsequently the most researched. They are also simple to extend into
colour gradient-based methods, therefore are the major focus of this
thesis.
The brightness conservation equation (Equation 2.1) is expanded
in a Taylor’s series around the point (x, y, t)
(2.2) I(x+ δx, y + δy, t+ δt) = I(x, y, t) +
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
After substitution of (2.1) into (2.2) and disregarding higher order
terms, we have the well-known optical flow constraint equation
(2.3)
∂I
∂x
u+
∂I
∂y
v +
∂I
∂t
= 0
where u and v are the horizontal and vertical components of the pixel
displacement vector. An alternate representation of this constraint is
(2.4) ∇I · v = −It
The notations It and
∂I
∂t
are used interchangeably to represent the par-
tial derivative of the portion of the image sequence in question (w.r.t.
t, for example) throughout this document. The symbol ∇ is used to
denote differentiation in the spatial domain.
3.1. First-order differential methods. Equation 2.3 represents
an ill-posed problem, as the set of equations is under-determined. There
are two unknowns yet only one equation. To arrive at a solution to
this problem, methods must impose additional constraints on the field
properties.
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The imposed constraint is usually smoothness of the resultant field,
implying that the structure of the scene being imaged is free of discon-
tinuities which result in discontinuous motions. This assumption often
breaks down in real-world situations. When an image sequence con-
tains an object which occludes another progressively, the optical flow
should be discontinuous at the object boundary.
Horn and Schunck [19] were the first to impose a smoothness con-
straint, formulating global roughness as
(2.5) ‖∇u‖22 + ‖∇v‖22
They combined this with 2.3, resulting in a minimization problem
∫
Ω
(∇I · v + It)2 + λ2(‖∇u‖22 + ‖∇v‖22)dx
over a domain Ω. The importance attributed to the smoothness is
controlled by λ (squared so as to force it to be positive). A solution is
two Gauss-Siedel iterative equations,
uk+1 = u¯k −
Ix
(
Ixu¯
k + Iyv¯
k + It
)
α2 + I2x + I
2
y
vk+1 = v¯k −
Iy
(
Ixu¯
k + Iyv¯
k + It
)
α2 + I2x + I
2
y
(2.6)
The denominator here can be precalculated to improve computa-
tional efficiency of this method.
A family of methods exist impose a local as opposed to global
smoothness constraint, assuming constant flow in the neighbourhood
surrounding the pixel being treated. The system of equations repre-
senting the constraint equations for each pixel in the neighbourhood is
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formed as
(2.7) Av = b
where A = [∇I(x1), . . . ,∇I(x2)]>, v is the flow vector to be recovered
and b = −[It(x1), . . . , It(xn)]>. The solution v can be achieved via a
number of methods.
One of the earliest optical flow methods to imply a local smoothness
constraint in this manner is Lucas and Kanade’s method [22]. They
used a weighted least-squares fit to solve for v
(2.8)
∑
x∈Ω
W 2(x) [∇I(x, t) · v + It(x, t)]2
where a weight matrix assigns greater influence to the constraints at
the center than at the edge of the domain. The optimal solution to
this problem in the least squares sense is
v = (A>W 2A)−1A>W 2b
where W = diag[W (x1), . . . ,W (xn)] and A and b are constructed as
per equation 2.3.
Bab-Hadiashar and Suter (among others) presented solutions to
(2.7) utilising robust methods. They recognised that least squares-
based methods perform poorly in the presence of unbalanced outliers
and proposed the use of statistically robust methods. These were based
on Weighted Total Least Squares [5] and Least Median of Squares [4].
These methods reported good accuracy, especially in the presence of
multiple motions arising from motion boundaries. They are quite ex-
pensive (computationally) methods to implement, however.
30 2.4 OPTICAL FLOW THEORY
3.2. Second-order differential methods. The use of constraints
as described above is common to all first-order differential methods.
Second-order methods can avoid the use of constraints by constructing
a Hessian matrix from equation 2.3. Due to the difficulty of accurately
measuring second order derivatives, the accuracy of these methods is
generally worse and more sparse than first order techniques [6].
Second order methods can be constructed,
(2.9)
 Ixx(x, t) Ixy(x, t)
Iyx(x, t) Iyy(x, t)
 v1
v2
+
 Itx(x, t)
Ity(y, t)
 =
 0
0

The linear system formed by equation 2.9 can be solved directly by
gaussian elimination or augmented by incorporating the first-order dif-
ferential constraint (2.3).
Methods for solving this form of over-determined system (two un-
knowns in three equations) are given in the the following section.
4. Optical flow from colour images
Recovering optical flow from colour images seems to have been long
overlooked by researchers in the field of image processing and computer
vision. Ohta [29] mentioned the idea, but presented no algorithms nor
methods. Golland proposed some methods in her thesis [16] and a
related paper [17]. Specifically, she proposed using the three colour
planes to infer three equations, then solving these using standard least
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squares techniques.
∂IR
∂x
u+
∂IR
∂y
v +
∂IR
∂t
= 0
∂IG
∂x
u+
∂IG
∂y
v +
∂IG
∂t
= 0(2.10)
∂IB
∂x
u+
∂IB
∂y
v +
∂IB
∂t
= 0
The other idea proposed by Golland was the concept of “colour con-
servation”. By constructing a linear system to solve from only colour
components, e.g. Hue and Saturation from the HSV colour model,
the illumination is allowed to change, the assumption is now that the
colour, rather than brightness is conserved.
Golland reported satisfactory results of these initial methods.
4.1. Colour Models. Five colour models have been implemented
and tested in this work. Golland investigated RGB, HSV and normal-
ized RGB. This implementation inspects RGB, HSV, YUV, UCS (CIE)
and normalized RGB.
The RGB (Red, Green, Blue) colour model creates colours by addi-
tion from their red, green and blue components. White is represented
as full red, green and blue and black is none of red, green or blue. The
RGB colour model is an instance of tristimulus colour matching. The
three colours from which all others are derived are scarlet red (700nm
wavelength), yellowish green (546nm) and bluish violet (436nm). Any
three colours can be used to create a tristimulus system, but for conven-
tion’s sake, the standard red, green and blue system is generally used
for RGB images. For more on the human visual system and tristimulus
colour models in general, see Golland and Bruckstein [18].
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Normalized RGB is calculated as
(2.11) N = R +G+B, Rn =
R
N
, Gn =
G
N
, Bn =
B
N
each colour being normalized by the sum of all colours at that point.
If the colour value at that point is zero the normalized colour at that
point is taken as zero.
The HSV (Hue, Saturation, Value) model expresses the intensity of
the image (V) independently of the colour (H, S). Optical flow based
purely on V is relying on brightness conservation. Conversely, meth-
ods which are based on H and S rely purely on colour conservation.
Methods which combine the two incorporate both assumptions.
Similar to HSV, the YUV model decomposes the colour as an inten-
sity (Y) and a colour coordinate system (U,V). The difference between
the two models is their description of the colour plane. H and S describe
a vector in polar form, representing the angular and magnitudinal com-
ponents respectively. Y, U and V, however, form an orthogonal three
dimensional space. YUV relates to RGB as per the following equations
Y = 0.2125R + 0.7154G+ 0.0721B
U = B − Y(2.12)
V = R− Y
An alternative to these spaces is CIE 1976 perceptually linear colour
space also known as UCS (Uniform Chromaticity Scale). This colour
system has the advantage that Euclidean distances in colour space cor-
responding linearly to perception of colour or intensity change.
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4.2. Methods. Two obvious methods for arriving at a solution to
the extended brightness conservation equation ( 2.11) are apparent:
• Disregarding one plane so as to solve quickly and directly, us-
ing gaussian elimination, and
• Solving the over-determined system as is, using least squares
methods.
Disregarding one of the planes arbitrarily may throw away data that is
more useful to the computation of optical flow than that which is kept.
However, if speed of the algorithm is of the essence, disregarding one
plane reduces memory requirements and computational cost. Another
possibility is merging two planes and using this as the second equation
in the system. Numerical stability of the solution should be considered
when constructing each system; if badly scaled, the results may be
inaccurate. By using the simple method of pivoting it is possible to
ensure the best possible conditioning of the solution.
Other methods which utilise three colour planes are described in
the subsequent sections.
4.2.1. Neighbourhood Least Squares. A simple neighbourhood least-
squares algorithm, akin to Lucas and Kanade’s [22], though not utilis-
ing weighting, has been implemented. Values in a 3× 3× 3 neighbour-
hood around the center pixel (a 3× 3 neighbourhood from each colour
plane) are incorporated into an over-determined system, Av = b. This
system is then solved using the method of least squares.
4.2.2. Median of constraint line intersections. Least squares gener-
ally performs very well when applied to data of which all tends to agree
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on a solution. If the data contains outliers, however, measurements
which do not coincide with the general consensus will greatly affect the
result. By minimising the squared vertical distance to each point, the
technique of least squares is prone to over-emphasising such outliers.
To avoid this problem with a simple implementation, a median-based
method has been implemented.
At each point in the window around the second pixel, three in-
tersections are calculated. Each point in each image plane gives us
one constraint line. The intersection of these constraint lines is the
optical flow at that pixel, perturbed by noise or poor gradient extrac-
tion [4, 31]. By calculating three intersections per point, for each point
in the window, we arrive at 27 candidate flow vectors. By taking the
median of these vectors, we are ensured that, as long as we have more
than 50% inliers, we will arrive at a sensible approximation to the flow.
This method formulated as follows. For each point a system, Av = b
is created, A having size 54 × 54, b being a column vector of size 54.
Av = b has the form
(2.13)

A1 0 0 · · ·
0 A2 0 · · ·
0 0
. . . 0
0 0 0 A9
v =

b1
b2
...
b9

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where Ai is a 6× 6 matrix of the form
(2.14)
Ai =

Yx(j, k) Yy(j, k) 0 0 0 0
Ux(j, k) Uy(j, k) 0 0 0 0
0 0 Yx(j, k) Yy(j, k) 0 0
0 0 Vx(j, k) Vy(j, k) 0 0
0 0 0 0 Ux(j, k) Uy(j, k)
0 0 0 0 Vx(j, k) Vy(j, k)

and b is
(2.15) bi =

−Yt(j, k)
−Ut(j, k)
−Yt(j, k)
−Vt(j, k)
−Ut(j, k)
−Vt(j, k)

where i denotes the pixel being treated (from 1 through 9) and (j, k) is
the pixel i’s coordinate in image space. Y , U and V denote the three
image planes (and are interchangeable with R, G and B or H, S and V).
The subscripts x, y and t denote the horizontal, vertical and temporal
derivatives of the image plane, respectively.
This block matrix is solved by gaussian elimination, resulting in x
having alternating values ul, vl, l = 1, 2, . . . , 27. These elements are
reformed into a new matrix, y,
(2.16) y =

u1 v1
u2 v2
...
...
u27 v27

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containing all of our potential solutions for the optical flow at this
point.
The median of each column of y is then taken, this is the chosen
optical flow at this point,
v = Md(y);
4.2.3. Windsorised Mean of Constraint Line Intersections. Calcu-
lating the Windsorised (or Trimmed) mean of a set of data involves
sorting the data and removing the first and last 20% of values. If the
outliers are represented as data much larger and much smaller than
the “good” data, and constitute less than around 40% of the data, this
method should give us sensible results for motion vectors.
Once again three intersections for each pixel in a 3×3 window cen-
tered on the pixel in question are found, resulting in 27 intersections (y
as before). After sorting, the first and last five values (18.52%×2) are
disregarded, leaving 17 measurements from the middle of the distribu-
tion. The mean is taken of the new y, now of size 17× 2, and returned
as the flow vector at this point.
4.2.4. Fusion of Horn and Schunck. Another option for the com-
putation of optical flow from colour images is to estimate the optical
flow of each plane using traditional gray-scale techniques and then fuse
these results to recover one vector field. Two methods of fusing the
recovered flow field have been implemented, a selective method, which
chooses the recovered motion vector with the smallest estimated er-
ror at each point, and a method that simply combines the flow fields
linearly (effectively taking the average of the three recovered fields).
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Any gray-scale method can be used in this manner, providing it has
an associated confidence measure. Without a confidence measure, it is
still possible to approximate the error using image reconstruction, but
this adds an extra level of computational load. A confidence measure
is obviously not required for the linear combination of flow fields.
5. Error analysis
Analysis of the recovered flow field can be undertaken in various
ways.
If ground-truth is available, analysis can be performed through com-
parison with the recovered field. Error in the magnitude, angle and a
combination of the two are available in the ground-truth analysis seg-
ment of OFCat.
If ground-truth is not available (as is most often the case), several
options are apparent. First, we can choose to rely on the intrinsic error
of the recovered flow. Secondly, we can use image reconstruction to
assess the suitability of the computed field. Thirdly, we can threshold
the error field generated either by reconstruction or by the optical flow
method and assess the sparsity or density of the solution.
It is also possible to create a synthetic flow field, automatically
create the image set from one base image, use these images in the
optical flow estimation process and then compare the recovered flow to
the synthetic flow.
In all cases, visualisation of the flow field itself may be additionally
helpful in gauging the appropriateness of the recovered field.
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5.1. Analysis with ground-truth. If G is the ground truth and
F is the recovered flow field, error in magnitude is given as
Merr = |‖ G ‖2 − ‖ F ‖2|
Angular error (as per Barron) is
θerr = arccos(G · F )
The combined error is the projection of one vector onto the other.
The mean, median, standard deviation and root mean squared (RMS)
error are calculated for each of these matrices. Such statistical quan-
tities are a summary of the fitness of the field to the ground-truth.
Row-wise and column-wise variants of these quantities are available in
the application. This gives an indication of position as well as suitabil-
ity.
Each of the errors (magnitude, angular and the combination), being
matrices, can be viewed as gray-scale images after suitable re-scaling.
This is a useful visual aid in understanding the fitness of the results of
optical flow. It visually indicates which areas of the image were well,
or poorly dealt with.
5.2. Analysis without ground truth. When there is no ground-
truth available, which is most often the case, we can still perform error
analysis a number of ways.
5.2.1. Using the intrinsic confidence measures. It was recognised
early in the development of optical flow that confidence measures of
the flow field’s components is necessary for practical applications.
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Horn and Schunck and Lucas and Kanade gave no confidence mea-
sure with their methods. Simoncelli suggested using the smallest eigen-
value of the linear system in his process. Barron used the ratio of small-
est to largest eigenvalues. The rank of a linear system can be used to
gauge its appropriateness. The condition number of a matrix can also
be used.
The confidence measures mentioned here are helpful for use with a
particular technique, but do not aid us comparing the effectiveness of
different techniques.
5.2.2. Image Reconstruction. Warping the original image by the
optical flow recovered produces a second, reconstructed image, which
should be similar to the original second image. Reconstruction of the
second image is achieved by interpolation over the resultant flow vec-
tors. Nearest neighbour, (bi)linear, cubic and spline interpolation are
possible. Generally, results reported in this work are calculated using
linear interpolation.
Barron and Lin [7] showed that the RMS error between the recon-
structed and original image could be used to assess the accuracy of the
optical flow. If, however, we use the image difference to create an error
matrix, we can visualise the performance of the optical flow recovery
process at all points in the sequence.
Thresholding the calculated flow field by filtering out inappropri-
ately large vectors and vectors which result in large image-reconstruction
error can return a sparser yet more accurate flow-field.
5.2.3. Sparsity analysis. Results obtained by novel methods pre-
sented by researchers are usually assessed against those presented by
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Barron [6] in a comprehensive review paper. The metrics of comparison
are usually angular error, standard deviation of the angular error and
density of the flow field. The density at which these errors are reported
relies on the thresholding heuristics employed by the algorithm. Often
the method employed to threshold the field isn’t reported, leading to
ambiguity in the analysis of these results.
Barron and Lin [7] asserted that image reconstruction error is ac-
ceptable for the comparison of optical flow methods. This method
warps the image I(x, y, 0) by the flow F (x, y, 0) to obtain an approx-
imation to the second image Iˆ(x, y, dt), where the temporal difference
dt is the time between images, taken for simplicity as 1. A scalar, the
RMS error between Iˆ(x, y, dt) and I(x, y, dt) (the correct second im-
age), is returned as an indication of the appropriateness of the optical
flow.
If, however, we calculate the RMS difference of Iˆ(x, y, dt) and I(x, y, dt)
at each point in the image (i.e. recover a matrix of image reconstruc-
tion error as opposed to a scalar value), we can assess not only the
appropriateness of the entire optical flow, but also recover the density
of the optical flow at various image reconstruction error levels.
All methods return smaller or equivalent errors at 90% density than
at full density; often quite marked improvements are obtained by dis-
carding the 10% most erroneous recovered vectors. By analysing the
error of methods at a series of similar densities we can build a better
picture of the comparative appropriateness of each method.
An alternative to thresholding on the image reconstruction error is
thresholding on the confidence measure returned by the method. Then
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Figure 2.1. Global translation
either image reconstruction of the complete image or angular error
analysis (if ground-truth is available) can be carried out. In this study
image reconstruction error is used.
5.3. Creation of a synthetic flow field. A synthetic field is
described in this implementation by the global translation, vertical
and horizontal shear, planar camera rotation and a zoom factor. The
shear, rotation and zoom are taken about a point in the image, de-
faulting to the center. Each of the parameters affects a flow field which
is optionally perturbed by a random variable. These fields are com-
bined by addition resulting in the synthetic field. Examples of the
translation, shear, rotation and zoom components are shown in Fig-
ures 2.1, 2.2, 2.3, 2.4 and 2.5, respectively.
This synthetic vector field is used to warp the first image, creating
a second, synthetic image. The new image is warped by the same field
to create a third image. This is repeated a number of times to allow
arbitrary temporal support in the optical flow method.
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Figure 2.2. Rotation around point [1, 1]
Figure 2.3. Rotation around center point
The field which results from the combination of these prototypes is
representative of planar movement throughout the scene. The field is
continuous. The resulting image sequence begins with the first image,
now with the structure of a plane orthogonal to the camera, painted
with the first image. The next images in the sequence show the plane
moving and rotating with affine distortion, controlled by the initial
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Figure 2.4. Centered horizontal shear
Figure 2.5. Centered vertical shear
variables. Rotation around the X, Y and Z axes are controlled by
the vertical shear, horizontal shear and rotational components, respec-
tively. Translation in the X, Y and Z directions is determined by the
X translation, Y translation and the zoom, respectively.
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These translations and rotations (with some changes to take into
affect perspective distortions) could be attributed to camera motion
instead of planar morphing of the scene. The creation of synthetic im-
age sequences then lends itself to the analysis of structure from motion
algorithms based on optical flow (e.g. Kanatani [20] and Ma [23]).
This extension is outside the scope of this thesis and is therefore left
to future work.
CHAPTER 3
Implementation
This section describes OFCat, the extensible Matlab framework de-
veloped for the analysis, comparison and development of optical flow
routines. The graphical user interface is described first, then the mem-
ory management in place in the framework is described, and finally the
use of optimized libraries is explained.
1. GUI
The graphical user interface enables users of all skill levels to com-
pute and analyse optical flow.
1.1. Image Sequence Management. OFCat allows easy load-
ing of image sets by using a text file referencing the image sequence
and a dialog with image preview to load the images. This dialog is
shown in Figure 3.1. The entire sequence or a subset of the sequence
can be loaded.
Another dialog assists the user in adding an image sequence to the
list. Alternatively, the text file can be manually edited.
1.2. Algorithm selection. This set of dialogs (shown in Fig-
ure 3.2) lets the user choose the filtering, differentiation and optical flow
extraction methods to use. Some smoothing and optical flow methods
have their own dialogs permitting modification of default parameters.
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Figure 3.1. Load image sequence dialog
To add an algorithm, the developer must conform to input and out-
put parameter specifications and add an entry for their method to
the corresponding text file (e.g. smoothing.lst for a filtering function,
opflows.lst for an optical flow recovery algorithm).
Smoothing algorithms currently available for colour sequences are:
• Box (or linear averaging) filter,
• Gaussian filter with fixed σ = 1.5, 3× 3 window size only,
• Median filtering,
• Adaptive Wiener filtering, and
• Custom filter design.
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Figure 3.2. Choice of algorithms dialog
The custom filter design algorithm calls the Matlabr “FDATool” (Fil-
ter Design and Analysis tool), which allows design of nearly any re-
quired filter (though design specifications do not include stop-band
rolloff).
Box, Median and Wiener filtering can have window sizes of 3 × 3
or 5× 5.
Derivative extraction functions currently available for colour se-
quences are
• Matlabr gradient function,
• diff function,
• “Optimal” filters from Intelr’s Image Processing Library1
1The interface to these “Optimal” filters has been constructed using MEX-
wrappers culminating in a DLL for each function. These functions will only work on
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Figure 3.3. Flow visualisation
The “Optimal” filters here apply the filter kernels denoted as being
optimal differentiating kernels in [1].
1.3. Flow visualisation. Visualisation of the flow is performed
via the next dialog, shown in Figure 3.3. This screen is one of the four
error analysis interfaces. The recovered flow, ground-truth flow and
the difference of the two can be viewed here. Additionally, the curl,
divergence and magnitude of any of these vector fields can be displayed.
Large vectors often cause the flow field shown here to be poorly scaled.
These vectors can be removed from the visualisation to counteract this
effect.
1.4. Ground Truth Analysis. When ground truth is available,
the interface shown in Figure 3.4 enables the user to analyse the mag-
nitudinal, angular and combined error both visually and statistically.
Intel Pentiumr-based processors, and may require recompilation via their provided
compile scripts even if the appropriate architecture is present.
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Figure 3.4. Ground truth analysis dialog
The mean, median, standard deviation, RMS, maximum and minimum
errors are calculated and displayed in their respective buttons. Each
of the buttons opens a new figure, displaying two plots. The plots
are the chosen statistic taken across each dimension (horizontally and
vertically). An example of these plots is shown in Figure 3.5.
1.5. Sparsity Analysis. This dialog (Figure 3.6) illustrates the
image reconstruction error of optical flow methods by calculating the
sparsity or density of flow fields thresholded at chosen errors. The
resultant function is inspected with linear interpolation to estimate the
image reconstruction error at certain levels of density. The user can
also choose to calculate the error function when image reconstruction
takes the smoothed images for input.
1.6. Image Reconstruction. This interface (Figure 3.7) allows
reconstruction of the second image in the sequence from the first image
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Figure 3.5. Mean error along each dimension
Figure 3.6. Sparsity Analysis
and the optical flow. The user is able to view the first and second real
images, the first and second smoothed images, the reconstructed image,
the difference between the reconstructed and second image and the
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Figure 3.7. Image Reconstruction
natural logarithm of the difference between reconstructed and original
images.
The natural logarithm of the difference is useful for visualisation of
the error as most of the error is much less than the largest errors.
The mean of the difference between the reconstructed and correct
image is returned and displayed in the upper left-hand corner of the
dialog.
Thresholding of large vectors (a magnitude greater than five pixels)
and thresholding on a chosen image reconstruction or intrinsic error
level is supported. The mean returned after thresholding is the mean
of only the accepted reconstructed sites.
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2. Sensible memory management
As image sequences can quickly consume significant portions of
available memory on desktop computers, it is necessary to implement a
memory management scheme to ensure appropriate utilisation of mem-
ory resources.
A gray-scale image sequence comprising 30 images of size 512 ×
512 pixels at a gray-scale depth of 256 brightness levels requires 7.86
megabytes of space in memory. This amount is not an excessive require-
ment for modern desktop computers. The default level of precision for
computation in Matlab is 64 bits. Although it is possible to typecast
variables to various levels of precision, 64 bit precision is the only level
with algebraic operators defined. The aforementioned example image
sequence requires eight times as much storage space at a precision of 64
bits. This equates to a requirement of 61.44 megabytes for the images
alone. Sensible memory management is necessary when performing
these kinds of image-processing tasks on desktop computers.
When the user chooses an image sequence or a subset of the image
sequence (see Figure 3.1), these images are read, converted to the uint8
data-type and stored in a temporary file on the hard disk. A cache of
seven images is kept in memory to provide fast access to the required
images. The other portions of the program then request these images
from the image-management routine. When the user requests an image
that isn’t in the cache, the cache realigns itself so as to contain the
requested image. This memory-conscious image management scheme
frees much memory for the needs of the algorithms being analysed. A
similar routine manages smoothed images and calculated flow fields.
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3. Optimized libraries
Due to the script processing nature of Matlabr the speed of algo-
rithms can often be increased by compilation. A script is provided for
compilation of the algorithms that most benefit the speed of the appli-
cation. This script assumes a Matlabr-compatible compiler is installed
and that Matlabr is appropriately configured.
In addition to automatic C-translation and compilation, it is pos-
sible to use MEX (Matlab shared library file) wrappers to incorporate
external C (or C++) code. This possibility is exploited in the appli-
cation by incorporating functions which use optimized functions from
the Intelr IPLr [1] (Image Processing Library) and Intelr OpenCVr
(Open Source Computer Vision library) [2]. These libraries take advan-
tage of the enhanced multimedia extensions available on Intel Pentium-
based chips. Hence, some functions are available only on architectures
which utilise a Pentium-based processor. Some functions have been
implemented both with and without IPL. The functions available only
on Pentiumr-based architectures are:
• IPL-based Gaussian and linear averaging filters (smoothing)
(Matlabr’s gaussian and box filters are still accessible on non-
Intelr architectures),
• all area based methods, including Anandan’s,
• IPL-based Sobel 3x3 and 5x5 (Matlab version available),
• Prewitt filter, and
• “Optimal filters” [1] of all sizes.

CHAPTER 4
Results and Discussion
The results of a series of tests are presented here. All of this data
was collected with OFCat.
Four sets of tests were run. All image sequences used in the tests
were created synthetically. The image sequences were:
(1) Rotating coloured clouds (one)
This sequence was created from the image shown in Fig-
ure 4.1. The sequence exhibits rotation around the center of
the image with a maximum pixel displacement of 1.58 pixels
per frame.
(2) Rotating coloured clouds (two)
This sequence is similar to Rotating coloured clouds (one)
except that the ground-truth in this case has a maximum pixel
displacement of 3.16 pixels per frame.
(3) Translating coloured clouds
This sequence was also created using the application. The
parameters in this case are a single pixel horizontal and vertical
displacement. The maximum pixel displacement is 1.414 pixels
per frame. The first frame is given in Figure 4.1. This clouds
sequence differs from the first two in that it is slightly less
colourful and turbulent.
(4) Multiple motions (Sliding stones)
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This sequence was created with POV-Ray (a freeware ren-
dering program, available for various operating systems at
http://www.povray.org/). A pink and gray hued stone slides
to the right with speed of one pixel per frame. A blue hued
stone slides underneath in the opposite direction with the same
speed. The ground truth is then divergent around the center
of the frame (shown in Figure 4.7). The first frame is shown
in Figure 4.6.
Each set of tests presents the results of the following colour optical flow
routines on the image sequence:
• Least squares (three rows),
• Gauss. elimination w/ pivoting,
• Gauss. elimination on image planes two and three (colour
constancy),
• Neighbourhood least squares (3× 3 neighbourhood ×3 image
planes),
• Weighted least squares (3×3 neighbourhood×3 image planes),
• Horn and Schunck on each colour plane, linear combination of
results,
• Horn and Schunck on each colour plane, selection of best flow
vector by smallest estimated error,
• Median of intersections of constraint lines, and
• Windsorised mean (Trimmed mean) of intersections of con-
straint lines.
The gray-scale methods presented for comparison in each set are:
• Horn and Schunck,
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• Lucas and Kanade,
• Uras et. al.,
• Uras et. al. (with Barron’s confidence measure),
• Nagel, and
• Median of intersections of constraint lines (gray-scale imple-
mentation).
Each test tabulates the mean, median and standard deviation of the
angular error (vs. ground-truth) and the image reconstruction error at
90% density. A comparison of the performance of colour methods with
all implemented colour models is given for test sequence rotating clouds
(one). A graphical representation of the image reconstruction error at
full (100%) density is also presented for rotating coloured clouds (two).
1. Rotating coloured clouds (one)
The first test sequence is synthetically created from Clouds Two,
the first frame of which is shown in Figure 4.1. Subsequent frames were
produced by creating and applying synthetic ground truth with OFCat.
The ground truth was used to warp the first image, creating a series of
images which have this synthetic flow field as their optical flow. The
ground truth flow is shown in Figure 4.2, representing rotation around
the center of the image with maximum pixel velocity of 1.58 pixels per
frame.
Table 4.1 gives the mean, median and standard deviation of the
angular error (θerr) and the RMS image reconstruction error at densities
of 90%.
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Figure 4.1. First frame of the Clouds One image sequence
This image sequence (Rotating Clouds Two) exhibits generally very
small pixel velocities. While the maximum velocity is 1.58 pixels per
frame, the average speed is only half this, 0.79 pixels per frame.
It is apparent from this table (Table 4.1) that four of the proposed
colour methods outperform all tested gray-scale methods under com-
parison against ground-truth. The previously proposed colour methods
(three-row least squares, colour constancy and gaussian elimination)
are shown to perform quite poorly.
Table 4.2 shows the same metrics (mean, median, standard de-
viation and RMS image reconstruction) calculated for the four best-
performing optical flow methods across all implemented colour models.
The YUV colour model results in better motion estimates, indicating
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Figure 4.2. Ground truth (synthetically created) for
the (rotating) Clouds Two image sequence
that it is the most suitable representation of these images for this task.
2. Rotating coloured clouds (two)
The next image sequence used for analysis is also created from the
image in Figure 4.1. The synthetic flow field has the same direction
as the previous test but twice the magnitude. The maximum pixel
velocity in this scene is 3.16 pixels per frame. Table 4.3 details the
results of various algorithms with this scene.
The results detailed in Table 4.3 (sorted by smallest mean angular
error) show that colour methods are advantageous in this case. Four of
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Method Mean θerr Median θerr σ Im. Rec. err 90%
Neigh. least squares (*) 3.179 2.617 2.367 0.672
MedOfConst (*) 5.381 4.433 4.187 0.642
H & S (lin) (*) 5.634 4.588 4.439 0.686
TrimMeanOfConst (*) 5.943 4.865 4.680 0.644
Lucas & Kanade 8.556 7.536 5.012 0.617
H & (sel) (*) 9.454 7.317 8.315 0.725
Weighted Least Squares (*) 9.924 7.022 10.013 0.791
H & S 10.457 8.698 7.425 0.658
MedOfConst (gray) 11.705 9.788 8.184 0.671
LS (3 rows) (*) 14.396 9.253 16.047 0.717
Const. Col (*) 21.528 12.327 24.169 0.939
Nagel 22.021 13.180 21.938 0.760
GE 3-rows w/pivoting (*) 29.973 29.795 20.409 1.073
Table 4.1. Results for colour vs gray methods: Rotat-
ing Clouds One
the methods presented in this work outperform all implemented gray-
scale methods. Once again the methods of most merit are Neighbour-
hood least squares, Median of Constraint Line Intersections, Trimmed
(Windsorised) mean of constraint line intersections and a colour Horn
& Schunck-based method. The selective Horn & Schunck this time
replaces the linear combination Horn & Schunck method as the fourth-
best performing method.
Figure 4.3 is a graph depicting the full density image reconstruc-
tion errors of all of the methods in this results set. Neighbourhood
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Method CM Mean θerr Median θerr σ ImRec. err 90%
Neigh. least squares YUV 3.179 2.617 2.367 0.672
Neigh. least squares RGB 3.396 2.950 2.207 0.652
Neigh. least squares nRGB 3.906 3.134 3.291 0.689
Neigh. least squares HSV 8.665 4.542 11.288 0.730
Neigh. least squares UCS 9.766 7.576 8.430 0.788
H & S (lin) YUV 5.634 4.588 4.439 0.686
H & S (lin) RGB 5.934 4.886 4.520 0.697
H & S (lin) HSV 7.868 5.893 7.752 0.735
H & S (lin) UCS 7.883 5.679 8.473 0.748
H & S (lin) nRGB 34.260 36.507 10.791 1.190
MedOfConst YUV 5.381 4.433 4.187 0.642
MedOfConst RGB 6.448 4.929 5.866 0.656
MedOfConst UCS 6.562 4.844 6.290 0.722
MedOfConst HSV 8.157 5.420 8.329 0.702
MedOfConst nRGB 9.026 5.717 9.685 0.742
TrimMeanOfConst YUV 5.943 4.865 4.680 0.644
TrimMeanOfConst UCS 7.447 5.347 7.435 0.732
TrimMeanOfConst RGB 8.149 5.349 9.244 0.638
TrimMeanOfConst nRGB 10.910 6.526 12.362 0.729
TrimMeanOfConst HSV 21.847 13.001 23.937 0.929
Table 4.2. Results for colour methods (various colour
models): Rotating coloured clouds (one)
least squares, trimmed (windsorised) mean of constraint line intersec-
tions, median of constraint line intersections and Lucas and Kanade’s
gray-scale method are seen to perform similarly. The three Horn and
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Method Mean θerr Median θerr σ Im. Rec. err 90%
Neigh. least squares (*) 7.586 4.746 10.167 0.797
MedOfConst (*) 9.631 6.380 11.301 0.792
TrimMeanOfConst (*) 10.527 6.805 12.473 0.804
H & S(sel) (*) 11.672 7.865 12.472 0.882
Lucas & Kanade 14.461 9.163 16.575 0.778
H & S 16.352 11.573 15.768 0.875
H & S (lin) (*) 18.132 11.714 18.700 0.994
MedOfConst (gray) 18.828 11.937 20.446 0.867
Weighted Least Squares (*) 21.569 12.842 24.609 1.127
Uras et. al. 23.465 12.994 28.834 1.160
Nagel 23.858 13.725 23.369 1.006
LS (3 rows) (*) 24.909 15.040 27.316 1.077
Const. Col (*) 33.906 20.637 34.407 1.330
GE 3-rows w/pivoting (*) 44.588 47.670 27.927 1.477
Table 4.3. Results for colour vs gray methods: Rotat-
ing clouds (two)
Schunck methods (traditional gray-scale, linear combination and se-
lection) are the next-best performers along with the least squares on
three rows method. Horn and Schunck on the three colour planes with
selection of the best vector outperforms the linear combination variant
by an RMS image reconstruction error of approximately 6.
3. Translating coloured clouds
The first frame of the translating coloured clouds sequence is given
in Figure 4.4. This clouds image differs from that used for the first two
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Figure 4.3. Image Reconstruction error at 100% den-
sity for the Rotating Clouds2 sequence, maximum pixel
velocity of 3.06 pixels per frame.
image sequences in that it is more colourful and less turbulent. This
test, a synthetic field of pure translation is used to create subsequent
frames (Figure 4.5). The image is translating down and to the right
with pixel velocities of 1.414 pixels per frame.
The results for this test are tabulated in Table 4.4. Colour and
gray-scale methods are once again compared, the colour model used
for this test was YUV.
Table 4.4 highlights the performance of Neighbourhood least squares,
once again significantly outperforming all other implemented methods.
In contrast to the previous test runs, only two of the proposed tech-
niques is seen to produce more accurate results than all gray-scale
methods. The three previously proposed colour methods are seen to
perform quite poorly (LS 3 rows, Colour conservation and GE 3 rows).
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Figure 4.4. First frame of RGBClouds
Comparison of the two colour Horn and Schunck methods with
the original gray-scale algorithm shows that although they are the
same algorithm, the resultant flow field benefitted from utilising ex-
tra data (the colour planes) during computation. The same can be
said for Median of constraint lines (gray) versus Median of constraint
lines (colour). To a certain extent, this also applies for Neighbourhood
least squares versus Lucas and Kanade (although Neighbourhood least
squares doesn’t implement a weighting matrix).
4. Multiple motions (sliding stones)
The next image sequence used to evaluate the performance of opti-
cal flow techniques is called Sliding Stones. This sequence was created
with POV-Rayr, a freeware renderer. In the sequence a pink stone
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Figure 4.5. Ground truth (pure diagonal translation)
for the Translating Clouds sequence
slab slides to the right, as a blue stone slab under it slides to the left.
The first frame of this sequence is presented in Figure 4.6.
The ground truth is shown in Figure 4.7, representing single pixel
displacements, divergent at the center of the image. The right part of
the image moves right and the left part of the image moves left, both
with speed 1 pixel per frame.
As in the previous tests, the results are tabulated in Table 4.5.
The results presented are, once again, the mean, median and standard
deviation of the angular error, and the image reconstruction error at
90% density.
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Figure 4.6. First frame of the Sliding Stones image sequence
Figure 4.7. Ground truth for the sliding stones image sequence
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Method Mean θerr Median θerr σ Im. Rec. err 90%
Neigh. least squares (*) 5.179 3.903 4.694 0.742
H & S (lin) (*) 8.970 8.260 5.087 0.938
Lucas & Kanade 10.193 8.680 7.202 0.931
H & (sel) (*) 10.609 9.479 6.441 0.979
MedOfConst (*) 11.423 8.424 10.139 0.903
H & S 12.419 11.521 6.668 0.954
MedOfConst (gray) 13.235 10.464 10.668 1.013
Uras et. al. 13.312 8.468 13.498 1.053
TrimMeanOfConst (*) 13.649 9.375 13.150 0.905
Weighted Least Squares (*) 14.234 9.786 14.480 1.062
Nagel 16.530 9.160 17.406 0.961
LS (3 rows) (*) 18.568 10.778 21.593 1.107
Const. Col (*) 19.258 10.360 23.538 1.117
GE 3-rows w/pivoting (*) 38.038 54.722 24.019 1.480
Table 4.4. Results for colour vs gray methods: Trans-
lating coloured clouds
Upon inspection of the results (Table 4.5) we once again find that
Neighbourhood least squares performs better than the other imple-
mented methods. The two colour Horn and Schunck methods again
outperform the gray-scale Horn and Schunck algorithm. All colour
methods proposed in this work outperform the previously proposed
colour methods.
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Method Mean θerr Median θerr σ Im. Rec. err 90%
Neigh. least squares (*) 12.758 10.153 10.951 1.374
Lucas & Kanade 14.126 10.779 12.334 1.354
H & S (lin) (*) 16.051 11.908 14.199 1.577
H & (sel) (*) 17.937 12.536 17.643 1.719
MedOfConst (gray) 17.964 12.520 16.625 1.491
MedOfConst (*) 18.500 12.789 15.833 1.529
TrimMeanOfConst (*) 19.782 14.275 16.619 1.581
H & S 19.891 13.666 18.770 1.533
Uras et. al. 21.215 15.130 19.172 1.912
Weighted Least Squares (*) 25.682 18.612 20.955 1.887
LS (3 rows) (*) 36.079 27.347 28.405 1.869
GE 3-rows w/pivoting (*) 44.775 45.000 23.065 2.524
Const. Col (*) 48.489 41.351 32.782 2.522
Nagel 83.376 76.680 34.939 3.266
Table 4.5. Results for colour vs gray methods: Sliding
stones .
CHAPTER 5
Conclusions and Future work
The results presented in the previous section demonstrate clearly
the advantages of colour optical flow routines. Although the test im-
age sequences were all synthetic, the results indicate that there are
circumstances when the proposed colour methods outperform both the
traditional gray-scale methods and previously presented colour meth-
ods.
The relatively poor performance of the previously proposed colour
methods (gaussian elimination and least squares on the over-constrained
system of three rows, and the method of colour constancy) indicates the
need for extra constraints on the colour optical flow constraint equa-
tion. The results indicate that even the application of the simplest
of constraints (e.g. local smoothness) greatly increases the overall ac-
curacy of the method. Global smoothness, implemented through the
extension of Horn & Schunck into colour, was also shown to improve
the effectiveness of the colour method.
OFCat used to obtain these results is a valuable tool for current
and future researchers dealing with the calculation of optical flow, and
motion estimation in general.
This work has presented some simple methods of motion estimation
which utilise the extra information available in colour images. This
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work has also results in an application which enables the simple com-
parison of optical flow techniques. There are many ways in which this
work could be continued in the future:
Although many smoothing and differentiating techniques are cur-
rently implemented, there are many more in the literature which have
yet to be implemented. Of particular interest are adaptive techniques
and matched filters.
Similarly, while temporal supports of two, three and five frames are
currently implemented. The implementation of longer temporal filters
may be advantageous.
The multitude of algorithms presented over the last twenty years
are only sparsely represented in this work. Many methods which have
not been implemented have reported very good results, and deserve
rigorous investigation.
This thesis presents two extensions of gray-scale methods into colour.
The gray-scale techniques extended are Horn and Schunck, and Lucas
and Kanade. The method of extension in each of these cases is quite
different.
Horn and Schunck was extended by calculating the optical flow of
each colour plane, then fusing these for the final optical flow.
Lucas and Kanade was extended by incorporating information from
all three colour planes into the original formulation.
The application of these extensions to more gray-scale techniques
would provide a more complete picture of the advantages and disad-
vantages of processing colour images.
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Due to the lack of colour real-world scenes with associated ground-
truth, the methods presented in this thesis have been applied to syn-
thetic sequences, not necessarily representative of real-world scenes.
Comparison of various techniques on real-world techniques will cer-
tainly be advantageous to our understanding of the relative suitability
of colour methods.
An investigation of the computational complexity and possibility
of hardware implementation (of the better-performing colour meth-
ods) would be useful for real-time applications which require motion
estimation.
The performance of techniques was shown to vary greatly when
images were represented with different colour models. This poses the
question “Is there a method to automatically identify the most appro-
priate colour model to use for an image sequence?”. An answer to this
question may benefit computer vision applications that work on colour
image sequences.
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