Let G be a finite group of order n, and ξ an n-th primitive root of unity. Consider the affine scheme C :
Introduction
Let G be a group, A a commutative ring, and A[G] the associated group ring. It is well known that A[G] is a Hopf algebra which represents a diagonalizable affine group scheme over A (see, for instance, [CS86, Ch. 3], [Dem86] and [Wat79] ). If G is abelian, then A[G] is commutative and it is natural to study the affine scheme X := Spec(A [G] ). This study is rather simple when A is a field, and becomes even simpler when G is also finite in which case the irreducible components of X are points.
So the next step is considering group rings Z[G] for abelian groups G. Then the complexity increases considerably even if the concern is only set-theoretical. Indeed, the topological structure of Spec(Z[G]) is non-trivial in the sense that its irreducible components may intersect in several points. If, in addition, one is interested in taking the problem towards a refined scheme-theoretical framework, then many additional problems may arise. One of them is identifying and describing singularities by means of their natural invariants, such as, tangent spaces, formal embedding dimensions, and ramification indices. This was done by the first named author in collaboration with M. Dokuchaev in [BD08, BD06a] (based on [Bue06] ), where a thorough description of the scheme Spec(Z[G]) is presented and its singular points are described.
Removing the hypothesis of G being abelian is the point of departure of the present work. Our aim is to obtain similar results to the ones of [BD08, BD06a] in the case where G is noncommutative. However, we do have to preserve the commutativity of the resulting ring, so we naturally replace Z[G] with the representation ring (sometimes called the Green ring) R(G) of G, since R(G) ∼ = Z[G] when G is abelian. Topological descriptions of Spec(R(G)) were obtained, among others, by M. Atiyah [Ati61] , G. Segal [Seg68] and J. P. Serre [Ser77] . It is clear from these works that, instead of dealing with Spec(R(G)), it is more natural to consider C := Spec(Z[ξ] ⊗ Z R(G)) where ξ is a primitive n-th root of unity and n is the order of G. The study of C as a scheme is precisely the objective of the present paper.
In Sections 1 and 2 we present some results concerning the geometry of cyclotomic rings and the relation between the Zariski tangent space and the Jacobian matrix over domains. In Section 3 we introduce the ring R(G) := R(G) ⊗ Z Z[ξ], where R(G) is the representation ring of G, and summarize some topological properties of C = Spec(R(G)). Using the topological descriptions of the aforementioned articles, we analyze the scheme-theoretical decomposition of C into irreducible components.
Afterwards, we study the singular points of C. In doing so, it is important to compare the dimension of the Zariski tangent space (defined by fibers of the tangent sheaf) and the (formal) embedding dimension at a point; these dimensions coincide if the base scheme is the spectrum of a field isomorphic to the residue field, which is a very common situation. But this may not be the case in general, particularly when we deal with schemes over Z.
Given a point P on a scheme X, we denote by T P (X/Y ) the Zariski tangent space at P if X is a scheme over Y . One may abuse the notation and write T P (X/A) in case Y = Spec(A). We also recall the definition of the embedding dimension edim P (X) := dim kP (m P /m 2 P ), where m P is the maximal ideal and k P the residue field (see, respectively, Sections 2 and 3 for more details).
The following main theorem describes the precise relationship between the embedding dimension of C, and the dimensions of the Zariski tangent spaces of C over Z and over Z[ξ] at a point P .
Theorem 1. Let G be a finite group of order n and ξ a primitive n-th root of unity in C. Set C := Spec(R(G) ⊗ Z[ξ]) where R(G) is the representation ring of G. For any point P ∈ C, let p be the prime number such that p ∈ P ∩Z. Then the following hold.
(i) If p | n and either p = 2 or 4 | n, then dim kP T P (C/Z[ξ]) + 1 = dim kP T P (C/Z) = edim P (C).
(ii) If p ∤ n or p = 2 and 4 ∤ n, then
The actual values of the dimensions in Theorem 1 can be calculated using a suitable Jacobian matrix; see Section 4.
As was done in [BD08, BD06a, Bue06], we also address here the case where G is commutative in Corollary 4.3, where we derive a formula for the dimension of the tangent space by means of the cyclic group decomposition available for abelian groups and the general results we obtained for arbitrary groups.
Based on Theorem 1, in Section 4, we present a practical method for the computation of the dimensions of the Zariski tangent spaces and the embedding dimension for finite groups. The method can be presented in the form of an algorithm which was implemented in the computational algebra system Magma [BCP97] . The implementation enabled us to list all singular points and their invariants of the spectra of representation rings defined by noncommutative groups of larger order.
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The geometry of cyclotomic extensions
The main objective of this paper is to describe the singularities of the spectra of rings that are related to cyclotomic extensions Z[ξ] of Z. In this section, we summarize some results concerning Z[ξ] that will be necessary in the subsequent sections. As a general reference on this topic, the reader is recommended to consult [Neu99, Chapter 1].
Let n 2 and suppose that Φ n (
is the extension of Z by a primitive n-th root of unity ξ. It is well-known that Z[ξ] coincides with the ring of integers of the cyclotomic field Q(ξ); see [Neu99, (10.2) Proposition].
By [Neu99, (10. 3) Proposition], if p is a prime and p α is the largest p-power that divides n, then Φ n (x) can be factorized in
are irreducible polynomials of the same degree. Furthermore, the ideal (p) of Z[ξ] admits the factorization (1) (p) = (f 1 (ξ)) ϕ(p α ) · · · (f r (ξ)) ϕ(p α ) .
Note that the common exponent ϕ(p α ) appearing in these expressions is greater than one if and only if
(2) p | n and either p = 2 or 4 | n, and this is the reason why this divisibility condition appears in Theorem 1. The scheme Spec(Z[ξ]) can be described as
In particular, each non-zero prime of Z[ξ] is maximal and dim Z[ξ] = 1. The following result describes the local structure of Z[ξ]. . Also note that, since Q is a maximal ideal of Z[ξ], we have that m/m 2 ∼ = Q/Q 2 . Let us prove statements (i) and (ii). Assume without loss of generality that f (x) = f 1 (x) in expression (1). If condition (2) holds, then ϕ(p α ) > 1, and so, by (1), p is contained in the ideal (f (ξ) 2 ). Thus, in this case, p is contained in Q 2 and Q/Q 2 must be generated by f (ξ) + Q 2 . Also, ζ ∈ k is a multiple root of Φ n (x), and so Φ ′ n (ζ) = 0. If, on the other hand, condition (2) does not hold, then ϕ(p α ) = 1 and the elements f i (ξ) with i 2 are invertible in Z[ξ] Q . Hence in this case, f (ξ) ∈ (p) ⊆ Z[ξ] Q and in particular, Q/Q 2 is generated by p + Q 2 . In this case Φ n (x) has no multiple roots in k, and hence Φ ′ n (ζ) = 0.
Lemma 1.1 will be very useful when we start comparing the embedding dimension and tangency at a given point of the spectrum of the representation ring of a finite group. So, for the sake of later use, we opted to state it in this section.
Tangent Spaces and Jacobians
In order to compute the main invariants of a singular point of the spectra associated with representation rings of finite groups, we need a theorem that links the dimension of the Zariski tangent space to the Jacobian matrix. In this section, we state and prove Theorem 2.2 due to the lack of references in the literature for such a result that is valid over domains.
We start by recalling the scheme-theoretic definition of the tangent space at a point on a given scheme (see [AK70, Def. VII.5.4]).
Definition 2.1. Let X be a scheme over Y and P ∈ X be a point. Let also O P be the local ring of P on X and m P its maximal ideal. Set k P := O P /m P to be the residue field. The Zariski tangent space of X/Y at P is defined by
where Ω X/Y is the sheaf of differentials.
In Definition 2.1, Ω X/Y ⊗ OX k P is a skyscraper sheaf supported at P and is identified here with its stalk at P , which is a k P vector space, and so the definition makes sense.
The main result of this section claims that under rather general conditions, the dimension of T P X can be computed by computing the rank of a suitable Jacobian matrix. Set
to be the Jacobian matrix. Denoting by m P the unique maximal ideal of the localization (k P [x]/ I) P , we have that
Furthermore, there is an exact sequence
Suppose that P ∈ Spec(R) and let R P be the localization of R at P . Then R P is a local ring with unique maximal ideal m P and with residue field k P = R P /m P . Localizing the right exact sequence (3) at P and then applying −⊗ RP k P , we obtain
Noting that (I/I 2 ) P ⊗ RP k P is generated by (f 1 + I 2 ) ⊗ 1, . . . , (f r + I 2 ) ⊗ 1, we can write Ω RP /A ⊗ RP k P as
, then df = j (∂f /∂x j )dx j , which implies that the R P -module in the denominator of the last displayed equation is generated by 
This gives that
Since A is a domain, dx 1 ⊗ 1, . . . , dx s ⊗ 1 are linearly independent over k P , and so W ∼ = k s P . On the other hand, any ω ∈ S can be written as
where J T is the transpose of the Jacobian matrix and (a 1 , . . . , a r ) ∈ k r P . Thus dim kP S = rank J and
This proves the equation dim
. , x s ] and let us define the k P -homomorphism
Set also α i := x i for all i ∈ {1, . . . , s} so that α = (α 1 , . . . , α s ) and consider the ideal
, then clearly ∂(f g)/∂x i (α) = 0 due to Leibniz's rule and the fact that f (α) = g(α) = 0. Hence ψ(f g) = 0, and so M 2
As was already pointed out, Theorem 2.2 combined with our results in Sections 3 and 4 enables us to explicitly calculate the invariants of singularities for representation rings of finite groups.
The geometry of the spectra of representation rings
The main subject of this article is the affine scheme associated with the representation ring of a finite group. In this section, whose first part is largely based on Serre's text [Ser77, Section 11.4], we give an overview of its structure. This envolves a brief study of the natural interactions of cyclotomic extensions with representation rings.
Let G be a finite group of order n and let ξ be a primitive n-th roof of unity in C. Letting Cl(G) denote the set of conjugacy classes of G, a complex character χ of G can be viewed as a function
Suppose that χ 1 , χ 2 , . . . , χ s are the irreducible complex characters of G. The representation ring R(G) is the set of Z-linear combinations of χ 1 , . . . , χ s viewed as a ring under the product operation between characters. Then R(G) is a commutative ring whose identity element is the trivial character, which we shall assume throughout this work to be χ 1 . The elements of R(G) are sometimes called virtual characters of G. The additive group of R(G) coincides with the Grothendieck group of the category of finitely generated C[G]-modules.
Our main concern here is the study of the ring
or, more precisely, the affine scheme C := Spec(R(G)).
Note that R(G) can be viewed as the set of Z[ξ]-linear combinations of χ 1 , . . . , χ s and it is also a commutative ring with the identity element χ 1 . The ring R(G) can also be seen as a subring of
The embeddings
defined by ξ → χ 1 ⊗ ξ and χ i ⊗ ξ → ξχ i , respectively, induce maps of schemes
Since Z[ξ] Cl(G) is a finitely generated Z-module, we have that the extension Z Z[ξ] Cl(G) is integral and so the maps in (5) are surjective.
For Q ∈ Spec(Z[ξ]) and c ∈ Cl(G), set
Then
Considering the maps in (4) as embeddings, we obtain that
In particular, as the minimal primes of Z[ξ] Cl(G) are of the form
This argument also implies that dim R(G) = 1.
Let P = Q (c) be a point of C with Q = (0), let m P be the unique maximal ideal of the localization R(G) P , and set k P to be the residue field of P . Then Z[ξ] can naturally be identified with
In particular, k P is a finite field. Recall that if g ∈ G and p is a prime, then g can be written uniquely as g = g r . An element g is said to be p-regular if p ∤ |g|. If g is p-regular, then g 
Lemma 3.1 is the essence of a scheme-theoretic description of C, given as follows. Proof. Both statements (i) and (ii) follow from Lemma 3.1. The picture of crossing irreducible components is sketched on Figure 1 . Next we recall the (standard) notions of embedding dimension and regularity at a point in a given algebraic scheme.
Definition 3.4. Let X be a scheme over Y and P ∈ X be a point. Let also O P be the local ring of P on X and m P its maximal ideal. Set k P := O P /m P to be the residue field. The (local) embedding dimension of X at P is defined as edim P (X) := dim kP (m P /m 2 P ). The point P is said to be regular (or smooth, or nonsingular ), if O P is regular, i.e.,
where one refers to the Krull dimension on the right-hand side of the last equation. The point is said to be singular otherwise.
From the very definition of a singular point and from Corollary 3.3, we are already in position to derive some first results for the spectra we are concerned with here. Conversely, if P lies in two distinct components of C, then P contains two distinct minimal primes of R(G). Therefore the unique maximal ideal of the local ring O P = R(G) P also contains two distinct minimal primes, which implies that O P is not a domain. Thus O P is not a regular local ring, which implies that P is singular.
The equivalence between (ii) and (iii) follows directly from Corollary 3.3, while (II) is immediate from the equivalence between (i) and (iii).
In the next result, we study the (intrinsic) notion of tangency bringing a different perspective into the study of singularities. Recall that the Zariski tangent space was defined in Definition 2.1. This notion of tangent space should be compared against the concept of regularity introduced in Definition 3.4. For instance, in the case of schemes over fields, the embedding dimension agrees with the dimension of the tangent, whichever the point is. On the other hand, these two invariants may differ over Z. At any rate, one can easily derive the following first relations below from basic algebraic geometry.
Proposition 3.6. Let π : C → Spec(Z) be the natural projection and let P ∈ C be a point with π(P ) = (p). Then the following hold:
(i) dim kP (T P (C/Z)) edim P (C); (ii) if p ∈ P 2 , then dim kP (T P (C/Z)) < edim P (C); (iii) if there exists an x ∈ R(G) with x ≡ 0 (mod p) and x r ≡ 0 (mod p) with some r 2, then dim kP (T P (C/Z)) 1 for some P ∈ π −1 (p). (vi) edim P (C) mg(P ), where mg(P ) is the minimal number of generators of P ;
Proof. Set R = R(G). To prove (i), note that O P = R P is a Z-algebra, so we have the exact sequence
of k P -vector spaces where "d" is the derivative map. Further, the natural sequence of ring homomorphisms Z −→ F p −→ k P yields the following exact sequence of k P -vector spaces:
As P is a maximal ideal of R, we have that k P ∼ = R/P , thus k P is a finitely generated algebra over F p . Besides, k P is a finite field (equation 6) and is separable over F p ; therefore Ω kP /Fp = 0. From the epimorphism Z → F p we also get that Ω Fp/Z = 0, hence, from (8), we deduce that Ω kP /Z = 0, and, from (7), we obtain the surjective linear map
Thus, by Definition 2.1,
and (i) follows from (9). To prove (ii), note that if p ∈ P 2 then its class is nonzero in m P /m 2 P . But the derivative map d defined in (7) vanishes for all elements of the image of P ∩ Z in m P /m 2 P . In particular d(p) = 0, but since p is nonzero, we have that ker(d) = 0. Since d is surjective by (9), it follows that dim kP (T P (C/Z)) < edim P (C) by (10).
To prove (iii), take x ∈ R(G) with x ≡ 0 mod p such that x r ≡ 0 mod p for some r 2. Then (1 ⊗ x) ⊗ 1 is a nilpotent element in A := (Z[ξ] ⊗ R(G)) ⊗ F p . Therefore the fiber C p := Spec A of the morphism π : C → Spec(Z) over p cannot be a disjoint union of the form i k i where the k i are finite separable field extensions of F p . From [Mat89, Prp. 3.2] it follows that π ramifies at p, and from [Mat89, Prp. 3.5] it follows that Ω Cp/Spec(Fp) = 0. So dim kP (T P (C/Z)) 1 for some P ∈ π −1 (p).
To prove (iv), take P = (f 1 , . . . , f m ). Given f ∈ P write f = a 1 f 1 + . . . + a m f m with a i ∈ R and taking congruence mod P 2 we have f = a 1 · f 1 + . . . + a m · f m where a i ∈ R/P = k P , and f i ∈ P/P 2 , so the f i generate P/P 2 . Hence edim P (X) = dim(m P /m 2 P ) = dim(P/P 2 ) m and the inequality follows choosing m as the minimal number of generators.
Computing singularities
In this section, we present a practical method to compute the embedding dimension and the dimension of the Zariski tangent space at a point P on the affine scheme C = Spec(R(G)) for a finite group G. We also prove Theorem 1.
Given a point P = Q (c) ∈ C with Q = (0), recall from Section 1 that
. Let (Q) denote the ideal in R(G) generated by Q. As k P ∼ = Z[ξ]/Q (see equation (6)), we may consider R(G)/(Q) as a k P -algebra under the well-defined action (r + Q)(x + (Q)) = rx + (Q) for all r ∈ Z[ξ] and x ∈ R(G).
So set
R(G) := R(G)/(Q) and note that, as Q ⊆ P , we have that
With this in mind, we give a local description of a point of C in a way that its embedding dimension can be easily computed once we study tangent spaces. Furthermore, (R/(Q))/(Y /(Q)) is isomorphic to Z[ξ]/Q under the evaluation map χ + (Q) → χ(c) + Q. Therefore R/Y is isomorphic to the field Z[ξ]/Q. Thus Y is maximal and, as Y ⊆ P , we must have Y = P . This proves simultaneously (i) and (ii). Let us prove statement (iii). Note that P / P 2 = (P/(Q))/(P 2 + (Q))/(Q) ∼ = P/(P 2 + (Q)).
Thus we obtain a chain of ideals P ⊇ P 2 + (Q) ⊇ P 2 and we first prove that dim kP (P 2 + (Q))/P 2 1. Indeed, by Lemma 1.1, dim kP Q/Q 2 = 1. On the other hand, the map q + Q 2 → q + P 2 is clearly a surjective k P -homomorphism between Q/Q 2 → ((Q) + P 2 )/P 2 and so dim kP ((Q) + P 2 )/P 2 dim kP Q/Q 2 = 1. Now assume by seeking a contradiction that dim kP ((Q)+P 2 )/P 2 = 0. This is equivalent to (Q) + P 2 = P 2 ; that is Q ⊆ P 2 . Set
Then J is an ideal of R such that P 2 ⊆ J. However, this implies that Q ⊆ J, and so p = pχ 1 (c) ∈ Q 2 and f (ξ) = f (ξ)χ 1 (c) ∈ Q 2 . Thus Q = Q 2 , which is a contradiction.
Note that the ring R(G) is generated by χ 2 , . . . , χ s as a Z 
Note that α k i,j ∈ Z for all i, j, k, and so f i ∈ Z[x 2 , . . . , x s ] for all i ∈ {1, . . . , r}. As above, for a fixed point P ∈ Spec(R(G)), consider the ring R(G). Also recall from Section 1, that Q = (p, f (ξ)) and that k P ∼ = Z[ξ]/Q. Thus we get Setting, for i = {2, . . . , s}, α i = χ i (c) + Q, we find that α i ∈ k P . Now note that P = P/(Q) is the closed point in Spec( R(G)) corresponding to (α 2 , . . . , α s ) ∈ k s−1 P . Set α = (α 2 , . . . , α s ) and let us define the Jacobian matrix J G,P and the extended Jacobian matrix J G,P for G at the point P as follows:
The matrices J G,P and J G,P can be viewed as the matrices of linear transformations k s−1 p → k r p and k s P → k r+1 P , respectively, whose kernels will be referred to as the kernel of J G,P and the kernel of J G,P .
The matrix J G,P contains J G,P and an additional row and column in which all entries are zero except perhaps the corner entry which is Φ ′ n (ξ). Noting that Φ n (ξ) = 0 Lemma 1.1 gives sufficient and necessary conditions as to when Φ ′ n (ξ) = 0. Furthermore, by Theorem 2.2, the Jacobian matricies J G,P and J G,P express the dimensions of the Zariski tangent spaces T P (C/Z[ξ]) and T P (C/Z), respectively. Hence the following lemma is valid. We are in position now to prove Theorem 1, which is a powerful tool for computing dimensions of embedding, tangency and for relating these concepts.
The proof of Theorem 1. SetP = P/(Q) = P ⊗ Z[ξ] k P as above. By Theorem 2.2, (12) dim kP (P /P 2 ) = dim kP T P (C/Z[ξ]) = dim kP ker J G,P .
Hence we obtain that Finally, if case (i) holds, then p ∈ Q 2 , by Lemma 1.1, and so p ∈ P 2 . Assume that case (ii) holds. Then, Q/Q 2 is generated by p + Q 2 (Lemma 1.1). Hence, if p ∈ P 2 , then (Q) + P 2 = P 2 , which is impossible, by the argument given in the proof of Lemma 4.1(iii).
Corollary 4.3. Suppose that G is a finite abelian group, let C = Spec(R(G)) and let P ∈ C such that p ∈ P ∩ Z for some prime p. Then
Proof. Note that the characters χ : G → C form a group (called the dual group) which is isomorphic to G. Furthermore, G is the direct product G = C 1 × · · · × C m of cyclic groups C i = Z p α i i . Hence The results of this section give us a practical method to calculate the dimensions of the Zariski tangent spaces T P (C/Z) and T P (C/Z[ξ]) and the embedding dimension for P ∈ C where C = Spec(R(G)) for a finite group G. The method can be summarized in the following simple algorithm.
Require: Q = (p, f (ξ)) ∈ Spec(Z[ξ]) and P = Q (c) ∈ Spec(R(G))
, dim kP T P (C/Z), edim P C The algorithm above was implemented in the computational algebra system Magma [BCP97] . The individual steps of this algorithm can be executed using built-in Magma functions. For instance the calculation of the matrix J requires calculating the relations of the ring R(G) which can be done by computing the coefficients α k i,j appearing in (11).
= (c 4 )
(3) r = c 1 . Hence there are two singular primes P 2 and P 3 of R(G) and they are given by P 2 = (2, ξ 2 + ξ + 1, χ 2 − 1, χ 3 − 1, χ 4 − 1) P 3 = (3, ξ 2 + 1, χ 2 − 1, χ 3 − 1, χ 4 ).
Furthermore, considering R(G) as the Z[ξ]-algebra Z[ξ][x 2 , x 3 , x 4 ]/(f 1 , . . . , f 6 ), the polynomials f i are given by the equations χ 2 2 = χ 3 , χ 2 χ 3 = χ 1 , χ 2 χ 4 = χ 4 , χ 2 3 = χ 2 , χ 3 χ 4 = χ 4 , χ 2 4 = χ 1 + χ 2 + χ 3 + 2χ 4 . In particular R(G) is isomorphic to Z[ξ][x 2 , x 3 , x 4 ]/I G where I G is the ideal generated by the polynomials x 2 2 − x 3 , x 2 x 3 − 1, x 2 x 4 − x 4 , x 2 3 − x 2 , x 3 x 4 − x 4 , x 2 4 − 1 − x 2 − x 3 − 2x 4 . Hence the Jacobian matrix J = (∂f i )/(∂x j ) with respect to these generators and relations is
Therefore we obtain the Jacobian matrices P 2 and P 3 over F 2 and F 3 , respectively, by making the substitutions x 2 = x 3 = x 4 = 1 and x 2 = x 3 = 1 and x 4 = 0: Furthermore, letting C = Spec(R(G)), we find that dim F2 T P2 (C/Z[ξ]) = dim F3 T P3 (C/Z[ξ]) = 1, dim F2 T P2 (C/Z) = dim F3 T P3 (C/Z) = 2, edim P2 C = edim P3 C = 2. We just note that this also stands for an example where the embedding dimension can be strictly smaller than the minimal number of generators. Indeed, one can check that we may shrink the number of generators here to P 2 = (1 + ξ + ξ 2 , χ 4 − 1) and P 3 = (1 + ξ 2 , χ 2 − 1, χ 4 ), but not further. Thus edim P3 (C) = 2 < 3 = mg(P 3 ).
In the tables in the Appendix below, we summarise the computations for the groups S 3 , D 4 , A 4 , D 8 , S 4 , A 5 and A 6 . The rows of the tables contain the singular primes of R(G) for each G. In these groups, for each prime Q = (p, f (ξ)) ∈ Spec(Z[ξ]) there is a unique prime P ∈ Spec(R(G)) that projects onto Q. The Magma implementations of the procedures are available from github.com/schcs/GreenRings.
Appendix:
The tables p f (x) edim P C dim kP T P (C/Z) dim kP T P (C/Z[ξ]) 2 x 2 + x + 1 2 1 1 3
x + 1 2 2 1 Table 1 . The singularities of R(S 3 ) p f (x) edim P C dim kP T P (C/Z) dim kP T P (C/Z[ξ]) 2 x + 1 4 4 3 Table 2 . The singularities of R(D 4 ) p f (x) edim P C dim kP T P (C/Z) dim kP T P (C/Z[ξ]) 2 x 2 + x + 1 2 2 1 3
x 2 + 1 2 2 1 Table 3 . The singularities of R(A 4 ) p f (x) edim P C dim kP T P (C/Z) dim kP T P (C/Z[ξ]) 2 x + 1 4 4 3 Table 4 . The singularities of R(D 8 ) p f (x) edim P C dim kP T P (C/Z) dim kP T P (C/Z[ξ]) 2 x 2 + x + 1 3 3 2 3 x 2 + x + 2 2 2 1 3 x 2 + 2x + 2 2 2 1 Table 5 . The singularities of R(S 4 ) p f (x) edim P C dim kP T P (C/Z) dim kP T P (C/Z[ξ]) 2
x 4 + x + 1
