Spoken Document Retrieval in a Highly Inflectional Language by Ekman, Inger & Järvelin, Kalervo
Spoken Document Retrieval in a Highly Inflectional Language 
 
 
Inger Ekman and Kalervo Järvelin 
Department of Information Studies, University of Tampere 





Being able to search for relevant infor-
mation within a collection of documents 
is vital for the effective use of any kind 
of storage media. The main body of 
Spoken Document Retrieval research 
has concentrated on the English lan-
guage, leaving other languages – and in-
formation produced in them – without 
the benefit of existing SDR systems. 
Especially the performance of vocabu-
lary based speech recognition suffers 
from inflection. This also affects the us-
ability of retrieval systems based on vo-
cabulary-based recognition techniques. 
We discuss a method for rapid phoneme 
filtering to facilitate fast searches for 
words unknown by large vocabulary 
speech recognizers. The method is 
evaluated against a speech database in 
Finnish, which is a highly inflected lan-
guage. 
1 Introduction 
With increasing storage capacity, providing audio 
information has become a common feature in 
many media systems. There are many sources of 
purely spoken documents, radio programs and 
voice messaging to name a few. Both education 
and research would benefit from effective storage 
and retrieval of audio material, such as lectures and 
interviews. Voice is also used to convey informa-
tion in multimedia files. 
 Whereas some media file types (like pic-
tures) are indifferent to language, speech is not. 
The main body of Spoken Document Retrieval 
(SDR) research has mainly focused on retrieval of 
English speech. Since English is a language with 
very limited inflection, current SDR has not ade-
quately dealt with the implications inflection has 
on neither speech recognition nor its effects on the 
retrieval task. 
 Compared to English, Finnish is an excep-
tionally highly inflected language (Karlsson 1983). 
This does not, however, limit the value of this kind 
of research only to Finnish. In fact, looking at the 
languages spoken in Europe, English is one of the 
least inflectional languages (Lamel 2002). Current 
SDR methods developed for English do not take 
into account various difficulties in speech recogni-
tion and indexing that arise from inflection. 
 In this paper, we will examine the follow-
ing questions: 1) How does inflection affect speech 
recognition and SDR? 2) What solutions are there 
to deal with inflection in SDR? 3) How to fil-
ter/retrieve spoken documents in a highly inflected 
language? And 4) what is the effectiveness of Spo-
ken Document Filtering on a Finnish test database? 
How does it compare to text-based retrieval under 
the same conditions? 
2 SDR methods 
There are two main approaches to the SDR task: 
First one can transcribe the spoken material into 
words by means of a large vocabulary continuous 
speech recognizer (LVCSR). After recognizing the 
speech, text retrieval methods can be used to 
search through the produced transcripts. To en-
hance results, various methods of error-correction 
have been developed, e.g., using multiple recog-
nizers (Jones et al. 1996; Ng 2000; Sanderson & 
Crestani 1998) or alternative recognitions of single 
words or phrases, also called n-best lists (Siegler 
1999). Additionally, document expansion using a 
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text corpus has been used with some success to 
mitigate the effect of errors produced by the 
LVCSR (Singhal et al. 1998). 
 Because of the limited vocabulary of the 
recognizer, there will always be Out Of Vocabu-
lary (OOV) words, which appear in the documents 
but not in their transcripts. This is especially prob-
lematic when the lost words are particularly de-
scriptive, such as technical terms and names of 
people or places (Garofolo et al. 1998). Addition-
ally OOV words tend to cause more than one error 
(Lamel 2002). Erroneous recognition of vocabu-
lary words can also lead to terms disappearing 
from the documents.  
 Alternatively to recognizing words, docu-
ments can also be recognized at sub-word level as 
phones or phonemes. The recognition units can be 
single sounds (see Ng & Zue (1997) for results for 
various recognition categories) or sequences of 
several recognition units, but recognition is not 
restricted by a vocabulary of possible words. In 
these systems, retrieval is usually done by “trans-
lating” search words or phrases into their phonetic 
form and searching for appearances of similar-
sounding slots. 
 The problem of OOV words does not oc-
cur with phone recognition. Phone recognition is 
also a magnitude faster than LVCSR. However, 
recognizing phones is more error prone than word-
based recognition, because no higher-level infor-
mation can be used to narrow down the number of 
possible interpretations. Another problem with 
phone-based recognition is the loss of word 
boundary information. Because of this, retrieval 
systems cannot use traditional indexing. The loss 
of word boundary information also further chal-
lenges the matching task. Phone retrieval methods 
therefore have to be able to deal with errors as well 
as managing the indexing task. 
 There are two major approaches to phone-
recognized SDR, n-grams and word spotting. With 
n-grams, transcripts are split into n-length partially 
overlapping sequences, which are used in a similar 
fashion to words in the ordinary indexing approach 
(Wechsler & Schäuble 1995; Ng & Zue 1997, Ng 
& Zobel 1998). Since n-grams in effect examine 
words in separate small pieces it alleviates some of 
the problems of erroneous recognition as well as 
variations in inflection (to the extent that inflection 
occurs as suffixes). This error tolerant quality has 
also been used to deal with word variations e.g. 
when searching for historical word forms (Robert-
son & Willett 1992). Other solutions for phone 
based SDR have focused on trying to develop 
faster scanning techniques for the search phase 
instead of new indexing techniques (Brown et al 
1996; Ferrieux & Peillon 1999; James 1995). 
3 The Effects of Inflection on SDR 
The target language can affect the suitability of 
SDR methods. The effects are mainly due to the 
morphology of a language. Morphology deals with 
the structure of morphemes - roots, prefixes and 
suffixes - and rules for their combination. Inflec-
tion occurs when inflectional affixes are added to a 
word stem. The stem can remain unchanged, or 
change depending on the affix. The rate of inflec-
tion of a language can be considered a continuous 
scale: At one end we find languages such as Viet-
namese that have no inflection. At the other ex-
treme are languages like Inuit that combine multi-
ple morphemes into whole sentences, confusing 
the distinction between word and sentence. 
(Pirkola 2001.)   
 Morphology affects SDR by making both 
recognition and retrieval harder. Since morphology 
is concerned with the structural variation of words, 
it affects only vocabulary-based, not 
phone/phoneme-based SDR. Morphology affects 
recognition in two ways. First is the issue of build-
ing a recognition vocabulary. Due to inflection, the 
necessary vocabulary size is much greater the more 
inflected a language is. For example, due to inflec-
tion Finnish has a cautious estimate of 2000 differ-
ent possible noun and 12000 verb forms. (Karlsson 
1883.) The presence of inflected words in docu-
ments requires being able to match them with 
query words in different form. This feature directly 
affects the retrieval phase and has already called 
for new indexing methods for text retrieval (Alkula 
2001). All forms are naturally not as frequent. In 
text retrieval inflection can be dealt with rather 
well by converting search terms to only a handful 
of all the possible variations (Kettunen & Airio 
2006). Nevertheless, achieving necessary vocabu-
lary coverage for LVCSR in inflected languages 
would demand including at least some of the most 
common inflected forms for each word in the dic-
tionary. With larger vocabularies, performance 
usually suffers and recognition becomes slower. 
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 Another problem imposed by inflection is 
that most recognizers use Language Models (LM) 
based on word order to help decide which words of 
the vocabulary are likely to occur in the speech 
stream. Since the function of an inflected word is 
indicated by its ending, word order is liberated. 
This aspect has been shown to affect the usability 
of traditional LMs for Russian that similar to Fin-
nish has very free word order (Whittaker & Wood-
land 2003). Another problem with language mod-
els is that the statistical model of word order as-
sumes a certain genre of speech. Whereas phone 
recognition is mostly concerned with recording 
quality and speaker, LM:s restrict a certain recog-
nition system to certain styles of spoken communi-
cation: models suitable for the recognition of for-
mal news speech are not as such usable for tele-
phone conversations or informal interviews. 
 Many of the problems posed by inflection 
can be solved by using smaller recognition units 
such as morphemes (Kurimo et al. 2005). How-
ever, even morpheme recognizers are restricted to 
using a vocabulary of sorts, albeit more flexible in 
this aspect than LVCSR. 
4 Using Phone Filtering in SDR for In-
flected Languages 
As argued in the previous chapter, the word-based 
approach is strongly affected by inflection and thus 
not as such appropriate for dealing with inflected 
SDR. Phone-based recognition, on the other hand, 
does not suffer from inflection. Moreover, the 
problem with inflection in the retrieval phase is 
often solved by the approximate-matching nature 
of the retrieval algorithms. Phone-based systems 
thus seem to provide several benefits over the 
LVCSR approach with inflected languages. 
 Further, word-based retrieval limits the 
possible search words to those of the recognition 
vocabulary. The only way to guarantee unlimited 
vocabulary searches seems to be to recognize 
speech on the sub-word level. Thus there will be a 
need for methods capable of dealing with phone 
recognized speech even in systems designed for 
less inflected languages. 
 However, while phone based recognition 
of speech is faster than LVCSR, retrieval by 
phones usually is slow compared to the speed of 
traditional indexing. Although there are accurate 
algorithms for word spotting, these are quite time-
consuming. Filtering provides a faster way of 
processing phone-recognized transcripts, although 
perhaps not as accurate as more time-consuming 
methods. 
 In our view, filtering can benefit the sys-
tem in three ways: First, the filtering process pro-
vides a rapid means of pre-processing and priori-
tizing documents for consecutive retrieval stages. 
Second, we hope to use filtering to provide the user 
with initial results. Listening to even a few speech 
documents will involve the user for some time. 
Meanwhile the system can use accurate but time-
consuming matching algorithms to produce better 
results. Third, through immediate feedback, the 
system will be giving the user information based 
upon which they can rethink and evaluate their 
requests. Automatic relevance feedback based on 
the first few retrieved documents can be used to 
improve search performance. 
4.1 Filtering with N-gram Signatures 
The prototype retrieval system uses n-grams to-
gether with document signatures to make scanning 
the whole speech database as fast as possible. The 
underlying idea is to represent every document in 
the database by a standard-length bit-vector. After 
breaking down the phone-recognized speech 
document to n-grams (this is simply achieved by 
splitting document into partially overlapping n 
length subsequences), the content of the document 
is encoded in the vector. 1-bits are used to indicate 
that a certain n-gram exists in the document, 
whereas zero indicates non-existence. In the filter-
ing phase, each request is put through the same 
procedure and compared to all the documents in 
the database with only a few bitwise operations per 
document signature. This method (also know as q-
gram filtering) is a very fast way to scan for a cer-
tain sequence of characters compared to most 
known approximate string-matching algorithms 
(Navarro 2001). 
4.2 The Finnish SDR Test Collection 
To evaluate our filtering system, we used a test 
collection containing 288 news stories on different 
topics. The test collection is a subset of documents 
from a larger text database containing 55000 news 
documents and 35 test topics with relevance as-
sessments. The documents are domestic, foreign 
and economic news, dating between 1988-1992 
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(Sormunen 2000). The 288 documents for the SDR 
collection were selected from among the relevant 
documents of 17 test topics (topics 2–18). There-
fore we were able to use both the textual test topic 
and the relevance assessments. The documents 
were originally written newspaper articles, and 
were manipulated to resemble spoken news stories 
(elimination or rephrasing of numerical expres-
sions, etc.). The stories were spoken by one single 
person and recorded in a studio environment. The 
resulting test database contains a total of 4h 47 min 
of speech, with individual stories about one minute 
each. Speech recognition used a phone recognizer 
developed at Tampere University of Technology. 
The recognizer produced a mixed transcript of 
phones and phone sequences with an average 
phone error of 42.0%. 
Table 1 The Finnish test collection. 
Nr of documents 288 
Total length 4h 47min 
Average length of speech documents 59.8s/ 93 words 
Average length of phone transcripts 712 phones 
Average phone error rate 42.0% 
 
Number of test topics 17 
Avg. Min Max Number of relevant docu-
ments/topic 16.9 4 39 
Avg.  Min Max Topic length (words) 
13.9 3 27 
 
Test requests were manually formed from the 17 
topics, based on the textual requests by selecting 
informative words from a set of individually spo-
ken words and word combinations (e.g. ‘united 
nations’ ‘carl bildt’). Included were base forms of 
words appearing in the textual request, as well as 
words classified as possible to derive from the re-
quest with general information about the subject. 
The requests had on the average 13,9 words. On 
average, each topic had a recall base of 17 docu-
ments. The test collection is described in Table 1. 
4.3 Evaluation of the filtering system 
We tested the performance of n-gram filtering and 
compared different combinations of retrieval pa-
rameters. Tests were performed on n = 2, 3, 4 and 
5. Additionally, signatures were formed both over 
whole news stories, as well as partially overlapping 
smaller story segments, or windows, of 10, 20, 50, 
100, 200 and 500 phones. The total number of pa-
rameter combinations is 4*6=24.  
 To optimize processing time, all query 
words are combined before the matching phase by 
concatenating their transcripts. Each document is 
evaluated against the query and assigned a score 
Sim(a,b) = |A∩B| / min {|A|, |B|}, where A and B 
are the sets of n-grams of the current document and 
query, respectively. The windows are scored sepa-
rately. The final document score is defined as the 
maximum of each document’s window scores. Fi-
nally, all documents are ranked. For evaluation, the 
whole result list was inspected.  
 The filtering results are presented in Table 
2. Comparisons to a text baseline are shown below, 
in Table 3. The text baseline used the parameter 
combination that gave the best results: 5-gram with 
500 phone windowing. 
Table 2 Average precision of multi-word topics 




2-gram 3-gram 4-gram 5-gram 
10 0.099 0.182 0.252 0.247 
20 0.116 0.248 0.305 0.302 
50 0.131 0.254 0.331 0.329 
100 0.136 0.258 0.332 0.351 
200 0.152 0.281 0.362 0.353 
500 0.131 0.251 0.384 0.381 
whole 0.109 0.217 0.335 0.362 
 Table 3 The average SDR effectiveness in 
relation to the baseline text search. The text base-
line used 5-grams with 500 phone windowing. 
Window 
size 
2-gram 3-gram 4-gram 5-gram 
10 10.9 % 20.1 % 27.8 % 27.3 % 
20 12.9 % 27.4 % 33.7 % 33.4 % 
50 14.4 % 28.1 % 36.6 % 36.4 % 
100 15.1 % 28.5 % 36.7 % 38.8 % 
200 16.8 % 31.1 % 40.0 % 39.1 % 
500 14.4 % 27.7 % 42.5 % 42.1 % 
whole 12.1 % 24.0 % 37.1 % 40.0 % 
 
Table 2 shows filtering performance. At its best, 
filtering reaches an average precision of 0.384 for 
4-grams using 500 phone windows. 
 Splitting the stories slightly improves per-
formance. The ideal window size depends on n 
size. The effect is emphasized because queries are 
represented as one signature; multiple query words 
are unlikely to fit within smaller windows. 
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 Table 3 shows relative precision for speech 
filtering compared to a text baseline using the same 
filtering methods. The results show performance as 
good as 42.5% of that of a text filtering. 
4.4 Filtering Performance Across Recall Lev-
els 
In addition to knowing the average precisions, we 
are interested in how precision develops over recall 
levels. To save space, we will only consider the 
best approaches within each gram category, 
namely 2- and 3-grams with segment size 200 and 
4- and 5-grams with 500 phone segments.  
 As can be seen from Figure 1, precision 
develops similarly for all top parameter combina-
tions. For these approaches, one can see that preci-
sion drops in the usual way towards around or 
slightly above 10% precision at 100% recall.  
 
Figure 1 Precision over 10 recall levels. Precision 
on the y-axis, recall on the x-axis. The best ap-
proach (4-gram with window size 500) is shown in 
strong line. 
The development of precision has implications for 
the use of filtering. In order to make the best of the 
filtering process’ benefits, it is probably worth cut-
ting off the document collection at recall levels 
lower than 100%. If a user would choose to inspect 
all the results, they will most likely also be spend-
ing more time with the system, which will allow 
the use of more time-consuming methods for 
maximal recall. However, for the typical user it is 
unlikely that poor precision at these levels would 
affect the user perception of the system, since few 
users can be assumed to inspect the result list this 
far. 
 More notable is the high precision obtained 
at the lower recall levels. The results are as high as 
0.732 with 4-gram and 500 phone windowing. This 
means that the majority of the documents pre-
sented first in the result list are relevant, with 
roughly only one in four not containing relevant 
information. This suggests that the filtered docu-
ment collection could indeed be used as a prelimi-
nary search result. 
5 Conclusion and future work 
The main focus of the international SDR research 
community has been on English. Since languages 
vary, it is important that research is carried out in 
other languages as well. The research presented in 
this paper aims at clarifying the effects of inflec-
tion on speech recognition and SDR and propose 
means to deal with SDR in highly inflected lan-
guages. One such language is Finnish, which we 
use as a test case to evaluate an n-gram filtering 
method for rapid SDR. 
 Morphology affects SDR on two levels: 
speech recognition and IR. The enormous number 
of words necessary for decent coverage makes  
LVCSR hard to implement for highly inflected 
languages. Less restricted word order, on the other 
hand, complicates the use of word order based lan-
guage models. Morphology affects SDR also be-
cause request words may be in different forms than 
document words and thus provide less than ex-
pected evidence for retrieval – especially due to 
often short and sometimes variable inflectional 
stems. 
 We have examined the use of n-gram fil-
tering for rapid scanning of a spoken document 
collection. The results presented in this paper sug-
gest that this approach could be used to preprocess 
a database and thus shorten the retrieval phase for 
slower word-spotting algorithms. An average pre-
cision as high as 38.4 (42.6% relative to text filter-
ing) was achieved with a very time-efficient pa-
rameter combination using 4-grams and a 500-
phone window. Also, n-grams seem to be capable 
of matching words in different inflectional forms. 
Comparing our results to earlier results on 
n-gram length for English (e.g. Ng et al. 2000) this 
study indicates reasonable performance on Finnish 
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with 4- and 5-grams, whereas results for English 
have shown better results for smaller 3-grams. This 
result may be at least in part dependent on the type 
of phone recognizer used. Our recognizer used 
phone sequences, which to some extent raises the 
probability of longer matches in the transcripts. 
However, the text baseline produced best results 
with 5-grams. Notably, Finnish words are longer 
on the average than English, so longer grams may 
be found beneficial in Finnish phone based SDR. 
Longer n-grams naturally mean more of 
the descriptiveness of words is maintained. On the 
other hand, optimal n-gram size is affected by the 
recognition system used, since this dictates what 
kind of errors can occur. The quality of recognition 
also has its effects on chosen n size; the perform-
ance of long grams depends on how frequently (or 
consistently) recognition errors occur. Longer n-
grams also increase the risk that the individual n-
gram becomes over specific with regards to inflec-
tion (i.e. matches only with a certain inflectional 
form), or that the n-gram involves phones from 
several words at once. However, based on our re-
sults, this did not seem to happen. Further investi-
gation is needed to confirm, whether this is indeed 
the case. 
 One important step towards the develop-
ment of SDR methods is the availability of a suit-
able test database for retrieval experimentation. 
Unfortunately, realistic databases of several hun-
dreds of hours of speech are as yet unavailable for 
Finnish. In addition to examining retrieval meth-
ods, our project also created a test database con-
sisting of 4,7 hours of speech. This speech data-
base, along with the spoken query words and rele-
vance assessments, are currently being shared with 
other researchers and research sites, to facilitate 
further exploration on approaches to Finnish SDR. 
Promising results have been made using morph-
based recognition and retrieval (Kurimo et al. 
2005). Further work includes investigating the 
combination of LVCSR and phone retrieval to find 
out how approaches are optimally combined to 
complement each other. 
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