Abstract In many real-world tasks, there are abundant unlabeled examples but the number of labeled training examples is limited, because labeling the examples requires human efforts and expertise. So, semi-supervised learning which tries to exploit unlabeled examples to improve learning performance has become a hot topic. Disagreement-based semi-supervised learning is an interesting paradigm, where multiple learners are trained for the task and the disagreements among the learners are exploited during the semi-supervised learning process. This survey article provides an introduction to research advances in this paradigm.
Introduction
In traditional supervised learning, hypotheses are learned from a large number of training examples. Each training example has a label which indicates the desired output of the event described by the example. In classification, the label indicates the category into which the corresponding example falls into; in regression, the label is a real-valued output such as temperature, height, price, etc.
Advances in data collection and storage technology enable the easy accumulation of a large amount of training instances without labels in many real-world applications. Assigning labels to those unlabeled examples is expensive because the labeling process requires human efforts and expertise. For example, in computer-aided medical diagnosis, a large number of X-ray images can be obtained from routine examination, yet it is difficult to ask physicians to mark all focuses in all images. If we use traditional supervised learning techniques to build a diagnosis system, then only a small portion of training data, on Z.-H. Zhou (B) · M. Li National Key Laboratory for Novel Software Technology, Nanjing University, Nanjing 210093, China e-mail: zhouzh@nju.edu.cn which the focuses have been marked, are useful. Due to the limited amount of labeled training examples, it may be difficult to get a strong diagnosis system. Then, a question arises: can we leverage the abundant unlabeled training examples with a few labeled training examples to generate a strong hypothesis? Roughly speaking, there are three major techniques for this purpose [82] , i.e., semi-supervised learning, transductive learning and active learning.
Semi-supervised learning [21, 92] deals with methods for automatically exploiting unlabeled data in addition to labeled data to improve learning performance, where no human intervention is assumed. Transductive learning is a cousin of semi-supervised learning, which also tries to exploit unlabeled data automatically. The main difference between them lies in the different assumptions on the test data. Transductive learning takes a "close-world" assumption, i.e., the test data set is known in advance and the goal of learning is to optimize the generalization ability on this test data set, while the unlabeled examples are exactly the test examples. Semi-supervised learning takes an "open-world" assumption, i.e., the test data set is not known and the unlabeled examples are not necessary test examples. In fact, the idea of transductive learning originated from statistical learning theory [69] . Vapnik [69] believed that one often wants to make predictions on test examples at hand instead of on all potential examples, while inductive learning that seeks the best hypothesis over the whole distribution is a problem more difficult than what is actually needed; we should not try to solve a problem by solving a more difficult intermediate problem, and so, transductive learning is more appropriate than inductive learning. Up to now there is still a debate in the machine learning community on this learning philosophy. Nevertheless, it is well recognized that transductive learning provides an important insight into the exploitation of unlabeled data.
Active learning deals with methods that assume that the learner has some control over the input space. In exploiting unlabeled data, it requires an oracle, such as a human expert, from which the ground-truth labels of instances can be queried. The goal of active learning is to minimize the number of queries for building a strong learner. Here, the key is to select those unlabeled examples where the labeling will convey the most helpful information to the learner. There are two major schemes, i.e., uncertainty sampling and committee-based sampling. Approaches of the former train a single learner and then query the unlabeled example on which the learner is least confident [45] ; approaches of the latter generate multiple learners and then query the unlabeled example on which the learners disagree to the most [1, 63] .
In this survey article, we will introduce an interesting and important semi-supervised learning paradigm, i.e., disagreement-based semi-supervised learning. This line of research started from Blum and Mitchell's seminal paper on co-training [13] . 1 Different relevant approaches have been developed with different names, and recently the name disagreement-based semisupervised learning was coined [83] to reflect the fact that they are actually in the same family, and the key for the learning process to proceed is to maintain a large disagreement between base learners. Although transductive learning or active learning may be involved in some place, we will not talk more on them. In the following we will start by a brief introduction to semi-supervised learning, and then we will go to the main theme to introduce representative disagreement-based semi-supervised learning approaches, theoretical foundations, and some applications to real-world tasks.
