Abstract: Prediction plays a vital role in decision making. Correct prediction leads to right decision making to save the life, energy, efforts, money and time. The right decision prevents physical and material losses and it is practiced in all the fields including medical, finance, environmental studies, engineering and emerging technologies. Prediction is carried out by a model called classifier. The predictive accuracy of the classifier highly depends on the training datasets utilized for training the classifier. The irrelevant and redundant features of the training dataset reduce the accuracy of the classifier. Hence, the irrelevant and redundant features must be removed from the training dataset through the process known as feature selection. This paper proposes a feature selection algorithm namely unsupervised learning with ranking based feature selection (FSULR). It removes redundant features by clustering and eliminates irrelevant features by statistical measures to select the most significant features from the training dataset. The performance of this proposed algorithm is compared with the other seven feature selection algorithms by well known classifiers namely naive Bayes (NB), instance based (IB1) and tree based J48. Experimental results show that the proposed algorithm yields better prediction accuracy for classifiers.
Introduction
Prediction plays a vital role in decision making. This is done by the predictive model that is known as classifier or supervised learner [1] . This predictive model is employed to predict the unseen and unknown data in various applications [2] . Improving the predictive accuracy is a major challenge among the researchers. The accuracy of the classifier highly relies on the training dataset which is used to train the predictive model. The irrelevant and redundant features of the training dataset reduce the predictive accuracy [3] . Hence, irrelevant and redundant features must be eliminated from the training dataset for improving the accuracy of the predictive model. The performance improvement of the predictive model include improving the predictive accuracy, reducing the time taken to build the predictive model and reducing the number of features present in the training dataset [3] . Selecting significant features from the training dataset for improving the performance of the supervised or unsupervised learner is known as feature selection. This feature selection is classified as wrapper, filter, embedded and hybrid methods [4] .
The filter method selects the important features and removes the redundant and irrelevant features from the given dataset using mathematical statistical measure. It performs well regardless of the classifier chosen, therefore it can work for any type of classification algorithm [5, 6] .
The embedded method uses the training phase of the supervised learning algorithm for selecting the important features from the training dataset. Therefore, its performance is based on the classifiers used [7] .
The wrapper method uses the classifier to determine important features available in the dataset [8] . The combination of filter and wrapper method is known as hybrid method [4, 9] .
Many feature selection algorithms are proposed recently, which concentrate only on removing the irrelevant features. They do not deal with removing the redundant features from the training dataset. These redundant features reduce the accuracy of the classifiers. This paper proposes a filter based feature selection algorithm named as unsupervised learning with ranking based feature selection (FSULR). This algorithm selects the most significant features from the dataset and removes the redundant and irrelevant features. The unsupervised learner learns the training dataset using expectation maximization function and groups the features into various clusters and these clustered features are ranked based on the χ 2 measure within the cluster. The significant features from each cluster are chosen based on the threshold function.
The remaining paper is organized as follows. The relevant literature is reviewed in Section 2. Section 3 discusses the proposed feature selection algorithm. Section 4 explores and discusses the experimental results. Conclusion is drawn in Section 5 with future enhancement of this work.
Related work
This section discusses various types of feature selection, cluster and classification algorithms as a part of the related works of this proposed algorithm.
Feature selection algorithm
The feature selection algorithm selects the most significant features from the dataset using ranking based techniques, subset based and unsupervised based techniques. In the ranking based technique, the individual features "fi" are ranked by applying one of the mathematical measures such as information gain, gain ratio, on the training dataset "TD". The ranked features are selected as significant features for learning algorithm by a threshold value "TV " calculated by the threshold function. In subset based technique, the features of the training datasets are separated into maximum number of possible feature subsets "S" and each subset is evaluated by an evaluation criteria to identify the significance of the features present in the subset. The subset containing most significant features is considered as a selected candidate feature subset. In unsupervised based technique, the cluster analysis is carried out to identify the significant features from the training dataset [10−12] .
Feature selection based on correlation (FSCor)
In this feature subset selection, the entire feature set F = {f1, f2, · · · , fx} of a training dataset "TD" is sub divided into feature subsets "FS i". Then, two types of the correlation measures are calculated on each feature subset "FS i". One is the feature-feature correlation that is the correlation measure among the features present in a feature subset"FS i", and the other one is feature-class correlation that is the correlation measure between the individual feature and the class value of the training dataset. These two correlation measures are computed for all the individual feature subsets of the training dataset. The significant feature subset is identified based on the comparison between the feature-feature correlation and feature−class correlation. If the feature−class correlation value is higher than the feature−feature correlation value, the corresponding feature subset is selected as a significant feature subset of the training dataset [13] .
Feature selection based on consistency measure (FSCon)
In this feature subset selection, entire feature set "F " of the training dataset "TD" is subdivided into maximum possible combinations of feature subsets "FS i" and the consistency measure is calculated for each subset to identify the significant feature subset. The consistency measure ensures that the same tuple "Ti" is not present in a different class "Ci" [5, 14, 15] .
Feature selection based on χ 2 (FSChi)
This is a ranking based feature selection technique. The χ 2 statistical measure is applied on the training dataset "TD" to identify the significance level of each feature presents in the training dataset. The χ 2 value "CV " is computed based on the sum of ratio of the difference between the observed (oi,j ) and expected (eij ) frequencies of the features fi, fj to the expected frequencies (eij) of the features fi, fj of the possible instance value combinations of the features [16] .
Feature selection based on information gain (FSInfo)
In this feature selection technique, the information gain measure is applied on the training dataset to identify the significant features based on information gain value of the individual features [10] in terms of entropy. The entropy value of each feature of the training dataset "TD" is calculated and ranked based on the information gain value [17] .
Feature selection based on gain ratio (FSGaira)
In this feature selection technique, the information gain ratio GR(f ) is calculated for each feature of the training dataset "TD" to identify the significant feature based on the information present in the features of the "TD" [17] .
ReliefF
This feature selection technique selects the significant features from the training dataset "TD" based on the weighted probabilistic function w(f ) with nearest neighbor principle. If the nearest neighbors of a tuple "T " belong to the same class, it is termed as "nearest hit". If the nearest neighbors of a tuple "T " belong to a different class, it is termed as "nearest miss". The probabilistic weight function value w(f ) is calculated based on "nearest hit" and "nearest miss" values [18−20] .
Feature selection based on symmetric uncertainty (FSUnc)
This technique uses the correlation measure to select the significant feature from the training dataset "TD". In addition to that, the symmetric uncertainty "SU" is calculated using the entropy measure to identify the similarity between the two features fi and fj [21, 22] .
Feature selection based on unsupervised learning algorithm
Unsupervised learning is formally known as clustering algorithm. This algorithm groups similar objects with respect to the given criteria like density, distance, etc. The objects present in a group are highly similar than the outliers. This technique is applied for selecting the significant features from the training dataset. Each unsupervised algorithm has its own advantages and disadvantages that determine the application of each algorithm. This paper utilizes expectation maximization (EM) clustering technique to select the significant features by identifying the independent features in order to remove the redundant features from a training dataset "TD" [23−25] .
Supervised learning algorithm
The supervised learning algorithm builds the predictive model "PM" by learning the training dataset "TD" to predict the unlabeled tuple "T ". This model can be built by various supervised learning techniques such as tree based, probabilistic and rule based. This paper uses the supervised learners namely naive bayes (NB), instance based IB1 and C4.5/J48 supervised learners to evaluate and compare the performance of the proposed feature selection algorithm in terms of predictive accuracy and time taken to build the prediction model with the existing algorithms [26−28] .
Naive Bayes (NB) classifier
This classifier works based on the Bayesian theory. The probabilistic function is applied on training dataset "TD" that contains the features F = {f1, f2, · · ·, fx}, tuple T = {t1, t2, · · ·, t y} and classes C = {c1, c2, · · ·, cz}. The unlabeled tuple "UT" is predicted to identify its class Ci with the probabilistic condition P (C k |T ) > P (Cw|T ) where k = w [29] .
Decision tree based C4.5/J48 classifier
This tree based classifier constructs the predictive model using decision tree. Basically, the statistical tool information gain is used to learn the dataset and construct the decision tree. Information gain is computed for each attribute present in the training dataset "TD". The feature with higher information value is considered as the root node and the dataset is divided into further levels. The information gain value is computed for all the nodes and this process is iterated until a single class value is obtained in all the nodes [30, 31] .
IB1
This classifier utilizes the nearest neighbor principle to measure the similarity among the objects to predict the unlabeled tuple "UT". The Euclidean distance measure is used to compute the distance between various tuples present in the training dataset [32] .
Unsupervised learning with ranking based feature selection (FSULR)
This algorithm follows a sequence of steps to select the significant features from the training dataset. Initially, the training dataset is transposed. Then features are clustered and the features in each cluster are ranked based on the χ 2 value. Then the threshold value is computed to select highly significant features from each clustered features. All the selected features from different clusters are combined together as candidate significant features selected from the training dataset. Algorithm 1. FSULR Input:
fm}, class labels C = {C1, C2, · · · , Cn} and T, F, C ∈ T D
Output: Selected significant feature subset SSF= {f1,2 , · · · , fi} ∈ F Method: Phase 2. In this phase, expectation maximization maximal likelihood function [33] and Gaussian mixture model as seen in (1) and (2) are used to group the features using the function EM-Cluster(·). It receives the swapped dataset "SD" to group the "SD" into grouped feature sets
where D denotes the dataset containing an unknown parameter b and known product Z and L is the unseen data. Expectation maximization is used as distribution function and this is derived as Gaussian mixture model multivariate distribution P (z|L, b) as expressed in (2) .
With this scenario, a value α is randomly picked from the set "S" with instances "I" from non-continuous set N = {1, 2, 3, · · · , n}. Let λ l be the mean vector of the unseen variable and the covariance matrix l (l = 1, 2, · · · , n) with the discrete distribution P (l|b). The cross-validation computes the likelihood in correspondence to the value n to determine n Gaussian components for computing the expectation maximization. This developed Gaussian mixture model [34] is used for clustering the features based on the level of Gaussian component possessed by the individual features "fi" [35] and return the n number of grouped feature subsets GF = {GF1, GF2, GF3, · · ·, GFn}. Phase 3. In this phase, the most significant features are selected from the clustered feature subset by χ 2 (·) function.
It receives the clustered feature set GFK with the class feature C and computes the χ 2 value "CV " for all the features as shown in (3)
The feature "fi" contains distinct tuple values tv1, tv2,· · ·, tvn. Then, the χ 2 value "CV " is computed for the features fi and fj . oij is the observed frequency and eij is the expected frequency of possible tuple values. To identify the significant features, the features are ranked by their χ 2 value "CV " and the ranked grouped feature set is obtained. The Threshold(·) function receives the CV Min and CV Max values and returns the break-off threshold value ϕ as shown in (4). The function Break off Feature() recognizes the ranked grouped feature set RGF with ϕ and breaks off the top ranked "CV " up to the value ϕ and returns them as break off feature subset BFSS.
where ϕ is break off-threshold value, H is threshold constant that is equal to 1, α is the maximum χ 2 value (CV Max) of the feature, and β is the minimum χ 2 value (CV Min) of the feature. Phase 4. This phase combines break off feature subset BFSS threshold from the clustered features by the function Union(·) and produces the selected significant feature subset SSF as the candidate selected features.
Experimental setup
Totally, 21 datasets are used to conduct the experiment with number of features ranging from 2 to 684, number of instances from 5 to 1728 and number of class labels from 2 to 24 as listed in the Table 1 . These datasets are taken from the Weka software [36] and UCI Repository [37] . The performance of the proposed algorithm FSULR is analyzed and compared with the other feature selection algorithms FSCor, FSChi, FSCon, FSGai-ra, ReliefF, FSUnc and FSInfo with NB, J48 and IB1 classifiers.
Experimental procedure, results and discussion
This experiment is conducted with 21 well known publically available datasets as shown in the Table 1 by 7 feature selection algorithms namely FSCor, FSChi, FSCon, FSGaira, ReliefF, FSUnc and FSInfo. Initially, the datasets are fed as an input to the feature selection algorithms and the selected features are obtained as output of the feature selection algorithms. These selected features are given to the NB, J48 and IB1 classifiers and the predictive accuracy and the time taken to build the predictive model are calculated with the 10-fold cross validation test mode. The performance of the proposed FSULR algorithm is analyzed in terms of predictive accuracy, time to build the model and the number of features reduced. Fig. 1 expresses the overall performance of feature selection algorithms in producing the predictive accuracy for supervised learners and it is observed that the FSLUR performs better than all the other feature selection algorithms compared. The second and third positions are retained by the FSCon and FSInfo respectively. Fig. 2 shows that the proposed FSULR achieves better accuracy than the other algorithms compared for NB and IB1 classifiers. The FSCon achieves better results for J48 classifier as compared to all the other classifiers. From Fig.3 , it is evident that FSULR takes more time to build the predictive model compared to all other algorithms. From Fig.4 , it is observed that the FSGai-ra and FSUnc require less time to build the model for NB classifier than other algorithms compared. The FSUnc takes less time to build model for J48 classifier. The FSGai-ra and ReliefF consume less time to build the predictive model for IB1 classifier. Fig.5 exhibits that ReliefF reduces the number of features significantly than other algorithms compared and FSCon reduces the least number of features. FSGai-ra, ReliefF, symmetric uncertainty based FSUnc and information gain based FSInfo algorithm with NB, J48, IB1 classifiers. The FSULR achieves better prediction accuracy than the other feature selection algorithms and achieves higher accuracy for IB1 and NB classifiers compared to the other feature selection algorithms. The FSULR is also considerably good in reducing the time to build model for IB1 compared to FSGai-ra and ReliefF. FSULR is considerably good in reducing the time to build model for J48 classifiers compared to FSCon algorithm. The FSULR reduces the number of features compared to FSCor, FSCon and FSGai-ra. In future, this work can be extended with other statistical measures for ranking the features within the clusters.
