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Abstract
Given a 0-1 integer programming problem, several authors have introduced sequential
relaxation techniques | based on linear and/or semidenite programming | that
generate the convex hull of integer points in at most n steps. In this paper, we introduce
a sequential relaxation technique, which is based on p-order cone programming (1 
p  1). We prove that our technique generates the convex hull of 0-1 solutions
asymptotically. In addition, we show that our method generalizes and subsumes several
existing methods. For example, when p = 1, our method corresponds to the well-
known procedure of Lov asz and Schrijver based on linear programming (so that nite
convergence is obtained by our method in special cases). Although the p-order cone
programs in general sacrice some strength compared to the analogous linear and
semidenite programs, we show that for p = 2 they enjoy a better theoretical iteration
complexity. Computational considerations of our technique are also discussed.
Keywords: Global optimization, integer programming, second-order cone programming, cone
programming, relaxation
1 Introduction
Consider solving the 0-1 integer program
min c
Tx (1)
s:t: a
T
i x  bi 8 i = 1;:::;m
x 2 f0;1g
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1Beyond the basic linear programming (LP) relaxation P of the feasible set of (1), many
authors have considered general techniques for achieving tighter relaxations (Gomory, 1963;
Sherali and Adams, 1990; Lov asz and Schrijver, 1991; Balas et al., 1993; Kojima and Tun cel,
2000; Lasserre, 2001; Parrilo, 2003; Bienstock and Zuckerberg, 2004). One recurring theme
is to lift the feasible set of (1) into a higher dimensional space, construct a convex relaxation
in that space, and project this relaxation back into the original space, thus obtaining a
relaxation P 1, which is (hopefully) tighter than P. The choice of lifting and relaxation
determines the strength of P 1. In all previous works, LP and semidenite (SDP) relaxations
have been used in the lifted space.
In Lov asz and Schrijver (1991), Balas et al. (1993), and Kojima and Tun cel (2000), the
idea of sequential relaxation is also introduced. Stated simply, this idea is to repeat the lift-
and-project procedure on the tighter relaxation P 1, thus obtaining an even tighter relaxation
P 2. Then, if P k denotes the k-th relaxation obtained inductively, a fundamental question
is whether fP kg converges to P 01, the convex hull of the feasible set of (1). In each study
referenced above, the answer is positive; in fact, P k = P 01 for all k  n. Computationally,
one can typically optimize over P k in polynomial time as long as k is constant with respect
to n. (Kojima and Tun cel (2000) actually apply their techniques to a much broader class
of problems than just 0-1 programs and show asymptotic convergence to the convex hull of
solutions.)
Sherali and Adams (1990), Lasserre (2001), and Parrilo (2003) do not explicitly employ
the idea of sequential relaxation. Rather, they lift to ever higher dimensions before project-
ing, a technique which is analogous to sequential relaxation. Here, too, the authors show
that lifting to a nite dimension (dependent in some manner on n) achieves P 01. Similar
to the work of Kojima and Tun cel (2000), these authors' techniques can be applied to more
general problem classes, but one may have to lift \innitely" to achieve the convex hull of
solutions.
Although these lift-and-project procedures are very powerful theoretically, they present
signicant computational challenges, even after a single iteration. One must deal with more
variables in the higher dimensional space as well as additional constraints introduced by the
lifting. For example, after one iteration of the LP-based procedure of Balas et al. (1993),
the resulting LP contains 2n variables and 2m + 1 constraints (assuming that the con-
straints aT
i x  bi already imply the bounds 0  xj  1). The procedure of Lov asz and
Schrijver (1991) is more extreme. After one iteration, their LP-based procedure has O(n2)
variables and O(nm) linear constraints, and their SDP-based procedure contains an addi-
tional semidenite constraint on an order n  n matrix. In both of these particular cases,
computational progress has been achieved by exploiting structure (Balas and Perregaard,
22003; Burer and Vandenbussche, 2006).
The use of LP and SDP relaxations in lift-and-project procedures comes about quite
naturally and, of course, is convenient since LPs and SDPs are well understood both theo-
retically and algorithmically. In principle, however, it may be possible to use other types of
relaxations, which may have their own theoretical or algorithmic benets in the context of
lift-and-project.
The purpose of this paper is to explore p-order cone programming (POCP) relaxations,
which include in particular second-order cone programming (SOCP) relaxations when p = 2.
Our interest in POCP arises from the fact that POCP is becoming a well understood tool
in convex optimization (Xue and Ye, 2000; Andersen et al., 2002; Glineur and Terlaky,
2004; Krokhmal and Soberanis, 2008). Moreover, there are by now several high quality
implementations for SOCP, and in fact POCP can be formulated exactly via SOCP (Ben-
Tal and Nemirovski, 2001; Alizadeh and Goldfarb, 2003) (see also Krokhmal and Soberanis
(2008)). Our hope is that, by introducing POCP relaxations, we might discover new lift-
and-project procedures that have their own theoretical and computational advantages.
In this paper, we introduce an entire family of lift-and-project procedures parameterized
by p 2 [1;1] and prove that each asymptotically yields P 01, the convex hull of 0-1 solutions
(Theorem 4.0.2). A feature of this family of procedures is the ability to lift and project with
respect to dierent subsets of variables at dierent iterations. Although we do not achieve
nite convergence in general (so that our procedure is weaker than existing methods in
this sense), we do observe theoretical advantages. In particular, we show that the theoretical
iteration complexity of solving the POCP relaxations via interior-point methods is minimized
when p = 2 at which the iteration complexity is an order of magnitude less than solving
existing LP and SDP relaxations (Corollary 3.2.1). In addition, our family of procedures
unies existing approaches. For example, when p = 1, we recover the LP-based procedure
of Lov asz and Schrijver (1991).
The paper is organized as follows. In Section 2, we describe the basic p-order cone lift-
and-project procedure as well as an alternate derivation of it. (This is just one iteration
of the entire sequential relaxation approach, which is described in Section 4.) We compare
and contrast our procedure with three existing approaches: Lov asz and Schrijver (1991),
Kojima and Tun cel (2000), and Balas et al. (1993). In particular, we point out that our
method includes the LP based lift-and-project procedure of Lov asz and Schrijver (1991) and
the relaxation of Balas et al. (1993) as special cases.
In Section 3, we study fundamental properties of the p-order cone procedure. In par-
ticular, we examine duality properties and two types of monotonicity. For example, one
monotonicity property establishes that the strength of the procedure increases with p, so
3that the strength is maximized at p = 1. We also study the (iteration) complexity of solv-
ing the resultant p-order cone relaxation via interior-point methods, where it is shown that
the lowest iteration complexity is obtained for p = 2. Following these results is the main
technical result of the paper (Theorem 3.4.1): the p-order cone procedure, when applied to a
generic compact, convex set P, cuts o all fractional extreme points of P. Theorem 3.4.1 is
motivated and proved in three layers. We rst show the result holds when P is a polytope,
which is the easiest case. Then we establish the result when P is a ball, which nally allows
us to prove the theorem for general P.
Continuing in Section 4, we describe the sequential relaxation approach based on rep-
etition of the p-order cone procedure and prove that it generates the convex hull of 0-1
solutions asymptotically (Theorem 4.0.2). An example is provided to show that, in general,
the iterated procedure does not converge after n iterations.
In Section 5, we consider computational issues associated with the p-cone sequential
relaxation procedure | particularly, with optimizing over the rst-iteration relaxation. We
compare the SOCP relaxation (p = 2, lowest theoretical complexity) to the LP relaxation
of Lov asz-Schrijver (p = 1, tightest relaxation). As it turns out, even though the SOCP
relaxation enjoys a much lower theoretical iteration complexity, the LPs solve more quickly
in practice. We believe this is a strong testament to the speed of modern LP solvers.
Finally, in Section 6, we conclude with a few nal remarks.
1.1 Notation and terminology
<n refers to n-dimensional Euclidean space, and <nn is the set of real, nn matrices. We
let ei 2 <n represent the i-th unit coordinate vector and e 2 <n represent the vector of all
ones. We denote by [n] the set f1;2;:::;ng. For J  [n] an index set, xJ 2 <jJj is dened
as the vector composed of entries of x that are indexed by J. Similarly, given a matrix
A 2 <nn, AJ represents the jJj  n matrix composed of the rows of A indexed by J.
Diag(x) denotes the diagonal matrix with diagonal x, and A  0 means that the matrix A
is symmetric positive semidenite; its dimension will be clear from context. Finally, given a
set S dened over variables (x;y), Projx(S) denotes the projection of S onto the coordinates
in x.
For p  1, the usual p-norm on <n is dened as
kxkp :=
 
n X
i=1
jxij
p
! 1
p
:
We also consider when p = 1 and kxk1 := maxn
i=1 jxij. Associated with p 2 [1;1] is q such
4that p 1 + q 1 = 1. Both the p-norm and q-norm give rise to closed, convex cones in <1+n:
Kp := f(x0;x) 2 <
1+n : x0  kxkpg
Kq := f(y0;y) 2 <
1+n : y0  kykqg:
It is well known that Kq is dual to Kp, i.e.,
Kq := f(y0;y) 2 <
1+n : y0x0 + y
Tx  0 8 (x0;x) 2 Kpg;
which is written as Kq = K
p. Important special cases occur when p = 2 or p = 1. When
p = 2, Kp = Kq, i.e., Kp and Kq are self-dual. When p = 1, q = 1, and both Kp and Kq
are polyhedral cones.
2 Relaxation Procedure and Comparisons
In this section, we formally state our p-cone lift-and-project procedure and compare and
contrast it with the methods of Lov asz and Schrijver (1991), Kojima and Tun cel (2000), and
Balas et al. (1993).
2.1 Relaxation procedure
For the purposes of generality (particularly with regards to Section 4), we consider a slightly
dierent form of the feasible set of the integer program (1), the only dierence being that
the linear constraints are indexed by an arbitrary set I (possibly innite):
F :=

x 2 f0;1g
n : a
T
i x  bi 8 i 2 I
	
:
This semi-innite representation for F, as opposed to a nite one, does not aect the theoreti-
cal exposition of the p-cone procedure (though it may pose computational issues). Associated
with F is its basic convex relaxation
P := fx 2 <
n : a
T
i x  bi 8 i 2 Ig;
which we assume is contained in [0;1]n | for example, by including bounds on x via explicit
constraints aT
i x  bi. So P is compact convex.
We wish to generate a compact convex relaxation of F, which is tighter than P. Unless
stated otherwise, we assume throughout this section the xed choice of
5 p 2 [1;1],
 ; 6= J  [n].
We will denote the proposed convex relaxation as N(p;J)(P), or more often simply as N(P).
Dening
P
01 := Conv(F);
our goal is to produce N(P) such that P 01  N(P)  P.
Our rst step is to lift F into a higher dimensional space. We will make use of the
following simple (but key) geometric proposition.
Proposition 2.1.1. Dene r :=
p p
jJj=2 and d := e=2 2 <jJj. Then xJ 2 f0;1gjJj implies
kxJ   dkp  r.
It is important to keep in mind that r depends on p and jJj and that d depends on jJj. This
proposition establishes the existence of a family of p-balls circumscribing the integer points
f0;1gjJj. In fact, p0  p implies that the p0-ball is contained in the p-ball (see Proposition
3.3.2), with p = 1 corresponding to the convex hull [0;1]jJj of the integer points.
Using Proposition 2.1.1, F can be rewritten redundantly as
F = fx 2 <
n : x = x
2; a
T
i x  bi 8 i 2 I; kxJ   dkp  rg:
We note that
aT
i x  bi
kxJ   dkp  r
)
=)
 (bi   a
T
i x)(xJ   d)
 
p  r(bi   a
T
i x); (2)
which in turn implies
F =
n
x 2 <
n : x = x
2;
 bixJ   xJx
Tai   (bi   a
T
i x)d
 
p  r(bi   a
T
i x) 8 i 2 I
o
since bi   aT
i x is kept nonnegative. Next, introducing an n  n matrix variable X satisfying
X = xxT and dening
^ F :=
(
(x;X) 2 <
n  <
nn :
X = xxT diag(X) = x

bixJ   XJai   (bi   aT
i x)d


p  r(bi   aT
i x) 8 i 2 I
)
we see that F = Projx( ^ F), i.e., ^ F is the lifted version of F. In addition, dropping the
6nonconvex constraint X = xxT from ^ F, we obtain a convex relaxation of ^ F:
^ P :=
(
(x;X) 2 <
n  <
nn :
diag(X) = x

bixJ   XJai   (bi   aT
i x)d


p  r(bi   aT
i x) 8 i 2 I
)
:
Finally, we dene N(P) as the projection of ^ P:
N(P) := Projx( ^ P)
The desired property of N(P) is immediate.
Proposition 2.1.2. P 01  N(P)  P.
Proof. P 01  N(P) by construction. Moreover, the denition of ^ P implies that every x 2
N(P) satises r(bi   aT
i x)  0 for all i 2 I. Since r > 0, this implies x 2 P. So N(P) 
P.
Note that ^ P is closed and convex because it is the intersection of closed, convex sets. Hence,
N(P) is closed and convex as well. Furthermore, because P is bounded, so is N(P). Thus,
N(P) is compact convex.
Just like P, N(P) has its own semi-innite outer description, which can be the basis of
lift-and-project applied to N(P) itself. This will be the idea behind the iterated procedure
of Section 4.
2.1.1 Example
Consider the example feasible set
F =
8
> > > > <
> > > > :
x 2 f0;1g
2 :
 x1  0
 x2  0
x1 + 2x2  2:5
3x1 + x2  2:5
9
> > > > =
> > > > ;
= f(0;0);(0;1)g (3)
so that
P
01 = f(0;x2) 2 <
2 : 0  x2  1g:
Let J = f1;2g. In Figure 1, we illustrate the p-cone procedure described in the previous
section by depictng the four sets
P  N(1;J)(P)  N(2;J)(P)  N(1;J)(P)
7Figure 1: The four sets P  N(1;J)(P)  N(2;J)(P)  N(1;J)(P) relative to the example
feasible set F in (3), where J = f1;2g. Note that N(1;J)(P) = P 01 in this example.
containing P 01. (Figure 1 was drawn by explicitly determining points on the boundary of
each set via a collection of linesearch procedures. For each of the four sets, a single linesearch
started at (0;0) and moved into the rst quadrant at an angle  2 [0;=2]. The point on
the boundary was precisely the point where the linesearch left the set. The linesearch was
repeated for a suciently ne grid on [0;=2] for each of the four sets.)
Recall that P is the basic LP relaxation of F; in the gure, it is the largest set, which
contains the other three. The next largest is N(1;J), a polyhedral set since p = 1, which
contains the remaining two sets. N(2;J) is the projection of a second-order cone set and
hence has a curved boundary. Finally, the depicted line segment between (0;0) and (0;1) is
N(1;J), which equals P 01 (in this example).
2.2 A dierent derivation
In the derivation of N(P), we have strongly used the implication (2), which can be thought
of as replacing two constraints by their product (respecting nonnegativity). We now show
that one can obtain an alternate representation of the right-hand side of (2) via an alternate
representation of kxJ   dkp  r. Still, multiplying constraints is the key idea.
8Consider Kp and Kq as described in Section 1.1. Because Kq = K
p, it holds that
kxJ   dkp  r () (r;xJ   d) 2 Kp
() vr + u
T(xJ   d)  0 8 (v;u) 2 Kq: (4)
Proposition 2.2.1. For a given x 2 <n, the right-hand side of (2) holds if and only if
(bi   a
T
i x)
 
vr + u
T(xJ   d)

 0 8 (v;u) 2 Kq: (5)
Proof. ()): The right-hand side of (2) implies bi   aT
i x  0. If bi   aT
i x = 0, then clearly
(5) holds. On the other hand, if bi   aT
i x > 0, then dividing the right-hand side of (2) by
bi  aT
i x shows kxJ  dkq  r, which in turn implies vr +uT(xJ  d)  0 for all (v;u) 2 Kq
by (4). Now multiplying with bi   aT
i x implies (5).
((): If bi   aT
i x = 0, then the right-hand side of (2) holds trivially. On the other hand,
if bi   aT
i x 6= 0, then for nonzero u the two inequalities
(bi   a
T
i x)
 
kukqr + u
T(xJ   d)

 0
(bi   a
T
i x)
 
kukqr   u
T(xJ   d)

 0
together imply bi   aT
i x > 0. As a consequence, vr + uT(xJ   d)  0 for all (v;u) 2 Kq,
which means kxJ   dkq  r by (4), which in turn implies the right-hand side of (2).
An immediate consequence of Proposition 2.2.1 is that ^ P dened in the derivation of
N(P) can be equivalently expressed using the semi-innite collection of inequalities
(bi   a
T
i x)(vr   u
Td) + biu
TxJ   u
TXJai  0 8 (i;(v;u)) 2 I  Kq;
thus providing an equivalent denition of N(P). This representation will be useful in the
following subsection.
2.3 Comparison with existing approaches
In the derivation of N(P), we did not use the full strength of the relationship X = xxT
in the relaxation ^ P. In particular, we could have imposed in ^ P the following two convex
conditions, which are implied by X = xxT:
X = X
T and
 
1 xT
x X
!
 0: (6)
9If we had imposed these, then N(P) would be even tighter. However, we purposely did not
impose them in order to have the weakest theoretical assumptions for the iterated procedure
of Section 4. In practice, one would certainly want to impose as many constraints that can
be handled eciently. In particular, imposing symmetry X = XT can be useful to eliminate
variables.
We mention the conditions (6) here because they facilitate comparison with existing
lift-and-project methods in the following subsections.
2.3.1 Lov asz-Schrijver
The LP-based approach of Lov asz and Schrijver (1991) is derived like ours except that the
following lifted and relaxed sets serve in the place of our ^ F and ^ P:
^ Fls =
8
> <
> :
(x;X) 2 <
n  <
nn :
X = xxT diag(X) = x
(bi   aT
i x)xk  0 8 (i;k) 2 I  [n]
(bi   aT
i x)(1   xk)  0 8 (i;k) 2 I  [n]
9
> =
> ;
^ Pls =
8
> <
> :
(x;X) 2 <
n  <
nn :
X = XT diag(X) = x
bixk   Xkai  0 8 (i;k) 2 I  [n]
(bi   aT
i x)   (bixk   Xkai)  0 8 (i;k) 2 I  [n]
9
> =
> ;
:
We have the following proposition relating ^ Fls and ^ Pls to ^ F and ^ L.
Proposition 2.3.1. Let p = 1 and J = [n]. If the p-cone lift-and-project procedure also
enforces the symmetry condition of (6), then ^ F = ^ Fls and ^ P = ^ Pls.
Proof. Note that r = 1=2 with p = 1 and J = [n]. It suces to show that the conditions

bix   xx
Tai   (bi   a
T
i x)d


p  r(bi   a
T
i x) 8 i 2 I
of ^ F are equivalent to the conditions
(bi   aT
i x)xk  0 8 (i;k) 2 I  [n]
(bi   aT
i x)(1   xk)  0 8 (i;k) 2 I  [n]
(7)
of ^ Fls. By Proposition 2.2.1, the conditions of ^ F can be replaced by
(bi   a
T
i x)
 
vr + u
T(x   d)

 0 8 (i;(v;u)) 2 I  K1:
10Since K1 is nitely generated by f(1;e1);:::;(1;en)g, we can reduce these to
(bi   a
T
i x)
 
r + e
T
k(x   d)

 0 8 (i;k) 2 I  [n]
(bi   a
T
i x)
 
r   e
T
k(x   d)

 0 8 (i;k) 2 I  [n];
which simplify to (7), as desired.
The following theorem is an immediate result.
Theorem 2.3.1. Let p = 1 and J = [n], and suppose the p-cone lift-and-project procedure
enforces the symmetry condition of (6). Then the p-cone procedure replicates the LP-based
Lov asz-Schrijver lift-and-project procedure exactly.
Lov asz and Schrijver (1991) also proposed an SDP-based procedure, which also enforces
the semideniteness condition of (6) in ^ Pls. Identical arguments as above show that, if our
procedure enforces both symmetry and semideniteness, then it replicates the SDP-based
Lov asz-Schrijver procedure.
Theorem 2.3.2. Let p = 1 and J = [n], and suppose the p-cone lift-and-project procedure
enforces the symmetry and semideniteness conditions of (6). Then the p-cone procedure
replicates the SDP-based Lov asz-Schrijver lift-and-project procedure exactly.
2.3.2 Kojima-Tun cel
Kojima and Tun cel (2000) present their method as a direct extension of the approach of
Lov asz and Schrijver (1991) to a much broader class of problems. So, in fact, their approach
essentially reduces to that of Lov asz-Schrijver in the case of 0-1 integer programming |
with one important dierence, which we explain next. This dierence, in particular, will
have relevance to our discussion and proofs in Section 4.
As discussed in the previous subsection, the Lov asz-Schrijver approach is based on lifting
with respect to the collection of constraints
(bi   a
T
i x)xk  0 8 (i;k) 2 I  [n]
(bi   a
T
i x)(1   xk)  0 8 (i;k) 2 I  [n]
In contrast, Kojima and Tun cel (2000) (see section 6, page 767, third full paragraph) lift
11with respect to the larger, extended collection
(bi   a
T
i x)xk  0 8 (i;k) 2 I  [n]
(bi   a
T
i x)(1   xk)  0 8 (i;k) 2 I  [n]
(bi   a
T
i x)(bh   a
T
hx)  0 8 (i;h) 2 I  I
xjxk  0 8 (j;k) 2 [n]  [n]
xj(1   xk)  0 8 (j;k) 2 [n]  [n]
(1   xj)(1   xk)  0 8 (j;k) 2 [n]  [n];
which actually reduces to lifting with respect to
(bi   a
T
i x)(bh   a
T
hx)  0 8 (i;h) 2 I  I;
since P implies the constraints 0  xk  1 by assumption. (For more insight on this point,
please refer to Section 3.3 for a discussion on the monotonicity properties of lift-and-project
procedures.)
This broader lifting makes the Kojima-Tun cel approach at least as strong as the Lov asz-
Schrijver approach (and at least as strong as our approach for p = 1 and J = [n]).
We remark that Lov asz and Schrijver (1991) did indeed consider the broader lifting of
Kojima and Tun cel (2000) but chose not to focus on it for algorithmic reasons. (This point
is explained very well in detail by Kojima and Tun cel (2000).)
2.3.3 Balas-Ceria-Cornu ejols
The approach of Balas et al. (1993) can also be viewed as a special case of our approach.
They choose a single index j and then apply the lift-and-project procedure outlined above
in Section 2.1, replacing ^ F and ^ P by the following:
^ Fbcc =
8
> <
> :
(x;X) 2 <
n  <
nn :
X = xxT diag(X) = x
(bi   aT
i x)xj  0 8 i 2 I
(bi   aT
i x)(1   xj)  0 8 i 2 I
9
> =
> ;
^ Pbcc =
8
> <
> :
(x;X) 2 <
n  <
nn :
diag(X) = x
bixj   Xjai  0 8 i 2 I
(bi   aT
i x)   (bixj   Xjai)  0 8 i 2 I
9
> =
> ;
:
12We point out two important details. First, ^ Pbcc does not enforce the symmetry condition
X = XT of (6). Second, because all rows Xk for k 6= j are unconstrained except for the
equation Xkk = xk, ^ Pbcc may be reduced to
^ Pbcc =
8
> <
> :
(x;y) 2 <
n  <
n :
yj = xj
bixj   aT
i y  0 8 i 2 I
(bi   aT
i x)   (bixj   aT
i y)  0 8 i 2 I
9
> =
> ;
without aecting the resulting N(P).
We claim that the Balas-Ceria-Cornu ejols approach is a special case of our method with
J = fjg and arbitrary p.
Proposition 2.3.2. Let p 2 [1;1] and J = fjg for some xed index j. It holds that
^ Fbcc = ^ F and ^ Pbcc = ^ P.
Proof. It suces to show that the conditions
 bixj   xjx
Tai   (bi   a
T
i x)d
 
p  r(bi   a
T
i x) 8 i 2 I (8)
of ^ F are equivalent to the conditions
(bi   aT
i x)xj  0 8 i 2 I
(bi   aT
i x)(1   xj)  0 8 i 2 I
of ^ Fbcc. Noting that r = 1=2 and d = 1=2 and that the p-norm is applied to a scalar in this
case, (8) can be rewritten as
   (bi   a
T
i x)

xj  
1
2
    
1
2
(bi   a
T
i x) 8 i 2 I;
which is clearly equivalent to the conditions of ^ Fbcc.
We thus have the following theorem.
Theorem 2.3.3. Suppose p 2 [1;1] and J = fjg for some xed index j. Then the p-cone
lift-and-project procedure replicates the LP-based Balas-Ceria-Cornu ejols lift-and-project pro-
cedure exactly.
133 Duality, Complexity, Monotonicity, and Fractional
Extreme Points
In this section, we examine fundamental properties of the p-cone lift-and-project procedure
outlined in Section 2.1. The rst main result, proved in Section 3.2, establishes the theoretical
iteration complexity for optimizing over N(p;J)(P). The second main result, proved below in
Section 3.4.3, is that N(P) contains no extreme points of P having fractional entries in J,
a result which will prove critical in Section 4.
Unless stated otherwise, we assume throughout this section that the pair (p;J) are xed,
and we use the short notation N(P) in place of N(p;J)(P). We also assume throughout that
J = f1;:::;jJjg, i.e., J species the rst jJj variables in x; this is for notational simplicity
only.
3.1 Duality
For the discussion in this subsection, we assume that jIj < 1, i.e., P is a polytope.
Consider the relaxation minfcTx : x 2 N(P)g of the 0-1 integer program minfcTx : x 2
Fg. Its explicit p-cone representation is
min c
Tx (9)
s:t: diag(X) = x
 
r(bi   a
T
i x);bixJ   XJai   (bi   a
T
i x)d

2 Kp 8 i 2 I;
where (x;X) 2 <n  <nn. It can be derived that the associated dual is
max
X
i2I
bi(d
Tu
i   rvi) (10)
s:t:
X
i2I
 
(d
Tu
i   rvi)ai + bi
 
ui
0
!!
+  = c
X
i2I
 
ui
0
!
a
T
i + Diag() = 0
(vi;u
i) 2 Kq 8 i 2 I;
where the dual variables are  2 <n and (vi;ui) 2 <1+jJj for all i 2 I. As a means to
illustrate the dual derivation without going deep into the details, we prove weak duality
between (9) and (10) in the following proposition.
14Proposition 3.1.1. Suppose jIj < 1, i.e., P is a polytope. The dual of the p-cone relaxation
(9) is the q-cone optimization (10). In particular, weak duality holds. If, in addition, both
(9) and (10) have interior feasible solutions, then strong duality holds.
Proof. We prove weak duality to illustrate the dual nature of (9) and (10). (The strong
duality result is standard.) Let (x;X) be feasible for (9) and let (;(vi;ui)) be feasible for
(10). Also, let si := bi   aT
i x. Then
c
Tx  
X
i2I
bi(d
Tu
i   rvi)
=
 
X
i2I
 
(d
Tu
i   rvi)ai + bi
 
ui
0
!!
+ 
!T
x  
X
i2I
bi(d
Tu
i   rvi)
=
X
i2I
(rvi   d
Tu
i)si +
X
i2I
bi x
T
 
ui
0
!
+ 
Tx
=
X
i2I

rsivi + [bixJ   sid]
T u
i

+ 
Tx
=
X
i2I

rsivi + [bixJ   sid]
T u
i

 
 
X
i2I
 
ui
0
!
a
T
i
!
 X
=
X
i2I

rsivi + [bixJ   sid]
T u
i

 
 
X
i2I
u
ia
T
i
!
 XJ
=
X
i2I

rsivi + [bixJ   sid   XJai]
T u
i


X
i2I
0 = 0:
Related to the primal and dual problems (9) and (10), we consider the following question
and derive a duality result: given  x 2 P  [0;1]n, is  x 2 N(P)? To answer this question, we
must determine whether or not the set
(
X 2 <
nn :
diag(X) =  x
(r si;bi xJ   XJai    sid) 2 Kp 8 i 2 I
)
(11)
is empty, where  si := bi   aT
i  x. This question is in turn related to the following set by
15Proposition 3.1.2 below:
8
> <
> :
 
;(vi;u
i)

2 <
n  K
jIj
q :
P
i2I
 
ui
0
!
aT
i + Diag() = 0
 xT +
P
i2I
 
r si vi + (bi xJ    sid)Tui
< 0
9
> =
> ;
(12)
Proposition 3.1.2. Suppose jIj < 1, i.e., P is a polytope. Let  x 2 P, and dene  si :=
bi   aT
i  x for all i 2 I. Then (11) is empty, i.e.,  x 62 N(P), if and only if (12) is nonempty.
Proof. We rst argue that, when feasible, the set
(
 
;(vi;u
i)

:
X
i2I
 
ui
0
!
a
T
i + Diag() = 0
)
has nonempty interior with respect to the cones Kq 3 (vi;ui). This follows because we may
arbitrarily increase each vi without aecting the matrix equation. The proposition is now
a straightforward application of the conic version of Farkas' lemma (Anderson and Nash,
1987).
A comment on the assumption jIj < 1 in Proposition 3.1.2 is in order. As it will turn
out, if one were able to relax this assumption, then the proof of Theorem 4.0.2 in Section
4 could be simplied somewhat. However, we are not sure if the result holds without this
assumption.
3.2 Iteration complexity
For the discussion in this subsection, we assume that jIj < 1, i.e., P is a polytope.
The general interior-point methodology of Nesterov and Nemirovskii (1994) can be used
to derive iteration complexity results for solving the p-cone relaxation (9) and/or its dual
(10). Stated with respect to (9), the key result is as follows:
Theorem 3.2.1 (Nesterov and Nemirovskii (1994)). Suppose that (9) is interior feasible
with nite optimal value v. Let a polynomial-time self-concordant barrier for Kp with barrier
parameter p, an interior feasible solution (x0;X0), and a tolerance " > 0 be given. Then
there exists an algorithm (\short-step primal-only interior-point algorithm"), which delivers
a solution (x;X) satisfying cTx  v < " within O(
p
pjIjlog(" 1(cTx0  v))) iterations,
each of which takes polynomial time.
As is evident from the theorem, the key ingredient determining the iteration complexity
of the interior-point algorithm is the barrier parameter p. It is well known that there exists
16a self-concordant barrier for K2 with 2 = 2 = O(1), and when p 6= 2, Andersen et al. (2002)
show the existence of a self-concordant barrier for Kp such that p = 4jJj = O(jJj). This
implies the following corollary.
Corollary 3.2.1. With respect to Theorem 3.2.1, (9) can be solved in O(
p
jIj) iterations
when p = 2 and O(
p
jJjjIj) iterations otherwise.
It is interesting that the iteration complexity does not depend on jJj when p = 2.
This corollary illustrates that, among all relaxations as p varies in [1;1], the second-
order cone relaxation has the lowest overall theoretical iteration complexity. In addition,
when p = q = 2, one can also apply the stronger algorithmic framework of Nesterov and
Todd (1997) for homogeneous self-dual cones to obtain long-step primal-dual path-following
algorithms, which are the basis of high quality practical implementations.
From a theoretical point of view, then, one may be interested only in the relaxations when
p = 2 (lowest iteration complexity) and p = 1 (strongest relaxation and same iteration
complexity as all other p 6= 2). Of course, what happens in practice may dier from theory,
as we will see in Section 5.
To close this subsection, we remark that, for p = 1 and p = 1, the iteration complexity
given by Corollary 3.2.1 matches the iteration complexity obtained if one rst formulates
(9) as its standard LP representation and then applies an LP interior-point method to that
representation.
3.3 Two types of monotonicity
Monotonicity is a relatively simple, but important, property of the p-cone procedure outlined
in Section 2.1. In fact, there are two types of monotonicity (though both are derived from
the same principle). The rst involves the eect of the p-cone procedure on P and its subsets
for xed (p;J), while the second involves the eect on P under dierent p and p0.
The monotonicity properties that we wish to prove for N(p;J)(P) stem directly from the
derivation of the p-cone procedure and particularly from the fact that F, ^ F, and ^ P are
dened with respect to the inequalities
(bi   a
T
i x)

r   kxJ   dkp

 0 8 i 2 I; (13)
see also (2). It is evident that any strengthening of these inequalities in the representations
of F, ^ F, and ^ P can aect a corresponding strengthening of N(p;J)(P) around P 01. This is
the key observation for the following two monotonicity properties.
The rst monotonicity property involves strengthening the portion bi   aT
i x of (13):
17Proposition 3.3.1. Let p 2 [1;1] and ; 6= J  [n] be xed. Suppose Q is a compact convex
set such that F  Q  P. Then P 01  N(p;J)(Q)  N(p;J)(P)  P.
Proof. The inclusions P 01  N(Q) and N(P)  P are derived directly from Proposition
2.1.2. To prove N(Q)  N(P), we simply note that, with respect to N(Q), the sets F, ^ F,
and ^ P are based on the inequalities
(g`   f
T
` x)

r   kxJ   dkp

 0 8 ` 2 L;
where Q =

x 2 <n : fT
` x  g` 8 ` 2 L
	
. Since Q  P, these inequalities are clearly a
strengthening of (13), and so N(Q)  N(P).
The second monotonicity property involves strengthening the portion r   kxJ   dkp of
(13) and requires the following lemma:
Lemma 3.3.1. Let p0  1, and suppose v 2 <s satises kvk
p0
p0  s. Then kvkp
p  s for all
p 2 [1;p0].
Proof. Without loss of generality, we replace v by its component-wise absolute value, i.e.,
we assume vj  0 for all j.
As a function of p (v xed), f(p) := kvkp
p =
Ps
j=1 v
p
j is convex, and so its maximum over
[1;p0] occurs at 1 or p0. So to prove the lemma it suces to show f(1)  s, i.e.,
s X
j=1
vj  s ()
 
s X
j=1
vj
!p0
 s
p0
:
Next, g(a) := ap0 is convex for nonnegative a since p0  1. In particular,
 
s X
j=1
vj
!p0
= g
 
s X
j=1
vj
!
= g
 
s X
j=1
1
s
 svj
!

s X
j=1
1
s
g(svj) =
s X
j=1
s
p0 1 v
p0
j = s
p0 1
s X
j=1
v
p0
j
= s
p0 1 kvk
p0
p0  s
p0
;
as desired.
Proposition 3.3.2. Let ; 6= J  [n] and 1  p  p0  1 be given. Dene r :=
p p
jJj=2,
r0 :=
p0 p
jJj=2, and d = e=2 2 <jJj in accordance with Proposition 2.1.1. If x 2 <n satises
kxJ   dkp0  r0, then kxJ   dkp  r. As a consequence, N(p0;J)(P)  N(p;J)(P).
18Proof. Regarding the rst statement of the proposition, we can rearrange the desired impli-
cation as
k2xJ   ek
p0
p0  jJj =) k2xJ   ek
p
p  jJj;
which is true by Lemma 3.3.1. Next, the inclusion N(p0;J)(P)  N(p;J)(P) follows because
(13) is strengthened when p and r are replaced by p0 and r0.
3.4 Elimination of fractional extreme points
We introduce the following denition:
Let ; 6= J  [n] be given. For any  x 2 <n, we say that  x is J-fractional if the
subvector xJ is contained in [0;1]jJj and has one or more fractional entries.
In this subsection, we prove that N(P) contains no J-fractional points, which are extreme
in P. Said dierently, we show that N(P) cuts o all J-fractional extreme points of P.
We start with the case that jIj < 1, i.e., P is a polytope; this is essentially a warm-up
exercise. Then we extend the ideas for polytopes to consider when P is a ball. Finally, we
use the analysis with balls to show our main result that, no matter the geometric structure
of P, all J-fractional points of P are cut o by N(P).
3.4.1 Polytopes
When jIj < 1, P is a polytope, and since P is bounded in [0;1]n, we know that jIj > n and
that P has extreme points. We prove the following proposition:
Proposition 3.4.1. Suppose jIj < 1 such that P is a polytope. Suppose  x is a J-fractional
extreme point of P. Then  x 62 N(P).
We actually give two proofs since we feel that both are instructive. The rst is a direct
proof that the set (11) is empty, which implies  x 62 N(P) (see the discussion in Section
3.1). The second is a direct proof that the set (12) is nonempty, which implies  x 62 N(P) by
Proposition 3.1.2.
Proof. We must show (11) is empty, where  si := bi   aT
i  x. Because  x is an extreme point of
P, there exists T  I of size n such that  si = 0 for all i 2 T and the set fai : i 2 T g is
linearly independent. Hence, any X in (11) must satisfy, for all i 2 T ,
(0;bi xJ   XJai) 2 Kp () XJai = bi xJ
() XJai = (a
T
i  x) xJ
() (XJ    xJ  x
T)ai = 0:
19By the linear independence of fai : i 2 T g, it follows that X must satisfy XJ =  xJ  xT with
diag(X) =  x. However, since  x is J-fractional, these conditions are inconsistent. So in fact
(11) is empty.
Proof. This proof assumes without loss of generality that J = f1;:::;jJjg in line with (12).
We demonstrate that (12) is nonempty by constructing an explicit solution. Let T be dened
as in the previous proof; we assume for simplicity that T = [n].
For all i > n, set (vi;ui) = (0;0). Then the matrix equation of (12) simplies to
 
U
0
!
B
T + Diag() = 0; (14)
where U := [u1 un] 2 <jJjn and B := [a1 an] 2 <nn. We set the values of u1;:::;un
via the equation
U :=

B
 T
J :
Since fai : i 2 T g are linearly independent, B is invertible, and so U is well-dened. We
also set
 :=
 
 e
0
!
;
where e is the all-ones vector of length jJj, so that (14) is satised. Finally, we set vi to any
value no less than kuikq so that (vi;ui) 2 Kq.
For our specication of  and (vi;ui), it remains only to show
0 >  x
T +
X
i2I
 
r si vi + (bi xJ    sid)
Tu
i
=  x
T
 
 e
0
!
+
n X
i=1
 
r  0  vi + (bi xJ   0  d)
Tu
i
=  e
T  xJ +  x
T
J
 
n X
i=1
biu
i
!
=  e
T  xJ +  x
T
J
 
n X
i=1
u
ia
T
i
!
 x
=  e
T  xJ +  x
T
JUB
T  x =  e
T  xJ +  x
T
J

Diag(e) 0

 x
=  e
T  xJ +  x
T
J  xJ;
which follows because  xJ is fractional in [0;1]jJj.
203.4.2 Balls
In the previous subsection, we showed that, if P is a polytope, then N(P) cuts o all J-
fractional extreme points from P. The proof strongly used that every extreme point in a
polytope corresponds to n linearly independent active constraints. For general P, however,
extreme points do not necessarily correspond to n active constraints. For example, if P is a
ball in the interior of [0;1]n, then all extreme points of P have exactly one active constraint
in the semi-innite LP representation of P. In this subsection, we study balls to establish
that N(P) does in fact cut o all J-fractional extreme points in this case as well. To avoid
notational confusion with the P dened in Section 2.1, however, we will use B to denote the
ball under investigation.
Let B be a ball centered at h 2 <n with radius R > 0, i.e.,
B := fx : kx   hk2  Rg (15)
= fx : w
T(x   h)  R 8 w s:t: kwk2 = 1g:
In keeping with the development of the p-cone procedure, we could just as well assume that
B is the intersection of a ball and [0;1]n, but this is actually not necessary for the result
that we present (and the analysis is a bit simpler without the assumption). The result is as
follows:
Proposition 3.4.2. Suppose B is a ball given by (15) for some center h 2 <n and radius
R > 0. Suppose  x is a J-fractional extreme point of B. Then  x 62 N(B).
The proof of Proposition 3.4.2, although related to the proof of Proposition 3.4.1 for
polytopes, is technically quite dierent. The fundamental dierence is that, for balls, we
have only one active constraint at  x, whereas for polytopes, we have n linearly independent
ones. Nevertheless, the idea of the proof below is to carefully select n linearly independent
constraints, which are nearly active at  x. By analyzing those constraints, we see that they
have the eect of cutting o  x (similar to Proposition 3.4.1).
Proof. Since  x is extreme, there exists some  w with k  wk2 = 1 such that  wT( x   h) = R. In
fact,  w = R 1( x   h) since k x   hk2 = R. This vector  w will play an important role in our
analysis. Related to  w, we also setup two additional vectors ; 2 <n. First, we let  be
any vector having all nonzero entries such that T  w 6= 0. For example,  could be taken as
a small perturbation of  w itself. (The condition T  w 6= 0 is critical later in the proof; see
the appendix.) Second, we dene  :=  1.
21For  > 0, dene the following collection of n vectors, each of which is a unit-length
perturbation of  w:
w
j() := `j()
 1 ((1   ) w + j ej) 8 j = 1;:::;n;
where
`j() := k(1   ) w + j ejk2 =
q
(1   )2 + 22
j + 2(1   )j  wj:
Note that `j() > 0 for  small and so wj() is well-dened. We will consider the polyhedron
C() :=

x : w
j()
T(x   h)  R 8 j = 1;:::;n
	
;
which contains B since its dening inequalities are a subset of those dening B. In particular,
we will show that  x 62 N(C()) for  suciently close to 0. Since N(B)  N(C()) due to
monotonicity (see Proposition 3.3.1), this will imply  x 62 N(B). We prove  x 62 N(C()) in
the appendix.
We will actually use a feature of the above proof again for the proof of Theorem 4.0.2 in
Section 4. So we catalog this result for easier reference.
Corollary 3.4.1. Let B and  x be as in Proposition 3.4.2. Then there exists a polyhedron
C  B such that  x 62 N(C)  N(B).
Proof. The desired polyhedron C is simply C() in the proof of Proposition 3.4.2.
3.4.3 The general case
We now show that N(P) cuts o all J-fractional extreme points of P. The basic idea is
that, given a J-fractional extreme point  x 2 P, there exists a ball B  P such that  x is
also a J-fractional extreme point of B. Thus, by Proposition 3.4.2 and the monotonicity
property of Proposition 3.3.1,  x 62 N(B)  N(P).
We rst establish the existence of the ball B just described. (We note also that a similar
result has been used in Kojima and Tun cel (2000).)
Proposition 3.4.3. Let  x be a J-fractional extreme point of P. Then there exists a ball B
such that P  B and  x is a J-fractional extreme point of B.
Proof. This proposition is just a simple application of standard convex analysis. Recall that
P is compact convex. Hence, there exists a hyperplane H := fx : Tx = g supporting P at
 x, i.e.,  x 2 H and P n f xg  H++ := fx : Tx > g. We also dene H+ := fx : Tx  g.
22Next, given  > 0, we dene a ball B() dependent on  x and :
B() := fx : kx   ( x + )k2  kk2g:
It is easy to check that B()  H+ and that  x is an extreme point of B(). Furthermore,
for every x 2 H++, there exists suciently large  such that x 2 B(). Hence, because
P n f xg  H++ is bounded, there exists suciently large  such that P n f xg  B(), and
so P  B(). For any such large , we can take B := B() to achieve the proposition.
With the above proposition in hand, we can prove the key theorem.
Theorem 3.4.1. Let  x be a J-fractional extreme point of P. Then  x 62 N(P).
Proof. Let B be the ball of Proposition 3.4.3. Then, by Proposition 3.4.2,  x 62 N(B). Since
N(B)  N(P) by monotonicity of Proposition 3.3.1,  x 62 N(P).
4 Iterated Procedure and Convergence
So far we have discussed how the p-cone procedure produces N(p;J)(P) from P for a given
(p;J). Because N(P) is compact convex with its own semi-innite outer description (which
may or may not be known explicitly), we may conceptually apply the p-cone procedure |
perhaps for a dierent choice of (p;J) | to N(P) itself. In fact, we may repeat the p-cone
procedure ad innitum. A key question is whether the resultant sequence of compact convex
sets converges to P 01.
More formally, let f(pk;J k)gk1 be a sequence of choices pk 2 [1;1] and ; 6= J k  [n],
and dene N1(P) := N(p1;J 1)(P) and Nk(P) := N(pk;J k)(Nk 1(P)) for all k > 1. We then
ask whether limk!1 Nk(P) equals P 01.
Lov asz and Schrijver (1991), Kojima and Tun cel (2000), and Balas et al. (1993) have
all considered the same question for their own procedures. In particular, one may interpret
Lov asz and Schrijver (1991) as taking pk = 1 and J k = [n] for all k; they show nite
convergence after n iterations, i.e., Nn(P) = P 01. Recall that the method of Kojima and
Tun cel (2000), when applied to 0-1 programs, essentially reduces to that of Lov asz and
Schrijver (1991); so they take the same pk and J k. However, their method actually applies to
a much broader class of quadratically constrained problems for which they show asymptotic
(not nite) convergence. Finally, one may interpret Balas et al. (1993) as taking pk arbitrary
and J k a single element in [n]. They prove that, if J 1 [[J n = [n], then Nn(P) = P 01.
We show in Theorem 4.0.2 below that the iterated p-cone procedure converges asymp-
totically for arbitrary fpkg1
k=1 as long as each index j 2 [n] appears innitely often in the
23sequence fJ kg1
k=1. Before stating and proving the theorem, we discuss a few items.
First, it seems dicult to obtain a nite convergence proof for the general p-cone iterated
procedure. In fact, we suspect | but are unable to give an explicit example at this time |
that an innite number of iterations is required in general. (Of course, for specic sequences
f(pk;J k)g1
k=1, it may be possible to prove niteness as with Lov asz and Schrijver (1991) and
Balas et al. (1993).) In addition, we give a computational example below in Section 4.1 to
show that our method does not converge in n iterations in general.
Second, we suspect that obtaining a rate of asymptotic convergence is dicult as well.
This relates to the diculties with nite convergence but also stems from the methodology
used to prove Theorem 3.4.1, which establishes that J-fractional extreme points are cut o
by the p-cone procedure. To establish a rate of convergence, it seems necessary to establish
how \deep" these cuts are with respect to P 01, but the methodology of Theorem 3.4.1 uses
the existence of cuts with little to no quantitative knowledge of their strength.
Third, we have mentioned that the more general approach of Kojima and Tun cel (2000)
obtains asymptotic convergence in general. It is reasonable to ask if their approach or proof
techniques may somehow subsume ours and hence prove convergence for us. However, this
is not the case since their asymptotic analysis uses all valid \rank-2" quadratic inequalities,
i.e., valid inequalities (bi aT
i x)(bh aT
hx)  0 obtained by multiplying any pair of valid linear
inequalities bi   aT
i x  0 and bh   aT
hx  0 for F. In contrast, our approach and analysis
require only a partial subset of such inequalities (in particular those gotten by multiplying
valid linear inequalities for the p-cone constraint kxJ   dkp  r with the valid inequalities
bi  aT
i x  0 dening P). See Section 2.3.2 for more discussion. In this sense, one can think
of our approach as proving asymptotic convergence under weaker conditions than those used
by Kojima and Tun cel (2000) (although of course we are considering a special case compared
to their general case).
We are now ready to state and prove the theorem.
Theorem 4.0.2. Let f(pk;J k)gk1 be a sequence of choices pk 2 [1;1] and ; 6= J k 
[n], which give rise to compact, convex sets Nk(P)  P 01 via the denitions N1(P) :=
N(p1;J 1)(P) and Nk(P) := N(pk;J k)(Nk 1(P)) for all k > 1. Then Nk(P)  Nk+1(P) so that
limk!1 Nk(P) exists and equals \k1Nk(P). In addition, if it holds that [k kJ k = [n] for
all  k, then limk!1 Nk(P) = P 01.
Proof. Since each Nk(P) is compact and convex and contained in Nk 1(P), limk!1 Nk(P)
exists and equals Z := \1
k=1Nk(P). This proves the rst part of the theorem.
To prove the second part, we rst claim that every extreme point of Z is integer. Suppose
for contradiction that  z is a fractional extreme point of Z, and let j be any index where  zj
24is fractional. Next, let S := fJ  [n] : j 2 Jg. Theorem 3.4.1 implies  z 62 N(1;J)(Z) for all
J 2 S.
A continuity argument (which we prove two paragraphs below) implies that, for each
J 2 S, there exists kJ large enough so that  z 62 N(1;J)(Nk 1(P)) for all k  kJ. Dene
^ k := maxfkJ : J 2 Sg. In particular, consider k  ^ k such that j 2 J k. Since J k 2 S,
it holds that  z 62 N(1;J k)(Nk 1(P)). By the monotonicity property of Proposition 3.3.2, it
also holds that  z 62 N(1;J k)(Nk 1(P))  N(pk;J k)(Nk 1(P)) = Nk(P), which contradicts the
statement  z 2 Z. Hence, we conclude that every extreme point of Z is integer.
Since P 01  Z by construction, it thus follows that Z = P 01.
Now we prove the continuity argument from above, i.e., for each J 2 S, we prove the
existence of kJ large enough so that  z 62 N(1;J)(Nk 1(P)) for all k  kJ. So let J 2 S be
xed. Since  z is a J-fractional extreme point of Z, by Proposition 3.4.3 there exists a ball
B  Z such that  z is a J-fractional extreme point of B. Furthermore, by Corollary 3.4.1,
there exists a polyhedron
C = fx 2 <
n : f
T
` x  g` 8 ` 2 Lg  B
with jLj nite such that  x 62 N(1;J)(C). Hence, the following set is nonempty by Proposition
3.1.2:
8
> > <
> > :
 
;(v`;u
`)

2 <
n  K
jLj
1 :
P
`2L
 
u`
0
!
fT
` + Diag() = 0
 xT +
P
`2L

jJj
2   s` v` + (g` zJ    s`d)Tu`

< 0
9
> > =
> > ;
; (16)
where  s` := g`   fT
`  z. Since Nk 1(P) converges to Z  C, for any  > 0, there exists k
large enough so that the constraints ffT
` x  g` +  : ` 2 Lg are redundant for Nk 1(P) for
all k  k. In other words,
N
k 1(P)  C :=

x 2 <
n : f
T
` x  g` +  8 ` 2 L
	
8 k  k:
Moreover, by Proposition 3.1.2,  z 62 N(1;J)(C) if and only if
8
> > <
> > :
 
;(v`;u
`)

:
P
`2L
 
u`
0
!
fT
` + Diag() = 0
 xT +
P
`2L

jJj
2  ( s` + )v` + ((g` + ) zJ   ( s` + )d)Tu`

< 0
9
> > =
> > ;
(17)
is nonempty. Note that (17) diers from (16) only in the appearance of  in the strict
25inequality constraint. Clearly, for suciently small , (17) is nonempty because (16) is
nonempty. For such small , it follows that  z 62 N(1;J)(C)  N(1;J)(Nk 1)(P) for all k  k.
So the desired kJ is k.
4.1 Counter-example for convergence in n iterations
Consider the example feasible set
F =
8
> > > > <
> > > > :
x 2 f0;1g
2 :
 x1  0
 x2  0
x1 + 2x2  2:5
2x1 + x2  2:5
9
> > > > =
> > > > ;
= f(0;0);(1;0);(0;1)g (18)
so that
P
01 = f(x1;x2)  0 : x1 + x2  1g:
Note that (18) is slightly dierent from example (3). Let J = f1;2g. We will show that
N(1;J)(N(1;J)(P)) 6= P 01 for this example, which proves that the p-cone procedure does not
converge to P 01 after n iterations in general.
By enumerating extreme points of N(1;J)(P) and then determining a facet representation,
it can be shown that
N(1;J)(P) =
8
> > > > > > > > > <
> > > > > > > > > :
x 2 <
2 :
 x1  0
 x2  0
5x1 + x2  5
x1 + 5x2  5
7x1 + 3x2  7:5
3x1 + 7x2  7:5
9
> > > > > > > > > =
> > > > > > > > > ;
With this explicit representation of N(1;J)(P), it can then be shown computationally that
the point (5
8; 5
8) is in N(1;J)(N(1;J)(P)). However, (5
8; 5
8) is clearly not in P 01.
We provide a picture of P  N(1;J)(P)  N(1;J)(N(1;J)(P))  P 01 in Figure 2. This
gure was drawn via the same procedure as for Figure 1.
5 Computational Considerations
For xed J, the p-cone lift-and-project procedure gives rise to a family of relaxations of P 01
parameterized by p. From the monotonicity property of Proposition 3.3.2, we know that the
26Figure 2: The four sets P  N(1;J)(P)  N(1;J)(N(1;J)(P))  P 01 relative to the example
feasible set F in (18), where J = f1;2g. This gure demonstrates that the p-cone procedure
does not converge to P 01 after n iterations in general.
larger p is, the tighter the corresponding relaxation will be. So p = 1 is the tightest. On
the other hand, we have shown in Corollary 3.2.1 that optimizing over the p = 2 relaxation
induces the lowest theoretical iteration complexity (in fact, an order of magnitude less than
all other p, which themselves share the same iteration complexity). Thus, one may be
particularly interested in the cases p = 2 (second-order cone programming) and p = 1
(linear programming).
In this section, we computationally test these cases using state-of-the-art SOCP and LP
software. We had hypothesized that the lower iteration complexity combined with the high
quality of modern SOCP software could make solving p = 2 quicker than solving p = 1
| perhaps much quicker so as to justify the loss in relaxation quality. However, in our
computational experiments (described next), we have observed that p = 1 solves faster
than p = 2. Ultimately, we believe this computational performance is a testament to the
quality of today's LP solvers.
For a graph G with vertex set V and edge set E  V  V , the (unweighted) maximum
stable set problem is
 := maxfe
Tx j xi + xj  1; (i;j) 2 E; x 2 f0;1g
ng:
27We test 8 instances of the maximum stable set problem obtained from the Center for Discrete
Mathematics and Theoretical Computer Science (Johnson and Trick, 1996). Table 1 contains
a basic description of the 8 graphs, where jV j, jEj, and  are the number of vertices, number
of edges and the size of the maximum stable set, respectively. Note that the problems are
roughly ordered by size.
Name jV j jEj 
MANN-a9 45 72 16
johnson8-2-4 28 168 4
hamming6-2 64 192 32
keller4 171 5100 11
brock200 1 200 5066 21
san200 07 1 200 5970 30
sanr200 07 200 6032 18
c-fat200-1 200 18366 12
Table 1: Description of the 8 test problems
We solve both the p = 2 and p = 1 relaxations with J = [n] and enforce the symmetry
condition X = XT of (6) so as to eliminate about half of the variables in X. The SOCPs
were solved using MOSEK 5.0, and the LPs were solved using both CPLEX 9.0 and Mosek
5.0. Pre-solving was turned o for all solvers, and computations were performed under the
Linux operating system with a 2.8 GHz AMD Opteron processor and 4 GB of RAM.
Regarding the solution of the LPs, we used CPLEX to solve the dual form (10) using
the dual simplex method, which gave better results than, for example, solving (9) with
the dual simplex method. On the other hand, Mosek's LP solver optimizes (9) and (10)
simultaneously using a primal-dual interior-point method.
Table 2 presents the results of our tests, comparing the bounds on  and solution times
(in seconds). The values for those cells containing \" were unavailable due to the solvers
running out of memory.
Table 2 clearly shows the overall superiority of the LP relaxation (as solved by Mosek)
in our tests. Still, it is worth noting that the SOCP relaxations solve more quickly than the
LP relaxations via the dual simplex method. As mentioned above, in total we view Table 2
as convincing evidence of the strength of modern LP solvers.
6 Conclusions
In this paper, we have introduced lift-and-project procedures for 0-1 integer programming
based on p-order cone programming. From the theoretical point of view, our approach gener-
28Bounds Times
Name LP SOCP LP (cplex) LP (mosek) SOCP
MANN-a9 18.00 20.53 1.76 0.24 1.15
johnson8-2-4 9.33 12.19 0.09 0.13 0.24
hamming6-2 32.00 32.00 23.9 1.91 10.04
keller4 57.00 80.91 2140.25 1439.07 4671.50
brock200 1 66.67 95.05 33554.53 8087.98 11798.74
san200 07 1 66.67 95.05 100000.00 900.18 30471.23
sanr200 07 66.67 95.04 57573.88 6927.47 12139.65
c-fat200-1 * * * * *
Table 2: The bounds and times (in seconds) for solving the LP (p = 1) and SOCP (p = 2)
relaxations of the stable set instances from Table 1. Each LP is solved using two methods:
the dual simplex method (CPLEX) and the primal-dual interior-point method (Mosek). An
asterisk () indicates that the corresponding solver ran out of RAM. A time limit of 100,000
seconds is enforced for each run.
alizes and unies several existing methods, which have been based on linear and semidenite
programming. Asymptotic convergence of the repeated application of our procedure has
also been established, and for p = 2, when applying one iteration of the p-cone procedure,
our method enjoys a theoretical iteration complexity, which is an order of magnitude faster
than existing lift-and-project techniques. From the computational point of view, solving the
SOCP corresponding to p = 2 is not competitive with solving the LP for p = 1. Overall,
we feel that the p-cone procedure makes a solid theoretical contribution to the literature
on lift-and-project procedures, with possible computational improvements in the future as
SOCP solvers become more and more ecient.
We conclude with a nal observation. Given any SDP relaxation that, say, enforces Y  0,
one can derive an SOCP relaxation from the SDP by enforcing positive semideniteness only
on the 2  2 principal submatrices of Y (Kim and Kojima, 2003) since 2  2 semidenite
matrices can be modeled with a second-order cone of size 3. In addition, Kim and Kojima
(2001) and Kim et al. (2003) show how to use the special structure of lift-and-project SDP
relaxations to generate valid convex quadratic constraints (equivalent to SOC constraints),
which are then enforced in place of Y  0. When p = 2, the approach in this paper is dierent
from either just mentioned. Ours does not depend in any way on semideniteness and is
more tied to the geometry of the feasible set of (1). In fact, irrespective of p, semideniteness
can be applied to our procedure to further enhance its strength, and so the above SOCP
ideas can also be applied to our procedure as well for any p.
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Appendix
We continue the proof of Proposition 3.4.2.
Proof. We introduce some notation to simplify our handling of C(). Dene `() := [`1();:::;`n()]T
and L() := Diag(`()). Also dene
W() :=
 
(1   ) we
T + Diag()

L()
 1
so that W()j = wj(). Then
x 2 C() () W()
Tx  ();
where () := Re+W()Th. According to Proposition 3.1.2,  x = 2 N(C()) if and only if the
set
8
> <
> :
 
;(vj;u
j)

2 <
n  Kq :
Pn
j=1
 
uj
0
!
wj()T + Diag() = 0
 xT +
Pn
j=1
 
r sj()vj + (j() xJ    sj()d)Tuj
< 0
9
> =
> ;
(19)
31is nonempty, where  s() := () W()T  x. Letting U denote the matrix whose columns are
the vectors u1;:::;un and making use of W(), the matrix equation of (19) can be expressed
alternatively as  
U
0
!
W()
T + Diag() = 0
For  > 0 suciently close to 0, we have  + (1   ) T  w =  + (1   )T  w 6= 0. Recall
 =  1 and T  w 6= 0. Hence, by the standard Shermann-Morrison-Woodbury formula,
W()
 1 = 
 1L()Diag()

I  

1   
 + (1   )T  w

 w
T

:
Dening
U :=

W()
 T
J and  :=
 
 e
0
!
;
where e is all-ones of length jJj, then  and U satisfy the equation of (19). We can also
dene vj := kujkq so that (vj;uj) 2 Kq. Now, to show  x 62 N(C()) it remains only to show
that the inequality of (19) holds for our selected  and (vj;uj).
As a matter of fact, we will show the following (which suces):
lim
!0+
"
 x
T +
n X
j=1
 
r sj()vj + (j() xJ    sj()d)
Tu
j
#
=  e
T  xJ +  x
T
J  xJ < 0:
The inequality holds because  xJ is fractional in [0;1]jJj by assumption. Note that, in the
expression of the limit, (vj;uj) depend on  even though the notation does not reect this.
Actually, from here on out, we drop the bar and  notations in hopes of simplifying the
presentation.
So consider the expression whose limit in terms of  we would like to analyze:
x
T +
n X
j=1
 
rsj vj + (jxJ   sjd)
Tu
j
=  e
TxJ +
n X
j=1
 
rsj ku
jkq + (jxJ   sjd)
Tu
j
: (20)
We make the following claim:
Claim 1:
n X
j=1
(jxJ   sjd)
Tu
j = R(xJ   d)
TUe + (xJ   d)
ThJ + d
TxJ:
32Under this claim, (20) becomes
 e
TxJ +
n X
j=1
rsj ku
jkq + R(xJ   d)
TUe + (xJ   d)
ThJ + d
TxJ (21)
We then make the following two additional claims:
Claim 2: lim
!0+ sju
j = 0
Claim 3: lim
!0+ Ue = R
 1(xJ   hJ):
Under these two claims, the limit as  ! 0+ of (21) is
  e
TxJ +
n X
j=1
r  0 + R(xJ   d)
T  
R
 1(xJ   hJ)

+ (xJ   d)
ThJ + d
TxJ
=  e
TxJ + x
T
JxJ;
as desired. So it remains to prove the three claims.
Proof of Claim 1. Consider the following chain of equalities, which proves the claim:
n X
j=1
(jxJ   sjd)
Tu
j = trace
 
 x
T
J   sd
T
U

= trace
 
 x
T
J   (   W
Tx)d
T
U

= trace
 
(xJ   d)
T + W
Txd
T
U

= trace
 
(Re + W
Th)(xJ   d)
T + W
Txd
T
U

= trace
 
U

(Re + W
Th)(xJ   d)
T + W
Txd
T
= trace
 
RUe(xJ   d)
T + UW
Th(xJ   d)
T + UW
Txd
T
= trace

RUe(xJ   d)
T +

I 0

h(xJ   d)
T +

I 0

xd
T

= trace
 
RUe(xJ   d)
T + hJ(xJ   d)
T + xJd
T
= R(xJ   d)
TUe + (xJ   d)
ThJ + d
TxJ:
Proof of Claim 2. For k 2 J,
u
j
k =

W
 T
kj =

W
 1
jk
= 
 1`jj

Ijk  

1   
 + (1   )Tw

wjk

:
33Also,
sj = R   [W
T]j(x   h) = R   W
T
j (x   h)
= R   RW
T
j w = R
 
1   W
T
j w

= R

1  

`
 1
j ((1   )w + jej)
T w

= R
 
1   `
 1
j (1   )   `
 1
j j wj

:
Hence,
sju
j
k = R
 
1   `
 1
j (1   )   `
 1
j j wj

 
 1`jj

Ijk  

1   
 + (1   )Tw

wjk

= R
 1j (`j   (1   )   j wj)

Ijk  

1   
 + (1   )Tw

wjk

:
Since Tw 6= 0,
lim
!0+ Rj

Ijk  

1   
 + (1   )Tw

wjk

= Rj
 
Ijk   (
Tw)
 1wjk

:
On the other hand, a Taylor-series expansion reveals that  1 (`j   (1   )   j wj) is o()
so that
lim
!0+ 
 1 (`j   (1   )   jwj) = 0:
It follows that lim!0+ sju
j
k = 0, as desired.
Proof of Claim 3. For k 2 J, we have
[Ue]k =
n X
j=1
Ukj =
n X
j=1
[W
 T]kj =
n X
j=1
W
 1
jk
=
n X
j=1

 1`jj

Ijk  

1   
 + (1   )Tw

wjk

= 
 1`kk   
 1
n X
j=1
`jj

1   
 + (1   )Tw

wjk:
A Taylor-series expansions shows that
`k = 1 + (kwk   1) + o(
2)
`j

1   
 + (1   )Tw

= (
Tw)
 1 + (
Tw)
 1(jwj   1)   (
Tw)
 2 + o(
2)
34so that
n X
j=1

`j

1   
 + (1   )Tw

wjj

=
n X
j=1
 
(
Tw)
 1 + (
Tw)
 1(jwj   1)   (
Tw)
 2 + o(
2)

wjj

= 1 + 
 
(
Tw)
 1w
Tw   1

  (
Tw)
 1 + o(
2)
= 1    + o(
2)
Therefore, plugging in the above expression for `k, we have
[Ue]k = 
 1k + wk   k   
 1k
 
1    + o(
2)

+ o()
= 
 1k + wk   k   
 1k + k + o()
= wk + o():
This proves lim!+ Ue = wk = R 1(xk   hk) for all k 2 J, as claimed.
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