Abstract. Let Q N be N -anisotropic Laplacian operator, which contains the ordinary Laplacian operator, N -Laplacian operator and anisotropic Laplacian operator. In this paper, we firstly obtain the properties for Q N , which contain the weak maximal principle, the comparison principle and the mean value property. Then a priori estimates and blow-up analysis for solutions of −Q N u = V e u in bounded domain in R N , N ≥ 2 are established. Finally, the behavior of sole blow-up point is further considered.
Introduction and main results
As we know, Liouville equation was firstly studied in 1853 in [20] . This equation has many applications in geometry and physical problem, for instance, in the problem of prescribing Gaussian curvature [6, 8] , the mean field equation [7, [10] [11] [12] 19] and the Chern-Simons model [23, 24, 26] . About the blow-up analysis of solution of this equation, we must mention the celebrated paper of Brezis and Merle [5] . They firstly researched the blow-up behavior and uniformly estimates for solutions of Liouville equation in bounded domain Ω ⊂ R 2 with V (x) ∈ L p (Ω) and e u ∈ L p ′ (Ω) for some 1 < p ≤ ∞ and p ′ is the Hölder conjugate index of p. From then, blow-up analysis about the solutions of various equation and system of equations have been extensively established (see [2, 10, 15, 16, 18, 21] and their references). For example, Ren and Wei in [21] established similar results for N -Laplacian operators in Ω ⊂ R N , N ≥ 2. Recently, Wang and Xia [27] generalized the blow-up analysis for Liouville type equation with anisotropic Laplacian (or Finsler-Laplacian) in Ω ⊂ R 2 . At the same time, they also defined N -anisotropic Laplacian (or N -Finsler Laplacian) as follows:
where F ∈ C 2 (R N \{0}) is a convex and homogeneous function (see Section 2) and F ξi = ∂F ∂ξi . The anisotropic Laplacian is closely related to a smooth, convex hypersurface in R N , which is called the Wulff shape. This kind of operator was initiated study in Wulff's paper (see [30] ). Recently, this operator has been widely studied by many mathematicians, see [1, 3, 13, 14, 28, 29] and references therein. It is natural to ask whether it has the similar Brezis-Merle result for Liouville type equation with N -anisotropic Laplacian in bounded domain in higher dimensions. This paper give the infirmative answer to this question. More precisely, for a bounded domain Ω ⊂ R N , N ≥ 2, we consider the following quasilinear equation
Equation (1.3) is also called N -anisotropic (or N -Finsler) Liouville equation.
It is well known that in the isotropic case, i.e. F (ξ) = |ξ|, when N = 2, Q N is the ordinary Laplacian operator; when N > 2, Q N is the N -Laplacian operator. In the anisotropic case, when N = 2, Q N is anisotropic Laplacian operator. Therefore, the results of this paper extend that of ordinary Laplacian operator, N -Laplacian operator and anisotropic Laplacian operator.
In this paper, we firstly obtain some properties for Q N , i.e. the weak maximal principle, the comparison principle and the mean value property. Then we get an a priori estimate for solutions of N -anisotropic Liouville equation, i.e. Theorem 1.1 and 1.2 in the paper. Because of the nonlinearity of Q N , we have no concrete Green representation formula. Therefore, to prove Theorem 1.1 and 1.2, we use the level set method in [21] and convex symmetrization technique in [1] to conquer this difficult. From this, we research the blow-up behavior about this equation in bounded domain in R N , N ≥ 2, which is the content of Theorem 1.3. In Theorem 1.4, the behavior of solo blow-up point is further studied. In the isotropic case, Li in [17] obtain this result using the the method of moving plane. For the anisotropic case, one have no idea how to use this method. Here we obtain this result by analyzing the Pohozaev identity and using the expansion of Green function of Nanisotropic Laplacian operator.
In addition, it is worthy mentioning that the positive definiteness of Hess(F N ), N ≥ 2 is needed in proving the main results of this paper, but condition on F is that Hess(F 2 ) is positive definite. In fact, one can deduce positive definiteness of Hess(F N ) from that of Hess(F 2 ), which can be find in the proof of Theorem 3.2 in Section 3.
The main results of this paper are stated as follows. 
respectively. Then for any δ ∈ (0, β N ), we have
is a bounded domain and u n is a sequence of weak solutions of
Then one of the following possibilities happens (after taking subsequences): 
is a bounded domain and u n is a sequence of weak solutions of (1.9) with
Let (V n ) be a sequences of Lipschitz continuous functions satisfying
In addition, suppose that
Then if blow-up happens only at one point, the blow-up value α =
This paper is organized as follows. In Section 2, we sum up the properties related to F and recall some lemmas which will be used in the proof of main results. In section 3, we give the weak maximal principle, the comparison principle and the mean value property for Q N . Brezis-Merle type concentraton-compactness formula and a priori estimate is arranged in Section 4. In Section 5 and Section 6, we give the proof of blow-up Theorem and Theorem 1.4 respectively.
Preliminaries
In this section, let us recall some concepts and properties related to F .
, which is even and positively homogeneous of degree 1, i.e. for any t ∈ R, ξ ∈ R N , (2.1)
We also assume that F (ξ) > 0 for any ξ = 0, and Hess(F 2 ) is positive definite in R N \{0}. With the help of homogeneity of F , there exist two constant 0 < a ≤ b < ∞, such that
Consider the map Φ :
is a smooth, convex hypersurface in R N , which is called the Wulff shape of F . If one defines the support function of F as F 0 (x) := sup ξ∈K < x, ξ >, where
is also a conves, homogeneous function and F, F 0 are polar to each other in the sense that
which is the Lebesgue measure of W F . Also, denote W r (x 0 ) by the Wulff ball of center at x 0 with radius
Next, we summarize the properties on F and F 0 , which can be proved easily by the assumption on F . See [4, 13, 27] . Proposition 2.1. We have the following properties:
(
Next we give a co-area formula and isoperimetric inequality in the anisotropic situation. One can refer to [1, 14] .
For a bounded domain Ω ⊂ R N and a function of bounded variation u ∈ BV (Ω), denote the anisotropic bounded variation of u with respect to F by
and anisotropic perimeter of E with respect to F by
where E is a subset of Ω and χ E is the characeristic function of E. The co-area formula and isoperimetric inequality can be expressed by
and (2.4)
Let us review the convex symmetrization which is the generalization of the Schwarz symmetrization (see [25] ). The one-dimensional decreasing rearrangement of u is u * (t) = sup{s ≥ 0 : |{x ∈ Ω : |u(x)| > s}| > t}, for t ∈ R. The convex symmetrization of u is defined as
where Ω ⋆ is the homothetic Wulff ball centered at the origin having the same measure as Ω.
Next, let us give some lemmas which will be important in proving main results of this paper.
and
(Ω) be the weak solutions of the following equations
−div(a(x, u, ∇u)) = f (x) in Ω, u| ∂Ω = 0, (2.5) and −Q N v = f ⋆ (x) in Ω ⋆ , v| ∂Ω ⋆ = 0, (2.6) respectively, where f ∈ L 2N N +2 (Ω) if N ≥ 3 or f ∈ L p (Ω), p > 1 if N = 2. Suppose that a(x, η, ξ) is vector-value Carathéodory function satisfying < a(x, η, ξ), ξ >≥ F 2 (ξ) a.e. x ∈ Ω, η ∈ R, ξ ∈ R N .
Then it follows that
Lemma 2.4. (see [27] ) Assume u satisfies
remains bounded in some neighborhood of 0. Then there exists a real number γ and
Moreover, when γ = 0, the following relation holds
and u satisfies −Q N u = γδ 0 in the sense of measures in Ω, where
Lemma 2.5. (see [27] ) There exists a unique function
The properties of Q N
In this section, we will give the weak maximum principle, weak comparison principle and mean value property for the N -anisotropic Laplacian operator Q N .
+ and using the integration by parts , it follows that 0 ≥
Thus Ω + has measures zero and u(x) ≤ M a.e. in Ω.
Theorem 3.2. (Comparison principle) Suppose that
where [A]
T denotes the transpose of matrix A. Then from the positive definiteness of Hess(F 2 ), we obtain that Hess(F N ), N ≥ 2 is also positive definite. Thus we have that ∇u = ∇v a.e. in Ω + . Since u = v on ∂Ω + , it is easy to see that Ω + has measures zero and u ≤ v a.e. in Ω. 
for all x, y ∈ R N . If Q N u = 0 in Ω and W ρ (0) = {x ∈ R N : F 0 (x) < ρ} ⊂ Ω, then for every ball of radius r ∈ (0, ρ), u satisfies the mean value property on spheres,
and the corresponding mean value property on balls
By the condition (3.3), it follows that
Since F 0 = r and ν = F 0 ξ (x) on ∂W r (0), thus by integration by parts we have
Thus the proof of the mean value property on spheres is completed. Integrating with respect to r, one can get the mean value property on ball.
A Priori Estimates
In this section, with the method of level set and convex symmetrization, we firstly prove Brezis-Merle type concentration-compactness formula, i.e. Theorem 1.1 and Theorem 1.2. At the same time, we obtain the L ∞ estimates for a single solution and uniform L ∞ bounds for solutions of −Q N u = V e u .
Proof of Theorem 1.1. Assume that R > 0 is the constant such that |Ω| = kR N . Let v be the unique solution of the convex symmetrized Dirichlet problem (2.6). According to Lemma 2.3, it follows that
where u * is the convex symmetric decreasing rearrangement of u. In addition, v(x) = v(F 0 (x)) = v(r) is convex symmetric with respect to F and satisfies the following equation:
Corollary 4.1. Suppose that u is a weak solution of (1.4) with f ∈ L 1 (Ω). Then for any constant s > 0, we have exp(s|u|) ∈ L 1 (Ω). 
where
As in the proof of Theorem 3.2, from Hess(F 2 ) is positive definite, we get that Hess(F N ), N ≥ 2 is also positive definite. It is easy to see that Q N is an elliptic operator. From standard elliptic theory, we easily obtain ||u − u 1 || L ∞ ≤ C||f 2 || L ∞ . The desired conclusion is followed.
Corollary 4.2. Suppose that u is a weak solution of
Proof. By Corollary 4.1 and the standard elliptic theory for quasilinear equation, one can obtain the desired result.
Corollary 4.3. Suppose that u n is a weak solution of (1.9) with u n = 0 on ∂Ω, where
Proof. Choosing δ > 0 such that β N − δ > ǫ 0 (q ′ + δ). By Theorem 1.1, we have e un is bounded in L q ′ +δ (Ω) and V n e un is bounded in L p (Ω) for some p > 1. Then the conclusion can be obtained by the standard Morse iteration method.
Proof of Theorem 1.2.
Let Ω t = {x ∈ Ω : |u − v| > t} and µ(t) = |Ω t |. It follows that
Since this equation is uniformly elliptic, applying Hopf's boundary lemma, one can deduce that
By the isoperimetric inequality, the co-area formula and the Hölder's inequality, it follows that
It follows that
Integrating (4.9) over (µ, |Ω|), we obtain
It is easy to see that
Thus one can get
This means that
, one can easily obtain the desired result.
Corollary 4.4. Suppose that u n is a weak solution of (1.9) , where
Then there exists a positive constant C such that
Then, by the weak comparison principle Theorem 3.2, one implies that
By Serrin's local a priori estimates (see [22] ), we obtain that ||v
Note that v n ≤ u n implies u
Combining this with ||v + n || L ∞ (BR) ≤ C and the smallness condition (4.11), we know
Using Serrin's local a priori estimate again, we obtain ||w n || L ∞ (B R/4 ) ≤ C. Note that u + n ≤ w n by the weak comparison principle, then ||u
Proof of Blow-up theorem
Using the results of Section 4, let us prove the Blow-up Theorem, i.e. Theorem 1.3.
Proof of Theorem 1.3. Since V n e un is bounded in L 1 (Ω), then there exists a nonnegative bounded measures µ such that for a subsequence (still denoted by V n e un ),
V n e un ψ → ψdµ in the sense of measures on Ω for any ψ ∈ C c (Ω). One call that a point x 0 ∈ Ω is a γ regular point if for some γ > 0, there is a function ψ ∈ C c (Ω), 0 ≤ ψ ≤ 1 with ψ = 1 in some neighborhood of x 0 , such that ψdµ < γ.
Let Σ be the set of non γ regular point in Ω. It is easy to see that
In addition, since µ is a bounded measure, one know that Σ is finite. We now split the proof into three steps.
Step
∈ S, i.e. S ⊂ Σ. Conversely, with the similar method in [5] , one can get Σ ⊂ S. Here we omit the details.
Step 2.
Obviously, v n → v uniformly on any compact subset of Ω, where v is the weak solution of
, where Q N is defined as in Corollary 4.1. Using the Harnack's inequality (see [22] ), one obtains the following two possibility:
(a) a subsequence (w n k ) is bounded in L ∞ loc (Ω); or (b) (w n ) converges uniformly to −∞ on compact subset of Ω. It is easy to see that (a) corresponds to Case (i) and (b) to Case (ii).
Step 3. S = ∅ implies (iii) holds. Similar with Step 2, by Harnack's inequality [22] , one gets the following two possibility:
(c) a subsequence (w n k ) is bounded in L ∞ loc (Ω\S); (d) (w n ) converges uniformly to −∞ on compact subset of Ω\S. With the similar method in [5] , we can exclude the possibility (c). It is important to note that we use the Green function
instead of the ordinary Laplacian operator in a ball.
Combing the above argument, the proof of Theorem 1.3 is completed.
6. Proof of Theorem 1.4
In this section, we prove the Theorem 1.4 by analyzing the Pohozaev identity and using the expansion of Green function of N -anisotropic Laplacian operator, Proof of Theorem 1.4. Without loss of generality, we assume that u n blow up at 0. Let v n be the weak solution of
and z n = u n − min ∂Ω u n − v n . One easily obtains that
By the standard quasilinear uniformly elliptic equation theory and condition (1.11), it follows that
In addition, we may assume that z n → z uniformly in
On the other hand, since 0 is the blow-up point, we obtain that when
If V (0) = 0, then u must be a constant by Liouville type theorem, which contradicts R N e u < +∞. Thus it follows that V (0) > 0, which deduces that V n has positive lower bound near the origin. Since ∇ log Z n = ∇ log V n + ∇z n , by using (6.3) and the condition (1.10), one can get
Let Ω 1 = {x : a|∇v n (x)| ≤ 1}, Ω 2 = {x : a|∇v n (x)| > 1}. By (2.2) and Proposition 2.1, we obtain
It is easy to see that ||ψ|| L ∞ (Ω) ≤ C by the Sobolev embedding. Thus
Therefore ||∇v n || L q (Ω) ≤ C for any 1 < q < By (6.9), (6.10) and Proposition 2.1, we obtain that on ∂W ǫ , Letting n → ∞ and ǫ → 0, one deduce that the right-hand side of (6.11) converges to −N α by (6.6) and V n e un ⇀ αδ 0 . Then we easily get α =
Thus the proof of Theorem 1.4 is completed.
