In a previous paper, we laid out the vision of a novel graph query processing paradigm where instead of processing a visual query graph after its construction, it interleaves visual query formulation and processing by exploiting the latency offered by the gui to filter irrelevant matches and prefetch partial query results [8] . Our recent attempts at implementing this vision [8, 9] show significant improvement in system response time (srt) for subgraph queries. However, these efforts are designed specifically for graph databases containing a large collection of small or mediumsized graphs. In this paper, we propose a novel algorithm called quble (QUery Blender for Large nEtworks) to realize this visual subgraph querying paradigm on very large networks (e.g., protein interaction networks, social networks). First, it decomposes a large network into a set of graphlets and supergraphlets using a minimum cut-based graph partitioning technique. Next, it mines approximate frequent and small infrequent fragments (sifs) from them and identifies their occurrences in these graphlets and supergraphlets. Then, the indexing framework of [9] is enhanced so that the mined fragments can be exploited to index graphlets for efficient blending of visual subgraph query formulation and query processing. Extensive experiments on large networks demonstrate effectiveness of quble.
Introduction
Graphs are of increasing importance in modeling complex structures such as molecular interactions, chemical compounds, social relationships, and program dependence. Due to the explosive growth of graph-structured data in recent years, querying graph databases has emerged as an important research problem for real-world applications that are centered on large graph data. At the core of many of these applications lies a common and important query primitive called subgraph search, where we want to retrieve one or more subgraphs in a set of data graphs that exactly or approximately match a user-specified query graph. Efforts to address this problem can be broadly classified into two streams [4] . One stream focuses on processing subgraph queries on a large number of small or medium-sized graphs (e.g., [2, 8, 9, 11, 15, 16] ) such as chemical compounds. The other stream aims to handle query processing on a small number of large graphs (e.g., protein interaction networks, social networks) [12, 13, [18] [19] [20] . In contrast to the former stream, there has been lesser research on the latter. Concurrent to the aforementioned efforts toward efficient subgraph querying, a number of declarative graph query languages (e.g., sparql, Graphql [5] ) have also been proposed that can be used to formulate these queries. Unfortunately, formulating a graph query using these languages often demands considerable cognitive effort from a user and requires "programming" skill that is at least comparable to sql. Consequently, in many real-life domains (e.g., life sciences), it is unrealistic to assume that users are proficient in expressing such queries textually.
A new visual querying paradigm
A popular way to alleviate the graph query formulation challenge is to build a user-friendly graphical interface on top of a graph query processing technique. Figure 1 depicts an example of such a visual interface. A user begins formulating a query by choosing a database as the query target and creating a new query canvas using Panel 1. The left panel (Panel 2) displays unique labels of nodes that appear in the dataset. In the query formulation process, the user chooses labels from Panel 2 for creating nodes in the query graph. Then, she drags a node that is part of the query from Panel 2 and drops it in Panel 3. Next, she adds another node in the same way and creates an edge between the added nodes by left and right clicking on them. Additional nodes and edges are added to the query graph by repeating these steps. 1 Finally, the user can execute the query by clicking on the Run icon in Panel 1.
In [1, 8] , we laid out the vision of a novel visual graph query processing paradigm where we blend the two traditionally orthogonal steps, namely visual query formulation and query processing, bringing in two key benefits. First, it ensures that the query processor does not remain idle during query formulation. Second, it significantly improves the 1 In this paper, we assume an "edge-at-a-time" visual query formulation interface. A more advanced and domain-dependent gui may support drag and drop of canned patterns or subgraphs (e.g., benzene ring) for composing visual queries. Such visual query composition interface is beyond the scope of this work.
system response time (srt). 2 In traditional graph processing paradigm, the srt is identical to the time taken to evaluate the entire query as the query processor remains idle during query formulation. In contrast, in this new paradigm, the srt is the time taken to process a part of the query that is yet to be evaluated (if any). Note that from an end user's perspective, the srt is crucial as it is the time the user has to wait before she can view the results. More recently, we proposed a visual subgraph querying algorithm called prague [9] that implements this vision. Let us illustrate it with an example.
Consider a graph database containing a set of small or medium-sized graphs (e.g., chemical compounds). prague first mines and extracts frequent and infrequent graph fragments from this database using an existing frequent graph mining algorithm [14] . These fragments are then used to construct the action-aware frequent (a 2 f) and action-aware infrequent indexes (a 2 i). Suppose a user constructs a query graph using the gui in Fig. 1 . prague utilizes the latency offered by the gui actions to retrieve partial candidate data graphs. For each new edge constructed by the user, it uses the action-aware indexes to generate an on-the-fly dynamic index called spindle-shaped graph (spig), which succinctly records various information related to the set of supergraphs of the new edge in the visual query fragment. Using these indexes, it retrieves identifiers of data graphs containing the query fragment q (denoted by R q ). If q is a frequent fragment or a discriminative infrequent fragment (dif), then the identifiers are retrieved by probing the a 2 f-index or a 2 i-index, respectively. Note that a dif is an infrequent fragment whose size is either one or all its subgraphs are frequent. If q is neither a dif nor a frequent fragment, then prague exploits the spigs to generate the candidate set. If R q becomes empty (the query fragment does not have any matches), then it exploits the spig set again to retrieve approximate matches 3 to q. This continues until the user clicks on the Run icon, when final query results are computed. Specifically, if the final query is a frequent subgraph or a dif, then the results are directly computed without subgraph isomorphism test. If it is a nondif infrequent query, then the exact results are computed by filtering false candidates using subgraph isomorphism test. Otherwise, if the final query has no exact match, then its approximate matches are generated using spigs and, if necessary, by extending VF2 [3] to handle mccs-based similarity verification. Note that the above paradigm can be efficiently realized even when a user modifies a query at any time during query formulation [9] .
Motivation
prague is designed specifically for graph databases containing a large collection of small or medium-sized graphs. Consequently, its indexing schemes and query processing strategy are designed to efficiently support query matching on such data graph collection. Unfortunately, these schemes cannot be easily adopted to support subgraph queries on large networks containing thousands of nodes and edges. This is primarily because the frequent and infrequent fragmentsbased indexing strategy adopted in prague is impractical for this case. Specifically, a graph fragment is considered frequent if the number of data graphs containing it is no less than a certain support threshold α. Now suppose we have a single large graph with 100,000 nodes and 200,000 edges. Then, prague can only identify frequent fragments if α is set to either zero or one. If α is set to one, then all subgraphs of the data graph can be considered as frequent. However, this is prohibitively expensive to index as there are more than one billion subgraphs. Even if an index could be constructed, a non-dif infrequent query would require a subgraph isomorphism test against a data graph having 100,000 nodes, which is prohibitively expensive. In contrast, it is not explosive in the context of small or medium-sized graph collection as we only need to keep track of identifiers of data graphs that contain a frequent fragment or dif and the subgraph isomorphism test is against small-sized graphs.
At a first glance, it may seem that the aforementioned bottleneck is due to the way frequent and infrequent fragments are defined in the prague framework. However, in general, generating frequent subgraphs for indexing is itself a bottleneck for the case of large networks [13] . This is because the time complexity of subgraph isomorphism, the core routine of any frequent subgraph mining algorithms, grows exponentially with the graph size. Furthermore, these subgraphs may suffer from low selectivity issue [13] , reducing the effectiveness of the indexes. Small-sized frequent fragments typically have low selectivity as they may occur many times. As a result, they may generate a large number of candidates against small-sized query fragments.
The indexing scheme of prague is not the only stumbling block for realizing the new visual querying paradigm on large networks. Visualizing query results is also a challenging issue. In prague, it is straightforward to visually display each data graph satisfying a query graph as the number of nodes in each data graph is small. However, visualizing them in a large network becomes cognitively and computationally challenging. Even if a data graph contains few thousands of nodes and edges, it imposes significant cognitive burden on an end user if it is shown in its entirety. Particularly, the entire network looks like a giant hairball and subgraphs that match a query are lost in the visual maze. In this paper, we propose The rest of the paper is organized as follows. In Sect. 2, we give an overview of quble and highlight the key contributions of this work. We elaborate on each step of our solution in Sects. 3-6. Section 7 presents a systematic analysis of the performance of quble. We review related research in Sect. 8. The last section concludes the paper. The key notations used in this paper are given in Table 1 .
Overview and contributions
We begin by introducing some fundamental graph concepts that are necessary to the understanding of quble.
Basic graph terminology
A graph (or network) G is denoted as (V, E), where V is the set of nodes and E ⊆ V × V is the set of (directed or undirected) edges in the graph. Nodes and edges can have labels as attributes specified by mappings φ : V → V and ψ : E → E respectively, where V is the set of node labels and E is the set of edge labels. Each node in V is assigned a unique identifier. The size of G is defined as |G| = |E|. For ease of presentation, we present our method using undirected graphs with labeled nodes. It is straightforward to extend our method to process edge-labeled and/or directed graphs. Besides, we assume that a query graph has at least one edge and all nodes in it are connected (no dangling edges or nodes).
A graph
. We may also simply say that
Given two connected graphs G 1 and G 2 , if G 1 is a subgraph of G 2 and |G 2 | = |G 1 |+1, then we refer to G 1 as a parent graph of G 2 . Lastly, given a graph G, let G 1 and G 2 be subgraphs of
Subgraph similarity search problem
Existing works on subgraph query processing over large networks typically focus on two types of queries, namely subgraph containment [12, 13, 18] and subgraph similarity [12, 19, 20] . The former focuses on indexing a large network G, so that we can efficiently find all or a subset of exact matches of a given query graph in G, whereas the latter seeks for approximate matches to the query. The word "approximate" refers to matches to the query that allow missing edges or nodes. Note that as large graphs typically have intricate structures and can be noisy (e.g., protein interaction networks), support for approximate matches is crucial in real-world applications [19] . Hence, in this work, we aim to support both subgraph containment and subgraph similarity queries on large networks.
The core component of the evaluation mechanism of subgraph similarity queries is the notion of graph similarity. Recently, two types of distance measures are exploited to measure similarity between two graphs (not necessarily large), namely graph edit distance [17] and maximum connected common subgraph [11] . In the former approach, the similarity of two graphs is defined by the least edit operations (insertion, deletion, and relabeling) used to transform one graph into another. Each of these operations relaxes the query graph by removing or relabeling one edge. The latter approach detects maximum connected common subgraphs (mccs). Given two graphs Q and G, a connected common subgraph (ccs) of Q and G is a connected subgraph of Q that is subgraph isomorphic to G. The maximum connected common subgraph of Q and G is the largest ccs. In spite of the applicability of edit distance for any type of graphs and its superior quality of results over mccs for several cases [17] , in this paper we adopt a variant of the latter as it is more amenable to a visual querying system as justified in [9] . Definition 1 (Subgraph distance) Given two graphs G and Q, let C Q ⊆ G be a connected common subgraph (ccs) of Q and G. Then, the subgraph distance, denoted as dist C (Q, G), is defined as follows:
The subgraph distance measures the number of edges that are allowed to be missed in Q in order to match G. There can be many subgraphs of G that are ccs of Q and G. Hence, subgraphs with smaller dist are more similar to Q. Note that if dist C (G 1 , G 2 ) = 0, then G 1 and G 2 are subgraph isomorphic to each other. Definition 2 (Subgraph similarity search) Given a query graph Q, a large network G, and a subgraph distance threshold σ , the goal of the subgraph similarity search problem is to retrieve all connected common subgraphs C i of Q and G
Observe that we use ccs instead of mccs for similarity search. This is because we aim to find all similar matches whose size may be smaller than that of an mccs as long as it is within σ . We believe that this feature is especially important in large networks having intricate structures or noise.
Remark A keen reader may note the difference between the above definition of subgraph distance and the edge edit distance used in sapper [19] and TreeSpan [20] for similarity search. Specifically, these approaches propose to generate all approximate occurrences of a query graph q in G by enumerating all connected subgraphs g in G such that g is at most θ edges away to be isomorphic to q. That is, these approaches allow missing edges but not missing nodes. 5 Consequently, the similar matches are "restrictive" as they must contain same number of nodes as the query graph. In contrast, quble allows both missing edges and nodes, enabling it to retrieve similar subgraphs that do not necessarily have the same number of nodes as the query graph.
Overview of QUBLE
Can we somehow leverage the action-aware indexes and spigs because they have efficiently supported our visual query paradigm on a large collection of small or mediumsized graphs? Unfortunately, this is challenging as it requires us to determine frequent fragments in a large network which is prohibitively expensive operation and a long-standing problem [13] . Hence, techniques described in [8, 9] cannot be directly adopted to this new scenario. Furthermore, it is Build action-aware indexes using (F, I); 8 also highly space consuming to index location of all possible occurrences of a feature in a large intricate network as it may appear numerous times. We address these challenges in quble by taking the following steps. First, we decompose a large network into pieces of small data graphs while ensuring that no structural information is lost during this process. Consequently, the decomposed graph set can be viewed as a collection of small or medium-sized data graphs. Second, we discover approximate sets of frequent and infrequent fragments from this collection and identify their occurrences in the data graphs. This associates each fragment with a list of data graph identifiers instead of a full location list in the original network, which is very storage efficient. Third, we redefine and build action-aware indexes and spigs over these decomposed graphs to support subgraph search. We now briefly describe these steps.
Action-aware index construction. Algorithm 1 outlines the procedure for generating action-aware indexes in quble. We decompose a large network to pieces of small data graphs called graphlets by exploiting metis [10] , a fast and widely used minimum cut-based graph partitioning algorithm (Lines 1-2). A graphlet is either a partition graph or a bridge. Informally, partition graphs are partitions generated by the graph partitioning algorithm on the original network. On the other hand, bridges are graphs that are constructed from cut edges that link certain pairs of partition graphs for instance consider the network in Fig. 2 . The subgraphs with ids G 1 to G 4 (subgraphs encompassed by thick lines) are partition graphs generated by the graph partitioning technique. The bridges link certain pairs of these partition graphs (shown by patterned nodes encompassed by dotted lines) and are denoted by G 5 to G 7 (e.g., G 5 linking G 1 and G 2 ). These seven data graphs are collectively referred to as graphlets.
Next, we mine these graphlets to extract frequent and small infrequent fragments (sif) and their occurrences and use them to create graphlet-based indices and graphlet-based spigs (g-spig), which are variants of the original action-aware indices and spigs used in prague [9] , respectively. At first glance, it may seem that we can use an existing frequent subgraph mining algorithm (e.g., gSpan [6] ) to identify all frequent fragments from the graphlet set (Line 3). Unfortunately, such approach can only identify all size-one frequent fragments as an edge can only belong to exactly one graphlet. However, due to cut-based partitioning of the network, it fails to find all frequent fragments (having size two or more) as well as their occurrences as such a fragment may be contained in a subgraph involving multiple adjacent graphlets instead of a single graphlet for instance consider the graphlets in Fig. 2 and the fragment g 1 in Fig. 3a . Observe that although there are three occurrences of g 1 in the original network, only one of them occurs in the graphlet G 2 . The remaining two are subgraphs of adjacent graphlets (G 3 , G 6 ) and (G 4 , G 7 ). Hence, if the support threshold is set to 2, then g 1 will be identified as an infrequent fragment instead of a frequent one. Furthermore, only the occurrence of g 1 in G 2 will be identified by the aforementioned approach. Consequently, we need to devise strategies to address this challenge. The aforementioned challenge raises two important issues. First, do we need to identify all frequent fragments or a partial set is sufficient? How do we identify them? Second, irrespective of whether a fragment is frequent or infrequent, we need to devise a technique to obtain complete sets of occurrences of these fragments to facilitate subgraph search. How can we identify and index them efficiently?
Fortunately, as we shall see in Sect. 7, it is not necessary to identify all frequent fragments to support efficient visual subgraph query processing in our paradigm. A partial set of frequent fragments is sufficient for our goal. Consequently, frequent fragments that are not identified as frequent by quble are categorized as infrequent (e.g., g 1 is classified as infrequent in the above example). Importantly, as we shall see later, such "miscategorization" does not adversely impact the accuracy of quble. The second issue, however, needs to be addressed carefully to support efficient subgraph query processing. Regardless of whether a fragment is frequent or sif, all occurrences of the fragment must be identified and indexed (e.g., all three occurrences of g 1 must be identified). We exploit the notion of supergraphlets to identify an approximate set of frequent fragments as well as finding all occurrences of frequent fragments and sifs.
Notice that some nodes in Fig. 2 belong to multiple graphlets. Graphlets that share some nodes but not edges are referred to as adjacent. Hence, we can combine adjacent graphlets together to create a new graph called supergraphlet. For example, in Fig. 2 , G 3 and G 6 are adjacent graphlets which are combined together to form the supergraphlet G 8 (subgraph shaded in yellow). Observe that g 1 ⊆ G 8 . Obviously, constructing all possible supergraphlets is prohibitively expensive. Hence, they are selectively constructed to identify all occurrences of frequent fragments and sifs. Specifically, the procedures in Lines 4-7 are invoked to achieve this (detailed in Sect. 4). Blending of visual query. When a user constructs a visual query graph step-by-step, these graphlet-based indices are leveraged to generate candidate graphlets and supergraphlets. After every visual action taken by a user, the current query fragment is evaluated by exploiting the latency offered by the gui. Algorithm 2 is invoked whenever a user adds an edge during visual query formulation. 6 Let q be the visual query being formulated by a user. There are two visual actions on the gui being monitored, namely New for addition of a new 6 A video of quble is available at http://youtu.be/4k4XBxxdD_4. It is also demonstrated in SIGMOD 2013 [7] . edge, and Run for executing q. 7 When a user adds a new edge e m to q, the algorithm first constructs the graphletbased spindle-shaped graph (g-spig) S m for e m (Line 3). It then computes the identifiers of candidate graphlets and supergraphlets that contain q using S m and the actionaware indexes by invoking the ExactSubCandidates procedure (Line 4). Next, for a given σ , identifiers of candidates that match approximately with q is retrieved by exploiting the g-spig set S. This is encapsulated in the procedure SimilarSubCandidates (Line 5). The above steps are repeated for each new edge to incrementally update candidate identifiers until the Run icon is clicked (Line 6). Subgraphs that exactly match the query are verified (if necessary) from the candidate graphs and stored in Results (Line 7). Next, candidates that match the query approximately are added to Results (Line 8). We shall elaborate on these procedures in Sects. 5 and 6.
In quble, query results generated by the above process are visually displayed to a user. Recall from Sect. 1, visualizing subgraphs that match (or similar to) a query graph is challenging as depicting them on the entire network prohibitively increases the cognitive burden on end users. Fortunately, the advantage of decomposing a network into graphlets and supergraphlets is not only limited to storage efficiency achieved by compressing the location information of a fragment (feature) g into a list of (super)graphlets identifiers where g is a subgraph. We can also leverage them to visually show the results of a query on each graphlet or supergraphlet that contains at least one instance of the result. Specifically, results are viewed in a "supergraphletat-a-time" mode where one supergraphlet or graphlet containing result matches is displayed on the results screen one at a time. Figure 4 depicts an example where a matched result is highlighted with different color in a supergraphlet. Observe that such supergraphlet-driven view enables a user to clearly locate a matched result and understand its relationship with neighboring nodes. Additionally, it allows a user to selectively initiate viewing all matches to a query graph at a particular location of the network by interactively invoking an all matches computation technique (discussed later) on a viewed supergraphlet. Note that since the size of a (super)graphlet is significantly smaller, the remaining matches to a query graph in the viewed supergraphlet can be quickly computed as demonstrated in Sect. 7. Note that in [19, 20] , all matches are directly computed for the entire network without human intervention. Hence, our quble framework enables us to save computational cost by selectively computing all matches in a specific area of the network as demanded by an end user.
In Sect. 7, our experimental study demonstrates that quble has excellent performance as the index construction time and system response time (srt) grow gracefully with increasing size of the network. Importantly, similar to our previous studies [8, 9] , our results show that the latency offered by the gui at every step during visual query formulation is sufficient to efficiently support subgraph query processing over large networks (up to a million of nodes) in this visual paradigm. In summary, the main contributions of this paper are as follows.
• To the best of our knowledge, this is the first effort to blend visual subgraph query formulation and query processing on large networks.
• We take the first step to demonstrate how the notion of frequent and infrequent fragments can be exploited to facilitate subgraph querying on large networks. Specifically, we present algorithms to decompose a network into a set of graphlets and supergraphlets and mine approximate frequent fragment set and sifs as well as their occurrences from them. These fragments are then used to construct action-aware indexes to support the new visual subgraph querying paradigm.
• We present a dynamic on-the-fly index structure called graphlet-based spindle-shaped graph (g-spig), which is a variant of the spig structure used in [9] , to facilitate efficient pruning and retrieval of partial results during visual query formulation. Specifically, we describe how subgraph containment and similarity search can be performed by efficiently exploiting g-spigs and the latency offered by a visual querying environment.
• By applying quble to large datasets, we show its effectiveness, significant improvement of the srt over stateof-the-art methods based on the traditional paradigm, and ability to handle large networks for interactive subgraph querying.
Decomposition of a large network
We now describe in detail how we decompose a large network into small pieces of graphlets and supergraphlets.
Graphlets and adjacent graphlets
As mentioned in the preceding section, we first partition a large network into a set of partition graphs and bridges using a cut-based graph partitioning algorithm (e.g., metis [10] ). Note that the task of such graph partitioning algorithm is to assign a single partition number to each node of the input network based on the required number of nodes in one partition. Edges that connect nodes that have different partition numbers are "cut" away. The goal is to minimize edge-cut while trying to achieve the required number of nodes in a partition. After the partitioning, each node v is assigned a partition number pid (v) . Note that we are assuming an environment in which partitioning occurs once, while subgraph query processing can occur many times; therefore, in the sequel, we focus on the effect partitioning has on subgraph querying, not on the cost of partitioning itself. Additionally, although quble exploits metis, it is not tightly coupled to any specific graph partitioning technique. This enhances generality of quble as it can be easily realized on top of any superior cut-based graph partitioning technique (by replacing metis in Line 1 in Algorithm 1 with another partitioning technique).
For example, the subgraphs with ids G 1 to G 4 in Fig. 2 are partition graphs generated by a cut-based graph partitioning technique.
Definition 4 (Bridge) Given two partition graphs G p 1 and
Informally, a bridge is constructed from cut edge(s) that link certain pair of partition graphs. For example, G 6 is a bridge of partition graphs G 2 and G 3 . In this paper, we refer to a partition graph or bridge collectively as graphlet. Each graphlet (denoted by G ) is identified by a unique identifier, denoted by gid(G ) (or gid for brevity). Clearly, based on the above definitions, any edge in the original network can only belong to exactly one graphlet. A node in a graphlet G is called a boundary node iff its degree in G is less than its degree in the original network G. Since each edge of G belongs to exactly one graphlet, boundary nodes belong to more than one graphlet. Notice that all nodes of a bridge are boundary nodes. In the sequel, we denote the set of graphlets generated from G as D .
Two graphlets
adjacent graphlets share some common nodes in the original network but not edges. For example, in Fig. 2 , G 5 and G 1 are adjacent graphlets. Notice that adjacent graphlets are different from overlapping graphs where both nodes and edges must be shared. Clearly, two partition graphs (e.g., G 1 and G 2 in Fig. 2 ) cannot be adjacent because each node has a single partition number and cannot belong to two different partition graphs at the same time. A set of graphlets is considered as an adjacent set (denoted as Δ) iff each graphlet is adjacent to at least one other graphlet in the set. For example, Δ = {G 3 , G 4 , G 6 , G 7 } because G 3 is adjacent to G 6 and G 7 while G 4 is adjacent to G 7 . Construction of graphlets. We now briefly describe the procedure to construct graphlets from the original network. We first obtain the partition graphs using metis [10] . It takes as input the original network and a partition threshold, which specifies the target number of nodes in each partition graphs. metis will then assign one partition number to each node in the original network. Algorithm 3 outlines the procedure for graphlets construction. To construct a partition graph, nodes of the same partition are grouped together. If there is an edge between any two of these nodes in the original network, it will be added into the partition graph. To construct a bridge, for each pair of adjacent nodes in the original network, if their partition numbers are different, the two nodes and their edge will be added to the corresponding bridge. Observe that G is scanned only once and the time complexity of constructing the graphlet set is O(|V |d max ) where d max is the maximum degree of a node in G.
Supergraphlets
A supergraphlet is a graph generated by merging a set of adjacent graphlets. Formally, let
In the sequel, we denote the set of all graphlets and all supergraphlets that can be constructed from the original network G as D Δ .
Each supergraphlet G Δ is assigned a supergraphlet identifier, denoted by sg I d(G Δ ) (sg I d for brevity when the context is clear), which is generated based on the identifiers of the graphlets in Δ. A supergraphlet identifier is a concatenation of the identifiers of all graphlets in the adjacent set of a supergraphlet in ascending order. Formally, Fig. 2) . Then, the supergraphlet identifier of G 8 is 3-6. We denote a gid(
Observe that a gid can be considered as a special case of supergraphlet
identifier containing only a single identifier. Hence, in the sequel, we shall use the supergraphlet identifier to denote a graphlet identifier as well.
We define two operations, union and intersection, on supergraphlet identifiers.
is a new sg I d which consists of graphlet identifiers that appear in both
. Q is said to have a cover match in the original network G.
Example 1 Consider the graph fragment g 1 in Fig. 3a . There is a subgraph isomorphism from g 1 to the supergraphlet G Δ 1 where Δ 1 = {G 3 , G 6 }. There are two edges in g 1 where the edge (v 7 , v 2 ) belongs to the bridge G 6 and the edge (v 2 , v 5 ) belongs to the partition graph G 3 . Hence, g 1 is an mcg of G Δ 1 . Similarly, g 1 is also contained in the supergraphlet
and (v 2 , v 5 ) belong to G 7 and G 4 , respectively. Hence, g 1 is also an mcg of G Δ 2 . We can also say that g 1 has two cover matches in the network. On the contrary, g 1 is not an mcg of G Δ 3 where
Construction of supergraphlets.
We now present the procedure to construct a supergraphlet G Δ from its adjacent set Δ. Note that supergraphlets are constructed only during index construction and when we need to perform a subgraph verification (i.e., to verify if a supergraphlet actually contains Notice that v's id is unique in the original network and not just unique within a graphlet. Also, some node identifiers may exist in more than one graphlet as one node can belong to more than one graphlet.
After creating A, for each value vid in the keyset of A, a node with id equal to vid is constructed and added to G Δ (Lines 7-9). After the addition of all nodes, we process the id lists in A. For each node id vid in each list, if it is greater than the associated key vid, then an edge connecting nodes with identifiers vid and vid is constructed in G Δ (Lines 10-13). Notice that since the graph is undirected, a node identifier comparison is required to avoid duplicate construction of edges. Finally, the supergraphlet identifier of G Δ is set accordingly (Line 14). The time complexity of constructing a supergraphlet is O(N d max ) where d max is the maximum degree of a node in the adjacency set. 
Indexing frequent and infrequent fragments
In this section, we begin by defining the notion of frequent and infrequent fragments in the context of graphlets and supergraphlets. Next, we introduce the notion of fragment join, which we shall leverage for frequent and infrequent fragments generation. Then, we present algorithms for generating frequent and infrequent fragments from the decomposed network. Lastly, we briefly present how the actionaware indices of prague [8, 9] are adopted to index these fragments.
Frequent and infrequent fragments
Let g be a subgraph of G or G Δ in D Δ and has at least one edge. Then, g is a fragment in
Recall that each graphlet or supergraphlet can be identified by a supergraphlet identifier. Hence, we denote a set of supergraphlet identifiers of fsgs of g as f sgI d(g). Then, the support of g, denoted as sup(g), is the number of graphlets that are fsgs of g. Recall from Sect. 2.3, we identify an initial set of frequent fragments by mining the graphlets using gSpan (Line 3 in Algorithm 1). Hence, the support of a fragment is defined based on the number of graphlets and not supergraphlets. For example, consider the fragment g 2 in Fig. 3b . Since f sgI d(g 2 ) = {3-7, 1, 6}, sup(g 2 ) = 2 as we only count the graphlets. Similarly, the support of g 1 in Fig. 3a is 1 as f sgI 
A fragment g is frequent if sup(g) ≥ α|D | where α is the minimum support threshold, 0 < α < 1 and D ⊆ D Δ . We denote the set of frequent fragments in D as F. Given a fragment g, if sup(g) < α|D |, then g is an infrequent fragment. Since the number of infrequent fragments can be large, it is not space-efficient to index all of them. Instead, we only index small infrequent fragments (sifs). Given an infrequent fragment g, g is a sif if (a) |g| = 1 or (b) |g| = 2 and g is an mcg of at least one adjacent set. For distinction, we refer to an infrequent fragment that is not a sif as nonsmall infrequent fragment (nif). From the first condition, we can infer that all size-one fragments that are not frequent are sifs. We elaborate on the second condition by introducing the notion of middle vertex for size-two fragments. Note that as sup(g) ≤ | f sgI d(g)|, g may be a frequent subgraph in the original network but g / ∈ F. In this case, if |g| ≤ 2, then it is classified as a sif. Otherwise, it is a nif. If |g| = 2, then the middle vertex of g is one of its nodes that has a degree of two. Note that middle vertices exist in all two-sized fragments. Because g is connected, it can only have at most three nodes and one of them has a degree of two. If g has multiple edges between two nodes, then it may have two nodes and two edges between them. In this case, all nodes have degree of two. Consequently, any one of these nodes can be represented as a middle vertex.
Observe that a two-sized sif ensures that no mcg is missed. We do not consider infrequent fragments with size greater than two as we shall see later sifs of size up to two are sufficient to support efficient filtering during visual query processing. We denote the set of sifs as I.
Lemma 1 If |g| = 2 is an mcg of an adjacent set Δ, then Δ has exactly two graphlets and the middle vertex of g is a boundary node of these graphlets.
Proof The proof is given in Electronic Supplementary Material.
Consider the two-sized graph g 1 in Fig. 3a and the network in Fig. 2 . Here, f sgI d(g 1 ) = {4-7, 3-6, 2} and g 1 is an mcg of Δ = {G 3 , G 6 } (Example 1). Observe that |Δ| = 2 and in both graphlets, the middle vertex (vertex with label 2) of g 1 is the boundary node.
Fragment join
Recall that f sgI d(g) denotes a set of identifiers of supergraphlets or graphlets in D Δ containing a fragment g. Given two fragments g 1 and g 2 , the f sgI ds of these fragments (i.e., f sgI d(g 1 ) and f sgI d(g 2 )) may share common graphlets as some of the instances of these fragments may be contained in same graphlets (or supergraphlets). A fragment join operation enables us to identify these common graphlets in the f sgI ds and "join" them to form new "joined" supergraphlets. As we shall see later, such operation is useful in facilitating index construction and query processing.
Definition 6 (Fragment join)
Let g 1 and g 2 be two graph fragments. Then, the fragment join of g 1 and g 2 , denoted by g 1 g 2 , returns a set of supergraph identifiers J such that
Example 3 Consider the fragments g 1 and g 2 in Figs. 3a-b. Observe that f sgI d(g 1 ) = {4-7, 3-6, 2} and f sgI d(g 2 ) = {3-7, 1, 6}. To compute the fragment join of g 1 and g 2 , we select one of the fsg set, e.g., f sgI d(g 2 ), and "join" it with the other by considering each element. Observe that 3-7 has common identifiers with 4-7 and 3-6 in f sgI d(g 1 ).
Hence, the former can be unioned with latter identifiers. Consequently, 3-4-7 and 3-6-7 are added as results of the fragment join. Now consider the supergraphlet identifier 1 in f sgI d(g 2 ). It has no common identifier with any element in f sgI d(g 1 ). Hence, no new sg I d is added into the join
results. Lastly, sg I d 6 shares common identifier with 3-6. Hence, it is unioned with 3-6 to produce 3-6, which is added into the join results. So
Obviously, if we compare every pair of identifiers in the fsg sets of g 1 and g 2 to compute g 1 g 2 , it is expensive as the time complexity will be
We resolve this issue by introducing an identifier map data structure that enables us to avoid comparing pairs of identifiers that cannot be unioned. Intuitively, an identifier map of f sgI d(g) is a map that maps graphlet identifiers to lists of supergraphlet identifiers such that for every sg I d( Observe that for each sg I d( f sgI d(g 1 )|) . Hence, the worst-case complexity of the aforementioned approach is still
Next, we discuss certain characteristics of fragment join which we shall be exploiting subsequently. Fig. 3 . The graph g 3 in Fig. 3c 
Lemma 2 Let g = (V, E) be a graph where |g|
Reconsider the above example. The graphs g 1 and g 2 in Fig. 3 overlap in the supergraphlet with sg I d 3-6. They also overlap in the supergraphlet 3-4-7. Observe that 3-6 and 3-4-7 both appear in J (Example 3).
Combining Lemmas 2 and 3 gives us the following:
In other words, the results of g 1 g 2 contain supergraphlet identifiers of all graphlets and supergraphlets that contain g. For example, the graph g 3 in Fig. 3 is a supergraph of g 1 and g 2 . From Example 3, we can see that supergraphlet identifiers of all graphs that contain g 3 exist in the results of g 1 g 2 . We shall be using this corollary later to generate candidate graphs during index construction and visual query processing.
Generation of frequent fragments and SIFs
We are now ready to present the steps for generating frequent fragments and sifs from graphlets and supergraphlets. First, we use an existing frequent graph mining algorithm (in this work, we use gSpan [6] ) to generate frequent fragments from the graphlet set (Line 3, Algorithm 1). Recall that each frequent fragment g is associated with a set of fsgs f sgI d(g). This step can identify all fsgs of size-one fragments as an edge can only belong to at most one graphlet. However, fsg sets of frequent fragments with size two or more are incomplete as a fragment can not only be a subgraph of a graphlet, but also a subgraph of a supergraphlet. Consequently, we 
need to devise a strategy to obtain complete sets of fsgs of frequent fragments as well as sifs.
We take a two-phase approach to resolve the aforementioned issue. In the first phase, we identify all cover matches of all frequent fragments. It consists of two key steps. We identify all cover matches of frequent fragments having size equal to two. That is, we identify all supergraphlets containing size-two frequent fragments (Line 5, Algorithm 1). During this step, we also identify size-two sifs and some of their cover matches in the supergraphlets. Next, we identify all cover matches for frequent fragments having size greater than two (Line 6). In the second phase, we complete identification of fsg sets of all sifs (Line 7). We now elaborate on these phases in turn.
Phase 1
Recall that the frequent fragments generated by gSpan are grouped by their size (Line 4 in Algorithm 1) and parent graphs of each fragment are inspected. Grouping by size has a time complexity of O(|F|log|F|). To find parent graphs of a fragment of size k, the group containing fragments of size (k − 1) are inspected and the subgraph isomorphism test is performed.
Completion of the fsg set of size-two frequent fragments. Next, we proceed to complete the fsg set of frequent fragments of size two. Recall that if a size-two fragment g is not frequent and there exists cover matches to g, then it is a sif. Hence, all fragments of size two that have cover matches need to be identified as they are either frequent fragments or sifs. Based on Lemma 1, these fragments can only be mcgs of adjacent sets containing exactly two graphlets. Further, the middle vertex of these fragments must be a boundary node. Hence, we can exploit these two features of cover matches of size-two frequent fragments to identify them. , then one edge of g belongs to a partition graph and the other edge belongs to a bridge. In both cases, the way we choose v 1 and v 2 ensures that the two edges belong to two different graphlets (denoted by G 1 and G 2 ) . Obviously, G 1 and G 2 are adjacent because they share the common node v. Hence, we can conclude that the fragment g is an mcg of the adjacent set {G 1 , G 2 }. This also means that the supergraphlet of this adjacent set contains g. Lastly, the sg I d of this supergraphlet is added into f sgI d(g) and F or I is updated. Observe that we do not construct the entire supergraphlet but only its identifier.
The number of boundary nodes is bounded by |V |. For each boundary node, the number of size-two fragments in which the boundary node is a middle vertex is bounded by the maximum degree (d max ) of a node in G. Hence, the time complexity of the above step is O(|V |d 2 max ).
Example 4
Consider the boundary node v with label 0 in G 1 in Fig. 2 . It has two neighbors, v 1 with label 23 and v 2 with label 4. 
sgI d(g) (Line 11).
Completion of the fsg set of frequent fragments having size greater than two. Algorithm 6 identifies all fsgs of twosized frequent fragments. Next, we discuss how to complete fsg sets of frequent fragments having size greater than two. We exploit Corollary 1 to identify candidate supergraphlets containing these frequent fragments. Algorithm 7 outlines this procedure. First, for each fragment g of size i ≥ 3, we obtain all parent graphs of g having size (i − 1). We randomly choose two parent graphs of g, denoted as g 1 and g 2 , and compute J = g 1 g 2 . Next, sg I ds containing only one gid are removed from J because such graphlets have already been discovered by gSpan. Lastly, the subgraph isomorphism test is performed on each graph whose sg I d ∈ J and sg I ds of matched results are added to f sgI d(g). Specifically, it checks if a supergraphlet in D Δ actually contains a (sub)graph. Note that whenever a supergraphlet is constructed, we insert it into D Δ for subsequent reference as it may be a candidate for different graph fragments. If D Δ already contains this supergraphlet, then it simply returns it. Otherwise, Algorithm 4 is invoked to construct it.
Lemma 4 Given a fragment g, let g 1 and g 2 be two parent graphs of g. Then, g 1 g 2 contains the supergraphlet identifiers of all supergraphlets that contain g. Proof The proof is given in Electronic Supplementary
Material.
The number of fragments we need to process is bounded by O(|F|). For each fragment, the fragment join is bounded by O(T 2 )
where T is the maximum size of an f sgI d set of a fragment in F. Therefore, the time complexity of Algorithm 7 is O(|F|T 2 ). Note that after this step, fsg sets of all frequent fragments are complete, including all supergraphlets that contain frequent fragments. 
Phase 2
Notice that in Phase 1, we have also identified all sifs of size two and their cover matches, but their fsg sets are partially complete. In this phase, we shall identify size-one sifs and complete fsg identifier sets of sifs of all sizes.
Algorithm 8 outlines the procedure to identify fsg identifiers of sifs of all sizes. Note that size-one sifs can be retrieved from the set of graphlets (D ). For each edge, if it is a sif (not in F), then it is added to the sif set I and sg I d of the graphlet containing it is inserted into the corresponding f sgI d set (Lines 1-3) . The time complexity of this step is O(|E|). Notice that as a single edge cannot belong to two graphlets, f sgI ds of size-one sifs do not contain any supergraphlet identifier.
We have already identified size-two sifs and their cover matches using Algorithm 6. However, they may also occur as subgraphs in graphlets. To identify these occurrences in order to complete the fragments' f sgI d set, first the candidate graphlets are identified (Lines 4-7) . Specifically, the candidate set is generated as follows:
where g 1 and g 2 are size-one subgraphs of fragment g. Since a size-one fragment is either a frequent fragment or a sif, the f sgI d sets have already been constructed earlier. Hence, we do not need to scan the database again to obtain cand I d(g). Next, the subgraph isomorphism test is performed on these candidate graphlets, and identifiers of the matched results are added to f sgI d(g) (Lines 8-11). 
Index construction
After generating complete sets of fsg identifiers, we can now adopt the action-aware indices of prague [8, 9] for indexing the frequent fragments and sifs. The structure of the indices and algorithms to generate them are identical to the ones described in [8] . For the sake of completeness, we briefly describe them here.
Algorithm 8: CompleteSIF
Input: sif set I, D Output:
3 foreach fragment g ∈ I where |g| = 2 do 4 Identify g's two edges g 1 , g 2 ;
Load corresponding graph G from D ; 9 if verify(g, G ) then 10 
Add sg I d(G ) to f sgI d(g);
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The action-aware frequent index (a 2 f) is a graph-structured index having a memory-resident and a disk-resident components called memory-based frequent index (mf-index) and disk-based frequent index (df-index), respectively. Small-sized frequent fragments (frequently utilized) are stored in a mf-index, whereas larger frequent fragments (less frequently utilized) reside in a df-index. Informally, a dfindex is an array of fragment clusters. A fragment cluster is a directed graph C = (V C , E C ) where each vertex 8 v ∈ V C is a frequent fragment g where the size of g (denoted as | f |) is greater than the fragment size threshold β (i.e., |g| > β). There is an edge (v , v) ∈ E C iff g is a proper subgraph of g (denoted as g ⊂ g) and |g| = |g | + 1. The root vertex (vertex with no incoming edge) of C is denoted by r oot (C). Each fragment g of v is represented by its cam code [6] . Each vertex with fragment g in C points to a set of fsg identifiers of g. Note that given the frequent fragments g and g , if [2] . Hence, a vertex with fragment g stores only the f sgI d that are not shared with its children ( 
denoted by del I d(g) ⊂ f sgI d(g)).
An mf-index indexes all frequent fragments having size less than or equal to β. Similar to a fragment cluster, it is a directed graph G M = (V M , E M ) where the vertices and edges have same semantics as C. In addition, by abusing notations for trees, vertices representing frequent fragments of size β are leaf vertices in G M . Each leaf vertex v ∈ V M (representing f ) is additionally associated with a fragment cluster list L where each entry L i points to a fragment cluster C j in the df-index such that g ⊂ r oot (C j ). Also, each vertex v in the a 2 f-index is assigned an identifier, denoted by a2 f I d (v) .
The action-aware infrequent index (a 2 i) indexes sifs to prune the candidate space for infrequent queries. It consists of an array of sifs arranged in ascending order of their sizes. Each entry stores the cam code of a sif g and a list of fsg identifiers of g. The identifier of each sif g in the index is denoted by a2i I d(g).
Graphlet-based SPIG
Spindle-shaped graphs (spig) have been successfully exploited in generating exact and similar subgraph candidates in prague [9] . Hence, we utilize this idea and create a variant of it called graphlet-based spig (g-spig) to suit the goal of finding exact and similar matches in the context of large graphs. We first briefly describe the structure of a g-spig and highlight its differences with spig [9] . Next, we describe the algorithm for constructing a g-spig.
Structure of G-SPIG
For each new edge e m created by a user, similar to prague [9] , quble creates a graphlet-based spindle-shapedgraph (gspig). Each edge is assigned a unique identifier according to its formulation sequence. That is, the mth edge constructed by a user is denoted as e m where m is the label of the edge. The edge with the largest m is referred to as new edge.
Similar to spig, a g-spig is also a directed graph S m = (V m , E m ) where each vertex v ∈ V m represents a subgraph g of a query fragment containing the new edge e m . In the sequel, we refer to a vertex v and its associated query fragment g interchangeably. There is a directed edge from a vertex v to a vertex v if g ⊂ g and |g| = |g | + 1. Hence, vertices that represent subgraphs of same size belong to the same level. The source vertex (vertex with no incoming edge) in the first level of S m , denoted by S m .v source , represents e m and the target vertex (vertex with no outgoing edge) in the last level, denoted by S m .v target , represents the entire query fragment at a specific step.
The content of v in a g-spig is different from a spig. Specifically, each v is associated with the cam code [6] of the corresponding g (denoted by cam(g)), a list of labels of edges of g (denoted by L E (g)), a list of identifier set called Indexed Fragments List, denoted by L ind (g), to capture information related to frequent or infrequent nature of g or its subgraphs, and a set of identifiers Ω(g) called supergraphlet id set to hold the sg I ds of candidate graphlets and supergraphlets that may contain g, if g is not indexed by action-aware indices (i.e., g is a nif). If g is neither in the a 2 f-index nor in the a 2 i-index (i.e.,
where g v1 and g v2 are any two fragments associated with two different parents of v. If g v1 or g v2 is in the a 2 f-index or a 2 i-index, then their corresponding f sgI ds are retrieved from these indices to compute J. Otherwise, supergraphlet id sets of the two parents (Ω(g v1 ) and Ω(g v2 )) are used to compute Ω(g). Notice that we can always find two subgraphs to compute Ω(g) because all edges are either a frequent fragment or a sif. Hence, a nif has size of at least two and has at least two parent graphs. Fig. 6a by following the sequence of actions (or steps) in Fig. 6b . The numbers associated with edges in Fig. 6b represent the query formulation sequence. Assume that f 1 , f 2 , and f 3 in Fig. 6c are frequent fragments and si f 1 is a sif. Figure 7 depicts the g-spig S 4 constructed after the addition of the new edge e 4 .
Example 7 Suppose a user constructs the query graph in
Each vertex represents a subgraph of the query containing e 4 and is identified by a pair of identifiers containing label of e 4 and the subgraph's breadth-first traversal order. That is, the vertex v 4,2 refers to the second vertex in S 4 that is visited during a breadth-first traversal. The identifier for each g-spig vertex is shown in a square bracket in Fig. 7 . A subgraph of the query associated with a vertex v is denoted as g v . For example, the subgraph associated with vertex v 4,2 is denoted as g v 4,2 . Information associated with each vertex in S 4 is shown in Fig. 8 . Fig. 9 depicts the set of g-spigs created by this algorithm for the query graph in Fig. 6a . 
Since the number of vertices in each level in a g-spig is same as that of a spig, the maximum number of vertices in the kth level of S m is C k−1 n−1 where n is the number of distinct edges of q [9] . Consequently, the total number of vertices in the kth levels of g-spigs in S is: N (k) ≤ C k n . Note that in practice, often some nodes in q share the same vertex labels. For example, in the query in Fig. 6a , there are only three distinct edges ((1, 22), (2, 1), (7, 22) ). Consequently, the number of unique vertices in the kth level of S m is much less than the worst-case scenario.
Theorem 1 Given a fragment g v m,i associated with the vertex v m,i of a g-spig, if g v m,i is a nif, then the supergraphlet identifiers of all graphlets and supergraphlets that contain g v m,i are in Ω(g v m,i ).
Blending visual subgraph query
We now have all the machinery in place to facilitate blending of query formulation and processing for subgraph search on large networks. Since the algorithm to efficiently support query modification is similar to the one in [9] , we do not elaborate on it here.
Candidate data graphs generation
Exact candidate set. Algorithm 10 outlines the procedure for retrieving R q at a specific step. Given the g-spig S m of the latest added edge e m and v is the target vertex of S m , if v represents a frequent fragment, then it retrieves f sgI d set of that fragment from the a 2 f-index and use it as the candidate set (Lines 1-3) . If v represents a sif, then the algorithm 
retrieves f sgI d set of the sif from the a 2 i-index and use it as the candidate set (Lines 4-6). Otherwise, v represents a nif. Hence, the supergraphlet id set of v, Ω(g i ), which is constructed during g-spig construction, is used as the candidate set (Line 8).
Similar candidate set. Algorithm 11 outlines the procedure SimilarSubCandidates for generating similar subgraph matching candidates. In order to reduce the verification cost for a large candidate set, the algorithm separates the candidate set into two parts, namely R f ree and R ver . R f ree stores identifiers of verification-free candidate graphs, whereas R ver stores identifiers of candidate data graphs that need verification. Given a subgraph distance threshold σ , the algorithm exploits the level structure of g-spig in S to identify relevant subgraphs of q that need to be matched for retrieving approximate candidate sets. Specifically, these subgraphs are graphs represented by vertices at levels |q| − 1 to |q| − σ of all g-spigs in S (Line 1). Recall that the level of a vertex in a g-spig is the size of the query subgraph that its represent. Since the goal is to find graphlet or supergraphet that contains subgraph S i of the query such that dist S i (q, G) ≤ σ , i.e., |S i | ≥ |q| − σ , all identifiers of candidate graphs can be retrieved from vertices at levels |q| − 1 to |q| − σ .
Let R f ree (i) and R ver (i) store the verification-free candidates and candidates that need verification in the ith (|q|-σ ≤ i < |q|) level of S, respectively. For each vertex v j in the ith level, if it is a frequent fragment or sif, then the algorithm retrieves the candidates satisfying v j using the ExactSubCandidates procedure and combine them with R f ree (i) (Lines 3-4) . Otherwise, v j is a nif and requires verification. Consequently, R ver (i) is computed by combining R ver (i) with candidates returned by ExactSubCandidates (Lines 5-6). Next, it removes candidates that exist in both R f ree (i) and R ver (i) from R ver (i) as these are already identified as verification-free candidates (Line 7). Finally, it adds R ver (i) and R f ree (i) in R ver and R f ree , respectively.
Example 8
Reconsider the formulation sequence of the query in Fig. 6 and the corresponding g-spig set in Fig. 8 . Suppose σ = 2. When the first edge is added, g-spig S 1 is constructed (Line 3, Algorithm 2). The target vertex v 1,1 is passed as input to invoke Algorithms 10 and 11, respectively (Lines 4-5, Algorithm 2). In Algorithm 10, since f req I d(v 1,1 ) = 1, the identifier of fragment g v 1,1 associated with v 1,1 is retrieved (Lines 1-2) . Based on the identifier, the corresponding f sgI d set is retrieved from the a 2 findex and assigned to R q (Line 3). Next, in Algorithm 11, as |q| = 1, R q remains unchanged.
When the second edge is added, S 2 is constructed and the target vertex is now v 2,2 . Algorithms 10 and 11 are invoked.
, which has already been computed during the construction of S 2 . Hence, it is assigned to R q . In Algorithm 11, as |q| = 2, vertices at level i = |q| − 1 = 1 of the g-spig set are considered (i.e., vertices S 3 is constructed with the addition of the third edge. Hence, v 3,3 is now the target vertex. Since
g v 2,2 , which has already been computed earlier, is assigned to R q . As |q| = 3, vertices from level two to one (i.e., v 2,2 , v 3,2 , v 1,1 , v 2,1 and v 3,1 ) of the g-spig set are considered. When level 1 g v 3,1 = {27, 24, 11, 9 , 23, 21, 1, 16, 10} is added into R ver (2) , which is inserted into R ver after executing Line 8. (1) in the same way as discussed in Step 2. Since f req I d(v 3,1 ) = 1, f sgI d(g v 3,1 ) = {27, 24, 11, 9, 23, 21, 1, 16, 10} is retrieved by probing the index and added into R f ree (1) . Subsequently, R f ree (1) = {27, 24, 11, 3, 2, 5, 30, 4, 6, 7, 11, 9, 23, 21, 1, 16, 10} is added into R f ree .
Finally, S 4 with the target vertex v 4,6 is constructed after the addition of the last edge. (2) . Since frequent ids and sif ids of both v 2,2 and v 3,2 are empty, Ω(g v 2,2 ) = {27, 24, 11} and Ω(g v 3,2 ) = {27, 24, 11, 9, 23, 21, 1, 16, 10} are added into R ver (2) . Also, R f ree (2) = {27-33, 24, 11, 17, 32-35} and R ver (2) = {27, 24, 11, 9, 23, 21, 1, 16, 10}. Hence, the common values {24, 11} of R f ree (2) and R ver (2) are removed from R ver (2) (Line 7, Algorithm 11). Hence, finally R f ree (2) = {27-33, 24, 11, 17, 32-35} and R ver (2) = {27, 9, 23, 21, 1, 16, 10} are added into R f ree and R ver , respectively (Line 8).
Generation of query results
Exact subgraph matching results computation. The procedure for exact subgraph candidate verification is reported in Algorithm 12. If the final query is a frequent fragment or a sif, the current exact subgraph candidate identifiers do not need verification and can be returned immediately as the final result (Lines 3-4) . If the final query is a nif, verification is required (Lines 6-13). Notice that if a sg I d in the candidate set does not exist in D Δ , Algorithm 4 will be invoked to construct the supergraphlet before verification is performed. Similar subgraph matching results computation. Algorithm 13 outlines the procedure for generating ordered query results containing approximate matches. As the subgraph distance of candidate graphs associated with the ith level of g-spigs in S is |q| − i, the higher level the candidate graph is in S, the more similar it is to the query graph. At each level i from |q| − 1 to |q| − σ in S, verification-free candidates (R f ree (i)) are added first in Results (Line 2). Then, the elements in R ver (i) that already exist in Results are removed from R ver (i) (Line 3). This step is necessary because at lower levels, some data graph sg I ds have already been verified and added to Results at previous higher levels. As such, they need to be removed from current R ver (i) to avoid duplicate verification. Next, each candidate element in R ver (i) is verified by SimVerify procedure [9] to obtain the result set to be added into Results (Lines 5-6). Note that SimVerify extends VF2 [3] and exploits the g-spigs to handle mccs-based similarity verification (See Electronic Supplementary Material for pseudocode). In order to facilitate retrieval of all matches in a supergraphlet (discussed below) , we also store the states of VF2 at termination.
Computation of all matches in a given supergraphlet. Recall that in our visual paradigm, a user may select a result (super)graphlet G Δ to initiate viewing all matches (both exact and approximate) to the query graph in G Δ . We again exploit the g-spig of q and invoke the VF2 algorithm [3] multiple times for each subgraph of q whose distance is not larger than σ . Since this process can produce some redundant matches, we filter them using a subset-inclusion test. Note that we do not need to find approximate matches starting from σ = 0 as we can leverage previously computed states of VF2 at termination (by the SimVerify procedure). The formal pseudocode is given in Electronic Supplementary Material.
Remark Note that our focus here is not to develop an efficient similar subgraph verification technique for large networks. In fact, we can easily replace the implementation of SimVerify with a more efficient one without modifying the framework of quble. Similarly, since the size of a graphlet (controlled by the partition threshold) is significantly smaller than the original network in quble to facilitate effective result visualization, we use the aforementioned simple strategy to effectively compute all matches. Fortunately, in spite of using such simple techniques, quble has very good performance as demonstrated in Sect. 7.
Performance study
quble is implemented in Java jdk 1.7. We run all experiments on an Intel Xeon X5570 2.93 GHz machine running Table 2 Datasets on Windows 7 × 64 with 12 GB ram. Note that there is no existing system that realizes our new visual subgraph query paradigm on large networks. Nevertheless, since one of our goal is to demonstrate that our proposed paradigm does not sacrifice system response time compared to the traditional paradigm, we confine ourselves to compare quble (denoted by qub for brevity) against sapper (denoted by sap) for selective 9 experiments. We obtain the binary code of sap from the authors of [19] .
Experimental setup
Datasets. We use subsets of modified dblp co-authorship dataset modeled as a graph where a node and an edge represent an author and co-authorship, respectively. Since most of the nodes are distinct author names, there are no frequent fragments. Hence, in order to investigate the effect of frequent as well as infrequent fragments, we map each node (author) to its degree and use it as its label. This generates at most 300 distinct node labels. The characteristics of these datasets are reported in Table 2 . Note that recent subgraph similarity search techniques on large networks such as [12, 19] have used datasets containing at most 10k nodes.
Querysets. Since queries are formulated by end users using an "edge-at-a-time" visual interface, it is not realistic to expect a user to formulate large queries visually. Therefore, we chose query graphs having sizes of 4, 8, 12, 16, and 20 (Fig. 2 in Electronic Supplementary Material depicts the queryset). All these queries are chosen as nifs as such type of queries demonstrate "worst" case performance of qub. Recall from Sect. 6.2, frequent and sif queries do not need expensive candidate verification as the results can be efficiently computed directly from action-aware indexes. On the other hand, nif queries are not indexed by our indexing schemes and require candidate verification. Besides, unlike traditional approaches [19] where the benchmark queries are automatically generated from the graph database, the queries here are visually formulated by real end users. Hence, it is not possible to generate a large number of visual queries as our preliminary study revealed that such aspiration is not only expensive, but also strongly deters end users to participate in the empirical study. Unless mentioned otherwise, we shall be using the default sequence (see Electronic Supplementary Material) for formulating a particular query.
Participants profile. Eight unpaid male volunteers (ages from 21 to 27) participated in the experiments. None of them are familiar with any graph query languages. They were first trained to use the gui of qub. For every query, participants were given some time to determine the steps that are needed to formulate it visually. This is to ensure that the effect of thinking time is minimized during query formulation. Note that faster a user formulates a query, the lesser time qub has for g-spig construction. Each query was formulated five times by each participant, and reading of the first formulation was ignored. The average query formulation time (qft) for a query by all participants is given in Electronic Supplementary Material.
Default parameter settings. We set σ = 4, β = 3, p = 50 for qub and θ = 3 for sap unless specified otherwise. We chose different values for α for different datasets (Table 3) . This is because the number of graphlets varies greatly for different datasets. For example, there are only 69 graphlets in d1k but 17716 in d100k dataset under default parameter settings. Therefore, in order to have a reasonable set of frequent fragments, we choose different α values. If the same α is used for all datasets, the number of frequent fragments will be unnecessarily too high in small datasets or too small in large datasets to be meaningful. The default α value is set to α 1 in Table 3 .
System response time (SRT)
We first investigate srts of qub for evaluating subgraph similarity queries by varying different parameters and compare it with sap. The average srt is computed by taking the average of srts of all participants (last four formulations). In the sequel, the srt of qub refers to this average srt unless specified otherwise. Furthermore, we group the query set according to their sizes and srts of queries in each group are averaged and recorded as the srt of that group size. Figure 10 reports the srts for different query size. In sap, the srt refers to the query execution time. Each query was executed five times, and results from the first run were always discarded. Observe that qub performs significantly better than sap consistently across different query size for different datasets. This is mainly because of qub's approach of blending query formulation with query processing. As sap failed to construct index for d100k in 3 h, we do not compare it with qub for this dataset.
Effect of subgraph distance threshold.
Recall that the definition of edge edit distance θ in sap is not compatible with our subgraph distance threshold σ . While qub allows both edges and nodes to be missed (i.e., the node set of a match can be a subset of the query graph's node set), edge edit distance only allows edges to be missed (i.e., the node set of a match must be exactly the same as that of the query graph). Besides, for an edge edit distance θ , if there is no subgraph of the query that has exactly θ edges less than the query and the same node set, sap immediately terminates its search. So, a higher θ value may not return any result for some queries. Hence, we do not compare the srts of qub with sap under different subgraph distance threshold values. Figure 11 plots srts of qub for different σ values. Generally, srt increases with σ as more candidate graphs are generated when σ is relaxed, allowing more approximate matches of the query. However, in some cases, it decreases with increase in σ as it is influenced by the processing order of vertices during subgraph verification. Importantly, the srts are cognitively negligible as typically it takes less than a second to view query results.
Effect of partition threshold. In Fig. 12 , we study the effect of partition threshold p on the srt. In most cases, we observe an increasing trend in srt. This is because when p increases, the size of candidate data graphs increases. Thus, it takes more time to perform subgraph isomorphism verification on these candidate graphs. In some cases, we also observe decreasing trend, due to decrease in the number of candidate graphs. For a given dataset, when p increases, the number of graphlets decreases. This sometimes leads to a decrease in the number of candidate graphs.
Effect of the number of verification candidates. Figure 13 depicts the number of verification candidates in qub and corresponding srts of representative queries for different σ values. We use the d100k dataset as it produces the highest number of candidate graphs. We can make the following observations. In most cases, the srt is correlated to the number of candidate graphs that require verification. This is because in qub when a user clicks Run, the candidate graph set has already been generated, and only verification needs to be performed. Observe that the srt is not strictly proportional to the number of verification candidates. This is because the verification algorithm employs state space pruning, which in some cases reduces state space faster than in other cases. Lastly, observe the sharp increase in the srt for Q2. This is primarily due to the simple subgraph verification method we have used rather than qub's candidates pruning ability. We expect qub's performance to significantly improve if a superior candidate verification algorithm is adopted.
Effect of α and β. Figures 14 and 15 demonstrate the effect of α and β on the srt, respectively. Overall, we do not observe any clear trend in the srt in relation to these parameters. Importantly, srts of the queries are low for different values of α and β.
Cost of all matches computation. We now measure the time taken by qub to compute all matches when a user clicks on a result graphlet. Specifically, given a query graph, we measure the maximal computation time (mct), which is the highest time taken on any graphlet in the result set. That is, the mct represents the "worst-case" performance of a query. Figure 16a depicts the mcts of six representative queries across different values of σ . Clearly, the mct increases when σ increases since larger σ implies that qub generates more approximate matches. Importantly, although we use a simple strategy for computing all matches, the mct is still below one second which is cognitively negligible.
Index construction
Index size comparison. We study effects of various parameters on index size. Note that the publicly available executable Due to the definition of sif, the number of sifs in each dataset is typically much larger compared to the number of Fig. 17 Effect of sifs frequent fragments. As such, the number of sifs is an important factor contributing to index size. Hence, we study effects of the number of nodes, p, and α on the number of sifs. Note that β does not influence the number of sifs. Table 4 and Fig. 17a report effects of the number of nodes on index size and the number of sifs, respectively. Figures 17b-f plot effects of different parameters on index size and the number of sifs for different datasets. We can make the following observations. First, there is an increasing trend in index size and the number of sifs when the number of nodes increases. Second, both index size and the number of sifs decrease when the partition threshold increases and is not affected much by α and β. These observations can be explained as follows.
• Given a partition threshold p, the number of graphlets increases when the number of nodes in a dataset increases. Hence, for the same number of distinct labels, this increases the number of distinct size-one fragments and size-two fragments that have cover matches. Consequently, the number of sifs and index size have increasing trend.
• For a given dataset, when p increases, the number of graphlets decreases. There are fewer boundary nodes, and as a result, lesser size-two fragments that have cover matches. Therefore, we observe a decreasing trend.
• Thresholds α and β do not affect index size and the number of sifs significantly as the number of frequent fragments in the mf-index in most datasets (except d1k which has more than 2,200 frequent fragments and 7,972 sifs) is much smaller than the number of sifs. Consequently, the variance of frequent fragment number in this index does not affect index size significantly. Also, although when α increases, the number of frequent fragments decrease and hence the number of sifs should increase, the increase amount is small compared to the number of sifs. Hence, we do not observe a clear increasing trend.
Index construction cost. We now study the effect of number of nodes and partition threshold on index construction time (Algorithm 1). Figure 18 depicts the index construction cost of qub by varying different parameters. Observe that there is an increasing trend in the index construction time when the number of nodes increases. Similar trend is observed for different partition thresholds. On the other hand, α and β do not influence the index construction time significantly except for the d1k dataset, which has a decreasing trend. These observations can be explained as follows.
First, the number of graphlets and boundary nodes increase when the number of nodes increases. Consequently, as reported earlier, the number of sifs and index size increase. Because there are more information that need to be processed, the index construction time shows an increasing trend. Second, for d1k dataset, the index construction time is relatively larger because of a large number of frequent fragments and clusters in the df-index that need to be processed. It decreases when α or β increases because the number of frequent fragments decreases and there are lesser clusters to construct in the df-index when β increases. Let us now investigate in detail the major steps of index construction in qub. Reconsider Algorithm 1 for index construction. Once the partial set of frequent fragments are generated using gSpan, it consists of the following key steps: (1) grouping frequent fragments according to their size (Line 4); (2) identification of size-two sifs and the complete fsg set of size-two frequent fragments (Line 5); (3) identification of the fsg set of frequent fragments having size greater than 2 (Line 6); and (4) generation of complete fsg sets of sizetwo sifs (Line 7). Hence, we now report the performances of these four steps during index construction. Figure 19 reports the execution time of these four steps for different datasets and partition thresholds. For a given dataset, when the partition threshold p increases, the number of graphlets decreases. There are lesser boundary nodes, and as a result, lesser size-two fragments that have cover matches. Consequently, there is a decreasing trend in the execution time for Step 2. However, as p increases, the size of partition graphs increases. Hence, it takes more time to verify whether a partition graph contains a sif in Step 4. Thus, the time taken to execute Step 4 increases. Observe that the increase in runtime of Step 4 offsets that of Step 2. Therefore, overall the index construction time increases when p increases. Lastly, Steps 1 and 3 take significantly lesser time compared to Steps 2 and 4 for all datasets except for d1k as it contains a large number of frequent fragments. 
Prefetching time
Recall that Algorithm 2 is invoked every time a new edge is added during visual query formulation. Particularly, Lines 2-5 are executed for each new edge. These steps involve construction of a g-spig and computation of candidate sets.
Recall that during construction of a g-spig, we need to perform fragment join to compute the candidate set if a fragment is a nif (Line 13 in Algorithm 9). In this set of experiments, we investigate the computation time of fragment join operation during query formulation as well as prefetching time (time to execute Lines 2-5 of Algorithm 2). Prefetching time and fragment join cost. Figure 20 reports the prefetching time and fragment join cost. Observe that all prefetching times and fragment join execution times take less than 50 ms. Hence, both these operations are efficiently supported in quble and takes cognitively negligible time. Notice that the fragment join cost may be zero for the first two steps in some queries as these edges are not nif and can be directly retrieved using a 2 f and a 2 i-indexes. More importantly, since the time taken to construct an edge in qub typically is at least 2 s, 10 prefetching step can easily be completed by exploiting the gui latency.
Query formulation sequence. Since a visual query can be formulated by following different sequence of steps, different g-spig sets will be generated. We assess the effect of different query formulation sequences on the prefetching time and srt. Table 5 lists two different formulation sequences for representative test queries (we chose two representative queries for each query size) and the average prefetching time (all participants) at different steps on d100k dataset. Observe that the prefetching operation for both sequences at each step is very efficient and takes negligible time. It is significantly lower (almost an order of magnitude) than the available gui latency of at least 2 s. Importantly, the formulation sequences only have minor effect on the prefetching time. Last but not the least, the impact of query formulation sequence on srts is cognitively negligible for these queries highlighting the robustness of our technique.
Performance on a million-nodes network
In the preceding section, we have empirically demonstrated the superiority of quble in processing subgraph queries on networks containing at most 100 K nodes. Although we use a network that is an order of magnitude larger than those used in recent studies [12, 19] , today's networks may have millions of nodes (e.g., social networks). Can quble support subgraph similarity queries on such massive networks? In this section, we provide answer to this question affirmatively. Specifically, we use a Youtube social network graph 11 where each node represents a user and each edge represents the friendship relation between two users. This network contains 1,157,827 nodes and 2,987,624 edges. Similar to the dblp dataset, we label each node using its degree which yields 979 unique labels. We chose 17 nif queries of sizes 4, 8, 12, 16 , and 20 (see Electronic Supplementary Material for details). Unless specified otherwise, we set α = 0.002, β = 3, σ = 4, and p = 300. Using this setting, we get 733,188 graphlets, 106 frequent fragments, and 41,280,795 sifs. Since the number of sifs is very large, the a 2 i-index is stored in a rdbms (MySQL Community Server 5.5) as it is too large to fit in the main memory. Specifically, the sizes of a 2 f and a 2 i indexes are 1.93mb and 23.86gb, respectively (the index construction cost is given in Electronic Supplementary Material).
Effect of query size and σ on SRT. Figure 21a reports the srt of qub for different query size. Expectedly, it increases with query size. Figure 21b depicts the srt across different values of σ . Since larger σ leads to more approximate results which demands more verifications, the srt increases with σ . Importantly, the srt is still below 5 s highlighting the effectiveness of qub to handle million-nodes networks. Computing all matches. Figure 16b depicts the average mcts for computing all matches. We can make the following observations. First, for query size larger than 4, the mct increases when the query size or σ increases. This is expected as the number of approximate matches increases dramatically for these cases. Furthermore, larger queries also may lead to larger result (super)graphlets due to the fragment join process. Second, the performance of size-4 queries does not change significantly for larger σ . This is because the number of approximate matches does not increase significantly for this case. Third and most importantly, even for a millionnodes network our simple all matches computation strategy takes only few seconds which we believe is acceptable in a visual querying environment.
Prefetching time and fragment join cost. Figures 21c-f plot the prefetching time and fragment join cost of qub. Observe that larger queries and latter steps tend to take more prefetching time. It is expected as the core cost is the construction time of g-spig which grows for larger queries.
Nevertheless, even for the last step of a 20-edge query, the prefetching time is still within the latency offered by the gui (at least 2 s). Additionally, similar to the dblp dataset, the fragment join operation is very efficient.
Query formulation sequence. Lastly, Table 6 lists three different formulation sequences for representative test queries and the average prefetching time (all participants) at different steps. Observe that the prefetching time and srt of all sequences are very efficient. That is, despite the increase in network size, the impact of query formulation sequence on srts is cognitively negligible for these queries highlighting the robustness of our paradigm.
Related work
Recently, there have been a number of studies to speed up evaluation of subgraph queries over large networks [5, 12, 13, [18] [19] [20] . In contrast to quble, none of these strategies address the subgraph query problem by partitioning a large network into small pieces. The indexing strategies do not exploit frequent and infrequent patterns for candidate pruning. More importantly, all these efforts follow the conventional query processing paradigm where the formulation of an entire query graph precedes its evaluation. In contrast, in quble, query processing is initiated when the entire query is not known and leverages gui latency and users' interaction behaviors for efficient pruning and retrieval. Nevertheless, quble is orthogonal to these traditional techniques.
More germane to this work is our previous efforts in [8, 9] , where we realized the new visual querying paradigm to support subgraph queries on a large set of small or medium-sized graphs. Firstly, we focus on querying large networks here instead of a large set of small or medium-sized graphs. Secondly, we use sifs instead of difs (discriminative infrequent fragments) as representative infrequent fragments. Note that the dif is either an infrequent fragment of size-one or it is a smallest infrequent subgraph of an infrequent fragment. On the other hand, a sif is either an infrequent fragment of size-one or it is a two-sized infrequent fragment and an mcg of at least one adjacent set. Thirdly, the generation of frequent fragments and sifs are much more involved in quble. In [8, 9] , frequent fragments and difs can be directly generated by using an existing frequent subgraph mining algorithm (executing only Line 3 in Algorithm 1). In contrast, in quble, the network needs to be decomposed into graphlets and supergraphlets (Lines 1-2), and then, they need to be carefully processed (Lines 4-7) to create approximate frequent fragment set and sifs. Fourthly, although the topological structure of a spig [9] and a g-spig is identical, the vertex content is different. In a g-spig, each vertex stores a set of (super)graphlet identifiers of (Ω(g)) and a sif id among other features, which are irrelevant in a spig. Consequently, the construction algorithm of g-spig differs from the spig construction. Due to these differences, the candidate generation process during query formulation also differs. Lastly, visualization strategy of query results is different in quble due to the cognitive burden imposed by large networks.
Conclusions
In this paper, we have presented quble-a visual framework that supports processing of subgraph queries on large networks by blending their evaluation with visual query formulation. First, it decomposes a large network into a set of graphlets and supergraphlets using a minimum cut-based graph partitioning technique. Next, it mines approximate frequent fragments and sifs from them and identifies their occurrences in the data graph. Once these fragments aregenerated, quble extends the indexing framework of [9] to support efficient blending of visual subgraph query formulation and query processing. It also supports an interactive (super)graphlet-at-a-time results visualization scheme to provide a practical and effective visualization of query results. Exhaustive experimental studies on large networks validated the merit of quble.
