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Im folgenden unternehmen W1r den Versuch, das Prinzip der Dekom-
position nichtlinearer, konvexer Programme, wie es von Dantzig [1],
Benders [2], Huard [3], Kronsjö [4] und anderen [5] beschrieben wurde,
auf allgemeine konvex-konkave minmax-Prob1eme zu übertragen. Dabei er-
reichen wir eine symmetrische Formulierung, d.h. es spielt keine Rolle,
ob wir das Verfahren auf das gegebene primale minmax-Prob1em oder das
dazu duale maxmin-Prob1em ansetzen: Die Iterationsvorschrift ist die
gleiche, und das Verfahren löst beide Probleme gleichzeitig. Durch
Spezialisierung erhalten wir dann eine unsymmetrische, primale Variante,
die die Verfahren von Dantzig und Huard als Spezialfall enthält. Wir
interessieren uns besonders für die geometrische Interpretation. So
I
zeigen wir etwa, dass das primale Dekompositionsverfahren zwischen dem
Schnittverfahren zur Lösung des dualen Problemes und dem Verfahren der
zulässigen Richtungen zur Lösung des primalen Problems eingeordnet wer-
den kann. Wir interessieren uns nicht für die Anwendung des Dekompositions-'
prinzipes auf bestimmte struktuierte Probleme.
Im folgenden Abschnitt stellen W1r einige Hilfsmittel zusammen
und geben einen Uebe~blick über bereits bekannte Resultate.
1. Hi lfsmitteI
Dualität: Sei <p (x,y) : X x Y -+ IR eine auf einem cartesischen
Produkt definierte reellwertige Funktion.Mittels der beiden Funktionen
2(1) H(x) = sup <p(x,y) X-+ ]Ru {+ oo}y EY
(2.) m(y) = inf <p(x,y) Y -+ JRu {- oo}xEX
können wir e~n duales Paar von Optimierungsproblemen bilden (Stoer [6]),
(3) P inf {H(x) Ix E X,M(x) < + oo} ("primal problem"),
(4) D sup {m(y) Iy E Y,m(y) > - oo} ("dual problem") .
Wir sagen, x se~ e~ne Lösung von P, oder auch, x sei eine Lösung
von inf sup <p(x,y), geschrieben
X Y
X inf sup ~(x,y)
X Y
wenn x E X und sup <p(x,y).:$sup <p(x,y) :v- x E X, und wenn
y EY Y EY
< + 00. Offensichtlich gilt die grundlegende Ungleichung
sup <p(x,y)
yEy
(5) H(x).:l: <p(x,Y).:l:m(y) :v- XE X,:V-yE Y .
(X,Y)E X x Y heisst SatteZpunkt von <p(x,y) über X x Y, wenn
M(x) = m(y)
Dies ist gleichwertig mit
<p(x,y).s <p(x,y).:$ <p(x,y)¥ x E X, :v- y E Y
Wir zeigen in der Regel die Sattelpunkteigenschaft von (x,y), indem
w~r die zu (5) entgegengesetzte Ungleichung H(x).s m(y) verfizieren.
Aus (5) folgt sofort
(6) (x,y) ist Sattelpunkt ~ x löst P, y löst D.
3Offenbar gilt in diesem Fall auch für jede andere Lösung "" ""x bzw. y von
("" "") . .P bzw. D, dass x,y e1n Sattelpunkt 1st. Wenn also ~ überhaupt Sattel-
punkte hat, so ist die Menge aller Sattelpunkte von der Form X x Y, wo-
~ ~bei X die Menge aller Lösungen von P und Y die Menge aller Lösungen
von D ist. Ein sehr handliches und für unsere Zwecke ausreichendes
Kriterium für die Existenz von Sattelpunkten gibt der
Satz von Kakutani. - Die Mengen X S mk und Y C JRm . hse1en n1C t-
leer, konvex und kompakt. ~ (x,y) se1 stetig 1n X x Y und konvex-konkav
(d.h. konvex in x für festes y, und konkav 1n y für festes x). Dann
hat ~ einen Sattelpunkt über X x Y.
Wir betrachten den Spezialfall, dass
(7)
wo f
T~ (x,y) = F(x) + y fex) , Y






und P wird zu einem gewöhnlichen Programm der Form
(8) P mw {F(x) Ix E X, f (x) < O} .
~ gemäss (7) heisst Lagrangefunktion zum Programm (8). We"nn
(x,y) T yTb T lRk , y lRm<p c x + + y Ax , X = =+ +
so werden P und D zu dualen linearen Programmen
4maxD
P min {cTxlAx + b ~ 0 , x ~.O}
{bTyjATy + c ~ 0 , y ~ O}
r kWenn (8) e~n konvexes Programm darstellt (d.h. wenn X ~ ~ eine konvexe
X konvexe Funktionen sind), wennaufF (x) , f. (x)
J
x eine Lösung von (8) ist, und wenn die Slater'sche Regularitätsvoraus-
Menge ist und wenn
setzung erfüllt ist, nämlich
(9) o 0:3 x EX: f (x ) < 0 ,
so gelten die Kuhn-Tucker-Bedingungen:
(10) :3YE lR~ : F(x) ~ F(x) + yT f(x) ¥ XE X •
Aus (10) folgt sofort, dass M(x) ~ m(y) ; (x,y) ist somit e~n Sattel-
punkt von <p über X x ]Rm. Wenn umgekehrt (x,y) ein Sattelpunkt ist,+
so ist (x) Lösung von (8), und die "Multiplikatoren" y. erfüllen zu-
J





m~n I fj (XO) I
J
B
für alle y, die (10) erfüllen. Es gehen also keine Sattelpunkte von
verloren, wenn wir von vornherein die nichtkompakte Menge Y = lRm
+
ersetzen durch die kompakte Menge m.Y = {y EJR 10 ~ y. oS B}. Die Zahl
J
der Sattelpunkte nimmt auch nicht zu, wenn wir uns auf solche Sattel-
punkte beschränken, deren x-Teil eine Lösung des ursprünglichen Prob-
lems (8) darstellt. Wir wollen mit dieser Bemerkung plausibel machen,
dass die später zu stellende Forderung der Kompaktheit von Y den Fall (7)
nicht apriori ausschliesst.
5Um die Anwendbarkeit des Satzes von Kakutani sicherzustellen, werden
wir im weiteren, falls nicht anders erwähnt, bei der Behandlung der
Probleme (3) , (4) stets die folgende Voraussetzw1g treffen:
(12) { X~ lRk und Y c lRm se~en nichtleer, kompakt und konvex.<p (x,y) se~ stetig und konvex-konkav auf X x Y.
Die Funktion M(x) ist dann konvex (als sup einer Familie von konvexen
Funktionen), ebenso ist m(y) konkav. Ausserdem sind M(x) und m(y)
stetig. Die Extrema in (1), (2) sowie in (3), (4) werden angenommen, und
wir können durchweg inf sup <p ersetzen durch m~n max <p • Hir werden
von (M(x) übrigens nur die Halbstetigkeit nach unten benötigen,
lim inf M(xn) ~ M(x)
xn -+ x
und diese Eigenschaft ist auch dann gewährleistet, wenn Y nicht kompakt
ist, wie im Falle (7).
Bei der Behandlung des Problems (8) werd~n wir stets die folgende
Voraussetzung treffen:
(13) { X c:. lRk(j = 1, sei nichtleer, kompakt und konvex. F(x) und f.(x)J..., m) seien auf X stetig und konvex.
Ferner sei (9) erfüllt.
Dann hat (8) mindestens eine Lösung, die Kuhn-Tucker-Bedingungen sind er-
füllt, und <p hat eine kompakte Menge von Sattelpunkten. (13) im-
pliziert offenbar (12), bis auf die Kompaktheit von Y.
6Gelegentlich werden w~r uns für die Differenzierbarkeit von M(x)
interessieren. Zusätzlich zur Generalvoraussetzung (12) sei ~(x,y)
streng konkav ~n y und stetig nach x differenzierbar, mit dem
x-Gradienten V ~(x,y). Dann ist M(x) stetig differenzierbar, und
x
es ist
(14) VM(x) = V ~ [x,y(x)] ,
x
wo y.(x) so bestinuntwird, dass ~[x,y(x)] = M(x).
Beweis: Aus der Stetigkeit und strengen Konkavität von ~ folgt
leicht, dass y(x) eindeutig und stetig von x abhängt. Wir zeigen
dies hier nicht. Damit ist der im (14) als Gradient von Mangegebene
Vektor stetig ~n x. Wir zeigen nun die totale bifferenzierbarkeit.
Sei t(x) = V ~ [x,y(x)]. Man hat wegen der für konvexe, differenzier-
x
bare Funktionen gültigen Stützungleichung, dass
H(S) - M(x) = sup (j) (E;,y)- ~[x,y(x)]
y
.2:~[E;,y(x)] -~[x,y(x)]
T.2:(E;- x) Vx~ [x,y(x)] [Stützungleichung ]
= (E;- x)T t(x)
Durch Vertauschung von x und folgt hieraus mittels der Schwarzsehen
Ungleichung und der Stetigkeit von t(x)







IE;- xl, It(~) - t(x)1
0(E; - x) ,
7lim o(C; - x) 0
F,;~x Ie; - xl
B~ide Unglei chungen zusammen ergeben
IM(C;) - M(x) - (C; - x)T t (x) I :s 0 (C; - x)
Damit ist die Differenzierbarkeit erwiesen, VM(x) = t(x).
Dekomposition: Dantzig und Huard haben nun je ein iteratives De-
kompositionsverfahren zur Lösung des konvexen Programms
min {F(x)ixEX, f(x) :s O}
unter der Voraussetzung (13)angegeben. Beide Verfahren lösen das Prob}em
über eine alternierende Folge von vorgenanntenMaster-Programmen und Sub-
programmen.
Das Verfahren von Dantzig: Man startet mit e1nem Punkt oX E X, der
benötigt man die bereits bekannten Punkte
die Slater Bedingung (9) erfüllt. Zur Durchführung der n-ten Iteration
o n-l
x , ••• , X E X.















Ij=O A. = I , A. .:: 0 (j = 0, ••• , n - 1) ,J J
("primal mas ter")
8mit Lösungen n nn , A . Setze
sn = n-1I
j=O
Subprogranun:Man bes tinune xn E X als Lösung von
(17)
Hierbei ist T~(x,y) = F(x) + Y f(x) die zu (8) gehörende Lagrange-
funktion.Damit ist eine Iteration beendet. Unter den getroffenen Vor-
aussetzungen ist das Verfahren theoretisch durchführbar, und es gilt:
Die Folge (E;n,nn) hat mindestens ein Häufungspunkt. Wenn (~,~)
ein solcher Häufungspunkt ist, so ist (~,~) Sattelpunkt von ~ auf
Das Verfahren von Huard setzt zusätzlich noch voraus, dass F(x)
und f.(x) stetig nach x differenzierbar sind. Für die n-te Iteration
J
benötigt man wieder die Hilfspunkte ox , •• ', n-1x E X (xo so dass (9)
dass
erfüllt ist). Man wählt eine kompakte konvexe Menge
o n-l n
{x , ••• , x } c:.. = .
Master-Programm: Man bestinunt sn als Lösung von
n ~ X derart,
(18) min {F(E;)IE; E ~n, f(E;)~ Ol, ("primal master")
und
(19)
nn als zugehörige Kuhn-Tucker-Mu1tiplikator:
n n n T nn ~ 0, F(E; ) :; F(E;) + (n ) f(E;)~ E;E - ("dual master").
Man wählt also n n(E;, n) als Sattelpunkt von ~(E;,n) über _n x .m.m
+
9Subprogramm: Man bestimmt n+lx als Lösung von
(20)
Damit ist e~ne Runde beendet. Es gilt die gleiche Aussage wie beim Ver-
fahren von Dantzig.
2. Das symmetrische Dekompositionsverfahren
Wir suchen unter Zugrundelegung der Generalvoraussetzung (12) Lösun-











= max m(y) ]
Y
d.h. also, wir suchen e~nen Sattelpunkt von ~(x,y) über X x Y. Be-
vor wir uns dem eigentlichen Dekompositionsverfahren zuwenden, erinnern
wir an das Schnittverfahren, das wir im folgenden mehrfach heranziehen
werden. Für das Schnit~verfahren sind keine Konvexitätsvoraussetzungen
notwendig.
Das Schnittverfahren für D: Für den Start wählt man eine Punkt
X
O
E X beliebig. Zur Durchführung der n-ten Iterationsrunde, die die
Punkte nx E X liefert, benötigt man die bereits be-
kannten Punkte o n-l . Xnx , ..., X E X. Man wählt e~ne Menge derart, dass









n min <p(x,y) ("dual master")n max ,
Y xn
n <p(x, nn) ("dual subproblem").x m1n
X
Damit ist eine Runde des Verfahrens beendet. (24) und (25) haben aus
Stetigkeits- und Kompaktheitsgründen Lösungen.
Satz 1. - Sei nein Häufungspunkt von
nn • Dann ist Lösung
von D (hierfür sind keine Konvexitätsvoraussetzungen nötig).
Beweis: Sei m = max m(y). Wegen der Kompaktheit von X x Y
Y
existiert eine konvergente Teilfolge
n n ~(x , n ) -+ (x,n) E X x Y. Wegen
(24) und wegen der Definition von m(y) gilt
n n
q> (x , n ) mm(n )
Hieraus folgt 1m limes, da <p stetig und m halbstetig nach oben ist
<p(i, ~) ~ m(n)
Wegen xk E Xn für alle k < n, wege;} (23), wegen X
n
£ X, und wegen
der Definition von m gilt
für alle k < n. Setzt man insbesondere k n, n = n + 1: so erhält man
( k nn)<p x , ~ m1n
Xn
n<p(x,n ) = max m1n
Y Xn




und, wegen nx -+ x, n + 1n -+ n, im limes
~<p(x, n) ~ m
m(n) ~ m .
Damit ist n Lösung von D.
11
Analog definiert man das
Schnittverfahren für P: yO E Y beliebig; yn kompakt derart, dass.
o{y , ..., n-ly }
(25) ~n m~n
X
max <p(x,y)yn ("primal master"),
(26) ny nmax <p(l; , y)
y
('Iprimalsubproblem") •
Jeder Räufungspunkt ~ von ~n löst P.
Das symmetrische Dekompositionsverfahren: Für den Start wählt man
sowie
o 0x EX, Y E Y beliebig. Zur Durchführung der n-ten Iter8tionsrunde be-
o n-lx, ... ,x EXnötigt man die bereits bekannten Rilfspunkte
oy , ..., n-ly E Y. Man wäh 1t kompakt und kompakt, konvex der-
art, dass
o
{x , ••• J
sowie yn kompakt und Rn kompakt, konvex derart, dass
. 0
{y , ..., n-l} c yn c Rn yy _ S .
Man bestimmt zuerst und dann n nx EX, Y E Y als Lösungen
der folgenden Teilprobleme:
(27) n <p(x,y) ("dual master") ,n max m~nRn Xn
(28) f,n m~n max <p(x,y) ('Iprimalmaster") ,=n yn







Damit ist eine Runde des Verfahrens beendet. Wegen der Stetigkeit von
<p und der Kompaktheit der auftretenden Mengen haben die Probleme
(27) - (30) Lösungen.
Satz 2. - Jeder Räufungspunkt (~,~) der durch (27) - (30)
erzeugten Folge n n(I;, n) ist ein Sattelpunkt von <p auf X x Y.
Beweis: Wegen der Kompaktheit von X x y x X x Y existiert eine
- - -. I. (n n n n) (- - - n-) Ekonvergente Te~ folge x, y , !; , n ~ x, y, 1;, X x Y x X x Y.
Es gilt für alle k < n
k n n<p(x, n ) ~ min <p(x, n )
Xn
[wegen (27)]
[ Xn So. _n]wegen .
n k<p(1;, y ) < m~n max <p(x,y)
=n Rn






n k k n<p(I;, y ) :::.<p(x, n ) ¥ k< n
Insbesondere wegen n < n + 1




lp (1;;, y) < lp(x, n)
Nach (29), (30) gilt
n n n n n n
m(n) = lp (x , n ), M(1;;) = lp (; , y )
somit im limes für die Teilfolge, unter Verwendung der Halbstetigkeit
von mund M,
,. ,. ,.
m(n) ~ lp(x, n), M(O ~ lp(1;;, y) .
Insgesamt ergibt sich damit
- - --M(O ~ lp(1;;, y) :s lp(x, n) ~ m(n)
,.
(1;;, n) ist also ein Sattelpunkt.
Man sieht, dass Satz 2 gültig bleibt, wenn man die Extrema1-
prob lerne (27) - (30) nur bis auf E genau löst, E -+ o.n n
Eine nahe liegende Wahl Xn und n die die g~fordertenvon - , Be-
ist wohl Xn = {x0 n-1 n = [x0 xn-1]dingungen erfüllt, , ... , x }, - , ... ,
(die konvexe Hülle). Wir diskutieren kurz die geometrischen Aspekte
verschiedener anderer Wahlmöglichkeiten für n n n nX,==,Y,H.
1) Setzt man n nH' = Y, == = X, so erhält man zwei parallele,
unverknüpfte Verfahren, nämlich das duale Schnittverfahren (23), (24)
und das primale Schnittverfahren (25), (26). Aus Satz 1 folgt dann
(ohne Konvexitätsvoraussetzungen), dass n eine Lösung von D und
1;; eine Lösung von P darstellt (ohne notwendig ein Sattelpunkt zu sein).
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Dieser Sonderfall des Verfahrens lässt sich am bequemsten unter dem
Gesichtspunkt der "Approximation von aussen "interpretieren: Die über
x zu minimierende Funktion M(x) wird durch eine folge von Funktionen
~(x)
m(y) •
max <p(x,y) von unten (aussen) her approximierL. Analog füryn
2) Setzt man n- , yn = Rn, so sind (27), (28) duale Probleme,
die besagen, dass (~n rt) über n . n, ein Sattelpunkt von <p - , x R seln
so11. Die X wird durch n Rn her approximiert.Menge x Y - x von innen
3) n Xn (die Bestimmung von n erübrigt sichSetzt man - = X x
in diesem Fall), so erhält man ein unsymmetrisches Dekompositionsver-
~fahren - wir nennen es das duaZe Dekcmpositionsverfahren (obwohl (~, n)
natürlich wegen Satz 2 immer noch beide Probleme P und D lösen):
~n mln max <p(x,y) ("primal master"),
X yn
n <p(x,y) ("dual master") ,n max mln
Rn X
n n y) ("primal subproblem")Y max <p(~ ,y
Das unsymmetrische Dekompositionsverfahren kombiniert die beiden Aspekte
der Approximation von aussen und der Approximation von innen. Statt
nM(x) minimiert man M (x) über X, und statt über Y maximiert man
m(y) über Rn. Das Subproblem dient der Bestimmung von Mn+l (x)
(Schnittgeneration) und der Bestimmung von n+l .R (Punktgeneration).
4) Setzt man Rn = yn = y, so erhält man ein unsymmetrisches,
primales Dekompositionsverfahren, das Wir nochmals besonders heraus-
stellen, da Wir es noch mehrfach abändern \vollen.
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3. Das primale Dekompositionsverfahren
Man wählt 0" Xx - beliebig. Iterationsvorschrift:
(31) ~n min max <p(x,y) ("primal master")=n y
(32) n <p(x,y) ("dual master")n max m~n ,
y Xn
(33) n <p(x,nn) nx m~n ("dual subproblem ).
X
Hierbei wird Xn kompakt und kompakt, konvex derart gewählt, dass
o n-l n n{x , ••• , x } ~ X c;. _ c X
F" d' F 1 (t"n,nn) g~ltur ~e so erzeugte 0 ge s
~ ~
Satz 3. - Jeder Häufungspunkt (~, n) der Folge (t;n,nn) ist
ein Sattelpunkt von <p(x,y) über X x Y.
Der Beweis ergibt sich, wie erwähnt, aus Satz 2 durch Spezialisierung.
Wir betrachten noch kurz das Verfahren (31) - (33) für den FaZZ~ dass
<p eine Lagrangefunktion ist~
<p(x,y)= F(x) + yTf(x), Y = {yly ~ O} = m:
wobei wir n nX = = (kompakt, konvex) setzen. Dann ist (31), (32) s~nn-
gemäss so zu interpretieren, dass (~n, nn) einen Sattelpunkt von <p
auf _n x JRm darstellt. d.h.
+
t;n löst das konvexe Programm
(34)
und nn erfüllt mit t;n die Kuhn-Tucker-Bedingung für dieses Programm,
(35) nn > 0,
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Weil Y nicht kompakt ist, müsser wir jetzt zusätzlich für den Start-
k 0 X f d d f(xo) < O. D~ese F d 11pun t x E or ern, ass or erung ste t wegen
(¥n) sicher, 1) dass (34) eine Lösung hat (weil der zu1äs-
sige Bereich nicht leer ist); 2) dass (35) eine LösunG nn hat (weil
die Slater-Bedingung erfüllt ist); 3) dass die nn gleichmässig be-
schränkt sind (man entnimmt dies leicht aus (11), wenn man berück-
sichtigt, dass n= ~ X). Das durch (34), (35) und '(33) definierte Ver-
fahren ist also theoretisch durchführbar, und die beschränkte Folge
(~n, nn) hat mindestens einen Häufungspunkt
~ ~
(~, n). E;, löst dann (8),
und n erfüllt 'zusammen mit E;, die Bedingungen (10).
Wir diskutieren im folgenden noch einige Varianten von (31) - (33),
aus denen sich etwa die Verfahren von Dantzig und Huard ergeben. Es
wäre ein leichtes, das allgemeine Modell so zu formulieren, dass diese
Varianten sich durch blasse Spezialisierung'ergeben; wir haben darauf
verzichtet, um die Darstellung nicht unnötig zu komplizieren.
4. Varianten des primalen Dekompositionsverfahrens
Eine Variante~ wenn ~ ~n y streng konkav ist. Wenn ~ 1n y
sogar streng konkav ist, so lässt sich das Verfahren (31) - (33) be-
deutend vereinfachen, und zwar w~e folgt: Für die Durchführung des
allgemeinen Schrittes benötigt man nur n-11; und n-lx (für den Start
geschlossene Verbindungsstrecke zwischen
[ t'n-l, xn-1]s die ab-wählt man o 0E;, E X und x E X beliebig). Sei
n-l
E;, und
n-lx . Man berechnet
••
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der Reihe nach n n-l n--l n nI';E [I; ,x ], n E Y, X E X gemäs s:
(36) sn m~n max <p(x,y)[n-l n-1] yI'; ,x
(37)
n nn max. <p(I';,n)Y
(38)
n min nx <p(x, Tl )
X
Für die so erzeugte Folge (I';n,nn) gilt wieder die Aussage von Satz 3,
falls <p zusätzlich streng konkav in y ist.
- ~n n nn)Beweis: Konvergiere (x , I';, -+ (x, 1';, Tl). Aus (36) folgt
(39 )
- n+1 n n
M(I'; ) ~ M(s) V !::E [I'; ,x ] .







Dies'zusarrunanmit (39), ergibt für n -+ 00,
~ ~
M(I';)~ M(tJ JJ. I;E [I';,x]
ein
löst also m~n max
[~, x ] Y
'V
Tl E Y derart, dass
<p(x,y). Nach dem Satz von Kakutani existiert
(i,~) einen Sattelpu~kt von <p auf [~. x] x Y








M(O = <p(F;,'1')) ~ <p(F;,n) ¥ n E Y.
Wegen der strengen Konkavität ist der Haximumpunkt von <P(~,n) e~n-
deutig bestimmt, und es folgt
'V
n = n
Somit ist (~,~) Sattelpunkt auf~ [~, x] x Y, insbesondere gilt also
Hieraus folgt
~ A ~
<P(F;, n) ~ <p(x , n)







und (~, n) ist e~n Sattelpunkt.
Eine Variante" wenn <P stetig nach x differenzierbar ist.
Wenn <P stetig (in beiden Argumenten) nach x differenzierbar ist,
so kann man (31) (33) w~e folgt modifizieren (=n wie zuvor):
(40) ,F;n min max <p(x,y)
=n Y
, (41) n <p(x,y)'I') max m~n
Y =n
(42) n n wobei n n nn) (x - F;n)T 'V n nn)x m~n 1jJ (x), 1jJ (x) = <p(F;, + <p(F;, .
X x
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Es gilt wieder die Aussage von Satz 3.
Beweis: Konvergiere n n n ~(x , c: , n ) -+ (x, t;, n). Aus (40), (41)





x Y darstellt, d.h. gilt- es
n nn) <p(t;, nn) n<p (t; , ~ ¥ t; E ==
(t;n,nn) n n) ¥<p .::: <p(t; , n E Y.
Aus (43) folgt wegen der Konvexität von
von <p, dass
n und der Differenzierbarkeit
(t;
sornit
n n n n
1/J (t;) :: <p (t; ,n ) ¥ t; E ==
und insbesondere
n n<p(t; , n ) ¥ k < n
Mit k n, n = n + 1 erhält man 1m limes'
Aus n ( ) ( nn)1/J x ~ <p x, :sr x E X (Stützungleichung für eine konvexe,
differenzierbare Funktion) und aus (42) folgt
im lines
n n
1/J (x ) = min
X
n
1/J (x) ~ mln
X
n







Dami t hat man
- - -q;(1;,n) .$1jJ(x) ~ m(n)
Aus (44) folgt im limes
Damit hat man wieder die Sattelpunkteigenschaft M(~).$ m(n).
Wenn <p eine Lagrangefunktion ist, so geht (40) - (42) über ~n
das Verfahren (18) - (20) von Huard.
Das Vepfahpen dep zulässigen Richtungen füp P. Falls <p zu-
gleich stetig nach x diffej~enzierbar und streng konkav in y ist, so





"l;n m~n max <P(x,y)[n-l n-l] yI; , x
n n y)Tl max <p(1;,
y
n ip( l;n, nn) (x - I;n)Tv <p(l;n,n,x m1.n + n )
X x
Dieses Verfahren erlaubt nun aber eine sehr einfache und wohlbekannte
Interpretation. Wir wissen nämlich, dass in diesem Falle M(x) stetig
differenzierbar ist, und dass
VM(x) = V <p[x,y(x)] ,
x
wobei y(x) so zu wählen ist, dass <p[x,y(x)]
n n naber, dass <p(I;, n ) = M(I; ), und mithin





ljJ\ t; , n






lmin 1 M(O[ n- n-]E;. ,x
(48),- (49) ist aber das bekannte Verfahren der zuLässigen Richtungen
von Frank und Wolfe [7] zur Hinimierung einer stetig differenzierbaren
konvexen Funktion M(x) auf einer kompakten konvexen Menge X. Dieses
Verfahren erweist sich damit als eine extreme Variante des Dekompositions-
verfahrens, so wie andererseits das duale Schnittverfahren als extreme
Variante im primalen Dekompositionsverfahren enthalten ist.
EiJ~ Variante von Dantzig. Um das Verfahren von Dantzig zu er-
halten, ändern wir den Schritt (31) im Verfahren (31) - (33) noch etwas
ab. Sei
schreiben als




(j 0, .", n-l) ,
Sei n nn ,z eine Lösung dieses konvexen Programms. Wegen der speziellen
Form von (50) ist die Slater-Voraussetzung für (50) automatisch erfüllt,
und es gelten die Kuhn-Tucker Bedingungen: Es existieren AO ~ 0, •..,
A 1 ~ 0 derart, dassn-
j22
n-l
zn > z + I
j=O
Hieraus folgt unschwer
A. [<p(xJ, y) - z J
J
n-l
I A. = 1, A. > 0 (j 0, n-l)J J - ... ,
(51) j=O
n-ln I A. <p (xJ ,z > y) ¥ YE Y.- j=O J
Bestimmt man jetzt i;;nstatt durch (31) durch
n-l
xj(52) i;;n I A.
j=O J
so ist ni;;E X, und es gilt wegen der Konkavität von <p bez. y und
wegen (51)
n nz 2: <p(i;;, y) ¥yEY
somit auch
n n n
z > max <p(i;;, y)= M(i;; )- Y
Wegen der Nebenbedingungen in (50) ergibt dies
J n n
<p(x , n ) ~ M(i;;) ¥ j < n
. " . (xn, I:"n,nn)DaIDltkann man w1ederum d1e Aussage von Satz 3 bewe1sen, wenn s
~ ~
-+ (x, i;;,n). Setzt man nämlich J = n, n = n + 1, so erhält man im limes
~
<p (x, n) ~ H(~)
Aus (33) folgt aber im limes
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Somit
Das durch (50), (51), (52) und (33) gegebene Verfahren kann als Ver~
a11gemeinerung des Verfahrens von Dantzig angesehen werden. Ist nämlich
<p (x,y) T= F(x) + y f(x) , Y = {yly ~ O} ,
so geht (50) über in das lineare Programm (15), und die A., die die
]
Kuhn-Tucker-Bedingungen für (15) erfüllen, sind identisch mit den
Lösungen des dualen linearen Programms (16). Wegen der fehlenden Kom-
paktheit von Y benötigt man wieder die Voraussetzung f(xo) < 0 die
sicherstellt, dass (15) und (16) Lösungen haben, und dass die Lösungen
nn von (15)"gleichmässig beschränkt sind.
Das Verfahren von Benders. Um noch kurz auf das Verfahren von
Benders einzugehen, betrachten wir das Problem
(53) m~n max ~(x, v, y)
XxV Y
Hierbei ist X kompakt, V und Y sind kompakt. konvex. ~ ist stetig
in (x, v, y) und konvex-konkav ~n (v,y) für beliebiges x. Nach dem
Satz von Kakutani ist dann (53) äquivalent zu
(54) m~n [max min ~ (x, v, y)]
X Y V
-im folgenden Sinne: (~, v) löst (53) genau dann, wenn ~ (54) löst
und v zusammen mit einem -y e1n Sattelpunkt von -~(~, v" y) über
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v x Y ist. Problem (54) hat die Form
(55) P m~n max ~(x,y), ~(x,y)X y m~n ~(x, v, y) •V





o n-l{y , ..., y } wählen, und max ~(x,y)
yn
0, "', n - 1). Das ergibt
t;,n m~n [max m~n ljJ(x,v, yv) ] ,
X v V
n min ny max ~(t;, , v, y)y V
als vmax ~(x,y )
v
Wir setzen noch
(58) nv min maxV y
n
~ (t;" v, y)
Sei nun (~, V, y) ein Häufungspunkt von n n n(t,, v, y). Aus (56), (57)
~folgt gemäss .Satz 1 (in seiner primalen Form), dass t, eine Lösung von
(55) und damit von (54) darstellt. Aus (57) und (58) folgt durch e~nen
einfachen Grenzübergang und wegen des Satzes von Kakutani, dass (v, y)
ein Sattelpunkt von ~(~, v, y) ist. Damit ist (~, v) Lösung von (53).
Wir betrachten nun insbesondere den Fall, dass
(59 ) ~(x, v, y) = ~l (x,y) + ~2 (v,y). -




nv , n nljJ(t, , v, y ) ¥ v E V ,
n n n~2(v ,y ) ~ ~2(v, Y ) ¥ v E V •
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Es gibt also für alle v
m~n l/J2(v,yv) = I ( V yv)V
1Ji2.v ,
und somit für alle x E X, alle v
min l/J(x, yv) = l/J(x, v y v)v, V ,V
Setzt man dies ~n (56) e~n, so erhält man das Verfahren
(60) t;n l/J(x, v y v)m~n max v ,X v
(61) n l/Jut, y)y max m~n v,
y V
(62) n n y)v m~n max l/J(~ , v,
V y
Zur Lösung von (53) unter der speziellen Annahme (59). Dieses Ver-
fahren wurde von Kronsjö für den Fall der Lagrangefunktion beschrieben.
Hat man nämlich das Programm
min F(x) + G(v)
f(x) + g(v) ~ 0
XEX,VEV
so lässt sich dies in der Form (53) schreiben, wobei die Lagrange-
funktion
Tl/J(x,v, y) = F(x) + G(v) + y [f(x) + g(v)]
der Bedingung (59) genügt; Y = {y Iy 2 O}. (61), (62) besagt dann, dass
nv eine Lösung von
. j
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m~n F(~n) + G(v)
f(~n) + g(v) :::0
v E V
darstelltt mit ny als z~gehörigem Kuhn-Tucker-Multiplikator (Existenz
und gleichmässige Beschränktheit ..der yn müssen wieder durch eine zu-
sätzliche Regularitätsvoraussetzung sichergestellt werden). Benders be-
trachtete ursprünglich den Fallt dass G(v) und g(v) linear sind:
(63) P F (x) Tm~n + c v
f{x) + A v .::; 0
x EX t V ~ 0
(64)
n min [F (x) (y'J)Tf(x)] .t; + max
X 'J
(65)
n min Tv c v




T 0A y + c ~
y ~ 0
Hierbei hat man wieder den Multiplikator ny als Lösung des zu (65)
dualen linearen Programms (66) ausgedrückt. Die vereinfachte Form von





(v ) (A Y + c) = °
("complementary slackness condition"), somit
1/J(x, \)v , F(x) +
= F(x) +
T \) \)T




Das Verfahren von Benders ist e1n schönes Beispiel dafür, W1e
sich die zuvor beschriebenen Verfahren (hier: das primale Schnittver-
fahren) "erweiternlf lassen, indem man die Funktion <p(x,y) implizit
als Extremumsfunktion definiert. Im Zusammenhang mit derartigen Er~
weiterungen ist die folgende Bemerkung nützlich.
HiZfssatz. - .Seien X, V, Y, Z konvex, und sei die Funktion
F(x, v, y, z) konvex 1n (x,v) und konkav in (y,z). Dann ist
~ (x,y) = inf sup F(x, v, y, z)
V Z
konvex 1n x und konkav in y.
Beweis: Wir ze1gen zunächst qie Konvexität in x (dabei unterdrücken
wir die Abhängigkeit von y). 1/J(x,v)= sup F(x, v, z) ist konvex in
Z
(x,v) als Supremum einer Familie von konvexen Funktionen. Um zu zeigen,







v2 EV [ Konvexität von 1ji]
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Damit ist
= inf 1/J(Ci.Xl + ßx2, v)v E Ci. V + ßV
= inf ljJ(Ci.Xl + ßx2, v) [Konvexität von V]VEV
~ konvex in x. Mit den gleichen Argumenten zeigt man die
Konkavität 1n y.
Dekomposition bei grossen~strukturierten Problemen. Falls
ljJ(x,v, z) I ljJ.(x, Vi' y. ). 1 11
Y X y. , V = X V.i 1 1 1












= ~ <Po (x., y), X = XX., so zerfällt (33)111 i 1 in kleinere
Teilprobleme der Form
. ( nn)m1n ~. x.,
X. 1 1
1.
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