Abstract-Using the basic concepts of widely linear filtering, we introduce a new structure of equalization, called I-Q equalization for PAM/QAM signals. The proposed receivers exploit the existing correlations between the in-phase (I) and quadrature (Q) components of the received signal for reducing the inter symbol interference (ISI) and co-channel interference (CCI) effects. In this type of interference cancelation (IC) scheme, I-Q receivers are shown to provide significant performance benefit especially in case of "non-circular" interference. To reap the IC benefits, we present a low complex I-Q MMSE-DFE detection framework for PAM and QAM systems. In both cases, the I-Q receiver is shown to suppress PAM modulated interference. Unlike conventional receivers which require either excess bandwidth or multiple antennas for IC, I-Q receivers are able to suppress interference using a single receiver antenna.
I. INTRODUCTION
Our work stems from a new signal processing concept called "widely linear filtering" (WLF) that has successfully been used for linear (mean square) estimation (filtering) of a signal and its complex conjugate. A number of people [1] , [2] have used these concepts for practical applications such as equalization or multi user detection. In [3] , Gerstacker et.al. proposed equalization methods for frequency selective channels for systems employing real constellations, and in [4] for systems employing space-time block codes. It has been shown that a significant performance gain can be achieved compared to conventional receivers because of less noise enhancement inherent to WL equalizers. We show that a modification of that concept can successfully be used to improve performance in interference limited systems including PAM and QAM systems. This fact was recognized in [5] , [13] ; but the analysis was restricted to BPSK or PAM modulation where the symbol constellation is real. To the best of our knowledge, WLF concepts have not been considered for equalization of QAM signals or for interference suppression.
Intentionally, we depart from the customary WL approach where the complex and complex-conjugate signal are processed. In this paper we consider the MMSE-DFE by performing the MSE optimization over the the in-phase (I) and quadrature (Q) components of the received signal. This formulation results in a generalized MMSE-DFE structure whose solution involves a scalar matrix spectrum factorization for PAM signals and multi-variate spectrum factorization for QAM signals. In this case, we have been able to obtain the values of the I-Q MMSE-DFE filter settings, and determine the performance when there is a single PAM interference. The organization of the paper is as follows. We introduce the I-Q signal model in Section 3 and present the I-Q MMSE-DFE equalization framework in Section 4. In Section 5 we describe two application examples involving BPSK and 8-PSK signals. Finally concluding remarks are given in Section 6.
II. NOTATION
The following notation is adopted throughout.
• Matrices (H) are denoted with upper case boldface letters.
• Vectors (h)are denoted with lower case bold face letters.
• Scalar quantities (R xx (f )) are denoted with non boldface letters • Matrices. H ,H † , and |H| denote transpose, Hermitian conjugate, and determinant operations respectively.
• ⊗ denotes element wise convolution between any two matrices or vectors.
• h(f ) denotes the Discrete Fourier Transform (DFT) of a time domain sequence h k . The frequency domain notation applies to scalar, and matrix valued sequences as well.
• Vectors/matrices with a super scripth k orH k is used to denote I/Q domain quantities only.
III. SIGNAL MODEL
Let us consider a baseband M-ary pulse amplitude modulated signal
where modulation symbols x k are assumed to be M-ary QAM/PSK/PAM type,
1
T denotes the symbol rate, and p(t) is assumed to be real valued pulse shaping filter. We model the baseband received signal r(t) as a convolution of s(t), a complex valued multi-path propagation channel f (t) and an additive noise component w(t) which accounts for all the additive disturbances present in the system. The time domain received signal is given by
The front-end band limiting filter, denoted as q(t), can be chosen as an ideal (rectangular) anti-aliasing bandpass filter with cut-off frequency s 2T . The receiver filter output will be assumed to be over-sampled at s times the symbol rate producing
where k is the time index, and l denotes the over-sampling index and
is the total impulse response which is the convolution of transmitted pulse, propagation channel, and the receiver filter. The overall response is assumed to be time limited of length equal to v. The filtered noise term is given by
In the rest of the paper we shall adopt vector notation of [6] for representing the over sampled signals. Then (4) can be represented as
where all the vector quantities stack up over sampled elements in a column vector format as:
The information symbol x k is a scalar quantity.
A. I-Q Signal Model
We propose that we extract multiple signal streams by extracting the in-phase (real) and quadrature (imaginary) components of the received signal using conventional techniques and stack them up in a vector format. The I-Q baseband signal can be represented in vector-matrix form as
where,
Note that the channel model assumes a matrix form for complex constellations and it takes a vector form for real modulation alphabets. The matrix form has a special implication in the receiver derivation that we will see shortly. 
B. Frequency Domain Formulation
In the rest of the paper we use frequency domain quantities for the receiver development. The time domain signals given in (5), (6), (7) can be represented in frequency domain as
andỹ
The above frequency domain quantities are band limited periodic functions in f with a period 1 T , confined to the frequency range
IV. I-Q MMSE-DFE
Here we introduce an I-Q MMSE-DFE algorithm which applies to both PAM and QAM modulation alphabets. We first present the algorithm for the general case of complex modulation alphabets and real constellations will be treated as a special case. The structural differences between the receivers for complex and real constellations are highlighted in Figures  1 and 2 .
A. QAM-type Complex Constellations
The receiver for complex constellations (referring to Figure  1 ) consists of a matrix valued feed-forward filter (FFF)W k , a matrix valued feedback filter (FBF)B k and a decision devise. The feed-forward and feedback sections are designed such that a decision device will be able to deliver symbol-bysymbol decisions after ISI cancellation with aid of past symbol decisions. Let us define an ISI free error signal
The optimum FFF and FBF will be calculated by minimizing either the trace or determinant the error covariance matrix
where the FFFW k can be written explicitly as
Further we constrain the feedback filter to be monic, causal i.e,B
Using DFT definitions (11) can be formulated in frequency domain as,ẽ
By applying orthogonality principle 2 we get
Expanding the terms in (12) gives the solution to the FFF
where
Using matrix inversion lemma 3 (12) can be written in alternative form as,
To solve for the FBF, we consider the error correlation matrix
After substituting the feed forward filter coefficients in (13) we get
The feedback filter can be solved by minimizing Rẽẽ. However, when dealing with matrix valued random processes, two measures of MSE can be defined, namely:
• Arithmetic MSE, defined as AMSE =
• Geometric MSE, defined as GMSE = |Rẽẽ|. I can also be shown that that the same FBF minimizes both the trace and determinant criterion [7] .
1) Matrix Spectrum Factorization:
The matrix valued co-
whereG † (−f ) is a causal, monic, stable matrix filter with a causal inverse. The determinant of Υ is given by |Υ| = e 4 ln |S(f )|df . 2 In mean square estimation the error signal is orthogonal to the input 3 
It can be further shown that [7] , [9] both AMSE and GMSE of Rẽẽ are minimized by choosing B(f ) =G(f ), whereB(f ) is the optimum MMSE FBF. Then the optimum FFF can be expressed as:
nn (f ). The corresponding minimum MSE is given by
The computationally intensive spectrum factorization operation can be efficiently performed by using state-space methods described in [10] , [11] .
2) Symbol Detection: In I-Q case the symbol detector has to deal with two inputs corresponding to I/Q branches. The DFE decision rule in this case should be modified as
wherez k =W k ⊗ỹ k is the feed-forward filtered signal,B k is the feedback filter with the first tap set to 0 i.e,
andx k denotes the past I/Q symbol estimates. The candidate I/Q symbol vectorx k which minimizes the distance term dx k will be chosen as the final DFE estimate. One notable difference, compared to the conventional receiver, is the presence of Υ −1 term in the distance metric calculation, which takes into account the correlation between I/Q branches.
3) MSE in case of single PAM interference: We consider the case when the additive noise is composed of a single PAM interferer 5 and thermal noise. In this case the interference plus noise auto-correlation matrix can be represented as:
defines the interference channel vector and N0 2 is the thermal noise power. The geometric SNR at the output of I-Q MIMO MMSE-DFE receiver as
To simplify the analysis we assume that the over-sampling factor s is equal to 1. In this case |H
. In an interference limited scenario i.e. when thermal noise level N 0 is small compared to interference level, the GSNR can be approximated as:
Since the argument inside the ln[.] decreases inversely in N 0 we can expect a great deal of IC gain. In contrast, the SNR of 
B. PAM-type Real Constellations
The I-Q receiver structure for detecting a real modulation alphabets is shown in Figure 2 where the FFF takes a vector form and the feedback filter is scalar valued. The real constellation case is somewhat similar to a conventional multiantenna MMSE-DFE structure and the FFF solution should be appropriately modified as
wherew(f ) is a vector valued FFF andb(f ) is a scalar valued feed-back filter whose solution is given bỹ
whereg(f ) is obtained by the scalar spectrum factorization:
The optimum FFF can be expressed in terms ofg(f ) as
The symbol detection metric does not require any special treatment as it follows conventional Euclidean distance metric. Note: Here we would like to emphasize the structural differences between the I-Q detectors for real and complex constellations. The complex case requires us to treat the I/Q data streams as multiple-input signals and consequently results in a MIMO MMSE-DFE detection problem in I/Q space. However the receiver structure for real constellations closely follows a multiple-input single output MMSE-DFE structure which we commonly encounter in conventional over-sampled/multi-antenna systems.
V. APPLICATIONS
We consider two detection scenarios involving BPSK and 8PSK signals. The desired signal is modeled as either BPSK or 8PSK and the noise part is modeled as a sum of a binary modulated co-channel interferer and thermal noise. We present simulation results for two channel models i.e. a single tap Rayleigh fading channel and a two tap (T-spaced independent channel taps) Rayleigh fading respectively. The simulation results are reported for interference limited scenarios only where the interference to thermal noise level is set at 20 dB level. In the following "conventional receiver" refers to a standard MMSE-DFE receiver which treats signals as basic complex quantities. Figures 3 and 4 demonstrate the interference suppression capability of the I-Q receiver for single tap and 2-tap channels respectively. The IC gain is on the order of 8.0-9.0 dB for both single tap and 2-tap channels at 1 percent BER. The IC capability appears to be independent of severity of ISI channel. In fact, our results indicate that the BER drops to zero in the limiting case when thermal noise level approaches zero value i.e. complete interference cancelation can be expected in the presence of a single BPSK interferer. This is a remarkable result since we are able to suppress interference without physically adding antennas at the receiver.
1) Scenario-1: BPSK detection in the presence of BPSK CCI:
2) Scenario-2: 8PSK detection in the presence of BPSK CCI: The simulation result in Fig 5 shows that I-Q receiver is able to detect an 8PSK wanted signal in the presence of a binary interferer with the same IC capability as BPSK-BPSK scenario in a single tap fading channel. The situation is different in a 2-tap channel where the I-Q approach provides somewhat limited IC gain (5.0 dB). The DFE error propagation effects limit the IC gain where as error free DFE provide full IC gain promised by the method. We also find that a reduced state estimator (RSSE) [12] which captures the first two taps (8 states) in the MAP/ML part of the receiver is less affected by the error propagation has been able to deliver most of the IC gain.
VI. CONCLUSION
Using the basic concepts of widely linear filtering, we introduced a new type of equalization called I-Q equalization for PAM and QAM modulation systems. We show that an I-Q receiver equipped with a single antenna can effectively reject a single PAM co-channel interferer in interference limited conditions. The IC capability is the same for both PAM and QAM desired signals in flat Rayleigh fading channels. For channels with frequency selectivity, the PAM I-Q receiver is able to deliver full IC gain using the DFE method where as a QAM receiver requires a more complex RSSE algorithm to achieve full IC benefit. We would like to remark here that the proposed I-Q MMSE equalization method is more effective in case of multiple (PAM/QAM) interferers when multiple antennas are used at the receiver. The performance for this case will be reported in a companion paper.
