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Problèmes de gestion en épidémiologie et
conservation de la biodiversité
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Quelques problèmes de décision en épidémiologie et
conservation de la biodiversité
Exemples finalisés de gestion en écologie / épidémiologie.
3 problématiques de décision (séquentielle) dans l’incertain :
Décision factorisée.
Décision multicritères / multiacteurs.
Décision factorisée avec modèle incertain.
(1) Apprentissage de Réseaux Bayesiens Dynamiques
(2) Apprentissage par Renforcement bayesien dans les PDM factorisés
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Décision factorisée
Conservation de la biodiversité
Heuristic reserve design 1
I Extension du Everglades
Headwaters National Wildlife
Refuge (EHNWR) in central
Florida
I Acquisition de nouvelles
parcelles
I Représentation en PDM
factorisé
I Fonction de valeur basée sur
le nombre d’espèces protégées
et la compacité/connexité de
la réserve (Marxan)
I Résolution heuristique
1. (Bonneau et al., 2018) Dynamic minimum set problem for reserve design : Heuristic
solutions for large problems, PloS ONE
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Décision factorisée
Conservation de la biodiversité
Réseaux trophiques et
optimisation de la conservation 2
I Réseau trophique ↔
représentation des interactions
entre espèces
I Interprétation d’un réseau
trophique comme un réseau
bayesien (statique)
I Choix d’espèces à conserver
optimisant la biodiversité
totale
I Optimisation combinatoire
2. (McDonald-Madden et al., 2016) Using food-web theory to conserve ecosystems,
Nature Communications
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Décision factorisée
Eradication d’espèce invasive
Eradication du
poisson-moustique 3
I Eradication du
poisson-moustique Gambusia
holbrooki de l’habitat de
l’espèce menacée Red-finned
blue eye
I Habitat sous forme de mares
provisoires
I Représentation en PDM “sur
graphe”
I Résolution via
GMDPtoolbox 4
Le Gentil
Le Méchant
3. (Nicol et al., 2017) Finding the best management policy to eradicate invasive species
from spatial ecological networks with simultaneous actions, J. of Applied Ecology
4. http ://www7.inra.fr/mia/T/GMDPtoolbox/
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Décision factorisée
Eradication d’espèce invasive
Eradication du
poisson-moustique 3
I Eradication du
poisson-moustique Gambusia
holbrooki de l’habitat de
l’espèce menacée Red-finned
blue eye
I Habitat sous forme de mares
provisoires
I Représentation en PDM “sur
graphe”
I Résolution via
GMDPtoolbox 4
Le lieu du crime
3. (Nicol et al., 2017) Finding the best management policy to eradicate invasive species
from spatial ecological networks with simultaneous actions, J. of Applied Ecology
4. http ://www7.inra.fr/mia/T/GMDPtoolbox/
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Décision factorisée
Epidémiologie végétale “spatialisée”
Traitement “durable” du phoma
du colza 5
I Dispersion spatiale via les
résidus de culture
I Allocation spatio-temporelle
des cultures et variétés
résistantes
I Critère de “durabilité” de la
résistance à un pathogène
I Représentation en PDM “sur
graphe”
I Résolution via GMDPtoolbox
5. (Cros et al., 2017) GMDPtoolbox : A Matlab library for designing spatial manage-
ment policies. Application to the long-term collective management of an airborne disease,
PloS ONE
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Décision multi-acteurs/multicritères
Epidémiologie animale
Maladie contagieuse
non-réglementée en élevages
porcins
Syndrôme Dysgénésique
Respiratoire Porcin (SDRP)
Maladie non-réglementée →
Vaccination non obligatoire
Décision de subventions pour
vaccination
Résolution dans un cadre PDM
+ Théorie des Jeux 6, 7
6. (Sabbadin, Viet, 2016) Leader-Follower MDP models with factored state space and
many followers, ECAI’16
7. (Viet et al., 2017) Formalisation et résolution d’un problème en santé animale dans
le cadre Leader-Follower MDP, APIA’17
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Décision factorisée avec modèle incertain
Etude des réseaux écologiques
Contrôle de la dynamique d’un
groupe d’espèces
Espèces en interaction
Réseau d’interactions mal connu
Connaissances expertes
Inférence de réseau bayesien
dynamique 8
Calcul de stratégies
I Non-adaptatives → Bandits
I Adaptatives → Apprentissage
par renforcement
8. (Auclair et al., 2017) Labelled Dynamic Bayesian Network for learning ecological
networks, ECML’17
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Un cadre commun et des questions spécifiques
Décision séquentielle dans l’incertain en gestion agri-environnementale
Processus Décisionnels de Markov Factorisés
Etend le cadre des Processus Décisionnels de Markov en considérant :
I Plusieurs variables d’état
I Eventuellement plusieurs variables d’actions
I Actions choisies éventuellement de façon non-coopérative
A stratégie fixée, la dynamique du système est modélisable par
Réseau Bayesien (Dynamique) (RBD)
Les questions d’intérêt sont :
Calcul de stratégies optimales dans le cas coopératif
Calcul de stratégies d’équilibre dans le cas non-coopératif
Apprentissage de la structure du RBD /
Calcul de stratégies optimales avec connaissance imparfaite du RBD
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Processus Décisionnels de Markov Factorisés
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Processus Décisionnel de Markov
Définition (PDM à horizon fini)
M =< Σ,A,T , r ,H >, où :
Σ : espace d’états fini.
A = {1, . . . ,m} : espace d’actions fini.
T : Σ× A× Σ→ [0, 1] :
fonction de transition.
T (σ′|σ, a) : probabilité de transition
de σ à σ′ sous a.
rt : Σ× A× → < :
fonction de récompense.
H : horizon du problème.
σ
a
σ′
r
Définition (Stratégie à horizon fini)
Une stratégie est un ensemble ∆ = {δt}t=1..H , où δt : Σ× A→ [0, 1] est
une fonction de sélection d’action (potentiellement stochastique).
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Stratégie optimale dans un PDM
Horizon fini
Une stratégie ∆ = {δt}t=1..H définit une châıne de Markov M∆ sur Σ.
Définition (Fonction de valeur dans un PDM à horizon fini)
Q∆(σ, t) =def E
[ H∑
t′=t
rt′ | ∆, σ
]
Une stratégie optimale peut être calculée backwards en temps polynomial
en |Σ|, |A| et H.
Horizon infini
PDM stationnaires (T , r), amortis (rt = γ
tr).
Stratégie optimale stationnaire δ.
Algorithmes polynomiaux en |Σ|, |A| : programmation linéaire,
itération de la valeur ou de la stratégie...
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Processus Décisionnel de Markov factorisé
Définition
M =< Σ,A,T , r ,H >, où :
Σ = Σ1 × . . .× Σn, σ = (s1, . . . , sn) :
espace d’états factorisé.
A = {1, . . . ,m} : espace d’actions fini.
Fonction de transition :
T
(
σ′|σ, a
)
=
n∏
i=1
pi (s
′
i |φi (σ, a))
Fonction de récompense :
r(σ, a) =
p∑
j=1
rj(ψj(σ, a))
φi , ψj : réduction de dimension.
s3
s2
s1
a
s′3
s′2
s′1
r2
r1
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PDM factorisé avec actions factorisées (PDMF3/PDMG)
Définition (M =< Σ,A,T , r ,H >)
Etats (σ) : Σ = Σ1 × . . .× Σn.
Actions (a) : A = A1 × . . .× Am.
Fonction de transition :
T
(
σ′|σ, a
)
=
n∏
i=1
pi (s
′
i |φi (σ, a))
Fonction de récompense :
r(σ, a) =
p∑
j=1
rj(ψj(σ, a))
φi , ψj : réduction de dimension.
PDMG : m = n = p, hyp sur {φi , ψj}
s3
s2
s1
at1
at2
s′3
s′2
s′1
r2
r1
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“Leader-Follower MDP” avec un nombre de suiveurs
important : application en santé animale
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Contexte
Collaboration 5, 6 avec A-F Viet et C. Belloc, UMR BioEPAR,
INRA-ONIRIS, Nantes
Maladies animales endémiques non réglementées
I Différents niveaux de prévalence
I Diminution de compétitivité des élevages
Décision de mâıtrise intra-troupeau
I Laissée à l’appréciation des éleveurs
I Variation des critères et de la perception du risque
Coordination collective
I Traitement (ou non) local ⇒ Effet à l’échelle globale
5. (Sabbadin and Viet, 2016) LF-MDP models with factored state space and many
followers, ECAI’16.
6. (Viet et al., 2017) Formalisation et résolution d’un problème en santé animale avec
le cadre LF-MDP, APIA’17.
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Contexte
Coordination collective
Organisation (collectif : filière, groupement d’éleveurs, ...) :
pas de caractère obligatoire (utilisation d’incitations)
Problème de décision (séquentielle dans l’incertain) multi-agents :
I les éleveurs (suiveurs) maximisent leur revenu
I l’organisation (leader) : minimise l’impact de la maladie via utilisation
d’incitations
Enjeu : proposer des approches d’aide à la décision collective tenant
compte des prises de décisions des éleveurs
Approche : Leader-Follower Markov Decision Processes
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Leader-Follower Markov Decision Process
LFMDP = PDM (Leader) + Théorie des jeux (suiveurs)
Définition
M : < n,Σ,AL, {AFi }ni=1,T , rL, {rFi }ni=1,H >
Σ : espace d’états joint.
AL = {1, . . . ,m} : actions (leader).
AFi = {1, . . . , p} : actions (suiveur i).
T
(
σ′|σ, {aFi }i=1..n
)
: probabilités de
transition.
rL : Σ× AL × (AF )n → < :
fonction de récompense du leader.
rFi : Σ× AL × (AF )n → < :
fonction de récompense du suiveur i .
H : horizon du problème.
σ σ′
aL
aF1
aF2
rF1
rF2
rL
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LF-MDP - Stratégie jointe
Définition (Stratégie jointe)
∆ =
{
δLt , {δFt,i}i=1...n
}
t=1...H
δLt (a
L|σ) : probabilité que aL ∈ AL soit
choisie par le leader à t dans l’état
σ ∈ Σ.
δFt,i (a
F
i |σ, aL) : probabilité que
aFi ∈ AF soit choisie par le suiveur i à
t après observation de l’état joint (σ)
et de l’action du leader (aL).
σ σ′
aL
aF1
aF2
rF1
rF2
rL
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LF-MDP - Fonctions de valeur
PDM : une fonction de valeur unique par stratégie.
LF-MDP : une fonction de valeur pour le leader et une par suiveur.
Définition (Fonctions de valeur d’une stratégie jointe)
∆ =
{
δLt , {δFt,i}i=1...n
}
t=1...H
: stratégie jointe du leader et des suiveurs.
Les fonctions de valeur QL∆ et Q
F ,i
∆ du leader et des suiveurs sont :
QL∆(σ, t) = E
[ H∑
t′=t
rLt′ | ∆, σ
]
QF ,i∆ (σ, t) = E
[ H∑
t′=t
rFt′,i | ∆, σ
]
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LF-MDP - stratégie jointe d’équilibre
PDM : une fonction de valeur unique par stratégie
⇒ stratégie optimale.
LF-MDP : une fonction de valeur pour le leader et une par suiveur
⇒ équilibre de Nash.
Définition (Stratégie d’équilibre)
∆∗ =
{
δL∗t , {δF∗t,i }i=1...n
}
t=1...H
est une stratégie d’équilibre
si et seulement si ∀t, δLt , {δFt,i}, σ :
QL∆∗(σ, t) ≥ QL∆∗↓δL (σ, t),∀δ
L
QF ,i∆∗ (σ, t) ≥ Q
F ,i
∆
∗↓δF
i
(σ, t),∀i , δFi
∆∗↓δ
L
(resp. ∆∗↓δ
F
i ) est l’ensemble des stratégies où les δL∗t (resp. δ
F∗
t,i ) ont
été remplacées par des stratégies arbitraires δLt (resp. δ
F
t,i ), ∀t (∀i ).
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LF-MDP - Calcul de la stratégie jointe d’équilibre
Proposition
Une stratégie jointe d’équilibre
∆∗ =
{
δL∗t , {δF∗t,i }i=1...n
}
t=1...H
peut être
obtenue “backward” en itérant :
Suiveurs : calcul d’équilibres de Nash
dans (de nombreux) jeux.
Leader : ”simple“ maximisation
gloutonne.
Programmation Dynamique (étape t)
σ σ′
aL
aF1
aF2
rF1
rF2
rL
Jeu stochastique
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Considérations de complexité
”Backwards induction“ ⇒ Complexité élevée quand Σ est factorisé.
Σ = SF1 × . . .× SFn ⇒ si k = maxi |SFi |, |Σ| = kn :
Complexité spatiale
Backwards
Espace d’états |Σ| = O (kn)
Espace d’actions |AF |n
Transition |T | = O
(
k2n|AF |n
)
Jeux (taille) |G t
σ,aL,∆∗
| = O
(
n|AF |n
)
Jeux (nombre) nb = kn|AL|
⇒ Comment réduire cette complexité ?
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Réduction de la complexité
La complexité de Backwards Induction dans un LF-MDPs peut être réduite
si les suiveurs sont supposés substituables.
1 Substituabilité :
I Sous une hypothèse naturelle de substituabilité, un LF-MDP devient
(fixed-parameter) traitable.
I La structure du modèle de transition peut être exploitée pour réduire
encore la complexité.
Remarque : Cette approche est a posteriori exacte, pour la plupart
des LF-MDPs.
2 Aggrégation :
L’aggrégation d’états peut être utilisée pour résoudre (sans garanties)
un LF-MDP de taille arbitraire.
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Hypothèse de substituabilité
Considérons un LF-MDP à espace d’états factorisé Σ = SF1 × . . .× SFn .
Définition (Substituabilité des suiveurs)
Les suiveurs d’un LF-MDP sont substituables si et seulement si :
SFi = S
F
j ,A
F
i = A
F
j et r
F
i = r
F
j , ∀i , j ∈ {1..n}2.
Pour toutes τ et τ−i , permutations de {1, . . . , n} (τ−i (i) = i ) :
I T (σ′τ |στ , aFτ ) = T (σ′|σ, aF ),
I rL(στ , a
L, aFτ ) = r
L(σ, aL, aF ) et rFi (στ−i , a
L, aFi ) = r
F
i (σ, a
L, aFi ).
Exemple (suiveurs substituables lorsque :)
T (σ′|σ, aF ) =
∏n
i=1 p(s
′
i |si , f (σ), aFi ), où f (σ) = f (στ ), ∀τ .
rL(σ, aL, aF ) =
∑n
i=1 rL(si , a
L, aFi ) et r
F (σ, aL, aFi ) = rF (si , a
L, aFi ).
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Substituabilité des stratégies d’équilibre
Proposition (Substituabilité des stratégies d’équilibre)
Si des suiveurs sont substituables dans un LF-MDP, alors :
δL∗t (σ) = δ
L∗
t (στ ) et δ
F∗
t,i (·|σ, aL) = δF∗t,i (·|στ−i , aL), ∀, σ, t, τ, τ−i .
Ceci est également vrai pour QL∆∗ et Q
F ,i
∆∗ .
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Abstraction des suiveurs substituables dans un LF-MDP
Définition (Abstraction d’état des suiveurs)
Si les n suiveurs d’un LF-MDP sont substituables, alors :
Si SF = {1, . . . , k} et σ ∈ Σ = (SF )n,
cσ = (c1, . . . , ck), où ch = |{i , si = h}|, ∀h, est un état abstrait.
Pour tout c = (c1, . . . , ck), on a
∑k
h=1 ch = n.
ΣL = {cσ, σ ∈ SF} est un espace d’états abstraits et |ΣL| = O(nk).
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Réduction de la complexité par abstraction
Complexité spatiale
Backwards Abstraction* Agrégation
Espace d’états |Σ| = O (kn) |ΣL| = O
(
nk
)
Espace d’actions |AF |n |AF |k
Transition |T | = O
(
k2n|AF |n
)
|T̄ | = O
(
n2k |AF |k
)
Jeux (taille) |G t
σ,aL,∆∗
| = O
(
n|AF |n
)
|G t
c,aL,∆∗
| = O
(
k|AF |k
)
Jeux (nombre) nb = |Σ||AL| nb = nk |AL|
* Complexités spatiale et temporelle polynomiales en n.
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Réduction de la complexité par agrégation
Complexité spatiale
Backwards Abstraction* Agrégation**
Espace d’états |Σ| = O (kn) |ΣL| = O
(
nk
)
|ΣL| = O
(
K k
)
Espace d’actions |AF |n |AF |k |AF |k
Transition |T | = O
(
k2n|AF |n
)
|T̄ | = O
(
n2k |AF |k
)
|T̂ | = O
(
K 2k |AF |k
)
|T̄ | = O
(
nk+NSucc |AF |k
)
Jeux (taille) |G t
σ,aL,∆∗
| = O
(
n|AF |n
)
|G t
c,aL,∆∗
| = O
(
k|AF |k
)
|G t
κ,aL,∆∗
| = O
(
k |AF |k
)
Jeux (nombre) nb = |Σ||AL| nb = nk |AL| nb = K k |AL|
* Complexités spatiale et temporelle polynomiales en n.
** Complexité temporelle polynomiale et complexité spatiale indépendante
de n.
Sabbadin et col., INRA (short)Epidémiol gie, Biodiversité et PDM SequeL, Lille, 04/05/2018 31 / 48
Cas d’étude
Syndrôme Dysgénésique Respiratoire Porcin (SDRP)
Maladie endémique impactant la santé et le bien-être des porcins
Certaines zones voudraient mettre en place un plan collectif
Au niveau élevage :
S
Sb
IC
I0
I
Rien Traiter
S
Sb
IC
I0
I
βS βS
νβS
ψ
11− βS
1
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Cas d’étude
Au niveau collectif :
I Etat : répartition des troupeaux dans les différents statuts
I Actions={Ne rien faire, Inciter}
Objectifs à optimiser
I Suiveurs : revenu, coûts de traitement...
I Leader : extension de l’endémie, coûts d’incitation
Résultats de l’étude :
I Seuils de déclenchement de l’incitation
I Compromis coûts / extension de l’endémie
I n = 100 troupeaux, différents scénarios sur les paramètres du modèle
En cours !
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Réseaux Bayesiens Dynamiques Etiquetés et
apprentissage de Réseaux Ecologiques
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Apprentissage de RBD avec peu de données
Dans le contexte de la gestion en écologie, les problèmes de décision
factorisée sont souvent :
Avec un modèle de dynamique/effet des actions mal connu
Avec peu de données pour inférer ces modèles
Avec de la connaissance experte sur
I la forme des probabilités de transition (tables de probabilités sous
forme de fonctions paramétrées)
I la structure du graphe du RBD
⇒ Intérêt de développer une méthode d’apprentissage de RBD ad-hoc 8
⇒ Méthode d’apprentissage par renforcement adaptée
8. (Auclair et al., 2017) Labelled Dynamic Bayesian Network for learning ecological
networks, ECML’17, PhD Auclair, 2018
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Contexte écologique et objectif
Contexte écologique
Gestion de la biodiversité
dans un réseau écologique
Réseau écologique mal
connu
Peu de données, mais
connaissance experte
Objectif
Développer une méthode d’inférence de la structure d’un réseau écologique
à partir de données temporelles de présence/absence.
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Modélisation d’un réseau écologique
Réseau écologique
Graphe dirigé. Noeuds → Espèces.
Arêtes étiquetées :
I + : influence positive sur la survie
I - : influence négative sur la survie
Blocs : niveaux trophiques
3 4
2
1
Réseau Bayesien Dynamique associé
Variables binaires (présence/absence)
Survie et recolonisation dépendent de
l’année précédente
1
2
3
4
t
1
2
3
4
t + 1
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Réseau Bayesien Dynamique Etiqueté
Définition
X ti ∈ {0, 1} : variables binaires.
Chaque arête est étiquetée par un label l
l
Nti est le nombre de parents du noeud i
reliés par une arête de type l et dans
l’état x = 1 à l’instant t.
P(x t+1i |x ti , x t−i ) = fθ({
l
Nti }l∈labels)
ne dépend que de {
l
Nti }l∈labels .
θ : vecteur de paramètres de taille
réduite, indépendante du graphe du RBD.
1
2
3
4
t0
1
2
3
4
t1
1
2
3
4
t2
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Réseau Bayesien Dynamique Etiqueté
Définition
X ti ∈ {0, 1} : variables binaires.
Chaque arête est étiquetée par un label l
l
Nti est le nombre de parents du noeud i
reliés par une arête de type l et dans
l’état x = 1 à l’instant t.
P(x t+1i |x ti , x t−i ) = fθ({
l
Nti }l∈labels)
ne dépend que de {
l
Nti }l∈labels .
θ : vecteur de paramètres de taille
réduite, indépendante du graphe du RBD.
1
2
3
4
t0
1
2
3
4
t1
1
2
3
4
t2
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Modèle RBDE de réseau écologique
Apparition (absence à t − 1) : probabilité de recolonisation à t
P
(
x t+1i = 1|x ti = 0, ati
)
= µati · ε
app
Survie (présence à t − 1) : probabilité de survie à t
P
(
x t+1i = 1|x
t
i = 1, a
t
i ,X
t
)
= µati ·
(
εsur + (1− εsur ) ·
(
1− (1− ρ)
+
Nti
))
· (1− τ)
−
Nti
Paramètres (probabilités de transition)
εapp, εsur : apparition/survie locale spontanée
ρ, τ : survie/extinction locale par influence d’une autre espèce
µati : modificateur de proba de présence lié à l’action appliquée
Remarque
+
N ti et
−
N ti : # espèces à influence pos. et nég. sur i présentes à t.
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Modèle RBDE de réseau écologique
A priori Stochastic Block Model
Niveaux trophiques
Niveaux trophiques connus ⇒
A priori sur la loi du réseau
écologique (arêtes G lij)
A priori sur le réseau
4
32
1 TL(1) = 1
TL(2) = TL(3) = 2
TL(4) = 3
Arêtes +
P(G +ij |TL(i) ≥ TL(j)) = 0.
P(G +ij |TL(i) < TL(j)) =
eα∆ij
1+eα∆ij
Où ∆ij = TL(i)−TL(j) et α > 0
Arêtes -
P(G−ij |TL(i) ≤ TL(j)) = β2
P(G−ij |TL(i) > TL(j)) = β1
avec β1 > β2
Paramètres du SBM : ψ = (α, β1, β2)
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Modèle RBDE de réseau écologique
Apprentissage de la structure
Vraisemblance des données
(θ∗, ψ∗,LG∗) = arg max
θ,ψ,LG
log P(x0, . . . , xT | θ, ψ,LG)
Algorithme
Un algorithme itératif d’estimation - restoration
Estimation : estimation des paramètres (θt , ψt) du RBDE et du
SBM, à graphe LGt connu.
Restoration : estimation de la structure du graphe LGt+1, à
paramètres (θt , ψt) connus.
En pratique
Estimation : optimisation continue (petit nombre de variables).
Restoration : programme linéaire à variables 0/1.
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Expérimentations sur données réelles
Jeu de données arthropodes (Bohan et al, 2013)
Arthropodes piégés dans des parcelles expérimentales
66 Betterave
59 Mäıs
67 Colza d’été
65 Colza d’hiver
2 dates d’échantillonage : printemps et été.
5095 espèces d’arthropodes décrites.
Prétraitements
Sélection des espèces présentes par culture :
I Betterave (Beetroot) → 41 espèces
I Mäıs (Maize) → 29 espèces
I Colza d’été (Summer Rape) → 40 espèces
I Colza d’hiver (Winter Rape) → 29 espèces
Seuillage des abondances → Données 0/1.
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Expérimentations sur données réelles
Les réseaux appris sont très dépendants de la culture !
Caractéristiques des réseaux appris
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Expérimentations sur données réelles
Les réseaux appris sont très dépendants de la culture !
Travaux en cours :
Analyse experte des réseaux reconstruits.
Inclusion de nouvelles connaissances expertes si besoin.
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Perspectives sur l’Apprentissage et la gestion des
Réseaux Ecologiques : Bandits manchots,
Apprentissage par Renforcement Bayesien...
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Inférence et gestion de réseau écologique
Cadre RBDE pour la décision
Contrôle de RBDE, via le choix de at = {ati , . . . , atn} ∈ A (de {µati })
Exemple écologique : choix de culture.
Fonction de récompense r t(x t)
Exemple écologique : mesure de biodiversité
Questions méthodologiques
Choix de stratégies non-adaptatives
I Modèle RBDE connu : Optimisation stochastique.
I Modèle RBDE inconnu : Bandits multi-bras : Bayes-UCB, Thomson
sampling.
Choix de stratégies adaptatives
I Modèle RBDE connu : PDM Factorisés...
I Apprentissage par renforcement ”factorisé“ PDMF adaptés aux RBDE
I Apprentissage par renforcement bayesien : BAMDP.
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Merci !
Questions ?
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