Abstract-Many companies start using Hadoop for advanced data analytics over large datasets. While a traditional Hadoop cluster deployment assumes a homogeneous cluster, many enterprise clusters are grown incrementally over time, and might have a variety of different servers in the cluster. The nodes' heterogeneity represents an additional challenge for efficient cluster and job management. Due to resource heterogeneity, it is often unclear which resources introduce inefficiency and bottlenecks, and how such a Hadoop cluster should be configured and optimized. In this work 1 , we explore the efficiency and performance accuracy of the bounds-based performance model for predicting the MapReduce job completion times in heterogeneous Hadoop clusters. We validate the accuracy of the proposed performance model using a diverse set of 13 realistic applications and two different heterogeneous clusters. Since one of the Hadoop clusters is formed by different capacity VM instances in Amazon EC2 environment, we additionally explore and discuss factors that impact the MapReduce job performance in the Cloud.
I. INTRODUCTION
In recent years, there has been an emergence of several data-parallel middleware platforms primarily targeted towards large-scale data processing in the cloud environment, for example, MapReduce [3] and its popular open-source Hadoop implementation. These middleware platforms provide simple yet powerful and extremely versatile programming models, and can be applied to a wide spectrum of domains where large-scale data analytics is performed.
To better manage cloud resources, there has been a series of efforts aimed at developing performance models [4] , [5] , [6] , [7] , [9] , [10] , [11] , [16] for MapReduce applications. These performance models are used for predicting the job completion times resources. They are also used as a basis for the resource provisioning problem: and estimating the amount of resources required to complete applications with given deadlines. One major shortcoming of the existing models is that they do not consider the resource heterogeneity which causes inaccurate prediction on heterogeneous clusters. We argue that cluster deployments are grown incrementally over time. It is not unusual for companies to start off with an initial cluster, and then gradually add more compute and I/O resources as the number of users increases. More often than not, it is economical to add newer more powerful servers rather than discard the old hardware. So, the problem is to design and offer the efficient performance models that work well in heterogeneous environments.
Performance models that rely on extensive fine-granularity profiling techniques [4] , [5] or complex analysis using ma-chine learning [9] , are unlikely to work well for clusters with high degrees of heterogeneity due to the complexity and execution variability in the heterogenous environment. In this paper, we explore the applicability and performance accuracy of an alternative bounds-based approach introduced in the ARIA project [10] for homogeneous Hadoop clusters. The model utilizes a few essential job characteristics such as the average and maximum phase execution times (e.g., map, shuffle, and reduce phases) during the task processing. We argue that this simple model does work well for heterogeneous environments. Intuitively, in a heterogeneous Hadoop cluster, slower nodes result in longer task executions. These measurements then are reflected in the calculated average and maximum task durations that comprise the job profile. While the bounds-based performance model does not explicitly consider different types of nodes, their performance is implicitly reflected in the job profile and therefore is effectively incorporated in predicting the job completion times.
We validate the accuracy of the proposed bounds-based performance model using a diverse set of realistic applications and two different testbeds: i) an Amazon EC2 heterogeneous cluster formed by different capacity VM instances, and ii) the UPenn Hadoop cluster with three different types of nodes. The predicted completion times are within 10% of the measured ones for 12 (out of 13) applications in the workload set.
While evaluating the bounds-based performance model, we make a few interesting observations on the behavior of heterogeneous Hadoop cluster where machines vary in capabilities:
• The number of map and reduce slots per node should be configured dynamically according to the nodes' capacity. In a cluster with a high degrees of heterogeneity (e.g., Amazon EC2's small, medium, and large VM instances), an efficient use of the cluster requires us to vary the number of map and reduce slots per node based on its compute capacity. However, in the UPenn cluster the nodes differ slightly in processor speeds. Therefore, we use a fixed number of map and reduce slots on each node. • A simple "rule-of-thumb" [12] states that the completion time of a MapReduce job is decreased twice when it is processed by two times larger Hadoop cluster. We compare the completion times of 13 applications in our experimental set when they are processed on the EC2-based Hadoop clusters formed by small versus large VM instances respectively. The CPU and RAM capacity of a large VM instance in EC2 is four times larger compared to a capacity of a small VM instance. However, for most applications in our set, the measured speedup is much lower than expected under the traditional "rule-of-thumb" (i.e., 4 times). The reason is that Cloud environments use VM instance scaling with respect to CPU and RAM capacity, while the storage and network bandwidth (that is critical for MapReduce job performance) is only fractionally improved for different capacity VM instances. This further stresses the importance of MapReduce job profiling and performance modeling for making the right business decisions on the choice of the underlying Hadoop clusters.
The rest of the paper is organized as follows. Section II provides background information on MapReduce. Section III describes the bounds-based performance model and argues why it works well in heterogeneous environment. Section IV evaluates the accuracy and effectiveness of the proposed approach. Section V outlines related work. Section VI summarizes our contribution and gives directions for future work.
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II. BACKGROUND
This section provides an overview of the MapReduce [3] abstraction, execution, and scheduling.
In 
MapReduce jobs are executed across multiple machines: the map stage is partitioned into map tasks and the reduce stage is partitioned into reduce tasks. The map and reduce tasks are executed by map slots and reduce slots.
In the map stage, each map task reads a split of the input data, applies the user-defined map function, and generates the intermediate set of key/value pairs. The map task then sorts and partitions these data for different reduce tasks according to a partition function.
In the reduce stage, each reduce task fetches its partition of intermediate key/value pairs from all the map tasks and sorts/merges the data with the same key (it is called the shuffle/sort phase). After that, it applies the user-defined reduce function to the merged value list to produce the aggregate results (it is called the reduce phase). Then the reduce outputs are written back to a distributed file system. Job scheduling in Hadoop is performed by a master node called the JobTracker, which manages a number of worker nodes in the cluster. Each worker node in the cluster is configured with a fixed number of map and reduce slots. The worker nodes periodically connect to the JobTracker to report their current status and the available slots. The JobTracker decides the next job to execute based on the reported information and according to a scheduling policy. The popular job schedulers include FIFO (First In First Out), Fair [14] , and Capacity scheduler [2] . The assignment of tasks to slots is done in a greedy way: assign a task from the selected job immediately whenever a worker reports to have a free slot. If the number of tasks belonging to a MapReduce job is greater than the total number of slots available for processing the job, the task assignment will take multiple rounds, which we call waves.
The Hadoop implementation includes counters for recording timing information such as start and finish timestamps of the tasks, or the number of bytes read and written by each task. These counters are written to logs after the job is completed.
III. BOUNDS-BASED PERFORMANCE MODEL
In this section, we provide an outline of the bounds-based performance model proposed in ARIA [10] for predicting the MapReduce job completion time, and then explain why this model does work well in heterogeneous environments.
The proposed MapReduce performance model [10] evaluates lower and upper bounds on the job completion time. It is based the Makespan Theorem [10] for computing performance bounds on the completion time of a given set of n tasks that are processed by k servers, (e.g., n map tasks are processed by k map slots in MapReduce environment). The assignment of tasks to slots is done using an online, greedy algorithm: assign each task to the slot which finished its running task the earliest. Let avg and max be the average and maximum duration of the n tasks respectively. Then the completion time of a greedy task assignment is proven to be at least:
The difference between lower and upper bounds represents the range of possible completion times due to task scheduling non-determinism. As motivated by the above model, in order to approximate the overall completion time of a MapReduce job J, we need to estimate the average and maximum task durations during different execution phases of the job, i.e., map, shuffle/sort, and reduce phases. These measurements can be obtained from the job execution logs. By applying the outlined bounds model, we can estimate the completion times of different processing phases of the job. For example, let job J be partitioned into N (2) where M avg and M max are the average and maximum of the map task durations of the past run respectively. Similarly, we can compute bounds of the execution time of other processing phases of the job.
The reduce stage consists of the shuffle/sort and reduce phases. The shuffle phase begins only after the first map task has completed. The shuffle phase completes when the entire map stage is complete and all the intermediate data generated by the map tasks has been shuffled to the reduce tasks and has been sorted.
The shuffle phase of the first reduce wave may be significantly different from the shuffle phase of subsequent reduce waves. This happens because the shuffle phase of the first reduce wave overlaps with the entire map stage, and hence depends on the number of map waves and their durations. Therefore, from the past execution, we extract two sets of measurements: (Sh 
The reduce phase begins only after the shuffle phase is complete. From the distribution of the reduce task durations of the past run, we compute the average and maximum metrics: R avg and R max . Similarly, the Makespan Theorem [10] can be directly applied to compute the lower and upper bounds of completion times of the reduce phase (T low R , T up R ) when a different number of allocated reduce slots S J R is given. Finally, we can put together the formulae for the lower and upper bounds of job completion time:
This simple model should work well in heterogeneous environments. Intuitively, in a heterogeneous Hadoop cluster, slower nodes result in longer task executions. These measurements then are reflected in the calculated average and maximum task durations that comprise the job profile. While the bounds-based performance model does not explicitly consider different types of nodes, their performance is implicitly reflected in the job profile and used in the future prediction.
IV. PERFORMANCE STUDY
In this section, we evaluate the accuracy of the boundsbased performance model using a set of 13 diverse applications and two different heterogeneous Hadoop clusters, and also discuss its limitations for predicting the job completion time. Then, by performing a detailed analysis of job profiles and application completion times, we reveal factors that impact the MapReduce job performance in the Cloud.
A. Experimental Testbeds and Workloads
We use the following two environments in our experiments.
a) The UPenn heterogeneous cluster: It contains 36 worker nodes of 3 different types as shown in Table I . The heterogeneity is caused by the extension of the cluster over time. In 2007, the cluster had 16 nodes with the same hardware (Type1 nodes). Then, two years later, 12 more nodes were added to the cluster with more powerful CPUs (Type2 nodes). Finally, in 2010, 8 more nodes (Type3) were added to the cluster to satisfy the growing workloads and computing demands. Each node has a Dual SATA 250GB drive. All the nodes are connected to the same rack: each node has 1 Gbit/s network connection to a 10 Gbit/s switch. An additional server node (Type3) runs the NameNode and JobTracker of the deployed Hadoop cluster. While the nodes in the UPenn cluster represent different server generations, thay all have the same number of CPU cores and the same amount of RAM. This explains why we configure these nodes in a similar way, with the same number of map and reduce slots.
b) The Amazon EC2 platform: The EC2 environment offers a choice of different capacity Virtual Machines (VMs) for deployment. These VMs can be deployed on a variety of hardware and be allocated different amounts of system resources. We build a heterogeneous Hadoop cluster that consists of different VM types:
• 10 VMs based on small instances (m1.small), • 10 VMs based on medium instances (m1.medium), and • 10 VMs based on large instances (m1.large). The description of each VM instance type is shown in Table II . Since the compute and memory capacity of a medium VM instance is doubled compared to a small VM instance (similarly, large VM instances have a doubled capacity compared to the medium ones), we configured different numbers of map and reduce slots for different VM instances as shown in Table II . Each VM instance is deployed with 100GB of Elastic Block Storage (EBS). We use an additional high-CPU VM instance for running the NameNode and JobTracker of the Hadoop cluster.
In our performance study, we also use two EC2-based homogeneous Hadoop clusters, which are deployed with 30 nodes, each by using only small or large VM instances.
We use Hadoop 1.0.0 in all the experiments. The file system blocksize is set to 64MB and the replication level is set to 3. We disabled speculative computations in all our experiments as they did not lead to any significant improvements.
In the performance study, we use a set of 13 applications made available by the Tarazu project [1] . Table III provides a high-level summary of these 13 applications with the corresponding job settings (e.g, numbers of map and reduce tasks). Applications 1, 8, and 9 process synthetically generated data. Applications 2 to 7 use the Wikipedia articles dataset as input. Applications 10 to 13 use the Netflix movie ratings dataset. These applications perform very different data manipulations. To provide some additional insights in the amounts of data flowing through the MapReduce processing pipeline, we also show the overall size of the input data, intermediate data (i.e., data generated between map and reduce stages), and the output data (i.e., the data written by the reduce stage). 
B. Prediction Accuracy of Bounds-Based Model in Heterogeneous Environments
In this section, we evaluate the accuracy of the boundsbased performance model for predicting the job completion time in heterogeneous environments. We extract the job profiles while executing these jobs on a given heterogeneous Hadoop cluster. Many production jobs and applications are executed periodically for processing the new datasets. The extracted job profiles and the bounds-based performance model can be used for predicting the completion times of these future executions. Figure 1 shows the predicted vs measured results for 13 applications processed on the UPenn heterogeneous Hadoop cluster. 2 Given that the completion times of different programs range between 80 seconds (for HistMovies) and 48 minutes (for KMeans), we normalize the predicted completion times with respect to the measured ones for the sake of readability and comparison. The three bars in Figure 1 represent the normalized predicted completion times based on the lower (T low ) and upper (T up ) bounds, and the average of them (T avg ). We observe that the actual completion times (shown as the straight Measured-CT line) of 12 programs fall between the lower and upper bound estimates (except for the Grep application). Moreover, the predicted completion times based on the average of the upper and lower bounds are within 10% of the measured results for 11 out of the 13 applications. The worst prediction is around 18% error for the AdjList application.
UPenn cluster contains servers of three different CPU generations, but each node has a similar number of CPU cores, memory, disk storage and network bandwidth. The boundsbased model does work well in this environment. Now, we perform a similar comparison for EC2-based heterogeneous cluster, where the cluster nodes are formed by VM instances with very different computing capacities. Figure 2 shows the normalized predicted completion times (based on the lower, upper, and average bounds) compared to the measured ones for executing 13 applications on the EC2-based heterogeneous cluster. The results validate the accuracy of the proposed model: the measured completion times of all 13 programs fall between the lower and upper bound estimates. The average of the lower and upper bounds are within 10% of the measured value for 9 out of 13 applications with a worst case of 13% error for the WordCount application. Among the 13 applications, there are 3 special ones: Grep, HistMovies, and HistRatings, which have a single reduce task (defined by the special semantics of these applications). The shuffle/reduce stage durations of such an application depend on the Hadoop node type that is allocated to execute this single reduce task. If there is a significant difference in the Hadoop nodes, it may impact the completion times of the shuffle/reduce stages across the different runs, and therefore, make the prediction inaccurate. Figure 3 analyzes the executions of Grep, HistMovies, and HistRatings, on the heterogeneous EC2-based cluster. The three bars within each group represent (from left to right) the job completion times when the reduce task is executed by the reduce slot of a large, medium, or small VM instance. Each bar is further split to represent the relative durations of the map, shuffle, and reduce stages in the job execution. We observe that the completion time of the Grep application is significantly impacted by the type of VM instance allocated to the reduce task execution. The reduce task execution time on the small VM instance is almost twice as long as that on a large VM instance In comparison, the execution times of HistMovies and HistRatings on different capacity VMs are not significantly different, because for these applications the reduce task duration constitutes a very small fraction of the overall completion time (see Figure 3) . In summary, if the execution time of a reduce stage constitutes a significant part of the total completion time, the accuracy of the bounds-based model may be adversely impacted by the node type allocated to the reduce task execution.
C. Analysis of Job Execution Times on Different Hadoop Clusters
Heterogeneity in a Hadoop cluster may significantly impact the application performance and prediction accuracy, as shown in the previous section. There is an additional difference between the two heterogeneous clusters used in our experiments. The UPenn Hadoop cluster runs on a dedicated physical infrastructure, while the EC2-based Hadoop cluster is deployed using VMs in the Cloud. Does this difference matter for the application performance, jobs execution stability, and performance predictions?
Traditionally, a simple rule of thumb states [12] that if T is the completion time of a MapReduce job in a Hadoop cluster with N nodes then the same job can be completed in T/2 on a larger Hadoop cluster with 2 × N nodes. Note that the CPU and RAM capacity of a large VM instance in EC2 is four times larger than the capacity of a small VM instance. This difference in capacity is reflected in VM instance pricing: the price per use of a large VM instance is four times higher than the price per use of a small VM instance. The question is whether by using the large VM instances instead of the small VM ones, we can see a similar scaling factor in application performance improvements.
To answer these questions, we perform a detailed performance analysis of the job executions (13 applications from Table III) on the following four Hadoop clusters:
• the heterogeneous 36-node UPenn Hadoop cluster;
• the heterogeneous 30-node EC2-based Hadoop cluster;
• the homogeneous 30-node EC2-based Hadoop cluster, where each node is formed by a small VM instance with one map and one reduce slot per node; • the homogeneous 30-node EC2-based Hadoop cluster, where each node is formed by a large VM instance with four map slots and two reduce slot per node. We execute the set of 13 applications on each cluster 5 times, and collect the job profiles for each run.
Tables IV-VII summarize the results of these experiments. Each table reflects multiple interesting metrics that provide useful insight in the MapReduce job executions of the 13 applications under study. The first eight columns show the average and maximum durations of i) processed map tasks, ii) shuffle phases (both first and typical shuffle), and iii) reduce phase processing. Note that not all the jobs have measurements of the typical shuffle, i.e., the shuffle phase of the second and greater waves of reduce task executions (see Section III for formal definitions). For some applications such as Grep, HistMovies and HistRatings there is a single reduce task in the job, and this reduce task is always executed during the first reduce wave. For some cluster experiments, such as the homogeneous EC2-based cluster formed with large VM instances, there are 60 reduce slots in the cluster, and all the applications in our workload set have 60 or less reduce tasks configured. So all these reduce tasks can be processed during the execution of the first reduce wave.
Among the highlights of the presented job profiles there are the following interesting observations:
• While the map tasks of all the 13 applications process equal size splits of 64 MB, the average map task duration varies significantly, even for the jobs executed on the same cluster. Apparently, the semantics of the custom user-defined map function has a significant impact on the execution time of the map tasks. For example, the KMeans application performs a complex CPU-intensive computation during its map task processing that takes on average 365 sec. on the UPenn cluster, and 1500 sec. on the heterogeneous EC2-based cluster, compared with the average map task durations of 9.4 sec and 11.8 sec of the Grep application on the same clusters.
• We also observe that the shuffle phase performance on the UPenn cluster is significantly better than the shuffle performance on the EC2 Hadoop cluster (for the same applications). One explanation is that the networking infrastructure in the Cloud is shared between multiple users, while UPenn cluster has a dedicated networking used by the Hadoop jobs only. This may be an essential difference factor impacting the Hadoop performance in the Cloud.
The 9th column in each table reflects the job completion time. While all 13 applications process the input datasets ranging between 27GB and 50GB, the completion times of these applications vary by two orders of magnitude. For example, in the heterogeneous EC2-based cluster (see Table V ), the completion time of HistMovies is 104 sec, while KMeans processing takes 11551sec (3.2 hours). Finally, the columns 10-13 show the standard deviation for the measured map stage, shuffle stage, reduce stage, and the total completion time across five runs. Map stage durations are very stable across different applications and clusters (standard deviation is less than 10% for all cases). While shuffle and reduce stages for some applications exhibit a higher standard deviation, the overall job completion times are quite stable (stdev is less than 8%) for 12 out 13 applications executed on heterogeneous Hadoop clusters (see Tables VI,VII ). The Grep execution shows the highest completion time variance (up to 30%) due to a reason discussed in the previous section. The execution of all 13 applications on homogeneous Hadoop clusters show a stable completion time across multiple runs (stdev is less than 7%, see Tables VI, VII) .
To further understand different stage contributions to the overall job completion time, we present the normalized completion time break-down with respect to the map/shuffle/reduce stage durations. Figures 4 (a)-(d) present a detailed analysis of job completion times across the four Hadoop clusters and 13 applications used in our experiments. jobs executed on the heterogeneous EC2-based cluster. We see that the shuffle stage contributes a significant fraction in the overall execution time, while the shuffle fraction is much smaller in the job execution time on the UPenn cluster shown in Figure 4 (a). We made similar observations by analyzing the the job profiles shown in Tables IV-V. We can see that for some applications (e.g., KMeans), the overall execution time is completely dominated by the map stage processing. It is interesting to see how the profile of the completion time breakdown changes when the same applications are executed on two different EC2-based homogeneous Hadoop clusters: one formed by the small VM instances and the second cluster formed by the large VM instances. These results are shown in Figures 4 (c)-(d) . In the Hadoop cluster with small VM instances, the completion time of most jobs is dominated by the map stage execution. However, when the same applications are executed on the Hadoop cluster with large VM instances, this changes the balance. Now the map stage is executed faster (the cluster has a larger number of map slots), and the shuffle phase (that needs to shuffle a larger amount of data produced per time unit) dominates the job execution times of most applications in our set. Figure 5 presents the normalized completion times of 13 applications executed on three different EC2-based clusters. We normalize the measured job completion times with respect to the execution time of the same job on the Hadoop cluster formed with small VM instances. Note that the CPU and RAM capacity of the large VM instance in EC2 is four times larger compared to a capacity of the small VM instance. We try to answer two questions here. First, whether the completion time reduction is similar to the allocated resources increase? Second, what are performance scaling factors of the job completion times when the 13 applications are executed on a more powerful platform? As Figure 5 shows, the completion time speedup significantly depends on the nature (semantics) of the applications. If we compare the job completion times on two EC2-based clusters formed by small and large VM instances, the obtained speedup can be summarize as follows:
• speedup of 1. As we can see, CPU-intensive applications (such as KMeans) could get significant benefits of increased CPU and RAM capacity. However, for most applications in our set, the measured speedup is much lower than expected under the traditional "rule-of-thumb" (i.e., 4 times). The reason is that in the Cloud, the VM instance scaling is done with respect to CPU and RAM capacity, while the storage and network bandwidth (that is critical for MapReduce job performance) is only fractionally improved.
If we compare the job completion times on the EC2-based homogeneous cluster formed by small VM instances and the heterogeneous cluster, then the obtained speedup can be summarize as follows:
• speedup of 1. 
V. RELATED WORK
In the past few years, performance modeling in MapReduce environments has received much attention, and different approaches [4] , [5] , [9] , [10] , [11] were offered for predicting performance of MapReduce applications.
Morton et al. [7] propose an estimator for evaluating the MapReduce job progress. It uses debug runs of the same query on a data sample to estimate the relative processing speeds of map and reduce stages. Their later work [6] propose ParaTimer which extends the work for estimating the progress of parallel queries expressed as Pig scripts that can translate into directed acyclic graphs (DAGs) of MapReduce jobs.
Tian and Chen [9] propose an approach to predict MapReduce program performance from a set of test runs on a small input datasets and small number of nodes. By executing 25-60 diverse test runs, the authors create a training set for building a regression-based model of a given application. The derived model is able to predict the application performance on a larger input and a different size Hadoop cluster. However, for each application, a different set of test runs is required to derive the specific model for the application, which limits its applicability in general cases.
In Starfish [5] Herodotou et al. apply dynamic Java instrumentation to collect run-time monitoring information about job execution at a fine granularity and extract diverse metrics. Such a detailed job profiling enables the authors to predict job execution under different Hadoop configuration parameters, derive an optimized the cluster configuration, and solve cluster sizing problem [4] . However, collecting a large set of metrics comes at a cost. To avoid significant overhead profiling should be only applied to a small fraction of tasks.
ARIA [10] proposes a framework that automatically extracts compact job profiles from past application run(s). These job profiles form a basis of a MapReduce analytic performance model that computes the lower and upper bounds on the job completion time. ARIA provides a fast and efficient capacity planning model for a MapReduce job with timing requirements. In later work [11] , this model is extended with additional framework for deriving the scaling factors that are used for predicting the job completion times of MapReduce applications for processing larger datasets.
There is a body of work focusing on performance optimization of MapReduce executions in heterogeneous environments. Zaharia et al. [15] , focus on eliminating the negative effect of stragglers on job completion time by improving the scheduling strategy with speculative tasks. The Tarazu project [1] provides a communication-aware scheduling of map computation which aims at decreasing the communication overload when faster nodes process map tasks with input data stored on slow nodes. It also proposes a load-balancing approach for reduce computation by assigning different amounts of reduce work according to the node capacity. Xie et al. [13] try improving the MapReduce performance through a heterogeneity-aware data placement strategy: a faster nodes store larger amount of input data. In this way, more tasks can be executed by faster nodes without a data transfer for the map execution. Polo et al. [8] show that some MapReduce applications can be accelerated by using special hardware. The authors design an adaptive Hadoop scheduler that assigns such jobs to the nodes with corresponding hardware.
One major shortcoming of these existing performance models is that they are valid only for homogeneous Hadoop clsuters and do not take into account resource heterogeneity.
VI. CONCLUSION AND FUTURE WORK
Hadoop is increasingly being deployed in enterprise private clouds and offered as a service by public cloud providers. We observe that in many practical deployments today, clusters are grown incrementally over time, and therefore combine heterogeneous resources. In this work, we have focused on the design and evaluation of a performance model for predicting job completion times in heterogeneous MapReduce environments. We have assessed the efficiency and accuracy of the bounds-based performance model using a diverse set of 13 realistic applications and two different testbeds. The predicted completion times are within 10% of the measured ones for 12 (out of 13) applications in the workload set.
In our future work, we plan to explore the properties of the job profiles as well as the analysis of the job completion time breakdown to utilize potential performance benefits of the job execution on different types of heterogeneous nodes in the cluster, (e.g., executing the CPU-intensive jobs on the nodes with a higher CPU capacity). We are also going to investigate the strategy that determines the optimal cluster deployment for applications with completion time requirement.
