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Abstract 
Osada, N., Acceleration methods for vector sequences, Journal of Computational and Applied Mathematics 38 
(1991) 361-371. 
The purpose of this paper is to propose acceleration methods for certain logarithmically convergent vector 
sequences. These methods are obtained by extending acceleration methods for scalars: Lubkin’s W transform, 
the &algorithm and the p-algorithm. Applied to a system of singular equations, new methods are compared with 
the vector t-algorithm, the minimal polynomial extrapolation, and the generalized B-algorithm of Brezinski. 
Theoretical results are also given. 
Keywords: Convergence acceleration, extrapolation, vector sequence, logarithmically convergent, Newton’s 
method, simplified Newton method, singular problem. 
1. Introduction 
Let (xk) be a vector sequence with limit x*. The convergence of ( xk) is linear if 
lim “Xk-X*” =r, withO<r<l. 
k-m “Xk-’ -X* ” 
The convergence is logarithmic if 
lim IIXk-X* II =1. 
k-m “Xk-I -X* ” 
(1.1) 
Such convergence (1.2) is also said to be Q-sublinear [8, p.2861. Similar to scalar sequences [13], 
linearly convergent vector sequences can be easily accelerated, but it is difficult to accelerate 
logarithmically convergent vector sequences. 
The purpose of this paper is to propose acceleration methods for certain logarithmic vector 
sequences. These methods are obtained by extending acceleration methods for scalar logarithmic 
sequences: Lubkin’s W transform [7], the B-algorithm [l] and the p-algorithm [16]. 
In Sections 3, 5 and 6, we extend the W transform, the d-algorithm and the p-algorithm to 
vector sequences, respectively. In Section 4 we give extrapolation theorems of W transforms. In 
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Section 7 we count arithmetic operations for new methods defined in this paper. In Section 8 we 
illustrate such methods by two numerical examples: Newton iteration and the simplified Newton 
iteration for a system of equations at a singular point. We compare new acceleration methods 
with the generalized &algorithm of Brezinski [2] and two known methods: the vector e-algorithm 
[17] and the minimal polynomial extrapolation [5]. 
2. Notation and terminology 
In this section we give the preliminary notation and terminology on vector spaces. 
Let K be the real or complex number field. Let E be a vector space over K. In what follows 
the bar denotes complex conjugate. A mapping f : E x E + K is a symmetric bilinear form 
(bilinear form, for short) if 
f(x+y, 4 =f(x, 4 +f(r, 4, (2.1) 
fbx7 Y> = af(x7 YL (2.2) 
f(x3 Y> =f(Y? x>, (2.3) 
where cx E K. A mapping f: E X E -+ K is a Hermitian form if (2.1), (2.2) and 
f(x, Y> =f(v, x). (2.4) 
A Hermitian form f is positive definite if 
f(x, x) >Oo, VXEE, 
and 
f(x, x) =o, only if x=0. 
A positive definite Hermitian form is called an inner product. In this paper, (x, y) denotes a 
bilinear form and (x, y) denotes an inner product. 
Let E be a vector space with inner product ( *, . ). For x E E with x # 0, the inverse of x is 
defined by 
- 
X 
-I_ X 
-(x,. 
(2.5) 
The norm of x is defined by 
Ilxll =/CC& (2.6) 
When E=R”or@“,forx=(x, ,..., ~,)~and y=(y ,,_.., Y,)~, 
(Xl Y> = i X,Y,? 
1=1 
(x, y) = i x;J; 
I=1 
(2.7) 
(2.8) 
are a bilinear form and an inner product, respectively. 
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3. The W transforms 
The W transform proposed by Lubkin [7] is an acceleration method for scalar sequences. 
Lubkin proved that the W transform can accelerate not only linearly convergent sequences [7, 
Theorem lo], but also certain logarithmically convergent sequences [7, Theorem 121. Moreover, 
the W transform makes a certain divergent sequence converge to the antilimit. Such properties 
are also desirable for vector sequences. 
For a scalar sequence (s,), the W transform is defined as follows: 
w, = 0, 
1 - As,_~/As,_~ 
wn = ‘n + l/As, - ~/AS,_, + l/As,_, ’ 
n=l,2 ,*.., 
where As_, = s0 and As, = s,+, -s,, n 2 0. Formula (3.1) can be represented as 
w, = s, - 
As, As,_, A2s,_2 
As,, A2s5,_2 - As,_~ A=s,_, ’ 
where A2s, = As, + , - As,,. Lubkin’s W transform can be applied iteratively: 
wn.O=sn, n=o, l,...) 
I- Aw,-2,,-,/w-x-1 
wn.J = wn-~,;-l +  l/AW,_,,,_, - 2/AW,_,,,_, + l/AW,_,.i_, ’ 
(3.1) 
(3.2) 
(3-3) 
j=l, 2,..., n=3j,3j+l,..., 
where AW,. j = W, + ,, j - Wn,,. We remark that W,, 1,, in (3.3) coincides with W, in (3.1). 
There are several ways for extending the W transform to vector sequences. The simplest 
method is to accelerate separately each component by the W transform and it is designated as a 
scalar W transform (SWT). 
For another way we take bilinear forms instead of products in (3.2). In the following the 
forward difference operator A is always applied to superscripts. Let (xk) be an n-dimensional 
vector sequence. We define vectors Wjk as follows: 
w,” = Xk, k=O, I,2 )‘..) 
w,” = w,“_i’ - ( AW,k=1’, A2Wj~~3) 
( 
AW,!:‘, A2WjL:3) - ( AWj!y3, A2WjCy2) 
AW,:<2, (3.4 
j= 1, 2,..., k= 3j, 3j+ l,..., 
where ( . , . ) is a bilinear form. This method is designated as an Euclidean W transform (EWT). 
The extrapolation theorems will be given in the next section. 
The other method is used with the vector inverse defined in (2.5). Using (3.3), we have 
w; = Xk, k=O, 1,2 ,..., 
Wk = Wk-i + 
i 
l- 
(AW!;=, AW!;‘) 
J J-1 
c 
AWJ!y3, AWJ:y3) 
~((Aw,“_;‘j-’ - 2( AW”-;‘j-‘+ (AW[$-‘, (3.5) 
j=l,2 ,..-, k= 3j, 3j+ l,..., 
where (. , . ) is an inner product. This algorithm is designated as a vector W transform (VWT). 
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4. Extrapolation theorems of the W transforms 
In this section we give two extrapolation theorems of the Euclidean IV transform (EWT). For 
a vector sequence ( xk), the EWT is defined by 
(Axk-‘, A’x”-‘) 
Wk = Xk-l - (Axk-1, A”xk-‘) _ (Axk-3, AlXk-2) Axk-2’ (4.1) 
for k = 3, 4, 5,. . . . For a scalar sequence ( ak), 0[ uk] denotes [4, p.7341 a vector such that 
it”bk] 11 =O(bkl)? ask+ 00. 
Theorem 1. Let ( xk) be a vector sequence satisfying 
xk-x*= cAk+O[ 1~1~1, ask-, oo, (4.2) 
where x* and c are constant vectors with c # 0, and h (A # 1) and p are complex numbers with 
I A I > I p I. Let Wk be the EWT defined by (4.1). Then 
Wk-x*=O[ 1~1~1, ask+oo, 
thus 
ask+co. 
Proof. Since 
Ax k-m = chk-m (A-l>+o[l~I~], m=l,2,3, 
and 
Azxk-m = c)lk-m (X-1)2+O[]p]k], m=l,2,3, 
we have 
(Axk-‘, A2xk-‘) = (c, c)A’~-~(~ - 1)’ + 0( I Xp) “) 
and 
(Ax~-~, A’x”-‘) = (c, c)A~~-~(X - l)‘+ 0( (Q. ] “). 
So we obtain 
(Axk-‘, ax”-‘> 
(Axk-‘, A’x”-‘> _ (AXk-3, AzXk-2) 
Therefore we obtain 
Wk-x*=O[ Iplk], as k+ oo. q 
Under the same notation as in Theorem 1, if 
I~I~1’IcLl~ 
then x * is the antilimit of ( xk) and the EWT extrapolates ( xk) to x *. 
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Theorem 2. Let ( xk) be a vector sequence satisfying 
xk-x*= c0k9 + c’k9-’ + c2k8-3 + o[ k8-3], ask+oo, (4.3) 
where x*, co, c1 and c* are constant vectors with co # 0 and the real part of 19 is negative. Let Wk 
be the EWT defined by (4.1). Then 
Wk-x*=O[k9-1], ask4 m, 
thus 
ask+oo. 
Proof. Using the binomial expansion, we have 
AXk-m = cO~k+l 
+  (9 - l)k’-*{ +(l - 2m)9c0+ c’} 
+ (9 - 2)k8-3{ ;(3m* - 3m + 1)9(9 - l)cO+ +(l - 2m)(9 - 1)~’ + c’} 
+ 0[ k9-4] 
and 
’ A2xkP”=9(9- 1)k - *co + (9 - l)( 19 - 2)k”-3{ (1 - m)9c0 + c’ } + O[ k9-4], 
for m = 1, 2, 3. Similar to the proof of Theorem 1, we obtain 
(AX k-’ A’x”-‘> 
( Axk-‘, A*Xk-3) 1 (Axk-3, A2xk-*) 
= p + o(1). 
Therefore 
Wk-x*=O[k’-‘1, as k+oo. Cl 
Similar results hold for the vector W transform. 
5. The &algorithms 
The &algorithm proposed in [l] is an acceleration method for scalar sequences. This method 
was reported “good across-the-board method” in [13, p.2381. The d-algorithm for a scalar 
sequence (s,,) is defined as follows: 
fyJ+() @LS n, n=O, l,..., 
1 
A@;, ’ 
j=O, 1 ,..*, n=O, l,..., 
*J A*#~ ’ 
j=O,l >*.*, n=O,l )... . 
2J+1 
We remark that 8:“) coincides with Wn+* in (3.1). 
The &algorithm can be extended to vector sequences componentwise. This method is 
designated as a scalar &algorithm (STH). Moreover, Brezinski [2] has extended this method to 
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vector sequences using a bilinear form and he has designated it as the generalized d-algorithm 
(GTH). Let y’ and z’ be fixed nonzero vectors. The GTH is defined as follows: 
e(k) = 0 d(k) = Xk 
-1 9 0 > k=O, l,..., 
e(k) = e,C;T;) + 
2/+1 &, k, _i=& I,..., 
8’“’ = ,;+‘) + u;“)D;,“& 
2J+2 k, j=O, l,..., 
where 
&), _ 
z’, Aeg+‘)) 
J ( z’, AD:,kjl) ’ 
k, j=O, l,..., 
D’k’ = 
aep 
2/+1 k, j=O, 1y--- . 
Another extension to vector sequences is used with the vector inverse: 
e(k) = 0 
-1 5 
,gJk) = Xk 
9 k=O, l,..., 
eck) 2/+1 = e;,“:,‘) + ( Aep j j’, k, j=O, l,..., 
e(k) = @/k+*) + 
2/+2 A@;+‘), k, j = 0, 1,. . ., 
where (. , . ) is an inner product and the vector inverse is defined in (2.5). This method is 
designated as a vector B-algorithm (VTH). 
6. The p-algorithms 
The p-algorithm was proposed by Wynn [16] and accelerates certain logarithmic sequences 
[9,13]. It is defined as follows: 
p(n; = 0, pg’= s II, n=o, l,..., 
j+l 
pj”+l) _ $’ ’ n, j=O,l )... . 
Similar to the c-algorithm [12], there are three kinds of extension to vector sequences: a scalar 
p-algorithm (SRA), a vector p-algorithm (VRA) and a topological p-algorithm (TRA). 
The SRA is a componentwise acceleration. The VRA is defined as follows: for an n-dimen- 
sional vector sequence (xk), 
p’“,’ = 0 ) pg+ = Xk, k=O, l,..., 
pj”,\ =pjkT”+ (j+l)(p~k+l)-p~k))-l, k, j=O, l,..., 
where the vector inverse is defined in (2.5). 
N. Osada / Acceleration methods 367 
On the analogy of the topological c-algorithm [15], the TRA is defined as follows: 
p’k’ = 0, 
1 
pbk’ = Xk 3 k=O, l,..., 
k, j=O, l,..., (k) (2j+l)Y P2,+1 = pi:‘:’ + 
(Y, AP::‘) ’ 
(k) 
P2j+2 = PZ] 
(k+l) + 
(2 j + 2) ApikJ+l) 
l Api;+‘), AP::‘,,) ’ 
k, j=O, l,..., 
where ( . , . ) is a bilinear form and y is a fixed n-dimensional nonzero vector. 
Brezinski has mentioned the confluent form of the topological p-algorithm [3] that is similar to 
the TRA. 
7. The operation counts 
Suppose that the first four terms of an n-dimensional vector sequence (xk) are given. We 
count arithmetic operations to compute the accelerated vector for each method defined in 
Sections 3, 5 and 6. In order to compute W,’ by the EWT, we have to compute AWZ, A Wd, 
AWo2, A’W,” and A’W;, so 6 vector subtractions, 2 bilinear forms, 1 scalar-vector multiplication, 
1 scalar subtraction and 1 scalar division are required. In terms of scalar arithmetic operations 
2n additions, 6n + 1 subtractions, 3n multiplications and 1 division, a total of lln + 2 scalar 
operations. Similarly we can count arithmetic operations for other methods, see Table 1. 
The EWT, SWT and STH require fewer arithmetic operations than the others. The SWT and 
STH are unstable, because they are apt to cause division by zero errors. Therefore in point of 
operation counts, the EWT is the best of the nine counted methods. 
8. Numerical examples 
In this section we compare acceleration methods given in Sections 3, 5 and 6 with known ones. 
We take up known acceleration methods as the vector e-algorithm (VEA) of Wynn [17] and the 
minimal polynomial extrapolation (MPE) of Cabay and Jackson [5], because Smith et al. state 
“there are circumstances in which either MPE or VEA is superior to the other” [14, p.1991. 
Table 1 
Arithmetic operation counts 
EWT 
WI 
VWT 
w: 
SWT 
w,,I 
GTH 
go’ 
VTH 
0,‘“’ 
STH VRA TRA SRA 
8,‘“’ (1) P2 
(1) 
P2 
(1) 
P2 
+ 2n 7n 2n 8n 6n n 7n 7n 7n 
_ 6n+1 3n+l 5n 6n 6n 6n 5n 5n sn 
X 3n 7n n 8n 6n n 10n 7n 0 
L 1 4n+l 4n 5nfl 3n+l 4n 5n 5n 5n 
Total lln f2 21n +2 12n 27n+l 21n+l 12n 27n 24n 17n 
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For an n-dimensional vector x = (x1, x2,. . . , x,)=, the max norm ]] x ]] m is defined by 
ll-d,=max{ IxA.-, kl>- 
For a vector sequence ( xk) and a vector sequence transform ( xk) + ( yk), the number of 
significant digits of yk is defined as 
-log,, II Yk - x* II m, 
where x* is the limit or the antilimit of ( xk). 
We take (1.5, 2.5,.. . , n + 0.5)= as y’, z ’ in the GTH and y in the TRA. The formula (2.7) is 
used for the bilinear forms in the definitions of EWT, GTH and TRA, and (2.8) is used for the 
inner products in VWT, VTH and VRA. 
Numerical computations reported here are carried out on a personal computer NEC PC-9801 
VM to approximately 16 significant digits. 
8.1. Newton’s method at singular points 
Suppose a map f: [w” -+ 03” has the Jacobian matrix f’(x). Suppose a system of equations 
f(x) = 0 has a solution x* and f ‘(x *) is singular. Let (xk) be the Newton iteration defined by 
X k+l = Xk - (f ‘(x”K’f(x”h W) 
Let N be the null space of f ‘( x* ) and X be the subspace of IR” such that f ‘( x *) X = X and 
W” = N @ X. Let pN be a projection onto N parallel to X and px = 1 -pN. Under certain 
conditions (see [lO,ll]), 
(8.2) 
and 
Example 
I(pNbk-Xf)li 
)i% IlpN(Xk-l _xe.)jl d: 1 ) for ‘Orne dEN’ =- 
3 (Reddien Ill]). Let us consider 
i 
x+xy+y2=o, 
x2 - 2x + y2 = 0, 
x + z2 = 0. 
The only real solution is (0, 0, O)T. Newton iteration (8.1) can be explicitly given as 
-x; - 2x,2yk + xkYk2 
X 
k+’ = 2X, + 6yk - 2X; - 4X,,, + 2r,’ ’ 
L + 
XkYk+Xk2 
Yk+l = 2Yk 
2X, + 6y, - 2X: - 4X,y, + 2y,2 ’ 
(8.3) 
xk+l 
‘k+l = +zk- - 22, . 
Taking an initial vector (x0, yO, zo)= = (0.1, 0.5, l)=, we show (x,, yk, zk)T in Table 2. 
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Table 2 
Newton iteration 
k xk Yk =k 
0 LOO~lo- 0.500 1.00 
1 4.02.10m3 0.267 0.498 
2 1.59.10-4 0.134 0.249 
3 3.40.10-6 0.0671 0.124 
4 3.72.1O-8 0.0336 0.0622 
5 2.06.10m’o 0.0168 0.0311 
6 5.73.10~‘3 0.00839 0.0156 
7 7.99.10-‘6 0.00420 0.00778 
8 5.58.10_‘9 0.00210 0.00389 
9 1.95.10-22 0.00105 0.00194 
Since 
N = ((0, y, z)~ E W’} and X= {(x, 0, O)T E R3}. By (8.2) and (8.3) (xk) converges to 0 fast 
enough and ( yk, z~)~ converges to (0, O)T linearly with rate of convergence i. 
Applying acceleration methods to ( xk, y,, z~)~, we show in Table 3 the numbers of significant 
digits of results. The family of the p-algorithms cannot accelerate. All acceleration methods listed 
in Table 3 work effectively on ( xk, y,, z~)~. 
8.2. Simplified Newton method at singular points 
Keeping the notation of 8.1, suppose that f ‘(x0) is nonsingular. Let (xk) be the simplified 
Newton iteration defined by 
X 
.4+1= Xk- (f ‘(x0))_‘f(x”). (8.4) 
Table 3 
Significant digits of accelerated sequences 
k Base VEA MPE EWT VWT SWT GTH VTH STH 
1 0.30 
2 0.60 
3 0.91 
4 1.21 
5 1.51 
6 1.81 
7 2.11 
8 2.41 
9 2.71 
1.09 1.04 
2.47 3.68 
4.99 5.49 3.67 2.88 2.98 3.73 2.98 
5.49 7.50 5.03 4.19 4.33 3.82 5.04 4.33 
7.44 8.73 6.67 5.81 5.97 5.48 6.67 5.97 
9.69 9.75 8.61 7.75 7.92 7.43 8.61 7.92 
12.24 12.18 10.85 10.00 10.13 9.69 10.85 10.13 
15.10 15.10 13.40 12.55 12.72 12.24 13.40 12.72 
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Table 4 
Simplified Newton iteration 
k xk Yk ‘k 
0 0.100 0.500 1.00 
1 0.00402 0.267 0.498 
2 0.00207 0.200 0.373 
3 0.00120 0.163 0.303 
4 0.000802 0.138 0.257 
5 0.000580 0.120 0.223 
6 0.000442 0.107 0.198 
7 0.000349 0.0960 0.178 
8 0.000283 0.0873 0.162 
9 0.000235 0.0802 0.149 
10 0.000198 0.0742 0.138 
20 0.0000618 0.0428 0.0795 
30 0.0000301 0.0302 0.0562 
40 0.0000179 0.0234 0.0435 
Under certain conditions (see [6]), 
/Ip,(xk-x*)l(~~IIxk-‘-x*ll*, forsome c>O, (8.5) 
and 
(1-+~~)~‘~~p,(xo-x*)~j~~/p,(~k-x*)//~/~~~(xo-x*)/[(l+~k)~1. (8.6) 
By (8.5) and (8.6), an acceleration method that can accelerate logarithmically convergent 
vector sequences may work well on (xk). 
Example 4. Let us consider the same equation as in Example 3. We apply the simplified Newton 
method with an initial vector (0.1, 0.5, 1) T. The simplified Newton iteration (8.4) can be 
explicitly given as 
i 
xk+l =m ’ (14x, + 55x; - 50x,& + 5$)) 
Yk+l =Yk + i&(6% - 75x,2 - 9Ox,y, - 165~;)) 
‘k+l = tk+&(-14Xk- 55x; + 5ox,y, - 5y,’ - 1742;). 
We show (xk, y,, zk)T in Table 4. 
BY (8.6)~ (Yk, zk)T logarithmically converges to (0, O)T. By (8.5), (xk) converges to 0 and the 
errors of (xk) are proportional to the squares of the errors of (y,, zk)T. Applying acceleration 
methods to (xk, yk, zk)T, we show the significant digits in Table 5. When k = 40, the numbers of 
significant digits of the SWT and VWT are more than 7 and those of the STH, GTH, EWT and 
Table 5 
Significant digits of accelerated sequences 
k Base VEA MPE EWT VWT SWT GTH VTH STH VRA TRA SRA 
10 0.86 1.23 1.35 3.45 3.47 3.44 3.41 3.43 3.42 3.34 3.34 3.69 
20 1.10 1.78 1.65 5.93 6.26 6.63 5.99 6.00 6.55 4.96 5.00 4.98 
30 1.25 2.01 1.69 6.18 6.58 6.99 6.58 6.20 6.98 5.39 5.17 5.39 
40 1.36 2.17 1.81 6.42 7.04 7.09 6.48 6.38 6.95 5.55 5.74 5.75 
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VTH are more than 6. The numbers of significant digits of the p-algorithms are more than 5. 
Both the VEA and MPE scarcely accelerate. 
9. Conclusions 
We extend scalar acceleration methods such as Lubkin’s W transform, the B-algorithm and the 
p-algorithm to vector sequences. Such methods accelerate certain logarithmically convergent 
vector sequences. However, the vector c-algorithm and the minimal polynomial extrapolation 
scarcely accelerate such vector sequences. All of the W transforms and the O-algorithms work 
well on not only certain logarithmically convergent vector sequences, but also on linearly 
convergent vector sequences. 
Numerical examples show that acceleration methods are useful for finding zeros of singular 
equations. In particular, using one of the W transforms, the B-algorithms and the p-algorithms, 
the simplified Newton method is practical. 
Extrapolation theorems and error analysis of new acceleration methods are our future 
research. Applications of new accelerators to singular equations are also our research. 
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