We study the ionization probability of a particle (electron) in one and three dimensions bound by an attractive δ-function potential, when it is subjected to time dependent variations of the binding strength. The simplicity of this model permits certain nonperturbative calculations to be carried out analytically. Starting with the electron in a bound state we find explicit expressions for the behavior of the survival probability |θ(t)| 2 for various forms of the perturbing potential. These yield asymptotic power laws, |θ(t)| 2 ∼ t −α , (α > 0), in accordance with general theoretical results and in some cases * Research Supported by AFOSR Grant F49620-98-1-0207
there is no intermediate exponential decay regime. Perturbative and numerical results are also obtained.
Introduction
An understanding of the process leading to the ionization of atoms and/or the dissociation of molecules subjected to external time dependent potentials is of both practical and fundamental importance [1] . While there has been much work and some significant recent progress on such transitions from a bound state into the continuum under the influence of periodic and near periodic forcing, both experimentally [2] and theoretically [3] , the mathematical difficulties presented by these problems are so great that there are only few exact results going beyond perturbation theory. These include some early work on models without spatial structure [1, 4] as well as the very recent work of Soffer and Weinstein [5] on small amplitude periodic perturbations. There are also explicit calculations of a locally confined radial or a semi-infinite one dimensional initial state leaking out across a non-confining potential barrier [6] and the free evolution of an initial eigenstate after the removal of the walls of a box [7] . We refer to [5] and [6] for additional references.
In the present work we investigate transitions from a bound state to the continuum in a simple model with spatial structure: a particle confined by an attractive point δ-function potential in one dimension and a spherically smeared out one in three dimensions [8] . We study the time evolution of the bound state when the system is subjected to a a time dependent variation of the coupling constant. The resulting expressions for the ionization probability and for the energy distribution of the ejected electrons can be evaluated analytically in some cases, e.g. when the perturbation can be viewed as a sudden switching on and off of a time independent delta function potential corresponding to sudden changes from one autonomous Hamiltonian to another. The explicit expression for the survival probability of the bound state shows no regime of exponential decay but approaches its asymptotic value in a polynomial way [5] [6] [7] , [9] . The case of periodic forcing with arbitrary frequency and strength can also be treated exactly [10] . The survival probabilities now include intermediate exponential regimes with survival times which depend in an essentially discontinuous way on the frequency corresponding to multiphoton ionization. The results provide insight into the behavior of real systems.
Models and eigenfunctions
Following [8] we consider first a one-dimensional system with unperturbed Hamilto-
H 0 has a single bound state
with energy −E 0 = − 2 p 2 /2m and a continuous uniform spectrum on the positive real line, with generalized eigenfunctions
and energies 2 k 2 /2m (with multiplicity two for k = 0). Here u b is normalized to 1 and u(k, y) to δ(k − k ′ ). As pointed out in [8] this Hamiltonian is a reasonable idealization for systems with a finite number of bound states.
Beginning at some initial time, say t = 0, a perturbing potential V (y, t) is applied to the system. To keep the problem analytically tractable we choose V (y, t) = −R(t)δ(y),
i.e. we change the parameter g in H 0 ,
This is in contrast to the non local perturbation V (y, t) = −R(t)y considered in [8] . We believe that this difference has an important effect on the results.
To solve the time dependent Schrödinger equation,
we expand ψ(y, t) for t ≥ 0 in the complete set of functions u:
and monitor the evolution of θ(t) and Θ(k, t) starting from some initial values θ(0), Θ(k, 0).
We shall be interested in the probability P (t) of the system being in a state orthogonal to u b at time t > 0,
as a function of the form of R(t), when ψ(y, 0) = u b (y) so that θ(0) = 1, Θ(k, 0) = 0. P (t)
gives the ionization probability caused by a pulse, which coincides with R(t ′ ) for t ′ < t and vanishes for t ′ ≥ t. Correspondingly |θ(t)| 2 is the survival probability. When R(t)
vanishes for t > τ then P (t) = P (τ ) for t > τ . We note here that the matrix elements,
This implies in particular that the integral of the transition matrix over all k is infinite.
This model can be extended to a three dimensional shell-like delta function potential.
The Hamiltonian,
has bound states with angular momentum l for all l = 0, 1, ... such that l < mga/ 2 − 1/2.
The time dependent perturbation is now of the form V (r, t) = −R(t)δ(r − a). The results for three dimensions, which are similar to those in one dimension are described in Section 8. This follows calculations of θ(t) and Θ(k, t) for various forms of R(t) in one dimension.
Perturbation by a rectangular pulse
We begin by studying perturbations having the form of a step function, R(t) = gr for t ≥ 0. The value of P (t) at any time τ will then represents the ionization probability caused The wave function can be written in terms of the eigenstates of the new Hamiltonian
where α and β are time independent. Starting with the initial state ψ(y, 0) = u b (p, y), α and β are given by
.
Note that the distribution of continuum eigenvalues of H 1 is, for all t ≥ 0, given by |β(k)| 2 , which approaches 2p(q − p) 2 /πk 4 as |k| → ∞.
When the pulse ends at t = τ we project the state ψ(y, t) for t ≥ τ given by Eq. (9) onto the eigenstates of H 0 ,
The values of α 1 and β 1 (k) are given by,
Substituting (9) and (10) into (11) we find for the amplitude of the bound state
where ω 0 = p 2 /2m is the eigenfrequency of the bound state. The integral in (12) can be expressed in terms of Fresnel's functions or the probability integral [11] . Note that the first term in (12) vanishes for r ≤ −1.
In Figs. 1 and 2 we plot the survival probability |θ(t)| 2 vs time t for different values of r. Somewhat surprisingly there is almost no hint of an exponential decay. The asymptotic behavior of θ(t) will be discussed below.
Using (2) and (3) one can calculate Θ(k, t)| 2 which gives the energy distribution of electrons at t ≥ τ when the electrons were kicked out from the bound state by a pulse of duration τ . We find
where Erfc(z) [11] denotes the probability integral. For large k, |Θ(k, τ )| 2 decays like k −4
giving a very long tail to the energy distribution of the emitted electrons. In Fig. 3 we plot |Θ(k, τ )| 2 vs. k for several values of τ when r = −1, i.e. when the pulse just destroys the attractive interaction.
The total energy of the electrons ejected by a pulse of duration τ is given for t ≥ τ by
Actually this includes also contributions from the potential energy. For measurements made outside the range of the potential this will be approximately the same as the kinetic energy of the emitted electrons. The analytical evaluation of E(τ ) is possible, but it yields a very long and not very illuminating formula. Instead we present in Fig. 4 a numerical plot of E(τ ) for r = −1. When the pulse length τ → ∞, E(τ ) approaches the value
which increases linearly with |r| when |r| → ∞:
The attractive long pulses give thus three times larger energy to the ejected electrons than the repulsive ones. This is shown in Fig. 5 .
Long rectangular pulses; power law decays
When τ is large, ω 0 τ >> 1, the asymptotics of the integral term in (12) can be easily found. Using contour integration we can rewrite the integral as
where x = ω 0 τ , and integrate by expanding the integrand in powers of y 2 /x.
Let us first study the case r = −1, which corresponds to the perturbation removing the potential and making the electron evolve for t > 0 like a free particle. The decay of the bound state in this case is rather slow:
Hence while |θ(t)| 2 → 0 as t → ∞ it is not integrable over t. In general |θ(t)| → 0 and P → 1 for r < −1 while P (∞) = r 2 (r 2 + 8r + 8)/(r + 2) 4 = 1 − |θ(∞)| 2 for all r > −1. It is seen from the expression for P (∞) that any two very long pulses (at least one of them must be repulsive) produce the same ionization if their amplitudes r and r ′ satisfy the
When both x and x|r + 1| are large we get
For the survival probability of the bound state we have
Thus for r ≤ −1, when the evolution takes place with a repulsive δ-function, the approach to zero of |θ(t)| 2 is like t −3 , compared to the t −1 decay given in (15) for the free evolution, see Fig.2 . Note that the coefficient of t −3 becomes independent of r for |r| >> 1. For r > −1 the approach of |θ(t)| 2 to its nonvanishing asymptotic value, which is now different from zero, is oscillatory with an envelope which decays like t −3/2 . These oscillations are very rapid for large r (Fig.1 ), but their amplitude is small, of order 1/r. These asymptotic power law decays are in agreement with general results for the decay of initially localized states, c.f. [5] [6] [7] [8] .
Short rectangular pulses
The behavior of P (t) for short times, α = ω 0 τ << 1, is very different for cases when ρ = r √ x << 1 and when ρ >> 1. If both x and ρ are small, e.g. when r is fixed and
x → 0, we can calculate the integral in (12) using the first two terms in the expansion of e −ixu 2 and approximate the remainder as a simple integral
This gives an ionization probability for short rectangular pulses of fixed strength, P (τ ) = (8/3π)r 2 (ω 0 τ ) 3/2 + O(τ 2 ). Note that this is different from the usual case [1] , [12] , where the leading order short time term is proportional to τ 2 . This is due to the fact that the
For large ρ one can use similar techniques after subtracting 1 from e −ixu 2 in (12) and obtain an expression
which is slightly different for positive and negative r. We give a more effective analytical method for studying short pulses of general form of R(t) in Section 5.
Integral equation for general R(t)
For our simple potential the problem of finding P (t) for an arbitrary perturbation R(t) can be reduced to a one-dimensional integral equations. Using the orthonormality of the eigenfunctions (2), (3) and substituting (6) into (5) yields the following set of equations for the time dependent amplitudes at t ≥ 0,
where
determines both θ and Θ:
Substituting (22) and (23) into (21) yields an integral equation for T (t)
Note that the derivative of the kernel K(s) is an elementary function of magnitude s −3/2 for s ≥ 0,
Using the dimensionless variables
θ(t) can be written in the form
where Y (x) is to be found from the integral equation
The function M (s) in (28), is given by
It vanishes as O(s −3/2 ) when s → ∞.
General short pulse perturbations
When x << 1, we may approximate the kernel of (28) by keeping only the lowest order term in x. This gives a simplified integral equation
which can be solved explicitly for some forms of η(x). This yields information about the ionization caused by strong short pulses which cannot be treated by perturbation theory.
This simplification can be justified for a bounded η(x), as (28) is a Volterra integral equation with zero spectral radius. If η(x) has a weak singularity one may in principle get rid of it by using one iteration and change of variables in (30). We do not go into details.
1. The simplest case for which the approximate equation (30) can be solved is
Substituting (31) into (30) and integrating both sides from 0 to φ one obtains
This integral can be used to find P (t) via Eqs. (27) . In terms of the parameter ρ = r √ φ the probability of ionization at the end of the short pulse (31) can be written as
For fixed r, P (τ ) again behaves like r 2 τ 3/2 when τ → 0. On the other hand, P (τ ) becomes independent of the magnitude of the perturbation for ρ >> 1 but does not become equal
Note that P (τ ) has its maximum for a fixed φ << 1, when r = 8/πφ. This actually corresponds to the perturbation increasing the strength of binding. (P is always larger in (34) for ρ > 0 than for ρ < 0). The probability P (τ ) for such "resonance ionization" is approximately 10/r which can be large even for short pulses: if φ = 10 −2 then P (τ ) ≈ 0.6.
The approximate integral equation (30)
can be solved analytically also in the case of a short rectangular pulse η(x) with amplitude r and duration φ. One can see by direct substitution that
satisfies (30). Substituting Y (x) into (27) we obtain an expression,
which is much easier for analysis than the exact formula (12) , but is still reliable for φ << 1 even when the parameters r and also ρ are large.
When ρ is small (perturbation theory is valid in this case) (35) yields
When both φ and ρ are small (36) is equivalent to (18) up to corrections of order ρ 2 φ. For φ << 1 and ρ >> 1 the difference between (35) and (19) is of order r −1 .
When ρ is large P (τ ) determined by (35) is the same as in (33). In particular, when η(x) approaches the limitrδ(x), i.e. r =r/φ with φ → 0, P → 4 2φ/π in both cases.
Periodically repeated short pulses
Given the impossibility of complete ionization with a short pulse, no matter how strong, we consider now the case where we apply short pulses of the form (31) periodically with period σ starting at t = 0. This gives
Substituting η(x) into (28) and integrating over x, as was done in section 5, from nσ to
where M j = M (jσ), see (29) and (31). (To obtain (38) one needs to integrate (28) over x twice: straightforwardly and with the factor √ nσ + φ − x).
Eq. (38) allows to find each J n recursively. The amplitude (27) of the bound state after the n-th pulse,
will satisfy the equation
where θ 0 = 1 + 2iJ 0 is the result of the action of the very first pulse given in (33) where
The approximate asymptotic behavior of θ n may be found for the case 
(see (29) and [11] ). This implies that for not very large n, when |θ n | > |J 0 |, we may disregard also the third term in (39) and obtain approximately
The solution of (41) is
This yields an approximate exponential decay of the survival probability.
The decay exponent Γ is just that obtained from (33), corresponding to the independent action of pulses on the atom whose probability to be in the bound state is determined by the previous pulses. This is of course the expected result for periodic perturbations when one neglects the long time polynomial part [1] , [5] . (Note that the repetition period σ plays no role (to this order) in determining θ n . We therefore expect that the probability of ionization by a chaotic sequence of n pulses of the shape (30) will give the same result.)
Perturbation theory
We will now use a perturbative approach applicable to the case R(t) << g and compare it with both analytical and numerical results. Using one iteration in (24) to calculate T (t)
to second order yields
Substituting this into (22), (25), (7) and using (26) we obtain for a pulse of duration τ ,
A straightforward computation of the dissociation probability (44) for the rectangular pulse agrees with (36) when φ << 1 and ρ << 1 as it should.
1. Let us consider now the case of a long pulse, φ >> 1. Our first model is a pulse of the form
with r << 1. A simple calculation for this η gives approximately
This shows that P decays as τ −2 when τ → ∞, keeping the pulse amplitude fixed. On the other hand for a pulse of the form
Eq.(44) yields
Comparing (45) The role played by the steepness of η(x) can be seen clearly when comparing long rectangular (Π)and triangular (∆) pulses,
The dissociation probabilities are respectively
where exponentially small terms like e −φ are neglected. The triangular increasing and decreasing pulses give exactly the same results. We can see from (48) and also (45), (47) that the steeper the pulse the greater the ionization rate. This situation is similar to the apodization problem in optics, where one needs small non-analiticity of the apertures for effective diaphragms, and has the same mathematical nature [13] .
Three dimensional model
The Hamiltonian (8) has eigenfunctions in the continuum spectrum
where the radial functions are
The dimensionless parameters A l normalize R l (r) to a δ-function, is the equation for the energy − 2 p 2 l /2m of all bound l-states (they are of different axial symmetry). The left side of (50) is a monotonically decreasing function of its argument γ = p l a and it is equal to Q(2l + 1) −1 when γ = 0, therefore
is the condition to have the bound states for all l ′ ≤ l.
The radial normalized eigenfunctions can be written in the form
if r ≤ a, I l+1/2 (p l a)K l+1/2 (p l r)/K l+1/2 (p l a), r > a,
and I, K are the modified Bessel functions.
There are no transitions between states of different angular symmetry if both the potential in (8) and perturbation V (t, r) are central. For simplicity we consider our threedimensional model with Q > 1 in in the s-state. Dropping the index l = 0 equation (50) for the energy of the bound state − 2 p 2 /2m is (53)
Assuming that the particle is in the bound state Ψ b (r) at t = 0 and the perturbation has the form V (r, t) = −R(t)gδ(r − a), we use the same method as for 1-d case to find the ionization probability induced by the rectangular pulses R(t) = rg for t > 0. After the end of pulse at t = τ we have for θ(τ ) an equation similar to (12) ,
where q is the solution of Eq.(50) with Q 1 = (1 + r)Q instead of Q, (q gives the energy of new bound state). If Q 1 < 1 the first term in (54) vanishes, otherwise the square of its absolute value represents the probability 1 − P (∞) of the electron to remain in the bound state when τ → ∞. Setting x = ω 0 t the asymptotics of the decaying term in (54) when
The dimensionality as one can see changes the character of asymptotics only of the free evolution (x −3/2 vs x −1/2 ). An interesting case is Q 1 = 1, when the perturbed Hamiltonian has a "zero energy bound state". The asymptotic behavior of θ(t) is now given by
which has the same character as for the free decay in the one-dimensional model.
In three dimensions the same technique as that used in section 4 allows us to derive a one dimensional integral equations similar to (24) for each pair of quantum numbers l, m ≤ l:
which determines the evolution. In particular, the amplitude of the bound state develops in time as
The function K l in Eq.(57),
is independent of the quantum number m. Each spherical harmonic evolves autonomously and if θ l,m was zero at t = 0 it does not change for our perturbation. The kernel of Eq. (57) is l = 0, T 0 (t) = gr(t)
yielding similar solutions.
The perturbation theory result (54) looks here as
where γ = pa. The expression in (54) and (61) have roughly the same behavior for both small and large ξ and so should lead to very similar asymptotics.
Numerical solutions
Returning now to the exact integral equation (28) we solve it numerically, observing that its kernel can be expressed in the terms of Fresnel's functions or the probability integral:
where C, S, and Erf are defined in [11] . The method of solving Eq.(28) which, as already noted, is of the Volterra type, is standard: we construct the solution step by step taking care of the integrable singularity in (28) in an obvious way. This allows using an arbitrary shape for η(x), the main limitation is the pulse length τ because the computation time grows as τ 2 .
In the case of the rectangular pulse the numerical calculation is in excellent agreement with the analytical solution (12) . In the case of short pulses with smooth fronts of the form (46), say when φ ≤ 0.1, the probability P (t) grows monotonically in time and also as a function of |r|. P (t) is always larger for attractive perturbations, r > 0, than for repulsive ones, r < 0, of the same amplitude, as was noted earlier, (see Eq. (42) and Fig.   6 ). When τ is larger the perturbation approaches an adiabatical one and the ionization disappears for r > −1. We are able to compute P (t) for ω 0 t ≤ 42. P (t) always passes through a maximum (sometimes several orders of magnitude larger than the final value for long pulses) in the middle of the pulse.
Concluding Remarks
We b) The ionization probability approaches to its asymptotic value as t −3/2 if the electron can be bounded in the perturbed state, goes to zero as t −1 if the perturbation makes the electron a free particle, and as t −3 when the perturbation converts the attractive well into a repulsion. c) Periodically repeated short pulses of any frequency and amplitude will eventually ionize the atom completely. The relation of their frequency to the energy gap between the bound state and the continuum spectrum does not seem to play any role. d) A generalization to a three dimensional potential gives a similar behavior of the ionization. The free evolution in one dimension corresponds here to a marginal situation with the "zero-energy" bound state. 
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