Abstract. We present a new geodesic approach for studying white matter connectivity from diffusion tensor imaging (DTI). Previous approaches have used the inverse diffusion tensor field as a Riemannian metric and constructed white matter tracts as geodesics on the resulting manifold. These geodesics have the desirable property that they tend to follow the main eigenvectors of the tensors, yet still have the flexibility to deviate from these directions when it results in lower costs. While this makes such methods more robust to noise, it also has the serious drawback that geodesics tend to deviate from the major eigenvectors in high-curvature areas in order to achieve the shortest path. In this paper we formulate a modification of the Riemannian metric that results in geodesics adapted to follow the principal eigendirection of the tensor even in highcurvature regions. We show that this correction can be formulated as a simple scalar field modulation of the metric and that the appropriate variational problem results in a Poisson's equation on the Riemannian manifold. We demonstrate that the proposed method results in improved geodesics using both synthetic and real DTI data.
Introduction
Front-propagation approaches [11, 10, 4, 8, 13, 3] in diffusion tensor imaging (DTI) infer the pathways of white matter by evolving a level set representing the timeof-arrival of paths emanating from some starting region. The direction and speed of this evolving front at each point is determined by some cost function derived from the diffusion tensor data. One such method, first proposed by O'Donnell et al. [10] , is to treat the inverse of the diffusion tensor as a Riemannian metric, and the paths in the propagating front as geodesics, i.e., shortest paths, under this metric. This makes intuitive sense: traveling along the large axis of the diffusion tensor results in shorter distances, while traveling in the direction of the small axes results in longer distances. Therefore, shortest paths will tend to prefer to remain tangent to major principal eigenvector of the diffusion tensor. While this is a powerful framework for computing white matter pathways, these geodesics have the serious deficiency that in high-curvature tracts they tend to deviate from the eigenvector directions and take straighter trajectories than is desired. That is, in high-curvature regions, the incremental cost of following the tensor field is overcome by the cost associated with the longer (more curved) path. In this paper we develop a new Riemannian metric, that relies on diffusion tensor data but resolves this problem by adapting to high-curvature tracts, resulting in geodesic paths that more faithfully follow the principal eigenvectors.
Background
Front-propagation methods offer several advantages over conventional tractography [9, 1] , in which streamlines (sometimes called tracts) are computed by forward integration of the principal eigenvector of the tensor. One major problem with tractography is that imaging noise causes errors in the principal eigenvector direction, and these errors accumulate in the integration of the streamlines. The front-propagation algorithms are more robust to noise than tractography because the wavefront is not constrained to exactly follow the principal eigenvector of the tensors. Although the principal eigenvector of the tensor is the preferred direction for paths to travel, the minimal-cost paths may deviate from these directions if it decreases the overall cost.
Another disadvantage to tractography is that it has difficulty in cases where the goal is to find pathways between two regions. In this scenario, streamlines begin in one of the regions and are accepted only if they eventually pass through the desired ending region. However, several factors conspire to often result in only a small fraction of fibers being accepted. These factors include accumulated errors in the streamlines throwing off the final destination and stopping criteria being triggered, either by low anisotropy tensors, due to noise or partial voluming, or sudden direction changes caused by noise. As shown by Fletcher et al. [3] , front propagation methods can be used to segment white matter tracts by solving the geodesic flow from both regions and combining the resulting cost functions. This has the advantage that the solution will not get stuck in regions of noisy data or low anisotropy. This type of analysis is only appropriate if the endpoint regions are well known to be connected by a white matter tract because a white matter path will always be found. Although, if a "false positive" connection is found, this should be detectable as an unusually high cost function incurred by that pathway.
An alternative approach that deals with the problems arising from image noise is probabilistic tractography [6, 2, 12, 7] , in which large numbers of streamlines are initiated from each seed voxel and are integrated along directions determined stochastically at each point. However, this is a computationally-intensive procedure (typically requiring several to many hours), whereas efficient implementations of front-propagation solvers are much faster (typically requiring several seconds). The graphics processing unit (GPU) implementation by Jeong et al. [5] even runs at near real-time speeds. Also, probabilistic tractography suffers from the same problems with streamlines stopping in noisy or low-anisotropy regions, leading to artificially low (or even zero) probabilities of connection.
Properties of Front-Propagation
Despite the advantages that front-propagation methods have over tractography, there is one serious drawback. Figure 1 shows a diagram illustrating the problem. In a curved tensor field, one would typically prefer a path that follows,
