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Abstract
The analysis of heterogeneous, complex data sets has become important in
many scientific domains. With the help of scientific visualization, research-
ers can be supported in exploring their research results. One domain, where
researchers have to deal with spatio-temporal data from different sources in-
cluding simulation, observation and time-independent data, is meteorology.
In this thesis, a concept and workflow for the 3D visualization of meteoro-
logical data was developed in cooperation with domain experts. Three case
studies have been conducted based on the developed concept. In addition,
the concept has been enhanced based on the experiences gained from the
case studies. In contrast to existing all-in-one software applications, the
proposed workflow employs a combination of existing software applications
and their extensions to make a variety of already implemented visualization
algorithms available. The workflow provides methods for data integration
and for abstraction of the data as well as for generating representations of
the variables of interest. Solutions for visualizing sets of variables, compar-
ing results of multiple simulation runs and results of simulations based on
different models are presented. The concept includes the presentation of the
visualization scenes in virtual reality environments for a more comprehens-
ible display of multifaceted data. To enable the user to navigate within the
scenes, some interaction functionality was provided to control time, camera,
and display of objects. The proposed methods have been selected with re-
spect to the requirements defined in cooperation with the domain experts
and have been verified with user tests. The developed visualization meth-
ods are used to analyze and present recent research results as well as for
educational purposes. As the proposed approach uses generally applicable
concepts, it can also be applied for the analysis of scientific data from other
disciplines.
Zusammenfassung
In nahezu allen Wissenschaftsdisziplinen steigt der Umfang erhobener
Daten. Diese sind oftmals heterogen und besitzen eine komplexe Struk-
tur, was ihre Analyse zu einer Herausforderung macht. Die wissenschaft-
liche Visualisierung bietet hier Mo¨glichkeiten, Wissenschaftler bei der Un-
tersuchung ihrer Forschungsergebnisse zu unterstu¨tzen. Eine der Diszi-
plinen, in denen ra¨umlich-zeitliche Daten aus verschiedenen Quellen inklu-
sive Simulations- und Observationsdaten eine Rolle spielen, ist die Meteoro-
logie.
In dieser Arbeit wurde in Zusammenarbeit mit Experten der Meteorolo-
gie ein Konzept und ein Workflow fu¨r die 3D-Visualisierung meteorologischer
Daten entwickelt. Dabei wurden drei Fallstudien erarbeitet, die zum einen
auf dem erstellten Konzept beruhen und zum anderen durch die wa¨hrend der
Fallstudie gesammelten Erfahrungen das Konzept erweiterten. Der Work-
flow besteht aus einer Kombination existierender Software sowie Erweite-
rungen dieser. Damit wurden Funktionen zur Verfu¨gung gestellt, die bei an-
deren Lo¨sungsansa¨tzen in diesem Bereich, die oft nur eine geringere Anzahl
an Funktionalita¨t bieten, nicht zur Verfu¨gung stehen. Der Workflow beinhal-
tet Methoden zur Datenintegration sowie fu¨r die Abstraktion und Darstel-
lung der Daten. Es wurden Lo¨sungen fu¨r die Visualisierung einer Vielzahl
an Variablen sowie zur vergleichenden Darstellung verschiedener Simula-
tionsla¨ufe und Simulationen verschiedener Modelle pra¨sentiert. Die generie-
rten Visualisierungsszenen wurden mit Hilfe von 3D-Gera¨ten, beispielsweise
eine Virtual-Reality-Umgebung, dargestellt. Die stereoskopische Projektion
bietet dabei die Mo¨glichkeit, diese komplexen Daten mit verbessertem ra¨um-
lichem Eindruck darzustellen. Um dem Nutzer eine umfassende Analyse der
Daten zu ermo¨glichen, wurden eine Reihe von Funktionen zur Interaktion
zur Verfu¨gung gestellt, um beispielsweise Zeit, Kamera und die Anzeige
von 3D-Objekten zu steuern. Das Konzept und der Workflow wurden ent-
sprechend der Anforderungen entwickelt, die zusammen mit Fachexperten
definiert wurden. Des Weiteren wurden die Anwendungen in verschiedenen
Entwicklungsstadien durch Nutzer getestet und deren Feedback in die Ent-
wicklung einbezogen. Die Ergebnisse der Fallstudien wurden von den Wis-
senschaftlern benutzt, um ihre Daten zu analysieren, sowie diese zu pra¨sen-
tieren und in der Lehre einzusetzen. Da der vorgeschlagene Workflow allge-
mein anwendbare Konzepte beinhaltet, kann dieser auch fu¨r die Analyse
wissenschaftlicher Daten anderer Disziplinen verwendet werden.
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Chapter 1
Introduction
1.1 Motivation
The impact of scientific visualization is increasing in almost all scientific
disciplines ranging from medicine to astronomy. Especially in environmental
sciences there is still great untapped potential. The various complex data
sets that are generated in this field require methods for detailed analysis.
Problems such as resource scarcity and potential effects of climate change
require the investigation of underlying principles and processes. Within the
framework of several projects, models that describe the related processes are
developed and simulations are run. In addition, dense observation networks
are set up in many regions to monitor changes and their trends. All these
activities contribute to an increasing amount of environmental data. To
analyze this data, appropriate methods have to be developed.
Another reason for the growing importance of scientific visualization is
the increasing demand of the public for information. Especially when it
comes to environmental issues, the growing ecological awareness leads to a
desire of environmental education and scientific communication. Scientific
visualization offers ways to present complex processes and phenomena to
make them understandable and interpretable even for non-experts.
Climate change leads to an increase of extreme weather events such as
storms and heavy rainfall. To improve forecasts that lead to accurate early
weather warnings, it is important to understand the processes resulting in
such events. Researchers aim to develop models and try to increase their
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certainty by running several simulations with slightly different parameter
sets. The generated spatio-temporal data includes simulation, observation,
and time-independent data. This is a quite complex data base with mul-
tiple variables representing various physical quantities (e.g. temperature,
precipitation), from various sources, and results of multiple simulation runs
[71].
1.2 Scope of the thesis
The work in this thesis focuses on the visualization of meteorological data,
which is quite challenging because of its complex character including 2D
and 3D scalar and vector data. For an overview over several approaches
and applications for visualizing such data, the reader is referred to Nocke et
al. [101]. The author aims to improve visualization in atmospheric sciences
by developing a concept that includes the use of advanced 3D visualization
methods and the use of recent 3D devices. In addition, the aim is to design
visualization scenes that are interactive and easily operable even for non-
experts. In atmospheric sciences a large variety of types of data has to be
considered and no single framework supports all of them. Hence, the author
aims to develop a workflow that leads from input data to visualization us-
ing and extending existing software applications. This approach also allows
to apply the workflow for other environmental data. To convert data from
multiple sources with various spatial and temporal resolution and extension,
methods for data integration are provided. After preprocessing, the integ-
rated simulation results, the observation data, and the time-independent
data can be processed by the visualization software. Afterwards, visual-
ization methods for representing the multivariate data are defined. They
are chosen with respect to the nature of the data and provide clear visu-
alization scenes despite showing multiple variables. Therefore, advanced
visualization methods had to be applied. In addition, in order to analyze
data of multiple simulation runs, methods have to be provided that sup-
port users to compare these runs. To guarantee good performance during
presentations, techniques for the reduction of the data are applied. By using
existing visualization methods and combining them with new approaches,
the author proposes improvements to the field of exploration and analysis
of atmospheric data.
The multifaceted character of the data requires the use of novel 3D
devices such as virtual reality environments for a more comprehensible dis-
play of these data. To provide an interactive visualization that is easy to use
for experts of meteorology and users outside of this domain, a graphical user
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interface (GUI) is designed. The visualization techniques are used for ana-
lysis and exploration of the data by domain experts, and for presentations
for non-experts such as project partners, decision makers, and the interested
public.
The concept and workflow are developed on the basis of three case studies
including various data sets and offering different interaction functionality.
For example, multiple simulation runs for an extreme weather event that
differ in their spatial resolution are visualized to examine differences in the
behavior of the model depending on the resolution.
1.3 Outline
Chapter 2 gives an overview of the application of visualization in science.
First, the basics of scientific visualizations are presented. Then paradigms
such as the visualization pipeline and design studies are discussed. A num-
ber of examples of application fields for scientific visualization are given and
the author refers to related publications. After presenting approaches for
visualizing atmospheric data, an overview of scientific visualization software
is given. In addition, the usage of virtual reality for scientific visualization is
discussed. Finally, fundamentals in the area of application are given includ-
ing principles of climate and weather simulation with a focus on phenomena
that are relevant for the case studies.
In chapter 3 the concept and workflow for the visualization of the met-
eorological data is presented. The tasks of this thesis are characterized and
the iterative development process is described. Afterwards, the workflow
development and workflow steps are specified. Methods for data integration
as well as the input and target data types are described. Then the next
step of the workflow representation and abstraction is presented including
the discussion of methods for data reduction, visualization of variables, and
encoding of their values. Finally, the third workflow step presentation and
interaction is introduced, which contains the presentation of used present-
ation devices, a description of the interaction setup and the presentation
software that is used. Furthermore the conducted user tests are described.
In chapter 4 case studies are presented in the form of peer-reviewed re-
spectively submitted papers. The first case study includes climate data from
various climate models, the second focuses on the visualization of weather
data, and the third concentrates on the visualization of multirun data and
presents interaction methods.
Finally, chapter 5 summarizes the work and concludes this thesis by
pointing out major contributions. It provides an outlook for future research.
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Chapter 2
Background and fundamentals
This chapter provides a short introduction of the theoretic background and
fundamentals related to this thesis. That includes basic principles and ex-
amples for scientific visualization in general and particularly in atmospheric
sciences in section 2.1. In addition, a short introduction to the field of cli-
mate and weather simulation with focus on processes that are relevant for
the case studies is given in section 2.2.
2.1 Visualization in science
2.1.1 Scientific visualization
The humans’ desire for knowledge exists as long as humans exist [8]. In the
last hundred years, the amount of discoveries and insights has grown further
in all scientific domains. Models have been developed to describe processes
in nature and to run simulations to make predictions for the future. Thus,
more and more complex and big data sets are generated. To gain insight
into these data sets, methods for scientific visualization need to be designed
that support the scientists to analyze the data [43].
Scientific visualization implies the transformation of data into geometric
representatives to make new discoveries, seeing the unseen and get unexpec-
ted insights [90], as well as support scientists to prove or disprove hypotheses
[18, 127]. It enables scientists to assimilate their results in a much faster way
[41] and induces a higher level of understanding of the underlying processes.
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Scientific visualization aims to combine the ability of human cognition with
the power of computer graphics and technologies. Thereby, it has already
revolutionized the way scientists do science [90]. It includes technologies
of computer graphics, image processing, computer vision, computer-aided
design, geometric modeling, approximation theory, perceptual psychology,
and user interface studies [49]. In contrast to the field of information visual-
ization, which centers on data with nonphysical character (e.g., text, statist-
ics), data of scientific visualizations represents physical subjects (e.g., earth,
molecules) [89, 110]. However, these fields are often overlapping and in many
cases both definitions apply for the same task [94].
Visualization has three general goals: exploring, analyzing and present-
ing. It is used to explore existing data sets to get an overview and detect
interesting structures that need additional analysis [20]. At a stage where
scientists already have some hypotheses, visualizations support the verific-
ation and falsification. In addition, visualization serves to communicate
and present the research results to other researchers, project partners or
the interested public [142]. Depending on the tasks for visualization, it
can be beneficial to provide some interaction functionality. Shneiderman
developed the Visual Information-Seeking Mantra that should be followed
during the interaction designing process: “overview first, zoom and filter,
then details-on-demand” [29, 103]. Current challenges for visualization re-
search are presented in Chris Johnson et al. [66].
The attached field of visual analytics “focuses on handling these massive,
heterogeneous, and dynamic volumes of information by integrating human
judgment by means of visual representations and interaction techniques in
the analysis process” [142]. In other words, the power of modern computers
and algorithms is combined with the effectiveness of the humans visual sys-
tem to analyze data and detect unknown patterns [73]. A field of visual ana-
lytics that deals with geographically related data is geovisual analytics. It
is characterized by a high complexity, including heterogeneity of geography,
spatio-temporal problems, and topological relations [142].
2.1.2 Visualization pipeline
The process leading from raw data to visualization is defined as visualiz-
ation pipeline and consists of the following steps: data analysis, filtering,
mapping and rendering (see figure 2.1). The data analysis implicates the
preparation of the data using filters and has the prepared data as result.
Afterwards the conditions for the focused data are defined and selections
are made based on that. Subsequently the geometric representatives for the
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Figure 2.1: The visualization pipeline [60] describes the process from raw
data to rendered image.
data and their values as well as attributes are determined. The last step
includes the rendering of the geometric representatives to an image or scene
[118]. For scientific visualization, the most common geometric representat-
ives are isolines, glyphs, volume rendering [68, 78, 141], vector field and flow
visualizations [48, 105, 153].
2.1.3 Design studies
In this thesis, three case studies have been developed in cooperation with
experts of meteorology. The resulting design study includes concept and
workflow for the visualization of climate and weather data. Sedlmair et al.
[125] defined a design study as follows:
“A design study is a project in which visualization researchers analyze a
specific real-world problem faced by domain experts, design a visualization
system that supports solving this problem, validate the design, and reflect
about lessons learned in order to refine visualization design guidelines.”
Sedlmair et al. define three types of design studies: (1) problem charac-
terization and abstraction, (2) validated visualization design, and (3) reflec-
tion. While problem characterization and abstraction characterize a specific
domain problem and define requirements, and reflection aims to analyze
related work on a specific problem; this thesis includes a design study of
the type validated visualization design. The outcome of a design study of
this type is a visualization application that is validated by domain experts
and solves the target domain problem. These applications often include a
combination of existing techniques and do not require new algorithms and
techniques [125]. In the process of developing the application, it is necessary
to focus not only on the needs of the user, but also on the characteristics
of the data [109]. Sedlmair et al. [125] defined a number of pitfalls in the
process of a design study that are sources of error and lead to the failure of
the study, e.g., lack of data, inadequate cooperation of the domain experts,
and absence of real tasks and users are just a few examples.
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To support the development of design studies, Munzer [95] established
the nested model for visualization design and validation. It consists of four
layers: domain problem characterization, data/operation abstraction design,
encoding/interaction technique design, and algorithm design. On the first
level, the application designer and users (domain experts) define tasks to
be solved by the applications and specify the data that should be included.
The second level aims at describing the required operations and data types.
On the following level, the visual encoding and interaction functionality is
designed. Finally, this encoding and interaction functionality is implemen-
ted. The nested model is developed to provide guidance for the development
of design studies.
2.1.4 Multifaceted data
Scientific data can be categorized according to their characteristics. Kehrer
and Hauser [71] defined the following facets:
• Spatio-temporal data represents spatial structures. The data com-
prises a distinct time or time period, and a distinct location.
• Multivariate data includes multiple variables.
• Multimodal data contains data from different sources. The data can
differ in their data type and spatial as well as temporal resolution and
extend.
• Multirun data includes data from multiple simulation runs with
slightly varied parameters. It is common in many scientific domains to
generate multirun data in order to test models and reduce uncertainty.
• Multimodel data includes simulation results of coupled models.
Developing concepts, workflows and applications for data that is spatio-
temporal, multivariate, multimodal and multirun at the same time is quite
challenging [107]. Kehrer and Hauser [71] developed a categorization of
different approaches for visualization, analysis, and interaction for such data
(see figure 2.2). They differentiate between methods for (1) visual data
fusion, (2) comparative visualization, (3) navigation, (4) focus and context,
(5) interactive feature specification, and (6) data abstraction and aggregation.
They cover a spectrum ranging from visual mapping (how to present the
data), over interactive methods to computational analysis that automatically
extracts features from the data. The following categories are defined:
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Figure 2.2: Categorization of the techniques used to visualize multifaceted
data after Kehrer and Hauser [71].
• Visual data fusion describes the overlay of data in a single view.
Therefore, preprocessing methods are applied for data integration to
normalize the different data sets, so they can be compared later on.
• Comparison of different data sets and their included time steps to
detect similarities and differences.
• Navigation methods can be designed manually, automatically, and
computationally assisted.
• Providing methods for a focused/detailed view of the data and a
context view/overview for orientation.
• Interactive feature specification describes the manual selection of
interesting data.
• Data abstraction is defined as the algorithmic extraction of values
or patterns from the data.
2.1.5 Application fields of scientific visualization
In the domain of scientific visualization, interdisciplinary teams are work-
ing together combining knowledge from various disciplines to develop new
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visualization methods and applications. The area of application is huge and
probably every domain in science has tasks that might be solved with the
help of visualization. One area of application are medical sciences [34, 108].
Visualizations for neural data [104] and vascular structures [67] are just
some examples of multiple applications and tasks [77]. Likewise, there are
applications dealing with visualization of genes [93] and molecules [76, 120].
The visualization of flow is a task that offers various methods (e.g., [123],
see Andrienko and Andrienko 2012 [7] for an overview) and application also
in medical sciences [16, 57] and other domains such as human mobility for
traffic analysis and urban planning [32, 40] or animal movement [47, 69, 128,
137]. Other areas of application are sensor networks [138], analyzing fiber
structures [61] and navigation [33].
Due to the growing importance of environmental topics such as climate
change, renewable energy, water distribution [156], pollution [39], and ren-
aturation, visualization is employed more and more often for analysis of
complex data from these fields [111]. An area of application is the support
of experts in decision making and management of environmental disasters
like earthquakes [92], floods [10], and wildfires [23]. In addition, software
applications provide methods to analyze and evaluate environmental data
from various scientific domains such as geomorphology [26] and ocean sci-
ences [36]. Since modeling is an important task in environmental sciences,
visualization applications are also used to setup models, e.g., in geology [82]
and hydrology [112].
2.1.6 Scientific visualization in atmospheric sciences
The visualization of weather and climate has a long history [70] and vari-
ous approaches have been proposed for more than 20 years [24, 59] (see
Nocke et al. [101] and Neset et al. [97] for an overview). The approaches
for solving problems in this domain using visualization algorithms range
from applying information visualization techniques [63, 143] to providing
graphical interfaces [161]. In doing so, different data characteristics are con-
sidered (e.g., multivariate data [64], clustered data [100]) . In the domain of
weather visualization, one often has to deal with three dimensional data [51]
including simulation data [130, 146] or observation data (e.g., from radar
[44, 65, 129, 144] or remote sensing [56]) or even both [51]. Some projects
aim to combine the data with an already established application such as
Google Earth using the enormous data resources [157] for the exploration,
e.g., of various climate data [140].
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The tasks and objectives addressed with the various approaches include
communication of research results and hypotheses [42], which aims at at-
tracting attention to problems and changing conventional behavior of people
[131], or support planning tasks [115]. Spirkovska and Lodha [136] intend to
provide weather information for pilots and Lundblad et al. [86] developed
an application to support traffic participants with weather warnings. There
are also applications for weather and climate visualization [135] that aim
at supporting domain experts to analyze their models [145] and generate
hypotheses [72].
Simulation and analysis of previous weather events often were conducted
to gain certainty in forecasts [53]. Thereby multiple runs of simulations for
climate and weather prediction are generated. Consequently, visualization
of uncertainty is a significant task in this field [106, 107, 119].
2.1.7 Scientific visualization software
In this section, a selected number of visualization software products that can
be employed for climate and weather data is presented. They are grouped
according to their purpose: general, environmental and geospatial, and cli-
mate and weather.
Visualization software for general purpose
A very powerful open source and platform independent visualization soft-
ware is ParaView [3], which is developed by Kitware and enables the user to
utilize parallel computing devices. It supports a variety of import (e.g., 3D-
PDF, VTK, OpenGS) and export formats (e.g., NetCDF, VTK, Images),
and provides a wide range of already implemented visualization filters. Para-
View provides a user interface on top of the Visualization Toolkit (VTK,
[122]). VTK is a C++ library for 3D computer graphics that supports a
variety of advanced visualization algorithms. These algorithms are represen-
ted by filters with input and output ports that have predefined data types.
ParaView uses this filter concept and the ParaView visualization pipeline
is built of input data and filters, which can be based on each other (tree
structure) [3]. There are interfaces available that provide import and ex-
port functionality [12] to use geometries generated in ParaView in other
visualization software (e.g., VRED and Unity, see subsection 3.3).
Another open source application for various types of scientific data (e.g.,
2D/3D scalar, vector data, structured and unstructured meshes) is VisIt,
which provides similar features as ParaView. It is used to create animations
and visualizations as well as to analyze data [81]. It is also based on VTK
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and supports export as VTK file. VisIt as well as ParaView can handle very
large data sets and support parallel visualization.
The Open Data Explorer (OpenDX) is also open source and used for
postprocessing. It provides methods for analysis as well as for interaction,
and allocates a graphical programming interface [17]. In contrast to Para-
View and VisIt, OpenDX is a dataflow-oriented visualization system, which
means the use of a visual program editor is needed to develop visualizations.
Hence, programming is indispensable to use OpenDX.
A commercial application for the visualization of various types of data
is Avizo [154]. The company also provides special editions, for example
for climate data (Avizo Green [155]). It is based on the principle of visual
programing, i.e. data and components are organized in a graph. The con-
nections can be changed interactively and parameters of components can be
adjusted.
Visualization software for environmental and geospatial purpose
Geographic Information Systems (GIS) are one approach to visualize geo-
spatial data. Chrisman defines GIS as a computer-based system that helps
users to manage (store), manipulate, analyze, capture, prepare, and present
georeferenced data [25]. An example for a commercial GIS is ESRIs Arc-
GIS Suite [80]. Examples for free available GIS software are GRASS GIS
[98, 99], QGIS [46], and SagaGIS [14]. In contrast to common visualization
software, GIS do not provide shading functionality and programmable filters
to manipulate data sets.
Makai Voyager is an example for a commercial application for visualiz-
ation of geospatial data [5]. It is platform independent and supports mul-
tivariate spatio-temporal data sets consisting of geo-referenced data such
as 2D/3D scalar and vector data. It can handle large data sets and uses
level-of-detail (LOD) methods.
The Integrated Data Viewer (IDV) is developed by Unidata. It is a
Java-based software framework for geoscientific data [160]. IDV supports
mathematical operations, evaluation and resampling of data. The data can
be shared by multiple users employing different data sources.
The OpenGeoSys Data Explorer is the VTK based graphical user in-
terface for OpenGeoSys (OGS), a software for scientific modeling of coupled
thermo-hydro-mechanical-chemical processes [113]. A screenshot of the GUI
is shown in figure 2.3, and an example of error detection using the OGS Data
Explorer it is given in figure 2.4 [114]. It is developed to support users who
are not familiar with programming and console applications. It provides in-
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Figure 2.3: Screenshot of the OpenGeoSys Data Explorer that aims at sup-
porting users setting up their models and visualizing simulation results.
terfaces for importing geoscientific data, model related data, and simulation
results.
A prominent representative of this group is Google Earth, a free software
that includes satellite and digital elevation model data (DEM). Users can
import additional data of several data formats [37]. There are commercial
versions such as Google Earth Plus and Google Earth Pro available that also
support the import of vector data such as ESRI shapefiles.
Visualization software for climate and weather
An established software for weather simulation data is VIS5D. Unfortu-
nately, the development ended in 2002, but it is still used by many met-
eorologists [55]. It provides a fixed GUI and several visualization methods
[147]. VIS5D was developed to support domain experts in their daily work.
It focuses on time sequences of simulation data of regular 3D grids as they
are “much easier to visualize than observational data” [50]. VIS5D provides
basic visualization methods for the data and offers options for ensemble
visualization.
VAPOR is an application that can handle output data of the Weather
Research and Forecasting Model (WRF) [151]. It supports the visualization
of multivariate, spatio-temporal data and can handle even large data sets in
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Figure 2.4: Error detection with OGS Data Explorer: borehole data (bars)
are visually compared with surface data to detect incorrect values. One
borehole sticks out of the surface very high, which is a sign for an incorrect
value [114].
terrabyte range. VAPOR allows the import of WRF netCDF data and ocean
data (MOM4, POP, ROMS). In addition, it provides a particular VAPOR
file format called VDC that also stores metadata. The export in VAPOR is
restricted to IDL (Interactive Data Language) files. VAPOR is an adequate
application to get a quick impression of WRF data without preprocessing
or programing.
The application Noodles is proposed for visualizing 2D weather ensemble
data [119]. It can handle large, multivariate ensemble data. For the case
study, WRF data of the simulation of a superstorm was used and they
focused on several variables (e.g., temperature, pressure). Noodles provides
multiple visualization methods to represent the ensembles such as ribbon
and glyph-based uncertainty visualization, and spaghetti plots. With the
help of Noodles, meteorologists can identify regions of significantly high and
low uncertainty in the ensembles.
Furthermore, DUST, DUST-2 respectively, is an interactive application
for the visualization of atmospheric data [102]. It supports data import of
measurements from satellite instruments, such as atmospheric data from the
GOME, TOMS and MAS instruments. DUST-2 provides visualization of
the data in epizylindrical and spherical projections. The user is able to zoom
and rotate in any direction.
An application made for producing weather forecasts in television is
TriVis [121, 148]. It provides photorealistic representations, for example
of clouds, and supports weather flights over terrain for daily broadcast pro-
duction. TriVis allows to generate 2D and 3D images as well as dynamic
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Figure 2.5: High immersion virtual reality: CAVE with a surround projec-
tion [152].
graphics and videos. In addition, elements such as symbols can be inserted
to help describing weather systems.
2.1.8 Virtual reality
In science, virtual reality (VR) has been recognized as a “powerful human-
computer interface” [21]. It is defined as a “system that provides a synthetic
experience for its users”and consists of various displays [74]. The user is able
to manipulate his viewpoint and is immersed in the virtual world [19]. In
contrast, in augmented reality the reality is overlaid with information, e.g.,
with the help of Head-up-Displays (HUD). VR environments are a promising
tool for scientists to visualize their large and complex data sets and control
the behavior of the virtual objects with the help of interaction functionality
[134]. The combination of the power of a VR system and the human ability
to identify interesting patterns and inconsistencies in the data makes VR a
capable tool to tackle scientific visualization tasks in future [30]. There are
different devices for VR available differing in their characteristic and asset
cost. Examples are CAVES (Cave Automatic Virtual Environment, see
figure 2.5) [31], desktop solutions [84], and setups for the internet [58]. The
degree of interactivity plays a big role for the success of a VR application [27,
91, 152]. VR environments have recently been used to support modeling [10]
and planning [45] tasks. Scientists tackle the challenges of dealing with huge
data sets (e.g., high-resolution topographic data [75]), design applications
for training [139], and analysis [11, 28].
The VR environment used for the work presented in this thesis is the
TESSIN (Terrestrial Environmental System Simulation and Integration Net-
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Figure 2.6: Scheme of the setup of the TESSIN VISLab at the UFZ [162].
work) VISLab of the Helmholtz Centre for Environmental Research (UFZ).
It consists of 13 projectors and covers an area of 6400 by 1900 pixels with
one main and two side screens as well as 3600 by 1050 pixels with a floor
screen. A scheme of it is shown in figure 2.6. It provides stereoscopic pro-
jection using shutter glasses (active stereo) and Infitec technology (passive
stereo). In recent years, it has been employed by researchers to explore and
analyze their data, see Bilke et al. [13] for an overview.
2.2 Meteorological basics
Meteorology is the science of the atmosphere, where processes such as cloud
formation and wind movement appear. Weather is the result of these pro-
cesses and climate is the mean of weather over a long period [2]. To predict
developments in weather and climate, scientists develop numerical models
representing real-world phenomena and run simulations using these models.
In this section, the fundamentals of climate and weather as well as basics of
its numerical modeling are described.
2.2.1 Climate
The climate system consists of its components atmosphere, vegetation, land
surface, ocean, and ice, and the causes and effects of changes within these
components. Climate simulations take long periods like 30 years into account
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Figure 2.7: The climate system is complex and includes the interaction of
several components such as atmosphere, vegetation, land surface, ocean, and
ice [117].
and calculate mean values for this period, because the components need
certain response times to react to imposed changes. There have been several
climate models developed by scientists during recent years. For the case
study in section 4.1, simulation data generated by two dynamic regional
climate models are used: REMO (REgional Modell, [22]) and COSMO-CLM
(Consortium for Small Scale Modelling - Climate Limited area Modelling,
[116]). The boundary conditions are based on estimated scenarios of the
IPCC (Intergovernmental Panel on Climate Change) report from 2007 that
include anthropogenic drivers [88].
2.2.2 Weather
Weather forecasts are based on numerical weather prediction (NWP). A
predefined region is divided into a three-dimensional grid. For the initializ-
ation of the model, observation data such as station and satellite data are
included and boundary conditions are defined. They contain weighted ob-
servation data, data from older model predictions and interpolated results
of large-scale area models (e.g., global models). There are processes in the
atmosphere that appear in a smaller area than the defined grid cells (e.g.,
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cloud formation, heat exchange). To include them in the model, the model
has to be parameterized accordingly. To avoid potential butterfly effects,
meteorologists attempt to minimize the uncertainty of single model runs by
generating multiple model runs with slightly different model settings, called
ensembles or multirun simulations [87, 88].
In the case studies in section 4.2 and 4.3, the results of simulations using
the Weather Research and Forecast Model (WRF) developed by the Na-
tional Center for Atmospheric Research (NCAR), the National Centers for
Environmental Prediction (NCEP) and other institutes, is used. It is a lim-
ited area model (LAM) that serves research and forecasting needs. WRF
can be applied for simulations at different scales ranging from meters to
thousands of kilometers. In contrast to climate modeling, weather simula-
tions calculate the exact state of the atmosphere over a short period of time.
Nevertheless, there are existing models that are used for both, climate and
weather simulations [88].
For simulations of weather, the atmosphere is defined as a fluid. To
predict the state of this fluid, for example to forecast wind, the following
equations are used:
The equation of continuity or mass conservation law describes the rela-
tion of fluid velocity v, fluid density ρ, and time t [6]:
∂ρ
∂t
+∇ · (ρv) = 0.
The first law of thermodynamics describes the relation of internal energy
dU , heat transfer δQ, and the work done δW [62]:
dU = δQ+ δW.
The ideal gas law or simplified equation of state that defines the product
of pressure p and volume V as equal to the product of the amount of sub-
stance n, the universal gas constant R, and the temperature T [62]:
p · V = n ·R · T.
The Navier-Stokes equations describe the motion of particles in 3D space,
where v is the fluid velocity, ρ the fluid density, p the pressure, T the stress
tensor, f the body forces acting on the fluid, and ∇ the Nabla operator [6]:
ρ
(
∂v
∂t
+ v · ∇v
)
= −∇p+∇ ·T + f.
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Figure 2.8: The heat fluxes on the surface consist of latent, sensible, and
ground heat flux.
Besides these equations, several others are used in NWP. Every weather
model includes a slightly different set of equations depending on the pro-
cesses they focus on, the temporal and spatial scales that are used, etc.
According to Warner [158], cloud processes are important for weather
simulations as well. Therefore cloud microphysics have to be integrated in
the model. Their inclusion is required to calculate variables such as radi-
ation. Hence, cloud microphysics are processes that need to be parameter-
ized to include them in the model. The processes consist of condensation, ac-
cretion, evaporation, ice and snow aggregation, accretion by frozen particles,
vapor deposition, melting, and freezing. Particle types that are involved in
these processes are cloud droplets, rain drops, ice crystals, aggregates of
ice crystals and snow flakes, rimed ice particles, graupel particles, and hail
stones. In the case studies in sections 4.2 and 4.3, representations of sim-
ulated mass fractions of these types are visualized. In addition, they focus
on the analysis of phenomena like heat fluxes and convection, and examine
processes in a simulated supercell. In the following, a brief introduction of
these phenomena is given.
In the WRF model, there are three types of heat flux (see Figure 2.8):
- Sensible heat flux H is the energy that warms up the lower atmo-
spheric layer. One can physically feel (sense) this heating [2].
- Latent heat flux LE is the energy that leads to phase transformation,
in the case of weather, e.g., the transformation from water to water
vapor (evaporation) [2].
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Figure 2.9: The convection process is driven by density differences and leads
to air mass circulation [2].
- Ground heat flux G is the soil heat flux at the surface and describes
the heat energy that is transferred between the earth’s surface and its
subsurface [83].
The net radiation Rnet is the difference of incoming solar radiation and
outgoing terrestrial radiation.
The components are related as follows:
Rnet −G = H + LE
Convection is a physical process that describes the movement in fluids
driven by density differences caused by temperature differences. Over a hot
surface, the air warms-up, expands and begins to rise. The volume of the
atmospheric layer extends and the density decreases. During their vertical
upward movement, the molecules collide with colder molecules and thereby
emit some of their energy. Consequently, the density decreases and the
molecules start to sink to the ground. At the same time, rising hot molecules
cause low pressure that results in a flow back of the cold molecules. The air
flow replaces the rising air [2]. Figure 2.9 shows a schematic of the air mass
circulation.
A phenomenon that is analyzed in the case study in section 4.3 is su-
percells, which are a very intensively studied phenomenon. Meteorologists
investigate their internal structure with the help of radar and try to sim-
ulate the occurring circulations. Supercells have a lifespan of two to four
hours and generate violent weather. They provide settings for large torna-
dos. Consequently, the simulation of these storms is an important task in
order to provide weather warnings [96]. A supercell consist of one extremely
powerful cell, which is larger, more highly organized, more consistent than
other types of thunderstorms [2]. The structure is asymmetric, remarkably
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Figure 2.10: A Supercell has an asymetric structure and is an extremely
powerful cell [2].
complex and includes updraft and downdraft (see figure 2.10) [96]. The cap-
able conditions for the development of a supercell are a potentially unstable
atmosphere, convergence at low levels, divergent circulation, and a strong
vertical wind-shear that changes in strength and direction [2].
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Chapter 3
Concept and workflow
In this chapter, the concept and workflow for the visualization of atmospheric
data is described. The problems and requirements are defined in section
3.1. The development process of the workflow and visualization application
is described in section 3.2. Then, data integration methods are presented.
The encoding and interaction methods as well as their implementation are
presented in the section 3.5. Finally, the presentation of the visualization
scenes is described as well as the provided interaction functionality.
3.1 Problem characterization
The field of visualization of atmospheric and environmental data in general
is of growing importance. Existing concepts reach their limits because of
increasing data size and complexity. The aim of the work in this thesis is to
expand the existing possibilities of visualizing atmospheric data. The author
works in cooperation with domain experts to answer the question: How can
atmospheric visualization be improved?
To answer this question, usage scenarios for atmospheric data have been
explored and possible improvements in dealing with multifaceted atmo-
spheric data in existing approaches have been identified. The visual fusion
of multifaceted data is a task that cannot be handled with existing applica-
tions in a satisfying way (see subsection 2.1.7). Besides the data integration
that has to be conducted, another occurring problem is the visualization of
diverse data avoiding clutter and occlusion.
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In addition to the multimodal character of the data, the including data
sets are also multivariate. At the same time, different simulation runs have to
be taken into account for the analysis of atmospheric models. Consequently,
advanced visualization techniques will be applied to encode the data, which
means to assign appropriate representations. Another approach will be to
use advanced visualization devices such as virtual reality environments that
allow better insight into these complex data sets (see 2.1.8). Furthermore,
a concept for interaction functionality provided by the visualization system
will be developed.
During the analysis process, it became evident that there are two usage
scenarios:
Experts to experts. In this scenario, domain experts use the visualiz-
ation application to explore and analyze their data and models. They want
to get new insights and gain knowledge, as well as evaluate their models by
examining the including processes. The visualization scenes should deliver
insight into huge, complex, heterogeneous data sets to find correlations and
inconsistencies between variables. It aims at helping users to understand
complex processes of various phenomena.
Experts to non-experts. In this scenario, domain experts use the
visualization to present their work to non-experts. These could be project
partners from other domains, stakeholders, students, or the interested pub-
lic. In this case, the visualization is used for scientific communication, i.e.,
at the end of a project to communicate the results to a broad audience. It
can also be applied in decision-making processes, e.g., for structural plan-
ning that considers long-term changes in weather and climate. To distribute
these new research results, the visualization scenes are also used as an educa-
tional instrument to make experts’ knowledge accessible to students and the
interested public. To attract people, state-of-the-art visualization devices
should be used and interaction methods should be provided. Enabling the
user to quickly familiarize with the visualization increases the user accept-
ance, which is important especially when introducing new techniques.
A general decision has to be made concerning the use of 2D or 3D visu-
alization. While the climate data (see the case study in section 4.1) consists
of 2D data, the simulation results of the weather models consist of 3D data
including 3D scalar and 3D flow data (see case studies in sections 4.2 and
4.3). Therefore, the data requires the use of 3D visualization techniques,
because of the given 3D characteristic of the data (cf. [4, 71]).
Another general decision is whether to use abstract or photorealistic
representations for the data. An argument for the use of photorealistic
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representations is that they are easier to interpret for non-experts. For
example, if a forest is visualized by an amount of 3D tree models, it is easier
to interpret than having an abstract texture that symbolizes a forest. On the
other hand, photorealistic representations require more complex geometries
and therefore decrease the performance of the visualization and the technical
effort. In addition, some processes represented in the data are invisible
processes and therefore have to be visualized using abstraction techniques.
As a result of the analysis, the following requirements for the develop-
ment of the workflow have been defined:
- R1: Providing data integration methods to transform the various
data.
- R2: Providing advanced visualization methods to encode the
various data types and assure an occlusion and clutter free visual-
ization of all data from various sources, with multiple variables and
multiple simulation runs as well as reducing data size to guarantee
good performance for the visualization, even when dealing with large
data sets.
- R3: Providing a UI for the interaction that is easy to use and
tailored to the needs of the user.
- R4: Supporting the use of advanced 3D visualization devices.
These requirements can be systematized within the following steps:
- Data integration: R1
- Representation and Abstraction: R2
- Presentation and Interaction: R3, R4
Hence, the challenge is to establish a workflow including these workflow
steps to fulfill the requirements and lead from input data to an interactive
visualization scene (see figure 3.1). The developed visualizations should be
usable for various devices (e.g. VR environment, PC) and provide inter-
action methods (e.g. time and camera controls). They are the basis for
analysis, presentations, and discussions.
3.2 Development process and evaluation
To ensure that the resulting visualizations meet the expectations of the
domain experts and users, the development process is iterative consisting of
the following stages: design, implementation, and testing (see figure 3.2).
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Figure 3.1: The proposed workflow consisting of data integration, represent-
ation and abstraction, as well as presentation and interaction with included
tasks and used software (cf. [51]). These steps are analogous to the visual-
ization pipeline shown in figure 2.1.
Figure 3.2: Iterative development process.
At the design stage, a draft of the visualization with the GUI is made.
The author and the domain experts define and refine the requirements and
create mock-ups of the system and the GUI that later form the basis of the
implementation stage.
At the implementation stage, a prototype of the visualization is de-
veloped. At the beginning of the development, rapid software prototyping
that aims at a quick development is used [125]. Towards the end of the
development process, when the test results indicate that the application is
close to be finished, the software is implemented using modular, reusable
code.
At the test stage, the users (experts and non-experts) are testing the
visualization application in the different usage scenarios focusing on ana-
lysis, presentation, or discussion. The author supports the users and their
behavior is observed. This way, functionality features that need adjustment
and lacks of features are derived.
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3.3 Data integration
The aim of the data integration step is to transform the various heterogen-
eous input data sets from different sources, which vary in resolution and
largely differ in extend, to make the data available for the visualization
and presentation software. The differences are caused by various acquisition
techniques and employed software applications (e.g., using GIS for the cre-
ation of geometric data often do not consider elevation information, because
it is insignificant in a 2D environment) [113]. With the help of a set of soft-
ware applications, the input data is converted using mostly freely available
software to make it applicable to many users. Figure 3.3 shows a diagram
of the different transformations and conversions used for the case studies.
3.3.1 Input data
Simulation data
The climate and weather simulation results are given as NetCDF files.
These files consists of three components: dimensions, variables, and attrib-
utes. Dimensions in a NetCDF file represent physical dimensions such as
latitude, longitude, atmospheric level, and time. A variable includes values
of a specific type such as temperature or precipitation. There are different
conventions existing for netCDF files. Unidata, a community of education
and research institutions dealing with geoscientific data, recommends the
use of the CF (Climate and Forecast) metadata conventions [150], which
are described in detail in the technical report NetCDF Climate and Fore-
cast (CF) Metadata Conventions [38]. The netCDF of the weather data is
the result of the WRF model simulation that uses an uncommon netCDF
convention. Therefore it has to be converted to the CF metadata conven-
tions. The netCDF Operators (NCO) and the NCL (NCAR Command
Language) script[126] are used for the conversion. For the extraction of a
subset, the NCO Operator NCKS (netCDF Kitchen Sink) is used. These
operator scripts can also be used to extract variables and dimensions in order
to reduce the file size.
The author implemented a netCDF interface for the OGS Data Explorer
(DE) to transfer the data to the data model of the DE. Figure 3.4 shows an
example of netCDF data imported as mesh or raster file.
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Figure 3.3: From input data to target data type: using various software
applications to transform the data.
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Figure 3.4: Import netCDF file as mesh using intensity as material (left
hand side) and import it as mesh using intensity as elevation (right hand
side).
Observation data
The observation data used in the case studies in chapter 4 is provided by the
German Weather Service (Deutscher Wetterdienst - DWD). They provide
climate data for free download in the Climate Data Center (CDC), access-
ible via FTP server (ftp://ftp-cdc.dwd.de/pub/CDC/) with hourly, daily,
monthly, annually, and long-term averages. The observations are from ca.
400 climate stations and about 2000 special precipitation observation sta-
tions [35].
The climate station data is provided as text file (e.g., csv or txt file) in-
cluding rows for each observation station and columns for the corresponding
variables such as location (latitude, longitude, altitude), temperature, and
precipitation.
Static data
The static (time independent during the considered period of time) data such
as satellite images and digital elevation models (DEM) are given as raster
files (e.g., GeoTIFF, asc). The OGS Data Explorer provides a functionality
to generate a mesh using the DEM to add the altitude values. In addition,
raster files like satellite images can be mapped on a mesh.
The static data such as river network, boundaries, and cities are given
as vector data in the binary file format ESRI shapefile. It includes a non-
topological geometry and attribute information (e.g., information about the
geographic reference system). These data sets are provided by regional au-
thorities (e.g., for Baden-Wu¨rttemberg the LUBW [79]).
Since topology has a big influence especially on weather simulations, geo-
graphical regions are exaggerated to make the differences in altitude visible.
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Figure 3.5: Shape file of a river with added altitude on a DEM (using the
OGS Data Explorer).
To add the altitude to the shape files, the OGS Data Explorer function for
mapping geometry is applied (see figure 3.5 for an example).
3.3.2 Target data types
Importing data in the presentation software requires a special data format:
for VRED the OpenSG file format (OSB) and for Unity the Autodesk file
format (FBX) is used. As a bridging data type between the visualization
software OGS Data Explorer and ParaView, the VTK file format is used.
3.4 Representation and abstraction
In the workflow step representation and abstraction, the representations for
the various variables are defined. To find appropriate representations for
variables, it is necessary to consider their specific properties (e.g. dimen-
sionality, physics). Properties are important to assure the visualization to
be expressively and intuitively interpretable [124]. The data are very com-
plex and their size is very large, especially the size of the simulation data.
Hence, data reduction methods have to be applied and will be discusses in
subsection 3.4.1. The data base of the case studies presented in subsection
3.3.1 includes data that can be categorized according to Kehrer and Hauser.
The author presents visualization approaches for the various data categories
(see sections 3.4.2 to 3.4.5). How the values of the variables can be rep-
resented is discusses in subsection 3.4.6. The representations for the single
variables are chosen in consideration of their nature, in other words their
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Figure 3.6: The scheme for the workflow step representation and abstraction
shows the multiple attributes and their categories.
dimension. In subsection 3.4.7 the author presents capable methods for the
representations of the data.
Figure 3.6 shows the multiple attributes and their categories. For this
workflow step, the visualization software ParaView (Version 4.1.0) is used.
The data includes multiple time steps that have to be exported in Para-
View. Therefore, the author implemented a Python script to manage the
export of the time steps automatically. To provide a set of metadata in the
presentation software, a script [12] is used to export them in ParaView.
3.4.1 Data reduction
One netCDF file of the case study in section 4.3 that includes one single time
step has a file size of around 365 MB. It consists of 212 netCDF variables,
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containing time and other one-dimensional variables. 164 variables thereof
are so-called plottable variables, i.e., they have at least three dimensions
including latitude, longitude and time.
To visualize data from various sources and simulation runs, it becomes
apparent that the amount of data has to be reduced to ensure a good per-
formance of the visualization application. Another reason is to prevent the
users from being overtaxed by too much information that is not required
for their current task. Finally, data reduction is also needed to keep the
visualization uncluttered.
In the following, five approaches to reduce the amount of data are presen-
ted.
Selecting variables
A netCDF file can consist of a large amount of variables. Usually not all
of them are required for the visualization of a specific task, for example a
particular phenomenon. Based on the input of the domain experts, required
variables have been identified. Hence, the remaining variables are not taken
into account for the visualization.
Extracting a spatial subset
If the area of interest is smaller than the spatial extend of the data, a subset
of the area represented in the data can be extracted. For example, if a
focused phenomenon such as a supercell occurs in a certain area in several
simulation runs of various models, this area of interest can be defined for all
of the data sets (see the case study in section 4.3). Data sets with bigger
extends will then be cut to that area.
Selecting time period and interval
Similar to the last approach, a specific time period and interval can be selec-
ted considering the exact time when a particular phenomenon is occurring.
A short time interval can be necessary for the detailed examination of pro-
cesses.
Extracting values
It is appropriate to define ranges or quantitative thresholds for the values of
a variable to reduce the amount of data. For example, the mass fraction of
clouds has to have a higher value than 0.0001 kg/kg to be defined as a cloud.
Hence, only variables larger than that will be considered. These ranges and
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thresholds have been defined in cooperation with the domain experts. In
addition, data can be downscaled to reduced their size.
Leaving out no data values
Data without a value (e.g., if there is no measurement at a certain point) can
be left out to reduce the data size. For example, if observed wind variables
are in focus, climate stations where no wind parameters are measured will
not be displayed.
3.4.2 Visualization approaches for temporal data
All data considered in the case studies is discrete temporal, i.e., it has a
defined point in time (e.g., observation data) or period of time (e.g., climate
data). The data includes a sequence of time steps with a defined interval
size. According to Aigner et al. [4], two approaches of visualizing time can
be distinguished: static and dynamic. Static methods generate still images
and make various time steps comparable at first sight. Dynamic methods
display various time steps, one after the other over time. Such a series of
time steps creates an animation.
Static
Static methods are only suitable for data with a low degree of facets, e.g.,
climate simulations with average temperature values for every month. The
differences between the simulated temperature and the observed temperat-
ure at the same period of time are calculated. For example as shown in
figure 3.7, every month is represented by a disk. These disks are stacked
on top of each other. The thickness of each disk represents the difference
between simulated and observed temperature over a period of 30 years. In
addition, information about the difference in the average temperature of a
whole year is shown as semi-transparent bigger disc around the stack of the
monthly differences. It can be seen which months have a significantly high
and which ones a significantly low difference. The additional display of the
annual difference indicates that the monthly differences compensate each
other. This visualization was created as part of the case study in section
4.1.
Dynamic
If the visualization of data that is not just multimodal and multivariate but
also multirun data is necessary, static time visualization approaches reach
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Figure 3.7: Visualizing time via stacking disks: each disk represents the
difference of simulated and observed 30-year average temperature of one
month. The bigger semi-transparent disk around it shows the 30-year aver-
age temperature difference of a year.
Figure 3.8: Visualizing time via animation: for multifaceted data the display
of multiple time steps is done sequentially.
their limits. For the visualization in the case studies in sections 4.2 and 4.3,
the author implemented a dynamic visualization over time. Thereby the
different time steps are displayed sequentially (see figure 3.8). To create a
smooth animation, interpolation methods can be used to generate artificial
intermediate time steps. However, the user should be aware that this is
interpolated data. Especially if variables representing moving objects such
as clouds are interpolated, a correct interpolation is either very complex or
simply not possible [54]. Instead of producing artificial time steps, addi-
tional time steps of the data should be integrated, if possible. If the data is
simulated, it is usually possible to output time steps with a smaller interval
size.
The use of dynamic time visualization requires some interaction options,
e.g., the classic player controls: play, pause, stop, forward, and backward.
In paragraph 3.5.2, these interaction methods are discussed in detail.
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Figure 3.9: For the region of Germany, differences between simulation and
observation data are calculated and displayed as bars. The texture repres-
ents the DEM.
3.4.3 Visualization approaches for multimodal data
For multimodal data (data from different sources or models), two approaches
for visualization are proposed: calculated differences and overlaid view. For
calculated differences, variables of the data are calculated prior to the visu-
alization. The overlaid view provides visualizations where multiple data sets
are displayed in the same frame.
Calculates differences
For the case study in section 4.1, differences of simulated (REMO model)
and observed data are calculated. As shown in figure 3.9, the differences
are represented by bars. In addition, information about the altitude of the
region, the DEM, is added as texture. Figure 3.10 shows the differences of
simulations of various models (REMO and CLM). In the overlaid view, it
can be analyzed in which regions the differences of the multiple models are
the highest. In figure 3.10, it is apparent that the differences are higher in
regions with a high altitude (white areas).
Overlaid view
An example for the overlaid view is given in figure 3.11. Simulated clouds
(semi-transparent white isovolumes) are displayed together with observed
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Figure 3.10: Differences of the observation data and simulations of two
different climate models (REMO and CLM) are calculated and displayed as
bars. The thin bars represent the differences between REMO simulation and
observation, and the thicker semi-transparent bars represent the differences
between CLM simulation and observation.
Figure 3.11: Overlaid view of simulation (clouds: semi-transparent white
isovolumes) and observation data (precipitation amount at a weather sta-
tion: spheres).
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Figure 3.12: Overlaid view of static data from different sources: DEM, river
(tubes), and cities (boxes).
precipitation (spheres). Here it can be seen that the regions where clouds
appear match the regions where an amount of precipitation is measured at
the weather stations. In figure 3.12, a river network and a DEM are overlaid.
It can be seen that the DEM provides information of a valley, but the river
of the other data set does not follow that valley during the complete course
of the river. In this case the reason is the artificial stream straightening of
the river Neckar in this region (the red box on the bottom of figure 3.12 is
the city of Heilbronn, view to the south). Using the overlaid view requires
the displayed variables to have representatives enabling an overlay without
causing disturbing clutter or occlusion.
3.4.4 Visualization approaches for multirun data
If a simulation has been run several times with slightly different parameters,
the result is called multirun data. In this thesis, simulations based on the
same model (WRF model) but using different spatial resolutions were also
classified as multirun data, because the proposed visualization methods for
multirun data can be applied. These data sets are generated to analyze the
effect of varying spatial resolution on the simulation of processes included
in a model. The only difference between the different models is their spatial
resolution. In the case study in section 4.3, simulation runs with different
spatial resolution (3 km, 1 km, 333 m) are integrated. The author proposes
three approaches for the visualization of multirun data: side-by-side view,
overlaid view with outlines, and a combination of side-by-side and outline
view.
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Figure 3.13: Side-by-side view of multirun data (streamlines of wind and
mass fraction of clouds, rain, graupel, ice, and snow). On the left hand
side simulation data with a resolution of 3 km, and on the right hand side
simulation data with a resolution of 1 km.
Side-by-side view
In the side-by-side view, the multiple simulation run data is separately dis-
played in several frames. Figure 3.13 shows such a view. By interlinking
the cameras of both frames, this view allows the analysis of differences of
multiple runs.
Overlaid view with outlines
For the overlaid view, an outline is added to the 3D objects of the single
runs. These outlines have a defined color for each simulation run to help to
distinguish the runs in the overlaid view. Figure 3.14 shows an example of
an overlaid view of two simulation runs without and with outlines. The blue
outlines mark the 1 km simulation run and the red outlines mark the 333
m simulation rum. The color of the overlaying streamlines will be mixed
in the areas where they touch each other. Figure 3.15 shows an example of
cloud objects being semi-transparent and the objects of the multiple runs
overlapping in many areas. As shown on the right side of the image, the
outline colors are mixed in the areas of overlapping objects. The overlaid
view can be an indicator of the uncertainty of the data.
Streamlines of the wind need a special treatment in the overlaid view
with outlines. As streamlines are just lines, the treatment of an outline
is not applicable, because the result is an area highlighted completely by
outlines. To avoid this effect, the streamlines change their color according
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Figure 3.14: Overlaid view showing mass fraction of clouds: on the left hand
side without outlines, and on the right hand side with outlines
Figure 3.15: Overlaid view using transparency and showing mass fraction of
clouds: on the left hand side without outlines, and on the right hand side
with outlines that overlap in some regions.
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Figure 3.16: Overlaid view with outlines for the special case of streamlines.
From left to right: streamlines of simulation run with 3 km (blue), added
streamlines of simulation run with 1 km (green), and added streamlines of
simulation run with 333m (red).
to the defined outline color and do not have outlines themselves. Figure 3.16
shows an example of the colored outlines.
Combination of side-by-side and outline view
Another approach is the use of a combination of side-by-side view and out-
lines. Figure 3.17 shows an example of this setting.
For the figures in this section simple examples of presented problems are
shown. More complex examples are for the use of 3D devices (or at least a
PC) and not for the production of printed 2D images.
For the visualization of multirun data, no calculated differences are used,
because it would imply the charge of the large input data. If the inclusion
is explicitly desired, they can be provided after adjusting the workflow. The
differences are calculated and the resulting geometries are exported at the
stage of the computation of the representations.
3.4.5 Visualization approaches for multivariate data
As described in subsection 3.3.1, the simulation data provides a certain
amount of variables. Even if this amount is reduced by selecting variables
that are relevant for the focused task, there is still a number of variables
left. To handle this number of variables, their representations have to be
chosen carefully to generate a clear visualization of the combination of all
variables. Besides taking care of avoiding clutter and occlusion, the nature
of the data has to be considered by choosing the appropriate representation.
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Figure 3.17: Combination of side-by-side and outline view: on the left hand
side, the clouds of the 3 km run are shown and outlines of the clouds of the
1 km run. On the right hand side, it is inversely.
Figure 3.18: Multivariate data with the variables mass fraction of clouds
(white isovolume), rain (cyan isovolume), wind (streamlines), humidity
(slices), and sensible (yellow arrows), latent (blue arrows), and ground (or-
ange arrows) heat flux.
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This will help to provide representations that can be interpreted as intuit-
ively as possible. Figure 3.18 shows an example of a subset including the
variables mass fraction of clouds, rain, wind, humidity, and sensible, latent,
and ground heat flux.
3.4.6 Encoding the value of the variables
Every variable has values. Three proposed primary approaches for encod-
ing the values are presented: color grading, scaling, and opacity grading.
Combinations of these approaches are applicable as well.
Color grading
When using color grading for encoding values, each value is assigned to a
color of a defined color scale. During recent years, a lot of work by the
visualization community has been done to explore the usage of color in
visualization [15, 132, 133].
Dealing with multifaceted data requires a well reasoned choice of colors.
The use of color for a variable has to be carefully to provide meaningful
colors for all variables. For the visualization of weather data, the author
developed a color scheme presented in the case study in section 4.2. This
color scheme is based on guidelines and conventions of the domain of met-
eorology. For variables that represent the same physical value, the same
color palette is used. However, the color range is not the same if the ranges
of the values differ significantly. For example, the temperature of the surface
has a temperature between 20 ◦C and 30 ◦C whereas the temperature of the
atmosphere ranges between −65 ◦C and 30 ◦C. In this case, the same color
palette is used with different color ranges. Figure 3.19 shows an example of
such a case: the surface temperature is displayed as texture on the DEM and
the temperature of the atmosphere is displayed as color of the streamlines.
Scaling
The value of a variable can be encoded by changing the scale of the associated
3D object according to the value. That can be done by changing the extend
of the object in x, y, or z direction, or combinations thereof, using a defined
scaling factor. Figure 3.20 provides an example of varying the scale in all
three directions.
A special case is given for associated glyphs as applicable for the heat
fluxes (see Glyphs in 3.4.7). Therefore, the same scaling factor is used for
the scaling of all associated variables to make them comparable.
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Figure 3.19: Encoding values by color: surface temperature and temperature
of the atmosphere (mapped on streamlines) using the same color scale, but
different color ranges.
Figure 3.20: Encoding value by scaling: the size of the arrow represents the
value of a variable at a certain position.
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Figure 3.21: Encoding values by opacity: isosurfaces with different opacity
represent multiple percentage of air humidity.
Opacity grading
The value of a variable can be encoded by using the gradient of opacity. Low
value means low opacity, and high value means high opacity. Figure 3.21
shows an example of various isosurfaces representing multiple percentage of
air humidity. In this example, also color is used to distinguish the multiple
values in addition to the opacity, to support differentiability. This illustrates
that the use of opacity grading to encode variables is not suitable in every
case and has to be done carefully.
3.4.7 Data representations according to the nature of the data
Dealing with a large number of variables having various characteristics is
challenging. Representations for all included variables have to be defined
with respect to the nature of the variable to allow an intuitive interpreta-
tion by the user. In addition, the representations have to be chosen in a
way that provides a clear visualization of the whole scene. In this section,
representations and examples of their application are presented.
According to the dimensionality of the variables included in the data,
they can be categorized as follows: point data, line data, raster data, 2D
scalar data, 3D scalar data, and 3D vector data. Figure 3.22 gives some
examples for these categories.
Some variables can be defined as associated variables and need to have
comparable representations. An example are the three heat flux variables:
latent heat flux, sensible heat flux, and ground heat flux (see subsection
2.2.2). Approaches for the selection of representatives for these associated
variables are given in Glyphs in section 3.4.7.
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Figure 3.22: Categorization of variables and their representations.
Tubes
The representation of data as tube is convenient for line-based data. By
specifying a radius, a tube will be generated around the line. Variables like
rivers and borders are appropriate for this representation. Figure 3.23 shows
an example of a DEM with a river (on the left side): represented by a line
(top) and with a tube filter (bottom). On the right hand side of figure 3.23,
an example with streamlines that are represented by tubes is given. If the
number of streamlines is too high, this representation is not appropriate
anymore, because it leads to occlusion.
Glyphs
Glyphs are geometric primitives such as spheres, boxes, bars/cylinders, 2D
and 3D arrows, or cones. They serve as representation for point data (e.g.,
cities and observation sites), 2D scalar data (e.g., heat fluxes), 3D scalar
data (e.g., vertical wind), and 3D vector data (e.g., wind vectors consisting
of value and direction), see figure 3.24 for examples.
A special case is the associated glyphs. Their locations are slightly trans-
lated to have a small distance between each other that allows a comparison
of the values.
By defining a representation for the variables, their nature has to be
considered, e.g., heat fluxes are fluxes that absorb or release heat energy
on the surface. Hence, they are represented by arrows that symbolize these
exchanges.
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Figure 3.23: The appropriate representation for line data are tubes. The
example shows a line and a tube presentation for a river on the left hand
side and for streamlines on the right hand side.
Figure 3.24: Glyphs as representative for (from left to right): point data
(cities, observation data), 2D scalar data (heat fluxes), and 3D vector data
(vertical wind profile).
More complex glyphs might be more illustrative, but will generate larger
geometries. For performance reasons, the use of glyphs is limited to simple
objects.
Textures
Textures can be mapped on surfaces such as planes or meshes. That can be
done with the OGS Data Explorer, which takes into account given inform-
ation about the geographic reference system of the texture. An example
is shown in figure 3.25. Another way is to use ParaView, which does not
consider this information and demands the texture to have the same extend
as the geometry it has be mapped to.
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Figure 3.25: Raster data (land use) mapped on a DEM using the OGS Data
Explorer.
Figure 3.26: Isolines that connect equal values are added to slices to highlight
boundary values, in this case for temperature of the atmosphere.
Isolines
Isolines, also called contours, are lines connecting equal values. The March-
ing Squares Algorithm was developed to calculate isolines [122]. They can be
used to highlight boundary values or add information to planes and meshes
as shown in figure 3.26, for example for temperature or humidity.
Elevated surface
An elevated surface can be generated by adding information in altitude to
a mesh. The scaling in z direction is used to exaggerate altitude values to
highlight highs and lows. These differences of the altitude are very important
for weather processes. Figure 3.26 shows an elevated surface.
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Figure 3.27: Slices for representing 3D scalar data: the clipping planes can
be positioned along any layer.
Slices
Slices are clipping planes that cut out parts of a 3D scalar field. That can
be done along any layer, see figure 3.27. For all 3D data, it is important to
consider the elevation of the surface and transfer it to the 3D scalar data.
Otherwise it leads to a faulty visualization as described by Uhlenku¨ken et
al. [149]. Avoiding this requires a complex ParaView filter pipeline that
includes the warping of the surface (see also figure 3.28). Slices can be used
for variables that do not include significant threshold values, for example
temperature or humidity (see figure 3.27 on the right hand side).
Isosurface / isovolume
Analogous to isolines in 2D space, isosurfaces and isovolumes are surfaces
that represent a constant value in 3D space. To calculate these surfaces, the
Marching Cubes Algorithm is used [159]. For isosurfaces, a series of constant
values can be defined. For isovolume, a single constant value is defined and
it generates a closed surface. This representation is appropriate for variables
like vapor or mass fraction of cloud, graupel, snow, ice, and rain (e.g., see
figure 3.13 and figure 3.18).
Streamlines
Streamlines are tangent curves of a flow field. The calculation of streamlines
is a quite complex process, considering problems such as critical points [124].
The ParaView filter pipeline is also quite complex (see figure 3.28). As seed
points for the streamlines, point sources are initialized. By using the same
point sources for generating streamlines of various simulation runs, it is
ensured that the preconditions for the streamlines are the same.
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Figure 3.28: ParaView filter pipeline for streamlines.
Figure 3.29: Streamlines representing 3D vector data: using a large num-
ber of streamlines creates a complete image of the wind in a certain area.
Varying the opacity leads to a clear visualization in which areas with high
density are easily recognizable.
Increasing the number of seed points and streamlines leads to a quite
complex illustration of the flow field. Thereby also outliers are visible. To
receive a clear visualization, the opacity of the streamlines is reduced. Thus,
areas with a large concentration and density of the streamlines are easily
recognizable (see figure 3.29).
Combinations
For some cases, combinations of the presented representations are appro-
priate, for example to encode additional information. Figure 3.30 shows a
visualization of streamlines whose color encode the air temperature. Addi-
tional cone glyphs are used to encode the direction of the wind by pointing
into this direction and their color encodes the wind magnitude. Another use
case are isovolumes to represent clouds and encoding the air temperature
by using the color of these isovolumes. These combinations lead to quite
complex pipelines.
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Figure 3.30: Combing representations: streamlines (the color represents the
temperature of the atmosphere) and glyphs (showing wind direction and the
color represents the magnitude of the wind).
3.5 Presentation and interaction
In this section, the components of the workflow step presentation and eval-
uation are presented. Figure 3.31 shows a diagram with the correlations of
presentation software used in the case studies, their interaction setup, and
the supported visualization devices. The components are described in detail
in the following.
3.5.1 Presentation devices
To present the visualization scenes generated for the case studies, there are
several possible hardware setups. The presentation devices that allow a ste-
reoscopic projection are VR lab, 3D projector, and head mounted display
(HMD). In addition, the visualization scenes should also be presentable on
a common PC. Figure 3.31 shows possible settings for the presentation soft-
ware and the supported presentation devices.
Virtual Reality Lab
As described in subsection 2.1.8, the use of VR environments such as CAVES
is an important task in scientific visualization. For all case studies in chapter
4, the VisLab of the UFZ has been used to present the developed visualiza-
tion scenes (see figure 3.37 and the case studies in chapter 4 for an examples).
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Figure 3.31: Presentation software and their correlation with applicable
interaction setups and supported visualization devices.
On the one hand, there are several advantages of this setup, for example the
remarkable resolution of the display (6400 by 1900 pixels main screen plus
3600 by 1050 pixel floor screen), the high degree of immersion provided by
the system, and the spacious room. The latter offers enough space for group
discussions, presentations for students and the interested public. On the
other hand, such a VR lab is cost-intensive in purchase and service, and
fixed on a location.
3D Projector
A 3D projector supports stereoscopic display in combination with the use
of 3D glasses. 3D projectors have the advantage that they are portable.
Therefore, it is convenient for their use at conferences and project meetings.
Unfortunately, the 3D projectors on the market do not offer a completely
satisfying resolution.
Head mounted display (HMD)
A HMD consists of glasses with two separate display devices that display
synchronized images for each eye (see figure 3.33) [74]. It has a high degree
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Figure 3.32: Using a 3D projector to present the visualization provides the
freedom of mobility. (Photo: Lars Bilke)
Figure 3.33: Using a head mounted display (HMD) to present the visualiz-
ation at conferences. (Photo: Lars Bilke)
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of immersion and low cost. However, it can be only used by one person at
a time. That makes it inappropriate for group discussions etc.
PC
The use of a common PC for presentation is important, because usually every
user can access one. During the development process of the visualizations,
the domain experts can test the visualization spatially and temporally inde-
pendent on their PC. In general, it allows the users to analyze and present
their research results whenever and wherever they need. For the case studies
in section 4.1 and 4.2, the visualization can be displayed on a PC with the
help of the 3D PDF viewer (see 3.5.3) or, in case of animation clips, with a
common movie player or the internet browser.
3.5.2 Interaction setup
In this section, basic interaction functions will be described that are used
for the interaction between user and system. The degree of interactivity has
increased over the case studies. Hence, the case study in section 4.1 has the
lowest and the case study in section 4.3 the highest degree of interactivity.
During the process of developing the visualizations, user tests have been
conducted that were the basis for defining the required interaction functions
(see 3.5.4).
The interaction functions are grouped in the following categories: time,
camera, objects, and overview. These functions can be used by the user or
the admin as shown in figure 3.31. Use by user means that he is allowed to
utilize these interaction functions. Use by admin means that these functions
have to be utilized by the admin and the user is not able to utilize them.
Time
The basic controls for time are play, pause, forward, backward, go to first,
and go to last timestep. These functions have to be provided for the user. In
addition, the speed of the animation has to be adjustable. Another function
demanded by the user is the display of the current time. That is important as
for example differences between day and night of multiple weather processes
are necessary to examine.
Camera
The basic controls for the camera are zoom, rotate, and move. Different
camera types can help the user when examining the visualization: rotation
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camera (rotates around the objects, suggested especially for small study
areas), move camera (from the perspective of an avatar, who moves through
the area), and top view camera (orthogonal projected view from above). A
special feature of the camera is the split-screen mode as used for the side-
by-side view (see 3.4.4). Here, multiple frames are shown side by side, using
the same camera angle and zoom settings, but displaying different model
runs.
Objects
The interaction functions concerning the objects are show and hide a specific
object, and adjust its opacity. In addition, showing different colors of the
objects (color legend) helps the user to identify multiple variables. Besides,
the variables are grouped according to their type to support users identifying
related variables and their objects. For example, the groups observation,
simulation and static can be used. The function to show and hide variables
according to their group is also demanded by the users.
Overview
Providing an overview map of the whole case study area is especially neces-
sary for large areas. In this additional 2D view, the current position and
angle of the camera are shown.
3.5.3 Presentation software
Different presentation software is used for the case studies and their advant-
ages and disadvantages are explored. Consequently, the visualizations differ
in their degree of interaction and usability.
VRED (Version 5.04)
The commercial software VRED by Autodesk is designed for the automotive
industry [9]. The interaction functions of time and objects can only be used
by an expert. The reason is the complex GUI of VRED. It needs a lot of
expertise and practice to handle it (see figure 3.34).
Unity (Version 4.5.2f1)
Unity is a freely available computer game engine. It is well documented and
has a huge supportive community behind it. Many additional scripts are
available or can be implemented using C# or JavaScript. Unity is used as
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Figure 3.34: The visualization presentation software VRED has a very com-
plex and unintuitive GUI that is hard to handle.
Figure 3.35: The interaction functionality provided by MEVA [52] (from left
to right): controls for objects, time, and camera.
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Figure 3.36: PDF3D integrates 3D objects in a PDF file and supports control
functions for time, camera, and objects.
presentation software for the case study in section 4.3. In this process, the
application MEVA (Multifaceted Environmental Data Visualization Applic-
ation) was developed. It includes functions for time, camera, object and
overview for the GUI as shown in figure 3.35 and described in 3.5.2.
PDF3D (Version 2.9.0)
PDF3D is a commercial software that allows the export of scenes from Para-
View and other applications [85] and include the 3D scene in a PDF file (cf.
[1]). Figure 3.36 shows a screenshot of the viewer. It supports time and
camera control functions, object functions such as show / hide of objects,
and rendering functions (e.g., illustration, wireframe graphics). The file size
of the PDF is comparatively small (e.g., 5MB for 3 variables and 7 time
steps), but the performance is very poor. Loading the file takes several
seconds, or depending on the system, even several minutes. Therefore it is
inappropriate for a regular use.
Animation clips
Animation clips are usable on all established devices that support video. It
can be provided over the internet or using video player software. The dis-
advantage of this approach is the lack of interactivity. The only interactive
functions for the user are the player control functions of the video player.
The viewpoints, animation paths, and settings are fixed and have to be
defined by the visualization expert a priori. The clips have to be captured
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Figure 3.37: Discussing the visualization with visualization experts (left
hand side) and presenting it to students (right hand side). (Photos: Karsten
Rink, Lars Bilke)
for example in VRED or ParaView using screen capture software. After-
wards the frame pitch has to be adjusted using video producer software. An
example of an animation clip of the visualization of the case study in section
4.2 is given here: https://www.youtube.com/watch?v=2uU2QKTAHYY.
3.5.4 User tests
To develop the visualizations according to the requests and expectations
of the users and with a user-friendly GUI, user tests have been conducted
regularly. Presentations for visualization experts, domain experts, and non-
experts have been arranged. They have been asked about their impressions
and they have been observed while using the visualization application. The
results of these studies have been appraised. On the basis of these findings,
the representations and abstractions, and the GUI have been developed.
Visualization Experts
During regular meetings with visualization experts, the current state of the
visualization application has been presented using various devices. The se-
lection of representation methods and interaction functions has been dis-
cussed intensively.
Domain Experts
To develop the visualization application according to the needs of the domain
experts, the author worked very closely together with these experts. The
presentations have been given using various devices. Due to the spatial
separation of the author and the domain experts, especially in the case
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studies in section 4.2 and 4.3, the tests have been conducted for the most
part using the PC version of the application.
Interested public
For the presentation of the visualization scenes to the public, the VR lab is
the preferred device, because it provides enough space for such presentations.
The user tests have been conducted in the context of lectures for students
(e.g., master students of media informatics, master and PhD students of
environmental sciences), public events (e.g., open house presentations), and
presentations for decision makers and scientists of other domains (e.g., pro-
ject meetings).
In the following chapter, case studies are presented that have been conduc-
ted to develop and on basis of the concept and workflow described in this
chapter.
Chapter 4
Case studies
Based on the concept and workflow presented in chapter 3, this chapter
introduces the three case studies that have been developed. They have been
published respectively submitted as journal papers. In the following sections,
a short overview of the content of the case studies is given followed by the
journal paper.
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4.1. Case study 1 61
4.1 Visual integration of diverse environmental data:
A case study in Central Germany
The case study areas are regions on three different scales: Germany, Cent-
ral Germany, and the Bode catchment.
The data includes simulation results of different climate models, long term
observation data, and multiple raster data (e.g., DEM, land use, simulated
humidity).
The tasks are integration of diverse environmental data for comparison
of different climate simulations and observation data, and combining those
data with other data to identify characteristics of regions with huge differ-
ences in climate and observation data.
Reference:
Helbig, C., Rink, K., Marx, A., Priess, J., Frank, M., & Kolditz, O. (2012).
Visual integration of diverse environmental data : A case study in Central
Germany. In R. Seppelt, A. A. Voinov, S. Lange, & D. Bankamp (Eds.),
Proceedings of the International Congress on Environmental Modelling and
Software - Managing Resources of a Limited Planet: Pathways and Visions
under Uncertainty (pp. 2350-2357). Leipzig, Germany: International En-
vironmental Modelling and Software Society (iEMSs). ISBN: 978-88-9035-
742-8.
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4.2. Case study 2 63
4.2 Concept and workflow for 3D visualization of at-
mospheric data in a virtual reality environment
for analytical approaches
The case study areas are regions in northern central Europe and Baden-
Wu¨rttemberg.
The data includes weather simulation results, observation data, and static
(time independent) data.
The tasks are analysis of simulation results, comparison of these results
with observation data, and visual combination of various data to detect cor-
relations.
References:
Helbig, C., Rink, K., Bauer, H., Wulfmeyer, V., Frank, M., & Kolditz,
O. (2013). 3D visualization of atmospheric data for analytical approaches.
Workshop on Visualisation in Environmental Sciences (EnvirVis).
doi:10.2312/PE.EnvirVis.EnvirVis13.019-023.
Helbig, C., Bauer, H.-S., Rink, K., Wulfmeyer, V., Frank, M., & Kolditz,
O. (2014). Concept and workflow for 3D visualization of atmospheric data
in a virtual reality environment for analytical approaches. Environmental
Earth Sciences. doi:10.1007/s12665-014-3136-6.
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4.3. Case study 3 65
4.3 MEVA - An interactive visualization application
for validation of multifaceted meteorological data
with multiple 3D devices
The case study area is a region in Baden-Wu¨rttemberg.
The data includes weather simulation results of a supercell, observation
data, and static (time independent) data.
The task is the development of an application for the analysis and present-
ation of the multifaceted data that fulfills several requirements.
Reference:
Helbig, C., Bilke, L., Bauer, H., Bo¨ttinger, M., & Kolditz, O. (2014).
MEVA – An interactive visualization application for validation of multifa-
ceted meteorological data with multiple 3D devices. PloS one. (in revision)
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Chapter 5
Conclusions and future work
5.1 Conclusions
The amount of data collected in various research fields is growing as well
as their complexity, and likewise, the need for strategies to handle this data
sets and the challenge to analyze them. This thesis describes the develop-
ment of a concept and workflow for the scientific 3D visualization of such
complex, multifaceted data for the domain of meteorology. The proposed
concept aims to improve existing approaches for the visualization of such
data by using advanced visualization methods and making the visualization
scenes accessible for users by using recent 3D devices such as VR environ-
ments. Using stereoscopic projection allows for a comprehensible display
and analysis of multifaceted data.
The author worked together in close cooperation with experts in meteor-
ology, who helped formulating expectations and defining the requirements
the workflow is based on. During the development process, the visualization
applications have been frequently tested by various user groups to ensure
that they meet the user’s needs. As a basis for the concept, three case
studies have been developed and have been published respectively submit-
ted as peer reviewed journal papers. The case studies include data from
climate and weather simulations, observation data, and time-independent
data. Those data sets from different sources include various variables and
the results of various simulation runs.
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Representations and a color scheme for the focused data are proposed as
well as strategies for visualizing multifaceted data such as results of various
simulation runs. To develop a clear and intuitively interpretable visualiz-
ation of this multivariate data, advanced visualization methods have been
used to represent the variables according to their nature and in combination
with other task-relevant variables. Thus, even complex simulated wind fields
could be examined by domain experts. In addition, visualization methods
for displaying multirun data have been implemented such as side-by-side
view, outline view, and a combination of both. Thereby, differences in mul-
tiple simulation runs of various spatial resolutions could be displayed and
interpreted by domain experts. By providing techniques for visualizing mul-
timodal data such as overlaid view and calculation of differences, users have
been able to visually compare data of simulations of different models as well
as observation data.
To help creating meaningful visualizations on the basis of the input data,
a workflow has been developed. This workflow includes data integration
methods for the heterogeneous data sets as well as methods for generating
geometrical representations of the included variables. Based on the feedback
of the users, interaction functionality has been designed and implemented
that allow users to interact with 3D objects within the scene in the 3D
environment or even on a PC. This functionality enables users to control
time, camera, and displayed variables within the scene.
The results of the case studies helped the domain scientists to answer
questions about their data and built the basis for presentations and educa-
tional tasks. The huge data size and the aim to avoid clutter and occlusion
in the visualization required reducing the data size, e.g. by selecting a num-
ber of relevant variables. These selections have been done together with the
domain experts and are based on the questions they wanted to be answered
with the visualization.
The combination of existing software applications in the workflow make a
variety of already implemented visualization techniques available. Thereby,
the strength of visualization software that provides extensive visualization
methods was combined with presentation software that provides interaction
functionality and support of output devices. In contrast to existing software
applications and approaches used for visualization of meteorological data,
advanced visualization techniques can be used and recent software such as
a game engine, which provides extensive interaction functionality, has been
employed. On the other hand, this approach makes it difficult for users with
no experience in data integration and visualization to use it. The workflow
is partly automated using scripts, but at least a briefing of a visualization
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expert is needed to work with it. The approach could reach a larger user
group, if the workflow were supported by a software wizard that enables
users to use it without previous knowledge. This task is an issue for future
work (see section 5.2).
Although the workflow has been developed for meteorological data, the
employed techniques and software can be applied for scientific data from
other domains, too (see section 5.2). As several scientific fields face the same
problems of growing data size, heterogeneity, and complexity, this workflow
could be helpful for generating meaningful visualizations of other data.
5.2 Future work
The workflow developed in this thesis can be applied for case studies from
other domains, because the representations of the underlying data are
identical. One example from the field of hydrology is the comparison of
multiple groundwater flow simulations and visually added observation data
from wells and boreholes. Another application example is the domain of
geothermal energy to compare various consumption scenarios.
To support collaborative work, the visualization application could be
extended by a multiplayer mode. This allows users at different locations to
examine the same visualization and react on the others interactions. Usage
scenarios could be project group meetings over the internet, online lectures
for students, and online presentations of researchers.
Extension of interaction functionality is another field for future
work. For example, the amount of additional data can be extended by
adding metadata information to the 3D objects and providing statics about
the distribution of values. In addition, analysis tools could be provided
by the GUI, e.g. to enable the user to measure distances of objects and
differences of values.
A software wizard for the workflow is one possibility to make the
workflow applicable also for users that are not very experienced with data in-
tegration and visualization. An approach is to provide a framework for those
users that supports them during the steps of data integration, representa-
tion and abstraction, and presentation and interaction. The data integration
could be supported by providing a conjunction of software applications that
can be operated by a basic GUI. Thereby the automated conversion from
input data to a data format usable in the visualization software could be real-
ized. During the workflow step representation and abstraction, the user can
be supported by recommending representations, data reduction methods,
and encoding methods for the values according to the data characteristic.
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Afterwards, an semi-automated setup of the visualization application based
on the representations and their metadata could be performed.
Important achievements
The most essential achievements of this thesis are listed in the following:
1. A concept for generating 3D visualizations for meteorological data was
developed that employs abstraction methods and creates distinctive
representations for multiple variables. The concept has been developed
with respect to the nature of the data and is based on the results of the
work with experts of meteorology as well as conventions and guidelines.
2. A workflow was developed as the basis for generating meaningful 3D
visualizations of meteorological data. The data base consists of het-
erogeneous, complex, and large data sets from various sources. The
workflow includes methods for data integration, abstraction and rep-
resentation, as well as presentation and interaction.
3. With the combination of existing visualization and presentation ap-
plications and the implementation of extensions for these, a broad
range of existing algorithms could be used for the development of the
visualization scenes. This is in contrast to existing approaches, which
mostly use stand-alone solutions and provide only a fraction of these
features.
4. Various visualization methods for multifaceted data have been pro-
posed and implemented including methods for temporal data (static
and dynamic displaying), multimodal data (calculated differences,
overlaid view), multirun data (side-by-side view, overlaid view with
outlines, combination of side-by-side and outline view), and multivari-
ate data (data representations according to their nature, encoding the
values).
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5. The visualization scenes have been developed in a way that they can
be presented with the help of 3D devices such as a virtual reality en-
vironment, 3D projector, and head mounted display. The stereoscopic
impression that these devices generate is necessary for an effective ana-
lysis of multifaceted data. Besides the presentation with 3D devices,
the visualization scenes are also presentable with a common PC to
make them accessible by a broad user group.
6. A case study focusing on climate data was conducted that explored the
possibilities of integrated visualization of various environmental data
(e.g., hydrology, ecology) by using the OpenGeoSys Data Explorer
framework.
7. A combined visualization of observation and simulation data was done
in another case study that focused on weather data of different areas
and various scales. Phenomena such as convection and the distribu-
tion of heat fluxes have been analyzed with the help of the generated
visualizations.
8. An application (MEVA – Multifaceted Environmental Data Visualiz-
ation Application) was developed as part of a case study and is based
on a game engine. It implements visualization methods for multifa-
ceted data as well as a GUI for interacting with the visualization scene
including controls for time, camera, and 3D objects.
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