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Outline 
Inserting molecular monolayers within metal / semiconductor interfaces provides one of the 
most powerful expressions of how minute chemical modifications can affect electronic devices. 
This topic also has direct importance for technology as it can help improve the efficiency of a 
variety of electronic devices such as solar cells, LEDs, sensors and possible future bioelectronic 
devices, which are based mostly on non-classical semiconducting materials (section 1). The re-
view covers the main aspects of using chemistry to  
- control alignment of energy levels at interfaces (section 2):  
- passivate interface states (section 3),  
- insert molecular dipoles at  interfaces (section 4),  
- induce charge rearrangement at and around interfaces (section 5).  
After setting the stage, we consider the unique current-voltage characteristics that result from 
transport across metal / molecular monolayer / semiconductor interfaces. Here we focus on the 
interplay between the monolayer as tunneling barrier on the one hand, and the electrostatic 
barrier within the semiconductor, due to its space-charge region (section 6), on the other hand, 
as well as how different monolayer chemistries control each of the these barriers. Section 7 pro-
vides practical tools to experimentally identify these two barriers, and distinguish between 
them, after which section 8 concludes the story with a summary and a view to the future. While 
this review is concerned with hybrid semiconductor / molecular effects (see Refs. 1,2 for earlier 
reviews on this topic), issues related to formation of monolayers and contacts, as well as charge 
transport that is solely dominated by molecules, have been reviewed elsewhere,3-6 including by 
us recently.7 
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List of Abbreviations 
a Distance between molecules [Å]; 
A Contact (junction) area [cm2]; 
A*  Richardson coefficient [120 A/cm2/K2, 
for n-Si]; 
BB Band bending [eV]; BB0 at 0V; 
CB Conduction band (bottom of) of a 
semiconductor;   
CNL Charge neutrality level [eV]; 
CR Charge rearrangement;  
d Dipole length or distance between 
point charges [Å]; 
DIS Density of interface states [eV
-1cm-2]; 
EF Fermi level; 
Eg Forbidden energy gap;  
ET Tunneling barrier height [eV]; 
Evac (local) vacuum level; 
FB Flat band potential;  
HD Highly-doped; 
HOMO Highest occupied molecular orbital 
[eV]; 
i  Insulator (subscript);  
I Current [A]; 
IS  Interface states (subscript); 
IP Ionization potential [eV], = Evac –
HOMO; 
ISR Interface specific region; 
J Current Density [A/cm2]; 
k Boltzmann coefficient [8.62⋅10-5 
eV/K]; 
K Geometric correction factor (dimen-
sionless); 
L Monolayer (insulator) thickness or 
tunneling distance [Å];  
LUMO Lowest unoccupied molecular orbital 
[eV];  
M Metal (subscript); 
MD Moderately-doped; 
mol  Molecular (subscript); 
n Diode’s ideality factor [≥1, dimension-
less]; 
ne Number of electrons; 
N Number of molecules; 
ND Doping level [1/cm
3]; 
p Molecular dipole [Debey] (1 Debey = 
3.336E-30 C⋅m);  
p0  Dipole of isolated molecule; 
p⊥  Surface-normal projection of molecu-
lar dipole 
q Electron charge [1.6E19 C]; 
Q  Accumulated charge [C]; 
S Index of interface behavior [0-1, di-
mensionless]; 
Sat Saturation (subscript); 
SBH Schottky barrier height [eV]; 
SC Semiconductor (subscript); 
SCR Space charge region; 
T Temperature [K]; 
V Voltage [V]; 
VB Valence band (top of) of a semicon-
ductor;   
WD Width of depletion region [cm]; 
WF Work function [eV] (mostly of metal); 
α  Polarizability of the monolayer (the 
surface-perpendicular component of 
the tensor) [Å3]; 
Δ  Potential energy step on the mono-
layer [eV]; Δ0 at 0V; 
ε0 Vacuum permittivity or Electric con-
stant [8.854E-14 F/cm];8 
εi, εsc Relative permittivity of the insulator / 
semiconductor /;  
φ  Electrical potential [V]; 
η  Chemical hardness [eV]; 
μ  Chemical potential [eV]; 
μ0  Standard chemical potential [eV]; 
?̃? Electrochemical potential [eV]; 
σ  Hammett parameter; 
θ  Molecular / dipole tilt angle (relative 
to normal); 
χ  Electron affinity [eV], = Evac – LUMO; 
ξ  Distance of Fermi level from the band 
edge in semiconductor [eV];
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1. Introduction: the interface is the device 
Electronics is based on asymmetries induced by interfaces, in contrast to electrical properties such 
as resistivity or electric permittivity (dielectric constant), which are bulk properties. Herbert Kroe-
mer opened his Nobel lecture by stating: “Often, it may be said that the interface is the device.”9 
Non-linear functionalities, such as current rectification or gain, lasing, photo-voltage or thermo-
power are all induced by breaking the symmetry between electrons and holes at a chemical inter-
face.9 The ongoing miniaturization via micro- to nano-electronics drives home the point that action 
occurs at very small dimensions. Both academy and industry are still waiting to witness where this 
journey will halt: what will be the ultimate minimal size of a “bulk” required to maintain an “inter-
face”. A different perspective is that of nanotechnology, where new physical properties emerge by 
breaking a “bulk” into very small objects, or creating huge areas of interface. Indeed, at nm di-
mensions the distinction between bulk and surface is rather vague. Still, the common concept of 
nano-technology focuses on the “intrinsic nature” of the nano-objects. In contrast we wish in this 
review to promote the idea that the inherent functionality is contained at borders, in spatial gradi-
ents that result from equilibration between adjacent phases, rather than in isolated objects. Thus, 
we view the interface not as a perturbation, but as the essence of the function. This is challenging 
because the best friend of a (well-defined) surface is ultra-high vacuum: with the exception of 
(layered) compounds with van der Waals surfaces, clean, inorganic surfaces are normally unstable 
and reactive. This review thus focuses on understanding and manipulating the chemical and elec-
tronic properties of semiconductor surfaces and interfaces that involve a semiconductor, toward 
control of electrical functionality of junctions, containing them.  
Most of standard Si technology is based on so-called homo-junctions, where the Si crystal lattice is 
continuous, and it is only the nature of the foreign dopants that changes across the interface. As 
argued above, the chemical change is the key for the build-up of an electrical potential difference 
across the interface, which can induce asymmetric charge transport.9 A metal / semiconductor 
interface belongs to the more generic group of ‘hetero-interfaces’, which includes also interfaces 
between two semiconductors made of different materials.  
In a hetero-junction, the profile of the electrochemical potential of the electron across the inter-
face includes both a bulk (standard chemical potential) contribution and a doping contribution. 
This double contribution complicates predicting the built-in potential or the carrier injection / 
blocking characteristics associated with the junction. Nonetheless, understanding electrical poten-
tial barriers of hetero-junctions is obviously vital for electronics in general and specifically for novel 
electronic materials,10-12 and material combinations, which are mostly hetero-junctions. This re-
view focuses on how molecules can intervene with and affect the interface electrostatic balance, 
and control it to a large extent. We will focus specifically on a generic metal / molecular / semi-
conductor interface, and examine how the molecular properties can be related to the charge 
transport characteristics across the molecular modified junction. However, monolayer preparation 
aspects are largely ignored, in view of excellent existing reviews: monolayer formation on oxidized 
Si,13 oxidized surfaces 14 in general and transparent conducting electrodes15 in particular, and in 
contrast on oxide-free Si16-18 and Ge.19,20 Issues related to top-contact formation can be found in 
Refs. 7,21,22. 
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2. The Schottky Barrier Height and Fundamental insights into the Inter-
face energy balance 
The rules governing a molecular modified, or hybrid interface are actually the same as those used 
to describe any electronic interface, regardless of if the modification is by an organic or inorganic 
foreign layer, or even an atomically abrupt interface between two solid materials. In this sense, 
molecular modification of interfaces offers a convenient test-bed for elucidating the (electronic) 
energy level alignment mechanism, irrespective of actual applications. This introductory section 
defines the basic physical relations required to interpret the experimental evidence, described in 
later sections. 
 
Figure 1: Schematic illustration of interface energy alignment and creation of the Schottky Barrier 
Height (SBH), according to: A) Charging of interface states or B) Interface polarization. 
Both panels show energy per electron (Y-axis) across an interface between a metal (left, red) and an n-
type semiconductor (right, blue), separated by either a foreign layer (gray in A) or an intrinsic transi-
tion region (dotted in B), known as ISR (interface specific region), the thickness of which is grossly ex-
aggerated for clarity. The interface charging model (A) assumes a density of interface states, marked 
by blue stripes, centered at a distance CNL (charge neutrality level) from the top of the valence band 
at the surface. The Fermi level is pinned nearly at the CNL, where the difference between them ac-
counts for the net interface charge, QIS. In this case EF is below the CNL and therefore QIS is positive, 
with a counter negative charge on the metal edge, dictating Δ>0. The red arrows in (A) mark possible 
electronic processes (see text). In the interface polarization model (B) a net change in potential, δISR, 
emerges from the bond-polarization between the intrinsic atoms that make up the interface. In both 
panels the electronic equilibrium state (0 V) is shown with a constant Fermi level (dashed line) across 
the interface, while the local vacuum level (green top line) varies across the interface. See list of sym-
bols for other symbols.  
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a. Work-function balance – The pure Schottky -Mott case 
In order to understand the chemical modification of interfaces, we first shortly review the difficul-
ty in predicting energy level alignment at generic metal-semiconductor junctions without mole-
cules, also known as Schottky junctions. Such junctions have technical importance by themselves, 
as injecting contacts but also for low-cost active junctions in photovoltaics.23 From a fundamental 
point of view, Schottky junctions can serve as model system to understand the much wider case of 
any hetero-junction (i.e., semiconductor / semiconductor).24 The basic energy diagram as a func-
tion of distance perpendicular to the interface is shown in Figure 1. The prime characteristic of 
such junction is the ‘Schottky barrier height’ (SBH), which is the energy an electron should gain to 
transfer from the metal side (Fermi level) to the semiconductor side, which for an n-type semicon-
ductor is the conduction band minimum, CB. The need to predict the extent of the SBH, based on 
characteristic energy levels of the constituting materials, was recognized already in the very early 
days of solid-state electronics.25,26 Nevertheless, the nature of energy level alignment at interfaces 
remained hotly debated, as detailed elsewhere.24,27 A ‘chemist-friendly’ tutorial, in the context of 
surface catalysis is given in Ref. 28.  
These “solid-state” difficulties are somewhat similar to the difficulties to define the potential gra-
dient within an electrochemical cell.29 Within our motivation to demonstrate the close relation 
between chemical and electrical characteristics, we would like to begin with fundamental defini-
tions, all referring to an electron (i.e., single negative charge, not molar quantities).   
The chemical potential of the electron, μ 30 is composed of a standard component, μ0 plus a tem-
perature-dependent occupancy term, where kT is the thermal energy and ne is the number of elec-
trons: 
𝜇 = 𝜇0 + 𝑘𝑇 ln 𝑛𝑒    (1) 
The chemical potential, μ combined with the electrical potential, φ,31 gives the electrochemical 
potential, ?̃?:  
?̃? = 𝜇 + 𝑞𝜙    (2) 
where q is the electron charge. The solid-state equivalent of the electrochemical potential of the 
electron, ?̃? is the Fermi level, EF, the energy where the probability to find an electron is 50% (hori-
zontal dashed line in Fig. 1). This relation (?̃? ≃ EF) is elaborated on in Refs. 32-35. Thus at equilibri-
um (i.e., without an externally applied bias) the Fermi level must be the same across the interface.  
The second requirement is conservation of energy, namely that the energy to remove an electron 
from the interface to the vacuum is identical at both sides of the interface. The energy of an elec-
tron at rest, and outside the influence of the crystal potential is known as the ‘vacuum level’, Evac, 
while the difference between Evac and EF is known as the work function, WF. Note that Evac refers 
to the vacuum level immediately next to the surface, while the absolute vacuum level, at infinity, 
cannot be measured.29,36  
Formally speaking, no vacuum exists at an interface, undermining the relevance of ‘vacuum level’ 
to describe solid interfaces (in contrast to surfaces). Nevertheless, it is a simple way to grasp the 
requirement for energy conservation even within the solid interior. Such virtual level is known as 
the ‘local vacuum level’, defined as the energy of an electron at rest and free from the influence of 
the crystal potential36,37 (i.e., as if virtually cutting a solid and removing an electron out while freez-
ing all its nuclei and electrons). As the gradient in the local vacuum level is proportional to the 
electric field,37 the local vacuum level can be thought to be fixed to the actual vacuum level at the 
real (far-end) surface and just follow the averaged electrostatic potential, to any internal position 
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in a solid. This level is shown by the green thick fluctuating line at the top of Fig. 1, and from now 
on will be termed just “vacuum level” and denoted by Evac.  
Comparing again between solid-state and molecular terminologies, the work function (or vacuum 
level, if the Fermi level is the reference zero energy) relates to the chemical potential plus charging 
contributions (no charging for metals, φ∼0). The WF can be measured using photoelectron spec-
troscopy36 or with a Kelvin probe, as the contact potential difference with respect to a reference 
surface, CPD.38 It can also be estimated from electrochemistry,36 an approach that has been shown 
to be quite effective for organic electronics.39 Notice that the above definition of local vacuum lev-
el excludes the periodically fluctuating potential of the atomic nuclei. However, the breaking of 
the lattice at the surface adds an abrupt surface component to the WF.24,36,40 Thus the surface con-
tribution of a (111) plane differs from that of a (100) plane; that of a vacuum reconstructed sur-
face is irrelevant for a chemically-bonded, structurally-relaxed surface. In other words, at the sur-
face we can no longer ignore the contribution of atomic-scale charging, by e.g., a hetero-atomic 
unit cell or the spill-over of the ‘free-electron’ wave functions beyond the surface as defined by 
the nuclei to slightly (1 to a few tenths of nm) outside the crystal. This contribution is illustrated by 
the fluctuation in the vacuum level at the interface of Fig. 1.B. 
Despite these fundamental difficulties, the vacuum level is the accepted way to describe the varia-
tion in the electrical potential within a solid, in contrast to the Fermi level, which represents the 
electrochemical potential. Thus Fermi level equilibrium at a contact between material A and B 
(?̃?𝐴 = ?̃?𝐵 in Eq. 2) of different WFs (or standard chemical potentials, μ0,A ≠ μ0,B, in Eq. 1) can be 
established by either flow of electrons from the low- to the high WF material (change ne from high 
to low μ, in Eqs. 1,2) or by a build-up of an electrical potential difference (φ in Eq. 2) immediately 
at the contact between the two phases. Most often these two contributions co-exist. An interfacial 
potential step (change in φ) is illustrated in Fig. 1 by Δ0 (where the subscript ‘0’ indicates no ap-
plied bias), while the electron flowing from the low to the high WF side (semiconductor to metal in 
Fig. 1) creates a charged region in the semiconductor, known as space charge region (SCR), which 
is positive in the case depicted (for an n-type semiconductor). The net accumulated charge creates 
a gradual potential change known as the built-in potential, or band bending at 0 V: (𝐵𝐵0 =
𝐸𝐶,𝑆𝑢𝑟𝑓 − 𝐸𝐶,𝑏𝑢𝑙𝑘).
28 The built-in potential and the Schottky barrier height (SBH) are directly relat-
ed:  
𝑆𝐵𝐻 = 𝐵𝐵0 + 𝜉   (3) 
where ξ is the energy difference between the Fermi level and the conduction band minimum in 
the bulk semiconductor, CB-EF. 
As noted above, from the charge transport perspective, this complicated energy balance boils 
down to one parameter: the Schottky barrier height, SBH (Fig. 1). Following energy conservation, 
the WF of the metal (left side of the interface in Fig. 1) equals to the sum of (from top to bottom) 
the interfacial potential drop (Δ0), the electron affinity of the semiconductor (χ=Evac-CB) and the 
SBH. This provides a straightforward prediction of the SBH based on the ‘intrinsic’ properties of 
the two contacting materials (WF and χ, see Fig. 1) for an n-type semiconductor (for brevity, p-
type energy diagrams and formal equations are skipped; see Refs. 24,41,42): 
SBH(𝑛) = 𝑊𝐹 − 𝜒 − Δ   (4) 
We arbitrary define the sign convention of Δ > 0 if the vacuum level increases away from (rather 
than into) the semiconductor. Eq. 4 is generally known as Schottky-Mott rule, as both scientists 
recognized it in 1939.25,26 The hetero-junction analogue to the Schottky-Mott rule is called the An-
derson rule (1962).24 The interface potential, Δ, was originally missing from Eq. 4 and Δ remains a 
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topic of discussion and research, also today. Indeed, this review is mostly concerned with describ-
ing the immense power that interfacial species, extrinsic (to the clean semiconductor(s) and met-
al), have on dictating Δ (up to 1 eV), thus granting such species, molecules and ions, a gating-like 
effect on the SBH and, therefore, exponentially on the net current across this interface.  
 
b. Vacuum level alignment, Fermi-level pinning and the index of interface behavior 
Starting in the late 1990’s the critical importance of interface potential in dictating the SBH be-
came recognized.43-47 While adsorbed molecules are one way to control the interface electrostat-
ics, strong effects take place even at pure, abrupt inorganic interfaces.27,48 Eq. 4 implies that bal-
ancing the interface mismatch in electrochemical potential (WF-χ) can be done via creating Δ or 
SBH (related to the BB). Historically the discussion distinguishes between the two extreme cases 
where solely one mechanism is active:  
Vacuum level alignment (Schottky-Mott limit25,26) is the case of zero electrical potential discontinu-
ity at the interface: Δφ = Δ0 = 0; 
Fermi level pinning (Bardeen limit49) is the case where the Fermi-level of a given semiconductor is 
pinned to a fixed energy position at its surface (e.g., the charge neutrality level, CNL in Fig. 1.A). As 
a result, the SBH is constant for a given semiconductor (often SBH∼Eg/2), regardless of the work-
function of the metal. In such case, contacts with different metals lead to strong variations in Δ. 
Thus the limit of Fermi level pinning is also referred to as the case of vacuum level shift, or vacuum 
level misalignment (Δ ≠ 0). 
In reality most semiconductors behave somewhere between these two extreme limits. Their inter-
facial behavior is quantified by a parameter called the index of interface behavior, S:24,50-52 
𝑆𝑆𝐶 =
𝑑(𝑆𝐵𝐻)
𝑑(𝑊𝐹)
   (5) 
As S → 1, the vacuum levels align (Eq. 4, with Δ→0), while if S→0, there is ‘Fermi level pinning’, 
where most of the difference in the vacuum levels is translated into Δ.  
There are some variations to the exact definition of S, where the denominator is 
electronegativity,53 a thermochemical quantity,52 rather than the work-function,50 but they all yield 
a similar picture, one of which is shown in Figure 2.A. S is very low for covalent semiconductors, 
such as silicon and germanium and approaches unity for strongly ionic semiconductors, like 
oxides.53 Note that the technologically most important semiconductors, such as silicon, germani-
um and GaAs have very low S values, meaning that device engineers are very limited in tailoring 
their interface’ energetics.  
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c. The Interface Specific Region (ISR) - the interface as a different chemical entity. 
Although it was recognized that S is a property of a given semiconductor, namely an intrinsic ma-
terial property,24,27,52,53 it was also clear that some interface interaction must be involved in order 
to get the Fermi-level pinning (or the emergence of Δ≠0). Over the years a variety of models and 
terminologies were used to account for the origin of Δ (see refs. 24,27,48,54 for detailed accounts), 
and it is beyond the scope of this review to cover them all. Instead, we wish to distinguish be-
tween two conceptual scenarios: interface traps (Fig. 1.A) and interface bonds (Fig. 1.B). Although 
the borders between these views are not always clear, there are a few prominent differences.  
Technically, in the interface traps view the interface is like a flat plate capacitor, with interface-
trapped charges on one plate, and the metal contact as the other plate, and a thin foreign film as 
the dielectric layer (gray area in Fig. 1.A). In contrast, the interface bond view suggests that charge 
rearrangement occurs between the atoms48 or molecules,54 directly contacting the metal, leading 
to polarization of the few unit cells immediately at the interface (illustrated in Fig. 1.B as a red to 
blue color gradient region). This effect decays exponentially with distance, and therefore predicts 
Fermi level pinning (large Δ) to be more pronounced in clean, abrupt interfaces (e.g., in vacuum-
deposited interfaces, in contrast to, e.g., oxidized interfaces in the traps view51), as is indeed ob-
served for both perfect, MBE-grown inorganic interfaces24 and thin-film organic electronics (which 
are composed of closed shell molecules).55  
A second critical difference is that interface traps not only alter Δ and SBH, they also severely in-
terfere with the charge-transfer process, mostly deteriorating the electrical performance, by trap-
Figure 2: Variation of index of interface behavior, S, for inorganic materials, showing: A) 
A plot of S against the difference in electronegativity of the semiconductor component 
elements; reproduced from Ref. 53 and B) A plot of an the inverse functional, Y-1=εSC (1-
S) (see Eq. #21) against the semiconductor forbidden energy gap, reproduced from Ref. 
47. The orange stars in (A) and (B) mark the SSAM and Y
-1
SAM (Eq. &99) for an alkoxy-
modified Si(100) compared to the textbook values for a clean metal/Si interface (yellow 
background).  
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ping excited carriers or adding tunneling routes, illustrated in Fig. 1.A by wiggly red downward and 
right-pointing arrows, respectively. Interface bond-polarization can occur without introducing new 
states in the gap,24 and therefore can explain large interface potential steps with close to ideal 
charge transfer characteristics. While the latest understanding is strongly in favor of the interface 
bond polarization, (Fig. 1.B) the specific context of molecularly modified interfaces actually revives 
the importance of the traditional, interface states view, simply because the molecular monolayer 
largely blocks direct bond polarization between metal and semiconductor, and behaves as an in-
terfacial capacitor. However, mechanisms similar to interface-bond polarization can occur be-
tween the solid contacts and the monolayer and, therefore, they will be briefly explained below.  
Considering classical, crystalline metal / semiconductor interfaces, Tung has rationalized the 
emergence of an interface-specific region (ISR) as follows.24 The notion that a central part of the 
work-function originates in the breaking of the periodicity at the surface implies that the work 
function is not a fundamental material property. The quantum effects that dictate the surface con-
tribution to the work-function are different at an interface. The electron wave-functions at a sur-
face decay into a vacuum while an interface requires matching the Bloch wave functions of one 
periodic solid to those of the adjacent periodic solids. This adjustment occurs over a finite region, 
which is the ISR.24 The electronic wave-functions of the ISR or ‘system orbitals’ differ from those of 
both bulk phases, yet at each boundary of the ISR they match the Bloch wave-functions of the re-
spective periodic bulk.  
The substrate-molecules interface is more similar to that formed between a thin organic film on a 
solid substrate, as in organic electronics, than to an all-inorganic interface. In organic electronics 
the prevailing concept is that of induced density of interface states (IDIS), which considers the 
emergence of new density of states from the interaction between the evanescent wave-function 
of the metal’s electrons with those of the adjacent organic semiconductor. In this view, the inter-
face potential drop (Δ) is attributed to the excess charge localized on the IDIS, up to its charge 
neutrality level (CNL, see Fig. 1.A) and to the low dielectric permittivity of organic conductors 
compared to inorganic ones.54,56-58 The IDIS-CNL view is somewhere in between the two scenarios 
of Fig. 1, yet it has many fundamental similarities to the ISR view: In both descriptions new, hybrid 
energy states are formed at an interface, which implies shifts in the spatial location of the density 
of states due to minute charge rearrangement across the interface, as qualitatively illustrated by 
the sharp potential spikes at the interface (ISR) of Fig. 1.B. The fact that atoms can hold such huge 
potential spikes is seemingly against the prevailing concept that the electrostatic potential cannot 
change abruptly.37 However, this notion refers to the averaged potential (e.g., the one represent-
ed by the vacuum level) while the microscopic electrostatic potential is strongly fluctuating on at-
omistic length-scales.  
Although no specific chemical bonds are necessarily formed at the interface, and the binding 
strength could be rather weak (“physisorption”) the ISR can be viewed as a chemically distinct re-
gion, because -a- new energy levels formed and -b- charge shifted between the ‘reactants’. Such 
interactions are evident from DFT computations24,54,56-60 and can be roughly considered as some 
degree of coupling between the two phases. The two approaches differ mainly in regard to the 
energy position of the hybrid states, as further discussed in section 5.a. IDIS-CNL requires a finite 
density of states within the forbidden energy gap while ISR states in principle emerge along the 
full energy and momentum scale,24 with possible donation and back-donation at different energy 
levels.61 This is a somewhat controversial issue and the subject of a lively discussion, because gap-
states can be detrimental as they interfere with the transport process (section 3). 
In summary, balancing the electrochemical potential across an interface leads to two types of 
charge rearrangements: localized (“molecular-like”, Δ0) and long-range (solid-state, BB0); the in-
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terplay between them provides an efficient handle to control the electronic performance of the 
interface. Once we realize the intimate relation between the interface chemistry and its emerging 
physical properties it becomes very appealing to use chemical tools to modify and control the in-
terface properties.62,63 In a sense, controlling the interface composition is comparable to introduc-
ing dopants or purifying a crystalline structure. In both examples, minute chemical changes are 
extremely influential on net electrical performance. Because an interface is dimensionless, actually 
a mono-atomic layer can suffice.64 Adsorption of organic monolayers adds a slightly thicker modifi-
cation of 1-2 nm, and in principle inorganic thin layers can also significantly affect the energy 
alignment.65,66 While both inorganic thin films and organic monolayers alter the charge rear-
rangements between the two contacting bulks, organic molecules add their own, ‘intrinsic’ dipole 
caused by the closed shell nature of molecules. Thus electron-withdrawing (e.g., halogens, CN, 
NO2) or -donating groups (e.g., OMe, NH2) can induce huge electric fields within a single molecule. 
Adsorbing molecules so that they will be at solid interfaces can in principle affect, and thus modify, 
any of the interfacial mechanisms: interface traps (section 3); molecular dipoles (section 4) and 
charge rearrangement (section 5). In these sections, the molecules are considered as modifiers of 
a barrier that is basically located within the semiconductor (SBH). Yet molecules add also their 
own direct transport blocking effect that is considered in section 6. Section 7 offers technical tools 
to analyze current-voltage characteristics of molecularly modified metal / semiconductor junc-
tions.  
3. Electrical passivation: Eliminating interface traps 
a. Interface charge – The Bardeen limit 
The traditional explanation for Fermi level pinning, also known as the “Bardeen limit”49 ascribes it 
to charging, QIS, of electronic states localized at the interface (see blue stripes in Figure 1.A). The 
‘charge neutrality level’, CNL,67 is normally located around mid-gap, namely below (above) the 
bulk Fermi level, for an n-type (p-type) semiconductor. In both cases the surface states (ignoring 
the metal, for the moment, i.e., before forming a junction) withdraw majority carriers from the 
bulk, which leaves behind a space charge region depleted from free carriers (QIS = –QSCR), implying 
a net potential energy (BB0>0, see Fig. 1.A).  
Moving from a surface to an interface adds the metal’s Fermi level to the picture, which compli-
cates it. Depending on the work function of the metal, the occupation of the interface states 
changes to keep the CNL near the Fermi level of the system. The interface charge balance has now 
three contributions: the metal has a net counter charge (QM) balancing the sum of the charge on 
surface states (QIS) and the space charge (QSCR): QM = –( QIS +QSCR). The Δ>0 case depicted in Fig. 
1.A, implies a negative QM, regardless of the exact partition between QIS and QSCR. Notice also that 
Fig. 1.A illustrates the interface states to be located at the semiconductor surface, which can be 
due to e.g., steps or dangling bonds. However, in the general case, the entire interface layer can 
become charged, as is well-known for oxides and other insulators or some charging of the molecu-
lar monolayer, as further discussed in section 5.c.  
Often, the surface/interface states have a narrow energy distribution (DIS) and, therefore, increas-
ing the net accumulated charge (QIS) will hardly move the Fermi level away from the CNL, i.e. Fer-
mi level pinning to the CNL position:  
SBH𝐵𝑎𝑟𝑑𝑒𝑒𝑛 = 𝐸𝑔𝑎𝑝 − 𝐶𝑁𝐿   (6) 
where Eg is the forbidden energy gap of the semiconductor (Eg=CB–VB) and CNL is as defined earli-
er and shown in Fig. 1.A.  
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A practical way to unify between the two extreme descriptions (Eq. 4 with Δ=0 cf. Eq. 6) uses the 
earlier mentioned index of interface behavior (S, Eq. 5) as weighing factor:41,42,50,51  
𝑆𝐵𝐻 = 𝑆(𝑊𝐹 − 𝜒) + (1 − 𝑆)(𝐸𝑔𝑎𝑝 − 𝐶𝑁𝐿)  (7) 
The common representation of S in organic electronics is:56,58  
𝑆 = [𝐸𝑔 − (𝑆𝐵𝐻 + 𝐶𝑁𝐿)] [𝑊𝐹 − (𝐼𝑃 − 𝐶𝑁𝐿)]⁄  (8) 
Using the energy diagram of Fig. 1.A reveals that these two definitions are identical. It follows that 
the interfacial potential drop, Δ, is:58  
∆= (1 − 𝑆)[𝑊𝐹 − (𝐼𝑃 − 𝐶𝑁𝐿)]  (9) 
Thus, S is related to the ability of the interface to hold / screen charge. For traditional, inorganic 
interfaces, Δ relates directly to the amount of interface charge, Qis, and the dielectric properties of 
the interface (see Eq. 24 below):41,42,50,51 
𝑆−1 = 1 + 𝑞2𝐷𝐼𝑆 ∙ 𝐿 𝜀0𝜀𝑖⁄     (10) 
where DIS is the density of interface states, εi and L are the relative permittivity and thickness of 
the interfacial layer. As can be seen from Eq. 10, for interface charging to explain S → 0 (“Bardeen-
limit”, Fermi level pinning), high interface charge, QIS by itself is insufficient. The interface must 
include a low permittivity (εi) layer, either as an insulator of finite thickness, L,
48 or, as in the case 
of organic electronics (IDIS-CNL view), the entire film has low dielectric constant and therefore the 
CNL logic is applicable,54 as further discussed in section 5. Here we focus on passivation of elec-
tronic states that emerge from chemical and structural defects at the surface of the semiconduc-
tor, or the traditional CNL case (Fig. 1.A) where the adsorbed monolayer replaces the traditional 
oxide.51 Therefore passivation of interface states is critical, especially when working with wet-
bench prepared samples, poly-crystalline materials and other cost-effective novel (preparations 
for) materials, due to electronic states that emerge from chemical and structural defects. Such 
imperfection-related states must be minimized to better control interface electrostatics. Moreo-
ver, a mid-gap population of electronic states is critical beyond energy level alignment, because it 
presents recombination centers (downward wiggly arrow in Fig. 1.A) that quench excited electron-
hole pairs, and slow traps, that affect the system’s response to a time-modulated stimulus (e.g., 
AC voltage). In the context of metal-insulator-semiconductor (MIS) junctions, interface states pro-
vide a source or sink for electrons to tunnel across the insulator, within an otherwise forbidden 
energy gap (right-pointing wiggly arrow in Fig. 1.A), as further considered in section 6.  
Here we focus on imperfections in the starting substrate, while interactions with the second con-
tact are discussed in section 5. Therefore, most of this section refers to molecularly modified sur-
faces rather than interfaces.  
 
b. Surface passivation by chemical binding 
The electrically active states that we wish to remove (i.e., passivate) are by definition those locat-
ed energetically within the forbidden energy gap of the semiconductor. Such energy position im-
plies high chemical reactivity, because the stable (un)occupied states are in the (conduc-
tion)valence band. Therefore, adsorbing a monolayer onto semiconductor surfaces before creating 
an interface can serve to minimize such chemical imperfection via chemical reactions with surface 
structural defects and dangling bonds,68-74 a phenomenon known as ‘electrical passivation’. In ad-
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dition, an adsorbed monolayer can help preserve the interface by acting as a diffusion barrier to 
block surface oxidation,75-78 known as ‘chemical passivation’.  
The practical evaluation of the degree of so-called ‘electrical passivation’ varies from measuring 
the band-bending of the free surface (i.e., the space charge that balances the surface charge, QIS), 
by surface photo-voltage38,79,80 or from the shift of XPS core levels81-83 to measuring the life-time of 
minority carriers, by methods such as fluorescence decay time68-70,79 or by the time decay of pho-
to-induced Eddy currents, known as the ‘Sinton’ method.73,84,85 Life time characterization is gener-
ally a more authentic characterization, because it focuses on the direct goal of reducing surface 
traps, while surface charging can be caused by states outside the forbidden energy gap (which are 
inactive in charge transfer)85 (see sections 2.c, 3.e). In principle analysis of the net charge transport 
after forming a contact can also be indicative of the density of interface traps,86-88 however, such 
approach relies heavily on analysis and cannot identify whether the trap originates from surface 
preparation or from subsequent contact deposition.  
c. Oxidation protection and chemical passivation 
The simplest mechanism by which an adsorbed monolayer can protect the interface is by provid-
ing chemical stability, i.e., by forming a chemical bond to the surface that is stable throughout 
manufacturing and operation (mostly a covalent bond).77 For semiconductors the major degrada-
tion process is oxidation by ambient oxygen and humidity. While important pioneering contribu-
tions to hybrid molecular / semiconductor junctions used silane binding to thin SiO2,
89,90 avoiding 
any oxide is considered to be far more efficient in eliminating surface states.91 Just the covalent 
binding by itself will generally not withstand ambient conditions, and gradual degradation via de-
fects will occur within days.92 However, a dense layer of alkyl chains is capable to serve as a diffu-
sion barrier, preventing reactive species such as O2 and H2O from reaching the surface. Thus, 
chemical passivation requires both stable binding and a highly dense hydrophobic monolayer;75 
specifically, alkyl-based monolayers directly-bonded to oxide-free Si were shown to withstand 
harsh temperature and pH conditions.77 Dense binding is not trivial especially with ‘interesting’ 
molecules, like proteins or redox-active molecules. This optimization problem is often addressed 
by using two consecutive surface reactions, 17,93,94 as discussed elsewhere.7 
 
d. Effect of reaction rate 
Considering the passivation of electrically active sites in chemical terms implies that we wish to 
selectively attack the chemically most reactive sites. A possible strategy would be to use mild reac-
tion conditions or poor binding groups that preferentially bind to the most reactive states. This 
requirement contradicts the other demand for densely packed monolayer required for long-time 
surface stability (“chemical passivation”, section 3.c). This apparent contradiction can also be 
solved by a two-step approach. For example, binding to H-Si(111) commonly proceeds via a radical 
chain reaction, by externally initiating a surface radical, Si●, by means such as UV illumination, 
heating or chemically (e.g., by hydroquinone).95 Alkenes (R-C=C) react only via radical formation, 
while alkyl-alcohols (R-OH) can also react via an SN (nucleophilic substitution) reaction with Si-H 
(i.e., not a radical). Although the SN reaction generally requires activation, it can occur preferen-
tially on chemically / electrically active sites, such as surface defects. Thus comparing UV-activated 
binding to H-Si(111) of alkenes to that of alcohols, both give efficient surface coverage (chemical 
passivation) but only the alcohols can preferentially react with active sites and therefore provide 
distinctively better electrical passivation.73  
e. Charge transfer into the substrate 
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As noted above there is some confusion between passivation of mid-gap (surface) states and net 
surface charge, QIS. The latter, QIS, is part of the general quest for controlling the SBH (see Eqs. 7, 
10), as further discussed in section 4 and 5. Mid gap states are a constant source of non-ideality 
because they mask the forbidden energy gap, leading to un-desired processes like reducing the 
life-time of minority carriers and thus decreasing the photocurrent of solar cells. Therefore, we 
reserve the term ‘electrical passivation’ for elimination of gap states, regardless of the amount of 
QIS. Actually large QIS can improve the electrical passivation in a mechanism known as ‘field-effect 
passivation’.85 
Adsorption of hydroquinone / methanol on H-Si(100) leads to outstanding electrical passivation.96 
Remarkably, these surfaces display both long lifetime of minority carriers (i.e., they are well-
passivated, electrically) and relatively high band bending (i.e., large QIS).
85 This was attributed to 
‘field-effect passivation’: partial negative charging of the adsorbed hydroquinones (see section 5.e 
for explaining this charging mechanism), which increases the surface charge, QIS and its accompa-
nying band-bending. Yet, the energy levels of the hydroquinone are outside the forbidden energy 
gap of the Si and therefore, do not act as traps or recombination centers. Moreover, the larger is 
the molecular QIS the more it repels majority carriers (electrons) from the surface and therefore 
increases the lifetime of minority-carriers, known as ‘field-effect passivation’.85 A similar reasoning 
was also used to explain the 10 to 100 enhancement in photo-current decay time for a molecular 
controlled semiconductor resistor (MOCSER), i.e., with molecularly-modified surface, compared to 
bare resistor.97  
Except for organic (semi)conductors, most molecular adsorbates have energy levels outside the 
forbidden energy gap or are inefficiently coupled to the substrate and, thus, actual capture of 
charge carriers by adsorbed molecules is not very likely. At the same time, molecules are highly 
polarizable and can therefore easily accumulate static charge or dipoles. This is in line with the 
hydroquinone-Si case85 where the molecular polarizability was sufficient to induce a net BB in the 
Si, yet none of the molecules was really ionized (i.e., introduced gap-states). The ability of mole-
cules to transfer charge into the substrate and induce band-bending is a recognized adsorption 
effect, even for ‘physisorption’ (or temporal adsorption) of small molecules like O2 or C4H8 on sub-
strate such as TiO2, an issue that is critical for catalysis.
28   
The notion of atomistic electrochemical balance (see section 5.a below, Eqs. 16-20) is critical for 
semiconductor substrates because the surface adsorbates function as dopants altering the charge 
concentration in the vicinity of the surface, also known as “surface transfer doping”.98,99 In the 
above example, hydroquinone acts as a surface acceptor (i.e., p-type dopant) and therefore cre-
ates a surface depleted of electrons, which in the case of n-type, implies large band-bending. The 
ability of adsorbates to charge the surface vicinity of a semiconductor is now studied intensely, 
mostly for physisorbed molecular “dopants” on low-dimension materials, such as graphene and 
nano-particles, as well as diamond (see Ref. 99 for a comprehensive review). We will return to the 
issue of charge rearrangement in section 5, below, in the context of energy-level alignment.  
f. Poly-crystalline and nano-shaped substrates; 
An interesting outcome of the above-mentioned ‘surface transfer doping’ is that molecules can 
‘gate’ the electrical properties of their substrate,63 without any current actually passing through 
the molecules. This means that no top contact is needed at all which can greatly decrease the 
technical challenges in exploiting molecular surface-modifications. This scenario is especially rele-
vant to sensors made by traditional lithography,100-103 or nano-wires104-106 as well as to quantum 
dots.107-111 The lack of top contact implies that energy level alignment (i.e., the role of interface-
induced dipole, discussed in section 4) is largely irrelevant, however, the huge surface to volume 
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ratio, makes these systems extremely sensitive to surface modifications such as density of surface 
traps. Any charge rearrangement between a nano-particle and surrounding molecules serves prac-
tically to dope the entire nano-particle. This was demonstrated and explained in terms of change 
in bulk doping, several decades ago for adsorption of O2 on μm-sized crystallites of CuInSe2 and 
other chalcogenide semiconductors,112,113 and more recently for O2 on organic
114 polycrystalline 
semiconductors and on PbS quantum dots.115   
Adsorbing molecules onto multi-faceted substrates (e.g., nano-particles or poly-crystalline films) is 
challenging because the reaction rates can vary for different crystalline facets, and the defect den-
sities on the different facets may not be the same, either. For example, our attempts to translate 
the successful passivation of single-crystal Si wafers into multi-crystalline Si substrates used for 
solar-cells, generally failed.116 In contrast adsorption of a series of phenyl-phosphonic acids on ZnO 
was successful, regardless of the huge variation in surface morphology, ranging from ultra-smooth 
MBE-grown substrates to ALD and chemical-bath deposition of high-aspect ratio pillars.117 Addi-
tives to spin-coated suspensions of ZnO nano-particles provide another means to tune the work-
function of novel materials, pointing to the large versatility of using adsorbates for electrostatic 
modifications.118  
In summary, odd-shaped, low-dimensional particles are natural candidates for molecular modifica-
tions, but the surface chemistry should be carefully verified for each case.   
 
4. Molecular dipoles as a 2D dipolar array 
The discussion above on surface passivation is, in a way, a preliminary, enabling step toward the 
main goal of tailoring the energy level alignment across hetero-junctions. We note though that full 
electrical passivation is not a strict prerequisite: molecular modification of the energy alignment is 
possible even for poorly passivated surfaces, with measurable amount of oxides,119 something that 
can be understood in terms of the index of interface behavior, S (Eq. 5), being small but not zero. 
Still, surfaces that are electrically well-passivated (S→1), are expected to show stronger dipolar 
effects than those with poorer passivation. This section considers the molecular effect on the in-
terfacial potential step, Δ, originating in polarization of the molecular back-bone, while the follow-
ing one (section 5) considers contributions from charge rearrangement with the adjacent sub-
strate(s).  
An underlying assumption, common to both types of dipoles, is that the interface dipole is ‘rigid’ 
and un-affected by the applied bias. Actually, strongly polarized molecules can isomerize under a 
high applied bias (30 V, fields of ∼108 V/cm!) – an effect that was used to demonstrate reversible 
switching.120,121 Still, the assumption of bias-independent molecular dipole might be an over-
simplification even at moderate bias (∼1 V) for junctions where most of the bias falls on the mole-
cule(s), such as metal-molecule-metal junctions122 or metal/molecule/high-doped semiconductor 
ones (see section 6). Here we consider cases where the dominant barrier is that of the semicon-
ductor, so that it is reasonable to assume that the far more polarizable semiconductor will re-
spond to the applied bias and therefore, the change in potential drop across the molecular layer is 
negligible. Indeed, we see that practical Schottky diodes, with thin interfacial dipole modification 
follow the standard diode equation over considerable bias ranges (± 0.5V), suggesting that the mo-
lecular dipole has negligible changes within this bias range. Still, the net potential drop on the in-
terface, Δ, contains a bias-induced charging contribution (Eq. 22 below), which becomes significant 
at extreme applied bias (see section 6,7). 
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a. A 2D dipolar array: basic electrostatic considerations 
As explained in section 2, an array of microscopic dipoles in a direction perpendicular to the inter-
face occurs either naturally due to the different chemical nature (difference in electronegativity) 
of the atoms across the interface or by deliberate adsorption of molecules at the interface. We 
now summarize the basic electrostatics, describing the translation of a 2D array of molecular di-
poles into a potential step. The same electrostatics holds regardless of the chemical nature of the 
individual dipoles (i.e., molecular or atomic bond-polarization, see sections 2.c and 5). At the same 
time, having a periodically repeating array of dipoles is very different from from an isolated 
dipole123,124 (e.g., single molecule). This is illustrated schematically in Fig. 3.B. The dipole field lines 
of a single dipole (dark red lines in Fig. 3.B) propagate radially and create a slowly decaying electric 
field. However, neighbor parallel dipoles add field lines (dark blue lines in Fig. 3.B), which are co-
aligned (blue marker) within the polar bi-layer but mutually cancelling (yellow marker) outside the 
polar bilayer. This leads to strong electric field within the dipolar bi-layer, compared to the sharply 
decaying electric field outside its poles (see Ref.  123 for a formal derivation). 
First, for a net molecular dipole, p0, only the component oriented perpendicular to the interface 
(p⊥) is relevant for the potential step across the interface (see Figure 3.A for illustration):  
p⊥ = p0 ∙ cos 𝜃    (11) 
where θ is the angle between the main molecular axis and the surface normal (θ=0° for perpen-
dicular orientation). While this requirement is trivial it shows the importance of knowing the ge-
ometry of the adsorbed molecules with respect to the substrate. In addition, groups like ether (R-
O-R) have a strong dipole pointing to the lone-pair of the O that is transverse to the R-R direction. 
Thus a strong molecular dipole is not necessarily effective as interface dipole.    
An obvious requirement for translating numerous molecular dipoles into a potential step is that 
these molecules should be aligned parallel to each other (e.g., Fig. 3.A). Naturally, nice conceptual 
cartoons are not realistic, as entropy works against such a perfect orientation (e.g., Fig. 3.D). Ex-
perimental evaluation of layer uniformity and orientation is not trivial, though methods like 
FTIR125,126 and NEXAFS,127-130 backed by computation, can be helpful. Wettability studies show that 
terminal surface dipoles can be inferred by comparing the contact angles formed by polar-protic 
liquids with those formed by polar-aprotic liquids (e.g., water vs. acetonitrile).131 Nonetheless, be-
cause the dipolar effect is averaged, disorder is unlikely to completely cancel the dipolar effect, 
only to reduce it. Therefore, the critical issue is to maintain a net, average orientation.  
A second consideration is the ‘infinite’ size of the array, namely far larger than some characteristic 
length. In the context of translating the effect of individual dipoles into a potential step, the char-
acteristics length is the distance, a, between two adjacent dipoles (molecules, see Fig. 3.B), and 
thus ‘Infinite’ means that the molecular array extends over a distance much larger than a.132 While 
dense binding (small a) will make the electric field more uniform, it also leads to stronger depolari-
zation by neighboring molecules.10,132-134 Each individual molecular dipole exists within an electric 
field induced by the surrounding dipoles (Fig. 3.B), acting to reduce the actual dipole, p, relative to 
the intrinsic dipole, p⊥:
123,132  
p = p⊥ [1 + 𝛼 (
𝐾
𝑎3
+
𝑈𝐼𝑚(𝑎)
𝑑3
)]⁄     (12) 
where α is the molecular polarizability, K ≃ 10±1  is a geometric factor depending on the binding 
unit cell (e.g., triangular, rectangular and so on), and a is the inter-dipole distance.123 Therefore, 
small a values imply strong depolarization of the intrinsic molecular dipole. The molecular polar-
izability, α, is critical: a more polarizable backbone (e.g., phenyl instead of alkyl) increases the net 
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dipole of an isolated molecule (p0), but within a monolayer, high polarizability increases the depo-
larization by neighboring molecules, such that knowing the net optimization is not trivial.  
The intrinsic molecular dipole is screened also by the substrate, known as renormalization of the 
molecular energy levels.135 Monti used image dipoles to account for such screening, where UIm is 
the difference between the sum of all interactions between image dipoles and the direct interac-
tion between the real dipole and its image. The critical length scale here is d – the distance of the 
dipole from the image charge.135 The simple classical electrostatic approach of Eq. 12was shown to 
well reproduce detailed quantum mechanical calculations.123,135   
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The net potential energy step induced by the individual dipoles (Eq. 12) is proportional to the sur-
face density of dipoles, 𝑁 = 1 𝑎2⁄  (where for simplicity we assumed a square unit cell for binding, 
see Fig. 3.A,B):123,135 
 
 
 
 
 
 
θ 
p 
N A 
B 
C 
D 
Figure 3: Dipole formation by monolayers of polar molecules: 
A) Diagram illustrating the major quantities controlling the translation of individual di-
pole into a potential step (cf. Eq. #13); 
B) Illustration of electric field lines by an array of dipoles: the field is enhanced be-
tween the poles (light blue marker) and cancels outside it (yellow marker); also illus-
trated are the distance between dipoles, a, and the dipole length, d. 
C) Variation of the potential step, Δ (relative to non-treated surface), with respect to 
the nominal dipole, p, of individual para-substituted benzoic acids, adsorbed on differ-
ent semiconductors. Dotted lines are best linear fits, with their slopes plotted in the 
inset against the cation-cation distance, a, of each semiconductor. Figure reproduced 
from Ref. 62. 
D) A schematic of the complete junction, made of a molecular monolayer adsorbed on 
a semiconductor (bottom) and covered by a top contact. A voltage source and current 
meter are connected to the top-contact, while the semiconductor is grounded, driving 
current (red arrow) across the monolayer. Adsorbed monomers are typically made of a 
binding group (green triangles), molecular body (wiggly blue lines) and a head-group 
(orange arrows). 
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∆= 37.7
p0∙cos𝜃
𝜀𝑖𝑎2
    (13) 
The factor of 37.7 [Å2V/Debye] includes the electric constant, ε0, and units conversion so that p0 is 
in Debye and a is in Å. Eq. 13combines the various depolarization effects into an effective relative 
permittivity for the monolayer, εi. To get a rough scaling between a molecular dipole (p0) and net 
potential energy step (Δ) we can estimate εi ≃ 2-3
136 and a2 ≃ 20-25 Å2, which yields: Δ[eV] ≃ (0.5-
1)⋅p⊥[Debye].  
Still, we stress that εi is an effective property which may differ significantly from that of a bulk 
phase made of the same molecules; a more accurate expression for εi is gained by combining Eqs. 
12and 13:123,135 
𝜀𝑖 =
1
4𝜋
{1 + 𝛼 [
𝐾
𝑎3
+
𝑈𝐼𝑚(𝑎)
𝑑3
]}   (14) 
In practice this means that there is a certain optimum binding density to maximize the net poten-
tial step induced by an interface dipole, which is often more sparse than that dictated by the avail-
able binding sites of a given substrate.135,137,138   
The binding density is thus a key handle to express the molecular dipole,139 and can be controlled 
by molecular design140 or adsorption conditions.137,138 Formation of close-packed arrays of small 
inter-molecular distance and relatively aligned chains is aided by monolayer adsorption, driven by 
inter-molecular affinity (e.g., van der Waals interactions between alkyl chains) or by weak mole-
cule - substrate interactions (e.g., S on Au).7 Rigid, non-linear molecular tails and / or substrates 
with strong inter-atomic bonds (e.g., silicon) can force a larger a (more spacious binding). For ex-
ample, Fig. 3.C shows the net potential step developed over a series of substituted di-carboxylic 
molecules adsorbed onto different semiconductors. The sensitivity of the net potential step (Δ) to 
the molecular dipole (p0), i.e., the slope of the fitted lines in Fig. 3.C varies with the substrate type. 
The inset to Fig. 3.C shows that the slope is inversely proportional to the surface unit cell,62 sug-
gesting that for these bulky molecules, the binding distance, a is i) dictated by the substrate and ii) 
sufficiently large to diminish the depolarization effect. A binding distance, a, that is larger than the 
effective distance for inter-molecular interactions will weaken those interactions, and is expected 
to increase the entropy, i.e., disorder. Recently it was also noted that very spacious binding favors 
large tilt angles, θ, which naturally alters the perpendicular dipole component, p⊥ (Eq. 11). While 
there is a tendency to identify the direction of the molecular dipole with the long molecular axis 
(as is the case in Fig. 3.A), this is not always the case, which complicates the simple tilt considera-
tion of Eq. 11. Some examples are pendant groups like O-H,73 and lone-pair electrons in general. 
Molecules with tilted aromatic groups which are roughly parallel to a metallic substrate induce a 
stronger push-back effect than perpendicular ones;120,121,141 in addition their dipole is orientation-
dependent.142,143    
While the electric field outside the dipole-array decays sharply (i.e. , negligible ‘far-field’) the field 
within the dipole array (‘near-field’) is immense.135 A potential step of 0.1 V across a 1 nm distance 
equals 106 V/cm and fields as high as 108 V/cm were also reported, leading to measurable Stark 
shifts in molecular vibrations.135  If the molecules are sufficiently flexible and the restoring inter-
molecular attractive forces are moderate, then the molecules could adopt a non-aligned orienta-
tion, in order to minimize the Coulombic repulsion.144 In certain cases, mutual dipole repulsion can 
actually hinder the self-assembly process: nitro-phenol-alkyl silane molecules can reach only 80% 
coverage on oxidized Si, presumably because their dipolar repulsion is too high.133  
Overall, the translation of an array of molecular dipoles into a significant potential step is well ex-
plained theoretically, and simple classical expressions (Eqs. 11-14) can be adequately fit to de-
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tailed DFT computations.123,135 Yet, DFT tends to over-estimate the net potential step compared to 
experiments. The reason is probably that the limited unit cell used for DFT computations, cannot 
account for molecular dynamics, which acts to minimize the huge internal electric field (i.e., re-
duce the net potential step).   
b. The chemical ingredients of a dipole 
While in the previous section we presented the geometrical consideration for efficiently translat-
ing a dipole into a potential step, this section focuses on what dictates the dipole itself, in terms of 
molecular structure. For a molecule to form a relatively ordered monolayer it helps if it has a bind-
ing group that dictates its connection to the substrate (e.g., green triangles in the schematic 
monolayer cartoon shown in Fig. 3.D) and / or another driving force to self-assemble.7 In this re-
view we consider a ‘sandwich’ configuration (see Fig. 3.D) where the monolayer is first deposited 
on a semiconducting substrate, to create a molecularly-modified surface (as discussed here and in 
section 3 above) and then a metallic contact is deposited on top of the monolayer. Technically, 
this allows comparing between the surface and interface or junction properties. In this sub-section 
we are concerned with surface modification, while the next one considers junctions. Issues of 
monolayer preparation and top-contact formation are reviewed elsewhere.7 While saturated mol-
ecules, like alkyl chains can induce a rather large potential energy step of 0.4 eV,145-148 each meth-
ylene unit adds rather little: about 10 meV/CH2.
131,149  The small dipolar contribution of CH2 despite 
the rather polarized C-H is because any couple of methylenes mutually cancel each other, and 
most of the dipole is formed by the terminal methyl and binding group.150 Still, in a few specific 
cases shifts of the surface potential by as much as 40 meV/ CH2 with increasing length of adsorbed 
alkyl chain was reported, for example for alkyl thiols on Ag,151 or alkyl alcohols on Si.74 We suggest 
that this extra effect has to do with charge-rearrangement with the substrate as discussed in the 
section 5.   
Adding aromatic moieties to the adsorbed molecules enhances their polarizability compared to 
saturated alkanes; combined with substituent groups that push or pull electrons, this can lead to a 
dipole per molecule on the order of a few Debyes.132 The net dipole per molecule can be comput-
ed,132,152 but can also be inferred from physical-organic empirical parameters like the Hammett 
parameter.68,153,154 Figure 4 shows an example of such a correlation. Styrene reacts with H-Si(111) 
via a radical chain reaction initiated by UV-irradiation. The minute amount of matter in monolay-
ers presents a challenge to get clear FTIR spectra. However, recent advances in FTIR accessories, 
such as the Ge hemispherical ATR accessory (Harrick) enhances the FTIR sensitivity down to a 1 nm 
thick coating, as shown in Fig. 4.A. For metallic substrates, the method of polarization-modulation 
IR reflectance absorbance spectroscopy (PMIRRAS) provides excellent signal to noise ratio even for 
a monolayer.125  
Fig. 4.A demonstrates the sensitivity of the adsorbed monolayers to the nature of the substituent. 
The strongest peak near 1500 cm-1 is that of the ring vibrations, which clearly shifts with the sub-
stituent. An electron-withdrawing substituent, like methyl (Me, CH3) increases the vibration’s en-
ergy while an electron-donating group, like Br, reduces it. This effect can be roughly quantitated 
by the Hammett parameter,155 as shown by the red-circles and dotted line in Fig. 4.B. The net po-
tential developed on these monolayers was measured by a Kelvin probe and is also plotted in Fig. 
4.B, as black squares. The contact potential difference values in the figure are relative to that of an 
H-Si(111) reference sample. Although the substituent affects both the vibration energy and the 
dipole, different mechanisms are involved. The dipole (or CPD) correlates with the inductive com-
ponent of the Hammett parameter, while the ring-vibration energy shifts according to the stand-
ard, para-position, parameter, σP. These differences are expected, because they originate in dif-
ferent interactions of the substituent with the ring. In any case, Fig. 4 demonstrates that a combi-
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nation of aromatic ring with substituent strongly affects the vibrational modes of the ring, and it 
follows known rules of organic chemistry.  
 
Para-substituted phenyls were also used with phosphonic acids,15,117 benzoic acids,156-160 di-
carboxylic acids46,70,157,161 and thiols.162 Binding of substituted phenyls to oxide-free Si was demon-
strated by various binding groups.60,82,163 Substituted aromatics apparently are the major focus for 
self-assembled monolayer-induced surface dipoles and, indeed, the possibilities are practically 
endless (see e.g., Refs. 15,164). Major recent efforts are to embed the polarizable groups within 
the molecular skeleton164,165 to minimize counter-polarization by the contacts (see section 5).  
Still, conjugation is not a strict requirement. Amide bonds are also rather polar and therefore pep-
tides and proteins can develop a significant net dipole across them. However, Ref. 144 shows that, 
flexible molecules can rearrange to minimize the Coulombic repulsion and this possibility should 
be considered in designing new molecular systems. An amine group at the terminal of an alkyl 
chain can also serve to reduce the work function, while a fluoride,166,167 or other halides,93,168 in-
crease it. The effect of systematic increase of the degree of fluorination on the work-function was 
extensively studied.43,131,145,151 Increasing the number of per-fluorinated methylene (CF2) groups 
affects a variety of properties like bulkiness and polarizability, but is not expected to affect the 
dipole directly: although each C-F bond is strongly polarized, the dipoles of neighboring CF2 units 
cancel each other. Therefore, the main dipole is at the bond between the –CF2-CH2–,
131 though the 
number of F atoms may affect the charge rearrangement with the substrate78 (see section 5).  
c. Correlating the interface dipole with the Schottky barrier of the junction 
We now move from a surface dipole to an interface dipole, such as results from inserting a molec-
ular monolayer into a metal / semiconductor (‘Schottky’) junction (see Fig. 3.D for an illustration). 
Molecular-dipolar modification of a Schottky barrier was demonstrated on numerous metal / sem-
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Figure 4: Electrical effect of styrene-
based monolayers on H-Si(111), using 
un-substituted styrene (‘H’), or para-
substituted styrene with bromine 
(‘Br’) or methyl (CH3, ‘Me’).  
A) FTIR spectra of substituted styrene 
monolayers on H-Si(111);  
B) Correlation of surface dipole (black 
squares, left Y- axis) to inductive 
Hammett parameter (bottom. X-axis) 
and the position of IR ring modes (red 
circles, right Y-axis) against Hammett 
p-parameter (top X-axis). 
Source: Ref. 163 and its SI.  Hammett 
parameters taken from Ref. 155. 
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iconductor junctions, made with different semiconductors (Si,74,93,163 oxidized Si,162 GaAs,46,161  
SiC,166 TiO2,
158 ITO15,157 and ZnO160,169) and using different types of monolayers and top contacts. 
This vast evidence is represented here by two examples in Fig. 5.  Panel A shows current as a func-
tion of voltage through a molecularly modified n-ZnO(0002)/Au junction.169 All molecules consist 
of an identical skeleton of two carboxylic binding groups, which binds via condensation with the 
ZnO surface hydroxyls. The only difference is the identity of the para-substituted X groups, varying 
from electron donors (OCH3, CH3) via neutral (H) to electron acceptors (CF3, CN). As can be seen in 
Fig. 5.A, as the substituent becomes more negatively charged, the onset of the diode current shifts 
to higher voltage. The quantification of this effect is done using the thermionic emission model 
(see section 7.a below), where the effective-SBH is proportional to the saturation current in the 
“off” state of the diode (negative voltage for the n-type semiconductors, shown in Fig. 5).  
The saturation current is better visualized using a semi-log plot, as shown in Fig. 5.C. Here a series 
of alkyl alcohols of varying length was adsorbed on (oxide-free) H-Si(100), with hydroquinone serv-
ing as catalyst.74 Notice that the current increases exponentially (logarithmic Y-scale) with the 
length of the alkyl chain – opposite to the standard tunneling effect in molecular junctions (see 
section 6 below). We explain this paradox (longest molecule is best “conductor”), by variation in 
the induced molecular dipole (Δ) with the length of the alkyl chain, which in turn controls the SBH 
(Eq. 4) – the dominant barrier of the junction (see further in section 7.d).  
Using the (strong) assumption that the molecular-induced dipole does not vary significantly be-
tween a surface and an interface, Eq. 4 predicts a linear dependence of the SBH on the molecular-
ly-modified electron affinity (χ+Δ) of the surface. That quantity is measured by the Kelvin probe 
technique, which yields the above-mentioned contact potential difference, CPD, which is a relative 
observable. To eliminate the contribution of the surface band-bending to the measured CPD, the 
sample is irradiated with high-intensity white light so that the photo-generated carriers can practi-
cally neutralize the surface, thus virtually eliminating the band-bending (noted as CPDL, X-axis of 
Fig. 65B). Calibrating the work-function of the reference probe against a known standard (e.g., 
HOPG) allows to get the absolute value of the effective electron affinity (χ+Δ = WF(probe) + CPDL– 
ξ; see Fig. 1 for illustration) as shown on the X-axis of Fig. 65D. 
The linear dependence predicted by Eq. 4 is indeed observed in Fig. 5.C-D, but the magnitude and 
sign of the slope vary between the different systems. The Hg/alcohol-Si junction (Fig. 5.D) has a 
negative slope in agreement with Eq. 4 while the Au/di-carboxylic-ZnO (or GaAs) shows a clear 
correlation but of an opposite sign. The clear correlation between the diode behavior (SBH) and 
the molecular property (change in χ) suggests that a given substituent group induces an opposite 
dipole when placed next to air (Kelvin probe) or in a close proximity to Au. The possible cause for 
such a dipole inversion is further discussed in section 5.d. At this point we focus on the magnitude 
of the slope, S.   
We can adapt the concept of index of interface behavior, S (Eq. 5) to quantify the dipole effect. 
Because both the metal (WF) and the semiconductor (χ) are fixed, the S factor has to be redefined 
with respect to the molecular dipole:161  
𝑆𝑆𝐴𝑀 = −
𝑑(𝑆𝐵𝐻)
𝑑(χ+Δ)𝑆𝑢𝑟𝑓
   (15) 
Vilan & Cahen Molecular Electronics –Semiconductors;  submitted 11-2016 
 22 
 
Fitting the SBH, extracted from the I-V curves in Fig. 5.B,D, yields S=0.55 for ZnO,169 0.09 for n-GaAs 
and 0.9 for Si.74 The close to unity S value for Si is very impressive, because Si is known to have 
S∼0.1 for clean, un-modified interfaces (see orange stars in Fig. 2).48,52,53 This high S value has a 
fundamental importance because it provides direct evidence that the widely spread idea of Fermi-
Figure 5: Tuning the Schottky barrier height (SBH) by molecular modifications, show-
ing the systematic variation in current-voltage curves (A,C) and the correlation be-
tween the SBH and the effective work function (B,D), modified by adsorption of di-
carboxylic phenyls with varying para-substituents, on ZnO and contacted by Au (A,B) 
or varying length alcohols (methanol to decanol) on Si(100) contacted by Hg (C,D). 
The current-voltage curves are shown on a linear (A) or semi-log scale (C). The effec-
tive electron affinity of the semiconductor was measured by Kelvin probe and is 
shown as raw data of contact potential difference under illumination (CPDL, B) or ab-
solute values (D). Panel B compares the ZnO results to identical molecules adsorbed 
on GaAs. In all cases, the semiconductor is moderately doped n-type, measured at 
room temperature. Panels were reproduced from Ref. 169 (A,B ) and Ref. 74 (C,D). 
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level pinning in Si (S→0), cannot be justified by an intrinsic property of Si. Rather, it is a property 
of the way the interface was made and the chemical interactions across it.24,47,48 For the same rea-
son, the larger S for ZnO compared to n-GaAs is not because the ZnO is more ionic than GaAs (alt-
hough their extracted S values are indeed very close to literature S values for these semicondcu-
tors169). Furthermore, the same experiment with p-GaAs yielded S ≅0.6,161 which is practically the 
same as for ZnO. Ideally, we wish to get S→1 for any semiconductor / metal combination. The 
higher S value for the metal/RO-Si (Fig. 5.D) compared to the metal/Mol-ZnO (Fig. 5.B) junctions 
may be attributed to the excellent electrical passivation of Si by hydroquinone-alkoxy 
monolayers.74,85 However, the drastic change in S values for carboxylic acid-modified  n-GaAs com-
pared to p-GaAs, is not readily understood. It cannot be due to a doping effect on the monolayer 
quality, because the span in molecularly-induced surface potential was 0.5 eV, regardless of dop-
ing type.161 A plausible explanation is the fact that these carboxylic acid derivatives have a net ef-
fect of acceptors; therefore they a) better passivate the (positively charged) surface states of p- 
than those of n-type and b) the polarization of the molecular skeleton, common to all derivatives, 
is to reduce the effective work-function (i.e., opposite to Δ depicted in Fig. 1), which has the effect 
of reducing the SBH for p-type and increasing it for n-type. Therefore, defective patches have a 
relatively lower (higher) barrier for n-type (p-type), which will dominate (be insignificant for) the 
transport.170 In summary, some compromise on monolayer quality can be made if one aims at re-
ducing the SBH (as in e.g., injecting contacts), but monolayer homogeneity is a strict requirement 
for blocking interfaces (e.g., active interfaces for solar cells or LEDs). Finally, we note again that the 
dipole is inverted between the surface and the interface for the combination of Au contact on di-
carboxylic acids (the extracted S value is positive, opposite to prediction). Therefore it is possible 
that the dipole inversion was more efficient on p-GaAs than on n-GaAs, as further discussed in sec-
tion 5. 
 
d. Inversion: interface induced-doping 
In section (4.c) we showed that a molecular dipole layer can lead to an almost ideal dependence of 
the SBH on the effective work function (S=0.9). We now ask, what is the extent of the interfacial 
control – how strong it can be? Traditional solid-state device physics classifies the SBH by the den-
sity of carriers in the surface region relative to that in the bulk.41 The doping of the semiconductor 
dictates the type of majority carriers (electrons or holes for n- or p-doping, respectively) and their 
equilibrium concentration (i.e., ξ; see Fig. 6.A), but surface charging leads to bending of the energy 
bands (red arrows in Fig. 6). Such bending shifts the Fermi level, near the surface, within the gap, 
i.e., with respect to the conduction band minimum and the valence band maximum. For example, 
Fig. 6.B depicts an n-type semiconductor with an upward band-bending (BB>0). In this case, the 
energy difference between the Fermi level and the conduction band minimum is larger at the sur-
face than in the bulk; hence the concentration of electrons at the surface is less than in the bulk. 
This is the situation, which creates a barrier for transport of majority carriers and allows a 
meal/semiconductor junction to be rectifying, is known as ‘depletion’, namely the majority carriers 
(e.g., electrons for n-type) are depleted near the surface. Fermi level pinning tends to fix EF near 
mid-gap at the surface, which makes depletion the case that is encountered most commonly.  
Most often we want to be able to dictate the surface charging; for example injecting (or ‘Ohmic 
contacts’) are achieved by increasing the relative concentration of majority carriers at the surface 
which appears as BB<0, a situation known as ‘accumulation’, as depicted in Fig. 6.C. In the other 
direction, increasing the depletion, and thus the upward band bending will bring the Fermi-level at 
the surface to a mid-gap position (dash-dot line in Fig. 6.A), where the density of holes and elec-
trons is equal. Pushing the Fermi level below mid-gap implies that at the surface the density of 
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(bulk) minority carriers exceeds that of (bulk) majority carriers. Thus, at the surface of a bulk n-
type semiconductor [holes]>[electrons], i.e., at the surface the material is p-type (and vice versa 
for a bulk p-type material). This regime is called ‘inversion’ (of type of carriers), a situation that is 
illustrated in Fig. 6.A. The value of the BB that defines the inversion threshold depends on the in-
trinsic doping via ξ:  BBInv ≥ Eg/2 –ξ.  
Crossing this threshold implies that minority carriers dominate at the surface, but their density is 
still small compared to the bulk density of majority carriers. The two populations become compa-
rable in the ‘strong-inversion’ regime, when the BB exceeds twice this energy: BBStrInv ≥ Eg – 2ξ. Un-
der strong inversion, the semiconductor surface region behaves practically like a p-n junction, 
which makes it technologically very appealing.23 The importance of the different SCR regimes is 
demonstrated in Fig. 8.A, showing current – voltage traces measured over a series of n-Si(111)-
Styrene-X / Hg junctions, where the substituent, X, is either Br,  CH3 or H (un-modified styrene; 
same monolayers as in Fig. 4). Depending on the substituent, the trace changes from highly recti-
fying (as for CH3) to high-current, Ohmic bias dependence for Br. The latter, Ohmic behavior, char-
acterizes a junction under accumulation; depleted junctions show asymmetric, rectifying I-V trac-
es, and their saturation current under reverse bias becomes exponentially smaller as the SCR 
changes from depletion to strong inversion. How a single substitution of Br for H can induce 7 or-
ders of magnitude change in current is further explained below.      
In principle the transition between the different surface charging regimes can be achieved by tai-
loring the difference in WFs between the metal and the semiconductor (Eq. 4). However, in reality, 
this hardly occurs for metal-semiconductor junctions due to the low index of interface behavior 
(S≪1, see Fig. 2). As argued in section 2, adding a dipole layer at the interface is equivalent to 
varying the effective WF by the potential drop at the interface, Δ, imposed by that layer. There-
fore, minute chemical changes at the interface can be equivalent to altering the metal. This is illus-
trated in Fig. 6.A-C depicting three metal / semiconductor interfaces at equilibrium (V=0) with 
identical (WF-χ) difference, but with varying interfacial dipole layer. A negative interface dipole 
(acting to reduce the apparent WF of the semiconductor, e.g., CH3-Styrene) will drive the SCR to-
ward deeper inversion (Fig. 6.A), while a positive interface dipole will drive the SCR toward accu-
mulation (Fig. 6.C, e.g., Br-Styrene). In principle, applying voltage across the interface (Fig. 6.D,E) 
also changes the charging of the SCR, but the accepted classification is based on the junction’s 
state at electrical equilibrium or zero voltage (Fig. 6.A-C). Therefore, we can quantify each of the I-
V traces of Fig. 8.A to extract their SBH (as done in Fig. 5; see section 7 for further details) and us-
ing Eq. 3 verify the equilibrium BB0 with respect to the inversion / depletion threshold.   
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The extracted SBH (left Y-axis) and corresponding BB0 (right Y-axis) of the Si-Styrene-X/Hg junc-
tions are plotted in Fig. 8.B against the surface potential of the molecularly modified surface. The 
horizontal grid of Fig. 8.B shows the threshold BB values for transition between the different 
charging regimes for this specific Si. The VFB value, extracted from C-V measurements (red-
triangles) shows that the methyl-styrene is on the verge of strong inversion, while the normal sty-
rene is on the threshold between inversion and depletion. As far as the Br-styrene barrier can be 
trusted (based on I-V extracted barrier) this junction is nearly at flat band (between depletion and 
accumulation). This is a fine example that not only the SBH follows the surface dipole (i.e., S→1), 
the extent of change in SBH can reach extreme states. The I-V extracted SBH is less reliable for de-
ducing if the semiconductor is in depletion or (strong) inversion, as further considered in section 7. 
Figure 6: Energy schemes illustrating the different types of the semiconductor space charge 
region; for a fixed combination of metal (left) work-function (WF) and n-type semiconduc-
tor (right) electron affinity (χ), a dipolar interfacial layer (light blue) can control the space 
charge by the potential drop (Δ, green arrow) that it imposes: A) Δ<0 → inversion; B) Δ=0 
→ depletion, or C) Δ>0 → accumulation, where the (in)equalities refer to an equilibrium 
state with no applied bias. Red arrows indicate the band bending and blue   +   , –   depict 
the sign of the space charge, QSCR. The lower panels show the depletion junction (B) under 
D) reverse bias or E) forward bias, namely V<0 or V> 0 on the metal side, respectively, as 
marked by a blue arrow. The space charge (stronger depletion in D than in B; accumulation 
in E) induces a small capacitive polarization of the insulator, marked by a green oval. This 
effect becomes more significant the closer the majority carrier’s quasi-Fermi level ap-
proaches the band edge.  
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Further direct evidence that adsorbed molecules are capable to induce a p-n junction close to the 
interface is shown in Fig. 7. It shows current-voltage traces of a Hg/Si(100) junction, where the Si 
surface is either naturally oxidized (dashed lines) or modified by hydroxyl-quinone / methanol 
treatment (solid lines). The three curves present cases of junctions made with three different dop-
ing levels of the n-Si substrate, moving from low doping (30 Ωcm) to medium-high doping (0.1 
Ωcm). The highest current among the molecular monolayer-modified interfaces is obtained for the 
most resistive wafer. This can be understood only if the current is limited by the availability of mi-
nority carriers, which is inversely proportional to the doping level, ND. The oxidized interface 
shows the common case of a junction in depletion (dashed lines): the rectification is much poorer 
and the current is largest for the least resistive wafer, indicating transport is by majority carriers. 
Therefore, both Fig. 8.B and Fig. 7 show that monolayers adsorbed at a Hg/Si interface can over-
ride the original doping of the Si surface and induce a p-n junction in the SCR. This complements 
the high S value shown in the previous sub-section, (Fig. 5) which together point to the great pow-
er of judicially chosen and applied chemical modifications of interfaces in tailoring the SBH of met-
al / semiconductor junctions. In addition to their own dipole, molecular monolayers can provide 
good electrical passivation and block direct metal / semiconductor interactions. Figure 6 exempli-
fies the interchangeability between the effect of a localized electrostatic effect, that of a molecular 
dipole layer (Δ) and of a long-range effect, as expressed by band bending (BB) or the SBH. The last 
Figure 7: The effect of Si doping levels (see in-figure legend) on current-voltage 
measurements of n-Si (100) treated for 3h with 0.01M hydroquinone-methanol solu-
tion (symbols) or including a thin SiO2 film, grown for 30 min in piranha solution 
(dashed lines). All junctions were with Hg top contact. The Si doping levels, ND = 
7×1016, 1015 and 1014 cm-3, correspond to wafer resistivities of 0.1, 3 or 30 Ω⋅cm, re-
spectively. The inverse relation between doping level and current is a direct indica-
tion that transport is dominated by minority carrier generation-recombination cur-
rents. This, rarely demonstrated, behavior for metal-semiconductor junctions is due 
to the effective molecular passivation of the Si surface, which does not exist in the 
oxide-modified interfaces (dashed lines). Figure reproduced with permission from 
Ref. 74. 
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critical ingredient in this description is the (unintended) induced dipole which is formed by the 
close proximity of the organic monolayer to either the metal or the semiconductor as discussed in 
section 5.     
 
5. Interface doping and charge rearrangement 
After describing in the previous section the great power that molecular dipoles can exert over 
junctions, we now focus our attention on the ways that the contact influences the net interface 
dipole. That dipole is not only the result of intrinsic polarization of the molecule, but has a consid-
erable contribution due to interaction with the contacts.10 Such an ‘induced dipole’ is the focus of 
this section. The following discussion assumes chemically intact, clean and abrupt interfaces58 as 
imperfections were already considered in section 3. Issues of monolayer degradation and defects 
within it have been described elsewhere.7 It is common to distinguish between physical and chem-
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Figure 8   Change from accumulation to inversion for junctions with differently 
substituted styrene monolayers at the Hg/Si interface, showing A) Current densi-
ty-Voltage, J-V, characteristics and B) Schottky barrier height, SBH, as function of 
surface potential of molecularly-modified Si. Styrene monomers were para-
substituted by -Br, CH3, or none (H, see legends in plot). J-V traces (A) are shown 
on semi-log scale (main panel) and on linear scale (inset). Dotted line in (A) shows 
result for bare junction without molecules (n-Si/Hg). The SBH in (B) was extracted 
from the J-V (black circles) or capacitance-voltage (red-triangles) data (see section 
7). Right Y-axis is corresponding band bending at 0 V (BB0, see Eq. #3) and the hor-
izontal grid refers to this scale (see text). The black solid line is a fit through the 
three points; the red line and the dotted black line are guides to the eye.  
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ical effects of the substrate on the induced dipole,171 though the ISR view (section 2) implies that 
these effects are highly entangled. The so-called, physical contribution originates in the ‘surface 
dipole’ intrinsic to any clean solid surface, defined as the difference between the work function 
and the chemical potential of the electron in the bulk.171 It can be visualized as the spill-over of the 
electron wave-function outside the solid.48 The net result is a negative pole pointing away from 
the substrate, which we define as a positive dipole (e.g., Δ0 in Fig. 1 is positive, viewed from the 
semiconductor). Any adsorbate will hinder such tunneling-out of the electron wave-function (also 
known as exchange or Pauli repulsion172), and therefore adsorption has a universal component of 
reducing the work-function compared to the clean surface, known as ‘push-back’, ‘pillow’ or ‘cush-
ion’ effect.172 Practically, assessing the reduction in the intrinsic surface dipole is challenging, both 
experimentally and computationally, due to the lack of a clear reference surface. The push-back 
negative dipole is considered ‘physical’ because it is generally insensitive to the nature of the mol-
ecule,172 while it increases for metals of higher work-function171 and more polarizable metals (e.g., 
Cu).171,172 The push-back effect has been widely covered elsewhere45,48,58,172 and therefore will not 
be dwelled upon here. The ‘chemical’ effect of the substrate implies some degree of charge ex-
change with the adsorbate, existing even for very weak interactions (e.g., without formal chemical 
binding). This ‘chemical’ contribution of the contact to the molecular polarization is the topic of 
this section.  
a. Electrochemical balance at a solid surface  
While the dipole component induced by the molecule itself is conceptually simple, the component 
emerging from local charge rearrangement (‘induced dipole’) is less trivial. A detailed quantum 
mechanical consideration of abrupt inorganic interfaces can be found in Ref. 24. Here we provide 
some rough guidelines, based on balance of the electrochemical potential.40,47,48,171  
Already in the late 1960’s it was recognized that the index of interface behavior, S (see Eqs. 5, 7) is 
related to the ionicity of the semiconductor, the difference in the electronegativity of the anion 
and cation forming a compound semiconductor.53 Namely the more covalent is a semiconductor 
the smaller is its index of interface behavior. For example, clean Si (no adsorbed molecules as in 
Section 4) has S ≃ 0.1 while oxidized Si has an almost ideal S value (∼1). However, this was an em-
pirical observation without a clear physical basis. Tung later suggested to view a metal (M) – semi-
conductor (SC) interface as a parallel array of M-SC bonds (or “molecule-like”, where M and SC 
represent single atoms).47 Charge will be exchanged between these two species to equilibrate the 
local (atomistic47) electron chemical potential across the two sides of the interface.  
The driving force is the difference in the electrons’ chemical potential, μ between the atoms con-
stituting the interface, while the amount of transferred electronic charge is dictated by their hard-
ness, η defined as:171,173,174 
μ =
𝜕𝐸
𝜕𝑛𝑒
≈ −(𝐼𝑃 + 𝜒)/2    (16) 
η =
𝜕2𝐸
𝜕𝑛𝑒2
≈ (𝐼𝑃 − 𝜒)/2    (17) 
where E is the energy and ne is the number of electrons. The exact, derivative-based definitions 
can be approximated by the frontier orbital energy levels: the ionization potential, IP, and electron 
affinity, χ. The approximated chemical potential (Eq. 16) is also known as the Mulliken or absolute 
electronegativity.174  
For organic conductors, the concept of induced density of interface states (IDIS) enables defining a 
charge-neutrality level (CNL) as the highest occupied IDIS level, for the electrically neutral system. 
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This CNL is not necessarily at mid-gap,58 which is obviously more accurate than the crude defini-
tion of Eq. 14. The continuous adjustment of the position of the CNL within the molecular gap is 
justified by the existence of IDIS, which provides a continuum of finite density of states at any en-
ergy within the gap.58 This is in contrast to the electron chemical potential view which considers μ 
as a virtual level, like the position of EF within a forbidden energy gap of semiconductors
47 or ox-
ides.175 Experimentally, the CNL is deduced from measurement of the work function and the fron-
tier orbital energy level, before and after contact.  
For organics, the existence of IDIS or the broadening of the molecular levels is well documented 
and explained by interaction of the molecules with the metal,56 and / or on various other interac-
tions with neighboring molecules.11 Yet, the metal hardly affects the CNL position, which appears 
as a characteristic of the  organic molecule regardless of the type of metal or interaction strength 
with it (or level broadening).56,176 Furthermore, CNL works qualitatively well even without a metal, 
for  organic / organic interfaces.57 In terms of energy alignment, the ‘IDIS-CNL’54,56-58 and ‘chemical 
potential’ concepts 47,171 are very similar; since we focus here on the intimate, direct organic / in-
organic interface, there is little doubt that some energy mixing between the organic and the sub-
strate take place, and therefore both views are relevant.  
Combining the chemical potential (Eq. 16) and the hardness (Eq. 17) gives an estimate for the 
amount of charge, ne, shifted across an A-B bond, or across an interface in our context:
40,47,171  
n𝑒 =
1
2
∙
μ𝐴−μ𝐵
η𝐴+η𝐵
   (18) 
The net displaced charge, ne over a distance dB creates a dipole: p=dBne, which is further translated 
into a net potential step, ΔCR (see Eq. 13): 
Δ𝐶𝑅 = 𝑞𝑁𝐵
𝑛𝑒∙𝑑𝐵
𝜀0∙𝜀𝑖
   (19) 
where NB is the number of interface polarized “bonds” and εi is the relative dielectric constant of 
the interface (see Eq. 13). In the case of no molecules (or contaminations) at the metal/ semicon-
ductor interface, it can be roughly approximated as the dielectric constant of the bulk semiconduc-
tor47 (i.e., 11.7 for Si). Tung transcribed Eq. 18 to solid state terminology by setting for a metal: 
μM=WF; ηM∝ 1/DOS(EF) ≃ 0 and for a semiconductor identifying IP with EV and χ with EC (see Fig. 
1), which gives μsc=χ+Eg/2; ηsc= Eg/2. Placing these terms into Eqs. 18, 19, yields
47 (sign definition 
follows the convention that Δ in Fig. 1 is positive):  
Δ𝐶𝑅 = 𝑞𝑁𝐵
𝑑𝐵
2𝜀0𝜀𝑠𝑐
𝑊𝐹−𝜒−𝐸𝑔 2⁄
𝐸𝑔+𝜅
   (20) 
where κ accounts for Coulombic interactions but is small for inorganic interfaces47 and probably 
even smaller for covalent binding or physisorption of organic matter40,171, but might be more im-
portant for ionic binding groups like carboxylic or phosphonic acids.  
Inserting Eq. 20to Δ of Eq. 9 (using CNL=χ+Eg/2) provides a new quantitative definition for the in-
dex of interface behavior:47 
S = 1 −
𝑞2𝑁𝐵𝑑𝐵
𝜀0𝜀𝑠𝑐(𝐸𝑔+𝜅)
    (21) 
Eq. 19 predicts that (1-S) is inversely proportional to the forbidden energy gap of the semiconduc-
tor (expressing its “chemical hardness”), which is found to be correct for clean inorganic 
interfaces47 as shown in Fig. 2.B. Compared to the “surface states” explanation of S (Eq. 10), the 
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hardness/chemical potential logic (Eqs. 20, 21) does not require any interface insulator and it pro-
vides a natural explanation for why SBH values tend to be often pinned to mid-gap of inorganic 
semiconductors (“CNL”≈ Eg/2): it is because the chemical potentials (μsc) of the semiconductor’s 
constituent atoms approximately coincide with the mid-gap position.47  
Alternatively, for organic electronics, an expression similar to Eq. 10 was devised where the in-
duced density of states in the organic layer (IDIS) near the Fermi level replaces DIS, and the image 
charge distance replaces L. 56,58 The index of interface behavior, S, thus emerges as a measure of 
the interface polarizability or how well the interface screens potential differences. S→1 when the 
interface is chemically ‘hard’, allowing little charge rearrangement upon contacting (ne→0, Eq. 18; 
ΔCR→0, Eqs. 9-10 or Eqs. 19-20). Such limited charge rearrangement is also known as a case of 
‘poor screening’. It follows that interfaces that are made up of materials with wide band-gap and 
low dielectric constant are less polarizable (S→1), while the large density of interface states (Eq. 
10), either induced (IDIS) or due to imperfections, yields screening due to polarizable interfaces, 
with S→0. Notice that the same term, ‘CNL’, is used for two very different scenarios: a situation 
where there is an interface insulator and traps (Fig. 1.A and Eq. 10), and, for organic electronics, 
the IDIS-CNL view which does not include any insulator or surface defects. Overall, the IDIS-CNL 
concept predicts very well the interface dipole formed at metal / organic and organic / organic 
interfaces.54  
It is not trivial to reconcile between the ‘physical’ push-back contribution and the ‘chemical’ 
charge-rearrangement one (μ or CNL). While the magnitude of the pure push-back (ΔPB) effect can 
be very large (|ΔPB|>0.5 eV),
172 Vázquez et al., have argued that the index of interface behavior, S, 
is decisive also in this case:58 
 Δ = 𝑆 ∙ Δ𝑃𝐵 + (1 − 𝑆) ∙ [𝑊𝐹 − (𝐼𝑃 − 𝐶𝑁𝐿)]   (22) 
where the second term is taken from Eq. 9 and in principle can be replaced by ΔCR and S of Eqs. 20, 
21. The physical push back effect, ΔPB, dominates only junctions of poor screening (S→ 1) for which 
vacuum level alignment holds. In contrast, organic electronic thin films are often highly polarizable 
(S→ 0) so that even a nominally large ΔPB has limited effect on the final energy alignment.
58 This is 
in line with the ISR view (section 2) that views the entire interface as a new chemical species,24 i.e., 
the quantum-mechanical consideration (‘Pauli repulsion’) cannot be separated from the chemical 
identity of the interface (charge rearrangement).  
 The electrochemical balance is a very-short range one. Therefore, the specific M-SC bonds consid-
ered in Eq. 20 are not expected to take place in an MIS interface where a thin insulator (molecular 
or inorganic) is inserted at the interface. Instead, two electrochemical balances are maintained 
between each contact and the molecule, and they may possibly be localized to a part of the mole-
cule (e.g., binding or terminal groups).177  Compared to inorganic interfaces, organics have fairly 
localized nature of energy states and therefore charge reorganization at these interfaces was rec-
ognized already at a quite early stage.45,178 This also means that the difference between an ISR and 
space charge (short and long range, respectively) is somewhat less defined in organic semiconduc-
tors. The hardness and chemical potential of the organic monolayer is expected to greatly vary 
with the nature of its atoms (e.g., halogen substitution for H on a molecule) and degree of satura-
tion.  However, this fascinating issue is as yet largely unexplored, especially in the context of mon-
olayers.  
 
b. Charge rearrangement at metallic contacts to molecules 
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The notion of Fermi-level (electron chemical potential) equilibration (Eq. 4, section 2.a) is funda-
mental to any electrical interface. While the previous sub-section (5.a) borrowed molecular con-
cepts to describe inorganic interface atoms,47 the opposite analogy – describing the alignment of 
energy levels of molecular adsorbates by equilibration of their chemical potential / Fermi level is 
rarely used. This sub-section attempts to apply the above ‘bulk’ consideration to the extreme limit 
of a molecular monolayer. The energy-alignment issue is common to fields ranging from thin film 
organic electronics via monolayers to single molecules. The confusion originates in the lack of for-
mal chemical bond at the interface (in most cases) and the fact that no free carriers are expected 
for the organic component. Thus, the concept of ‘electron flow’ from low to high work function 
side of the interface is inapplicable to most molecular materials. For these reasons, organic / or-
ganic or organic / inorganic interfaces were originally often assumed to follow ‘vacuum level 
alignment’ (cf. Fig. 9, below) or the ideal Schottky-Mott rule (Δ=0 in Eq. 4).40,55 
However, there is plenty of recent evidence for localized, fractional (per molecule) charge rear-
rangement that acts to maintain the electrochemical equilibrium across the interface.45,97,100 This 
section is based on analogy between molecular monolayers and organic electronics, or molecular 
films which are ≥ 50 nm thick.40,55 Since these are molecular solids, the fundamental processes are 
assumed to be similar to those in monolayer films. Thus, we can generally say, that although mol-
ecules that do not have free electronic charges, formally we cannot associate with them a Fermi-
level. There is, though, a mechanism for equilibrating the electrochemical potential of the electron 
across the interface as detailed in section 2 in general and in the previous sub-section (5.a) specifi-
cally. Figure 9 illustrates schematically different possible scenarios of energy alignment across 
molecule / metal interfaces. Notice that the horizontal scaling in Fig. 9 is misleading: the whole 
organic film (green shade in Fig. 9) refers to a monolayer (without a “top contact” onto it), and we 
zoom in on the few atomic layers right at the border between the metal and the organic.  
As for inorganic interfaces (Fig. 1), there are two key energy characteristics for the interfaces, 
which are related: the potential step (ΔCR or “bond dipole”) and the tunneling energy barrier (ET, 
“injection barrier” in organic electronics terminology). The only difference between a monolayer 
and a thicker film (section 5.a) is that here we examine the extremely steep and narrow, localized 
potential step, ΔCR located within 1-2 atomic layers from the interface, rather than across the 
length of the molecule (i.e., Δmol is ignored). This is a conceptual simplification, because in reality 
the two contributions of intrinsic (Δmol) and induced dipole (ΔCR) are intertwined as considered in 
the following sub-sections. The transport energy barrier, ET is analogous to the Schottky barrier at 
inorganic interfaces, and is important when the organic substance is the active transport material, 
as in e.g., thin-film organic electronics,40,55 or for molecular junctions with pure metal contacts.7  
As an illustration, Fig. 9 shows two extremes of low (red shade) and high (blue shade) work-
function metals, where the interface is either chemically inert or hard (large η in Eq. 18) which is 
marked by a vertical gray line (Fig. 9.A,C) or chemically active, with significant IDIS or low η, 
marked by a gradual color change across the interface in Fig. 9.B. Fig. 9.A depicts a chemically inert 
interface where localized charge rearrangement is blocked (poor interface screening or S→ 1, see 
Eq. 22) and therefore the vacuum levels are aligned and no electrical equilibrium is established 
across the blocking interface. In such a case, the tunneling barrier, ET (arbitrarily chosen to be rela-
tive to the HOMO) follows closely the changes in the substrate work function, and the interface is 
said to be in the Schottky-Mott limit (cf. Eq. 5 with ET instead of SBH, with S→ 1). In all the differ-
ent panels of Fig. 9, the amount of displaced charge, ne is so small, compared to the huge metal 
density of states, that the WF is practically fixed, i.e., the metal’s Fermi level with respect to Evac. 
Thus, not shown is a possible WF change due to the push-back effect, as described above.171,172  
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The second column of Fig. 9 shows the extreme opposite to vacuum level alignment, bond polari-
zation. Combining Eqs. 2 and 16, and assuming the molecule is at equi-potential (i.e., φ=0 in Eq. 2), 
places the chemical potential of the electrons in the molecule roughly at the middle of the HOMO-
LUMO gap. In such a view, the molecular levels have a fixed alignment with respect to the Fermi 
level of the substrate, regardless of the metal’s work function (compare top and bottom panels of 
Fig. 9.B). As a result the tunneling barrier, ET is independent of the metal’s work-function and coin-
cides more or less with the molecular mid-gap, or S→0. Nonetheless, the variation in work-
function should be balanced. The mechanism to maintain this balance is polarization of charge 
localized in the immediate vicinity of the bonding atoms (Eqs. 16-20), as shown in Fig. 9.B.  
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Energy alignment between a molecule and a metal is conceptually similar to a solid-state hetero-
junction (section 2, Eqs. 4, 5): vacuum level alignment (Δ=0, S→1 or ‘Schottky-Mott limit’) means 
that the difference in the chemical potential of the isolated phases is balanced by a long-range 
charging (e.g., space charge that is the origin of BB in semiconductors, or uniform charging of a 
monolayer), while Fermi-level pinning happens when the balancing charge rearrangement is local-
ized to the bonding atoms (Δ≠ 0, S→0 or ‘Bardeen limit’). The latter process is termed ‘charge re-
arrangement’, 171 (CR subscript) to stress that generally, no actual ionization is involved. The possi-
Figure 9: Different scenarios for molecule / substrate energy alignment. The molecule is de-
picted by a green background and 4 molecular levels (horizontal lines); the solid substrate 
has red or blue background for low or high work-function, respectively. A gray line at the 
interface marks lack of interface states. In all panels, Δ is the interface potential step and ET 
is the tunneling barrier or the distance between the metal Fermi level (dashed line) and the 
molecular HOMO level. 
A. Vacuum level alignment is in this case a state of non-(electrical) equilibrium;  
B. Bonding groups or hybrid states localized at the immediate interface can be polarized so 
as to maintain a net equilibrium between the electron chemical potential of the mole-
cule (μ) and the Fermi level of the solid, EF; this situation results in an extremely sharp 
induced potential energy step, Δ; 
C. In cases where the substrate’s Fermi level is outside the molecular gap, (IP < WF in our 
example) the molecule would get charged. However, the low interface permittivity en-
forces a non-zero ET. 
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bility that molecules develop an abrupt electrical potential profile within them is often overlooked, 
possibly because their net length is so short (1-2 nm). But, their localized energy levels suggest 
that such internal polarization is actually highly possible.  
The charge rearrangement described in Figure 9.B involves extremely small amount of charge per 
molecule (≤ 1% of an electron) because of the very low IDIS. Actual ionization is possible only with 
respect to the real molecular levels (not the chemical potential), as shown in Fig. 9.D. For example 
if the molecular HOMO is at higher energy than the substrate’s Fermi level (IP < WF) the molecule 
will donate electrons to (is oxidized by) the substrate as depicted by the δ± signs in Fig. 9.C. The 
opposite case (not shown) is for WF < χ, where the molecule accepts a negative charge from (is 
reduced by) the substrate. Seemingly, such scenario should yield a perfect alignment (resonance) 
between the frontier molecular orbital and the substrate Fermi level. However, extensive studies 
in organic electronics 40,179 indicate that IP is pinned slightly below EF, even if by vacuum alignment 
it should be above it. This effect was originally attributed to polaron energy,40,179; it was later real-
ized that it is another manifestation of the low interface polarizability.175 The low permittivity of 
organic matter, and more so if contacted by oxides179 or air-born contaminations,40 implies that 
the interface develops a capacitive potential drop (e.g., Eq. 24below), which limits complete charg-
ing of the organic layer. Therefore, Δ in Fig. 9.C is due to capacitive charging of delocalized charg-
es, different from Δ in Fig. 9.B, which is due to localized polarization. In both cases the low permit-
tivity of the organic material allows it to sustain immense electric fields, larger than known break-
down fields in bulk dielectrics.175 Ley et al. have estimated that even when IP is 2 eV smaller than 
the WF, only 3% of the molecules in a monolayer are actually ionized and as few as 0.4% when a 6 
nm oxide buffers between the monolayer and the metal.175 This fraction is depicted in Fig. 9.C as a 
distribution in energy of the HOMO level where only its remote edge is actually aligned with the 
substrate’s EF, and its center is significantly below it. In the absence of IDIS (Fig. 9.A,C), individual 
molecules can be either neutral or fully ionized (also known as integer charging), while if IDIS or 
ISR are formed (Fig. 9.B) the molecular energy levels are altered and therefore, compared to their 
gas-phase state, can appear as if each molecule has accepted / donated a fraction of an electron.61  
An intuitive explanation why certain organic / inorganic interfaces follow vacuum level alignment 
while others are governed by bond polarization, is still missing, although there was immense pro-
gress in this field.55,177 Obviously, electrochemical equilibrium requires a “chemically-soft”, polariz-
able interface. Metals are extremely polarizable (η → 0) compared to organic matter and there-
fore intimate contacts of organics to clean metals often show large charge-rearrangement (Fig. 
9.B, S→0), as, for example dye molecules evaporated on a clean metal surface under UHV condi-
tions.55 On the other hand, a few Å wide interfacial contamination (e.g., gray line in Fig. 9.A) would 
block the charge rearrangement between the polarizable metal and the electrically active organic 
layer, leading to an apparent vacuum level alignment. Practical examples for non-intimate contact 
include: air-borne contaminations underneath spin-coated polymers40,55 or a thin oxide skin on 
contact to large-area molecular junctions (e.g., GaOx on EGaIn) as well as a mechanical gap be-
tween top contact and substrate due to surface roughness or deposition method161 or in tradition-
al STM (not break-junction). A few monolayers of salt underneath dye molecules also serve as effi-
cient buffers.61  Formally, the thin gap (Fig. 9.A) is capacitor-like, but so little charge rearrange-
ment is required to maintain the electrochemical balance that the electrical potential difference 
across the interface gap is negligible, and vacuum level alignment is maintained.   
Formation of IDIS in molecule / Si interfaces was demonstrated by DFT, as shown in Figure 10. It 
shows DFT-computed density of states (DOS) at the interface between alkyl/alkenyl chain mono-
layers and oxide-free Si(111), for alkyl(Fig. 10.A) or alkenyl (Fig. 10.B), with a Si-CH2-R or Si-CH=CH-
R link, respectively.180 The plots show the spatially resolved DOS (gray scale) as a function of ener-
gy (Y-axis) and position across the interface (X-axis). The position is given both in Å (bottom axis) 
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and in atomic coordinates (top axis), from 1 (at the interface) to 6 (furthest away from the inter-
face). The white region in the middle corresponds to the forbidden energy gap, which is clearly 
narrower for Si (left side) than for the alkyl monolayer (right side). The interesting part (marked by 
a red background) is the transition between these two well-defined gaps. Even with the fully satu-
rated, closed-shell, chemically ‘hard’ alkyl chain, the transition is not abrupt and extends from the 
last Si atoms (‘Si1’) till beyond the second C atom (‘C2’). If the first couple of C atoms are unsatu-
rated as in alkene monolayers (Fig. 10.B) the transition region extends well to the 4th C atom. This 
demonstrates that although the C=C π orbitals do not formally participate in the Si-C binding, they 
strongly interact with the Si levels, as evident by the penetration of Si states deep into the alkene 
chain. Such hybridization of π orbitals with Si states was demonstrated also for aromatic monolay-
ers on Si.60 This finding is not trivial because of the large energy difference between the frontier Si 
levels (i.e., valence band maximum and conduction band minimum) and the alkyl HOMO and LU-
MO. Still, there is a clear level-hybridization, or IDIS, even for the fully saturated alkyl (Fig. 10.A). 
The emergence of unique interface states is the basis of the ISR and IDIS-CNL concepts described 
above (section 5.a). What Fig. 10 shows is that the extent of these states is very sensitive to the 
chemical environment, beyond the immediate binding atoms. 
 
 
c. Dipole induced by Charge-rearrangement 
The distinction between an adsorbate dipole, which originates in the molecule (Δmol, section 4) and 
that due to charge-rearrangement with a substrate (ΔCR) is not very clear. A good example for  ΔCR 
is spin-coating of a partial monolayer of an amine-rich polymer (polyethylenimine ethoxylated, 
PEIE or branched polyethylenimine, PEI),181 which effectively reduces the work-function of many 
technology-relevant materials (metals and transparent electrodes) by ∼1 eV.181 An equivalent om-
ni increase of work-function is achieved by spin-coating of Fluor-rich polymer.182  
Such a stochastic polymeric structure cannot have aligned segments of internal molecular dipole 
(pmol), as required for a net change in the potential energy (section 4a). Its exceptional ability to 
reduce the work-function stems from a different source of induced dipole, namely charge rear-
A 
B 
Figure 10: Contour maps of the local density 
of states for (A) alkyl and (B) alkenyl mono-
layers on Si(111). The interfacial transition 
region is emphasized in red, and is under-
stood as some sort of Induced Density of In-
terface States, IDIS. Depending on if the bond-
ing carbon is saturated (Si-CH2-, as in A) or 
unsaturated (Si-CH=CH-, as in B), the narrow 
Si gap extends up to the 2nd or 4th carbon. Fig-
ure reproduced from Ref. 180. 
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rangement between the adsorbate and the substrate. Thus, the amine-rich polymer donates elec-
trons to the substrate, and leaves the polymer partially positively charged, creating a net dipole 
between the adsorbate and the substrate rather than within the adsorbate as discussed in section 
4. It is equivalent to a sheet of positive charge on the ultra-thin coating, with a parallel sheet of 
negative charge on the outer-most atoms of the substrate, which act to reduce the effective work-
function (ΔCR < 0).
181 Gradual modification of surface potential by fractional coverage of disordered 
molecules137 probably also reflects ΔCR rather than Δmol because the latter should be cancelled by 
the disorder.    
Thus, the net interface dipole, Δ, can be roughly considered as the sum of the molecular polariza-
tion (Δmol) where both poles are within the adsorbate (section 4), and the charge rearrangement 
polarization (ΔCR) where one pole is on the adsorbate and the counter pole is on the solid. Obvi-
ously, this is a crude classification that provides a qualitative insight into the possible sources of 
the net induced interface dipole, while in reality these are mutually related mechanisms.  
Notice that Fig. 9 considers only a surface, while in junctions there are two ΔCR: at the monolayer 
interface with the substrate and with the top contact:  
∆= (∆𝐶𝑅,𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 + ∆𝑚𝑜𝑙) + ∆𝐶𝑅,𝑡𝑜𝑝 𝑐𝑜𝑛𝑡𝑎𝑐𝑡   (23) 
In the schematic illustration of Fig. 3.D ΔCR,substrate refers to the green triangles while ΔCR,top-contact 
refers to the orange arrows. In principle the origin of the charge rearrangement dipoles, ΔCR is the 
same at both contacts, regardless of the deposition sequence (i.e., substrate or top contact). How-
ever, from experimental perspective, one can only measure the term in the brackets of Eq. 23, 
namely the adsorbate induced change in work-function, by photo-electron spectroscopy or Kelvin 
probe measurements. However, a top-contact induced ΔCR,top-contact cannot be directly measured 
because the interface is now buried and inaccessible for direct measurement of the surface elec-
trostatics. This contribution can be inferred indirectly from the Schottky barrier in the semiconduc-
tor, deduced from either I-V or C-V measurements of the full junction (see section 7 below). In 
some cases one can get information on contact-induced ΔCR by monitoring variation in UPS signals 
during in situ growth of organic films10,183,184 or by delamination of an interface to analyze its ex-
posed inner faces.185 The first approach is limited to systems where in situ vacuum deposition of 
metallic films on top of molecular monolayers does not damage the molecules directly. Such dam-
age is actually the only detectable effect when an interface is delaminated,185 and such analysis 
will not reveal the much subtler effects of the ΔCR mechanism.     
The extent of ΔCR varies considerably between treatments: while for PEI / PEIE example it was on 
the order of 1 eV,181 adsorption of phosphonic acids on transparent electrodes is argued to yield 
negligible ΔCR (“bond-dipole”) compared to major Δmol.
15 Possibly this difference is due to the low 
polarizability of both oxide electrodes and phosphonate binding groups. Adsorption of redox spe-
cies is expected to increase ΔCR,
17 (see Fig. 9.C for an illustration) yet in many cases the adsorbate 
is not ionized, and accepts only a small charge, which is about 1% of an electron charge per mon-
omer, or even less.100 The cross-talk between molecular states and electronic processes within the 
semiconductor also depends on the coupling strength between the molecular levels and the semi-
conductor DOS.97  
Another key difference between the two possible dipole sources is that ΔCR affects the tunneling 
barrier (see ET in Fig. 63a,b) while Δmol is not directly related to transport across the molecule. This 
consideration is critical for molecular electronics, as discussed elsewhere.7,122  
d. Surface to interface: inversion of the dipole direction 
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As noted in Eq. 23, charge rearrangement can occur with respect to both contacts. Often however, 
justly or not, one of the interfaces is ignored, and ΔCR is assumed to occur only with the substrate. 
For example, the universal work-function reduction by amine-rich PEIE, implies that the polymer is 
positively charged which is reasonable (its water solution has pH ∼ 10), therefore it behaves like a 
surface donor. Still, using this approach to modify devices (e.g., organic solar-cells or LEDs) means 
that now the positively-charged PEIE is in an intimate contact with two bulk materials: for example 
a transparent electrode (i.e., the substrate) and a thin organic film (i.e., the semiconductor). PEIE 
modification is successful because the balancing negative charge is accumulating on the transpar-
ent electrode and not on the deposited organic semiconductor.  
While this effect is undoubtedly real, there is no simple thumb rule telling where the counter 
charge is formed. Clearly, the location of the counter charge on either side of the interface inverts 
the net dipole direction. Eq. 18 stresses the importance of hardness, which implies that the bal-
ancing charge accumulates on the more polarizable (“softer”) contact. This logic provides a rough 
rational to the PEIE effect: conductive organic materials are chemically-harder than metallic or 
semi-metallic electrodes. For this reason, the negative charge balancing the protonated PEIE is 
preferably located on the metallic side rather than on the organic side. 
Notice though that the logic of counter-charge does not depend on the assembly process (sub-
strate cf. top) but on polarizability. Thus, if a monolayer is chemically bonded to an inorganic semi-
conductor substrate (e.g., Si) and a metal is afterwards applied as top contact, the more polariza-
ble side is the top rather than the bottom (substrate) contact. The more oxidized is the substrate 
(e.g., natural oxide capping) the less polarizable is the substrate. This implies that correlating be-
tween the molecularly-induced change in the effective work-function of the substrate (i.e., 
∆𝐶𝑅,𝑠𝑢𝑏 + ∆𝑚𝑜𝑙) and the net Schottky barrier (Eq. 4) should work only for cases where ΔCR,top is 
very small, relative to ∆𝐶𝑅,𝑠𝑢𝑏 + ∆𝑚𝑜𝑙. One example where this assumption holds is alkyl chains: 
these saturated molecules are highly non-polarizable (large η in Eq. 18) and therefore we see a 
correlation between the change in the work-function by molecularly modified Si and the resulting 
Schottky barrier.74,148,186 Notice though that a Hg contact preserves the general direction of the 
dipole not only for alkyls, but also for substituted phenyls163 (Fig. 8.B) and substituted alkyls (Fig. 
13.C below).93  
The sign-inversion of S for Au contact to substituted aromatics (Fig. 5.B for ZnO)169 is attributed to 
flipping of the counter charge from the semiconductor to the Au side. In addition to ZnO, such an 
inversion was observed for several contacts to the same set of di-carboxylic acids, such as GaAs, 
either n- or p-doped, and with either Au or Al top contacts.161  Out of the five tested substituents 
in this series, CF3 is a unique case because it induces the largest surface potential (change in χ), yet 
only moderate effect on the SBH of Au/monolayer-GaAs junctions (i.e., of interface dipole). We 
found empirically that the molecular chemical potential (HOMO-LUMO mid-gap by DFT for gas-
phase monomers) is a much better predictor for the substituent effect on the SBH, both in terms 
of the CF3 effect relative to other substituents and in explaining the sign of the effect.
161 A large 
(deep) μ (as for CN substituent) withdraws electrons from Au to make Δ<0 (relative to the semi-
conductor, e.g., top of Fig. 9.B) and therefore forces a larger SBH(n) to maintain Eq. 4.  
The top-metal contact in these junctions was softly-deposited using ‘lift-off float-on’ technique.187 
Interestingly, the dipole inversion was sensitive to the details of the floatation procedure: the SBH 
follows the surface dipole (i.e., ‘correct’, negative slope with respect to modified electron affinity, 
as in Figs. 8.B and 5.D) in cases of non-intimate contacts, with either residual trapped solvent or 
deliberately adsorbed thiol spacers on the gold side to form a bilayer, while dipole inversion was 
characteristic of intimate contacts.161 Such dependence on the metal to molecule gap is in-line 
with the electrochemical balance rational detailed in section 5.a (e.g., Eq. 18), as well as with ac-
Vilan & Cahen Molecular Electronics –Semiconductors;  submitted 11-2016 
 38 
cumulated knowledge on other organic / inorganic interfaces:55,122 Charge-rearrangement dipole, 
ΔCR, requires a close proximity between the two phases (Fig. 9.B), while Å-wide separation suffices 
to block ΔCR (e.g., Fig. 9.A).  
The chemical nature of the contact might also play a role. As mentioned above, charge rearrange-
ment will be largely buffered by residual surface oxide. , Yet, even for (ambient) clean contacts, a 
difference in interface dipole across an alkyl (i.e., ‘rigid molecule’) monolayer exists between Au or 
Hg top contacts. This is evident from the SBH extracted from I-V traces measured across p-doped 
Si(111)-alkyl / metal. The effect of metal work-function on the SBH for p-doped semiconductor is 
opposite to that of Eq. 4, thus the ∼0.5 eV higher work function of Au cf. Hg, is expected to give 
significantly smaller SBH with an Au contact (almost no barrier). In practice however, the SBH of 
Au was even slightly larger than that of Hg (0.42 cf. 0.36 eV, respectively).188 Namely, the 0.5 eV 
difference in the work-function of these two metals disappeared somehow.   
As noted above, we cannot exclude that the origin of this effect is a contaminated interface in the 
case of Au, which was deposited by floatation (despite our extreme efforts to bring this technique 
into perfection).189 Still, it is possible  that the deeper Fermi level of Au (large WF, e.g., bottom 
panels of Fig. 9) withdraw electrons from the alkyl monolayer inducing an opposing dipole to the 
one between the alkyl monolayer and the Si, and therefore altering the monolayer dipole com-
pared to that under Hg contact. A metal-dependent ΔCR could originate in different surface polar-
izability,171 or the orbital character of the metal.190  
 
e. Rigid cf. polarizable molecular groups 
Dipolar modifications have been commonly introduced using substituted phenyls (e.g., Figs. 4, 5.A, 
8), where a polar substituent is placed in a para position to the binding group. The reason is a 
combination of ease of synthesis, avoiding bulky group in inner position to improve dense packing, 
or simply convention. Nonetheless, this strategy implies a polarizable moiety pointing out of the 
surface, and accessible for interaction with the top contact. A nice example for embedding dipoles 
at an inner position is the phenyl-pyrimidine-phenyl chain, with a net effect of up to 1 eV depend-
ing on whether the pyrimidine nitrogens point toward the gold substrate or away from it.165,191 
The sensitivity of the outer group to depolarization by the top contact is illustrated in Fig. 8.B, 
which is an SBH vs. CPD plot similar to those of Fig. 5.B,D, for a system of n-Si-styrene-X/Hg (see 
section 4.b above). It compares two methods for extracting the SBH from current-voltage curves 
(I-V, black circles, see section 7.a) and from capacitance-voltage traces (C-V, red triangles, see sec-
tion 7.b). Junction made with Br-Styrene were basically Ohmic (not a diode), and therefore their 
capacitance was below the measurement sensitivity. Despite the admittedly low number of points, 
the Br-styrene seems to be less effective compared to the other two (a net slope of S=0.65 cf. ∼1 
for only the two highest points), similar to the under-effect of CF3 on GaAs-di-carboxylic-phenyl-X / 
Au (or Al) junctions161 mentioned above.  
Furthermore, considering the C-V extracted SBH (red-triangles in Fig. 8.B), reveals a huge change in 
SBH, way beyond the maximal possible slope of S=1 (Eqs. 4, 5). Since C-V extracted SBH reflects 
better the averaged interface potential (see section 7.b), it is unlikely to be an artefact. It probably 
reflects a different value for ΔCR,top of methyl-styrene than simple styrene, which affects the actual 
interface dipole. A plausible explanation is that the methyl buffers the interaction between the Hg 
and the phenyl ring which is stronger for the un-substituted phenyl. If such interaction withdraws 
charge from the phenyl ring it will cause Δ > 0 (e.g., Fig. 9.B bottom) against the original dipole di-
rection (Δ ≃ –0.4 eV for H-styrene-Si surface, see Fig. 4.B) and therefore reduces the net SBH.   
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As a thumb rule, conjugation along the molecular skeleton promotes charge rearrangement with 
the substrate (e.g., the ‘resonance’ case in Fig. 9.C). For example, the di-carboxylic molecules that 
showed dipole inversion (see inset to Fig. 5.A) are bonded via a carboxylate and have an ester 
tether, both expected to reduce the coupling between the polarizable phenyl and the semicon-
ducting substrate.161,169 On the other hand, a similar carboxylate binding but using a fully conju-
gated molecular skeleton did not show dipole inversion.159  
A complete conjugation between a phenyl ring (Ph) and oxide-free Si can be achieved by adsorp-
tion of aniline or phenol that yields Si-N-Ph or Si-O-Ph, respectively. Such conjugation is broken in 
adsorption of styrene or benzyl alcohols that yield Si-(CH2)2-Ph or Si-O-CH2-Ph, respectively. A 
combined UPS and DFT work shows that the frontier molecular levels are completely altered in the 
case of full conjugation, while the phenyl character is largely preserved for molecules with a spac-
er.60 Namely, in the fully-conjugated monolayers, new hybridized states are formed (in analogy to 
either the ISR view of section 2.c or IDIS-CNL), while their creation is effectively blocked by merely 
two methylenes spacer. The creation of such hybridized states inevitably leads to bond polariza-
tion, ΔCR, and alters the molecular ‘intrinsic’ dipole, Δmol. Somewhat similarly, Van Dyck et al., com-
puted the DOS of photo-chromic core (dithienylethene) tethered to an Au contacts by different 
linkers. They found that the FWHM of the HOMO transmission spectrum could change from 200 
meV to <3 meV for different linkers of otherwise identical core, suggesting that short saturated 
segments are extremely effective in blocking the molecule / metal hybridization, and therefore as 
a consequence the energy alignment of the molecule122 (or ΔCR in our terminology). 
 
f. The effect of substrate’s work-function on molecular dipole 
We finalize this chapter with a few intriguing experimental examples of substrate-dependent ΔCR, 
in line with the concept of electrochemical balance across the interface. The concept ‘bond di-
pole’, already noted in section 5b above, where we equated it to ΔCR, is not new. It is often taken 
literally as the result of partial ionization of the atoms constituting the actual chemical bond be-
tween the molecule and the substrate. For example, the Au-S bond is known as partially ionic, with 
the negative pole on the S, as is evident from shifts in the S2p peak in XPS.92 Such atomic polariza-
tion implies ΔCR>0 (e.g., Fig. 9.B top), which is opposite to the net negative dipole, induced by ad-
sorption of alkyl thiols on Au.92,145,192,193 Similarly, the XPS C1s peak indicates that the C that is 
bound to Si is negatively charged (i.e., positive dipole) while the net dipole of alkyl-Si monolayers 
is negative.83,194195 
Regardless if this apparent discrepancy is due to a ‘push-back’ effect,172 or due to other charge-
rearrangement mechanism (ISR or IDIS-CNL discussed above) it is clear that ΔCR is not dictated 
solely by a bond, but it reflects a balance between larger moieties. Adsorption of various 
saturated192 and conjugated196,197 thiols on Ag, Au or Pt reveals an almost fixed work-function of 
the monolayer-modified metals despite 1.4 eV difference in the work-functions of the clean met-
als (i.e., strong Fermi level pinning as depicted in Fig. 9.B). Namely the monolayer-induced dipole 
varies drastically depending on the substrate. Because the molecular skeleton is identical, it must 
be the charge-rearrangement dipole, ΔCR, that is varying and the use of ‘bond dipole’ to describe 
this is misleading. 
If ΔCR is dictated by the polarization of the S-metal bond, it should follow the electronegativity 
scale (Au>Pt>Ag), but ΔCR clearly follows the WF scale (Pt>Au>Ag).
196,197 This supports the conclu-
sion that ΔCR is dictated by the (EF – μ) balance described in section 5.a. Such balance breaks the 
realms of traditional disciplines, because it connects a macroscopic thermodynamic property of a 
solid, EF, with a localized molecular property, μ.  
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Semiconductors are excellent candidates to test the (EF – μ) balance hypothesis, because doping 
changes the work-function while the binding chemistry remains identical, as demonstrated in Fig-
ure 11, for monolayers of saturated alkyl chains on oxide-free Si, of either n- or p-type with either 
moderate (MD) or high (HD) doping levels. All together these different substrates provide an iden-
tical Si-C bond, for a four different Fermi level positions, varying by ca. 1.1 eV from being almost at 
CB (for HDn) to almost VB (for HDp). Nonetheless, adsorption of a C10 alkyl monolayer yields an 
almost constant Si effective work function, varying by less than 0.3 eV,83 suggesting that the dipole 
on the monolayer varies with the work function, as reported for thiols on different metals.192,196,197 
Not just that the chemical bond is identical (C-Si cf. different metal in former works), but both the 
alkyls and the Si are poorly polarizable compared to conjugated molecules and metals, respective-
ly. Still, such varying surface dipole can be only understood by variation in ΔCR across the alkyl-Si 
interface. 
The down-side of semiconductors for this purpose, is that now the total work-function is modified 
by both band-bending and surface dipole (consider Fig. 1 without the metal). The BB contribution 
is isolated by following the Si 2p peaks81,83,194,198,199 of the C10 alkyl monolayers on the four differ-
ent Si wafers. Core levels of semiconductors are fixed with respect to the band edge (e.g., VB), but 
XPS binding energy is measured with respect to the Fermi level, EF of the substrate. Thus, the Si 2p 
binding energy shifts with the Fermi level position within the gap, as shown in Fig. 11.A. The few 
nm detection depth of XPS implies that shifts in Si 2p binding energy reflect the surface position of 
EF which varies from the bulk position, in cases of significant BB.
81,194 This trend is quantitatively 
examined in Fig. 11.B, displaying the Si 2p peak position with respect to the bulk position of EF 
within the Si gap, deduced from the nominal wafer resistivity.83 As can be seen, the experimental 
binding energy roughly follow a linear dependence on doping level (dashed line), though not strict-
ly. Actually, the Si 2p binding energy is almost the same for both medium-doped (MD) samples, 
suggesting an apparent pinning of EF within the Si gap. In contrast, for highly doped (HD) samples, 
the doping is able to shift EF within the gap.  
We now turn to the C1s peak to gain insight in the potential profile over the monolayer. The peak 
position of C1s (Fig. 11.C) is almost constant compared to the pronounced doping effect on Si 2p 
(Fig. 11.A). This is further quantified by plotting the difference in binding energies (C1s – Si 2p) 
against the Fermi level position in Fig. 11.D. While this difference mostly reflects the intrinsic core-
levels, it is modified by any potential developed over the monolayer. The C1s peak center reflects 
the averaged potential over the 10 carbons along the adsorbed alkyl chain. Fig. 11.D shows a simi-
lar potential drop on the two MD samples, compared to ca. 0.4 eV large / smaller potential drop 
on HD p/n Si substrates. Namely, an alkyl adsorbed to HD-n (HD-p) is more positively (negatively) 
charged than the same molecule adsorbed onto MD Si.  
Both effects can be reconciled using the principal considerations of section 5.a. A monolayer of 
alkyl chains has a chemical potential somewhere in the middle of the Si gap; therefore electrons 
are shifted from the Si to the monolayer (from the monolayer to the Si) for n-Si (p-Si). This frac-
tional charging is distributed between the Si space charge and the monolayer, depending on the 
doping level. For HD samples, the Si is more polarizable (softer, metallic-like) than the monolayer 
and therefore the position of EF within the Si gap is fixed (Fig. 11.B), while the molecular dipole 
varies (Fig. 11.D). For MD samples, the Si polarizability is comparable to that of the monolayer and, 
therefore, the adsorbates forces the EF position within the Si gap (Fig. 11.B), while the molecular 
dipole is roughly fixed. The ca. 0.4 eV higher or lower potential energy as a result of adsorbing the 
monolayer on HD, instead of MD Si (p or n, respectively, Fig. 11.D) over a distance of ≤ 1 nm is 
enormous; it translates into an electric field of 4 MV/cm. The arrows in Fig. 11.C point to a shoul-
der due to negatively charged C in Si-C bond. This shoulder can be observed only for MD Si, and 
we propose that the large induced electric-field in HD samples obscures this shoulder.83 Overall, 
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the combination of both contributions leads to a net effective WF, which is almost fixed, regard-
less of the 1 eV difference in the Si nominal EF.  
 
A similar effect of Si doping was observed for adsorption of various monolayers on both Si(111) 
and Si(100)198 and for much shorter adsorbates, H, CH3 or Br on oxide-free Si.
194 That comprehen-
sive study revealed a characteristic BB and dipole for each adsorbate, yet of roughly opposite 
trend: the electric potential decreases towards both sides of the monolayer/semiconductor inter-
face, due to the molecular dipole layer on one side and due to the band bending in the semicon-
ductor on the other side.  Over-all this leads to at least a partial cancellation of effects which mod-
erates the change in WF due to the molecules.  
This odd observation was rationalized by a surface charge (QIS, inducing the BB), which is on the 
exterior face of the monolayer (with respect to the semiconductor. Thus, QIS is not located on the 
Figure 11. (a) Si 2p core level from Si−C10H21 samples with different Si doping density 
and type. (b) Si 2p peak position as a function of the Fermi level, EF, relative to the Si 
conduction band (CB) edge, the position of which was extracted from the nominal 
doping type and density of each Si sample. (c) C 1s core level from Si−C10H21 samples 
with different Si doping density and type. Arrows mark the C 1s component from C 
attached to the Si (see text). (d) Difference between the C 1s and Si 2p peak positions 
as a function of EF, relative to the Si CB edge. The dashed line is a guide to the eye that 
represents an ideal case, in which the charge rearrangement is unaffected by the dop-
ing density of the Si substrate. The error bars for the binding energies represent the 
measurement accuracy, and those of the EF reflect the uncertainty in doping density 
provided by the Si wafer manufacturer. Reprinted with permission from Ref. 83. 
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Si surface, but is due to adventitious organic matter or humidity adsorbed on top of the deliberate 
chemical modifications.194  
These two examples of doping-dependent dipole formation83,194 provide direct support for a signif-
icant charge-rearrangement which is independent of the ionicity of the surface bond; similar to 
organics on oxides175,179 charge-rearrangement occurs even when EF is located within the forbid-
den energy gap of both the substrate and adsorbate, in contrast to the traditional view that Fermi-
level pinning is caused by evanescent electron wave-functions at the metal’s EF. The non-trivial 
interplay between surface dipole and BB,83,194 demonstrates the great power of molecular and 
other adsorbates in inducing doping98 that overcomes the intrinsic material doping (section 3.e 
and 4d ) and is extremely relevant for sensors97,200 or catalysis28 applications.   
In summary energy level alignment at hetero interfaces controls the barrier for transport. While 
the net thermodynamic (electrical) equilibrium is dictated by the difference between the work 
functions  (i.e., electrochemical potentials of the electrons) of two contacting electrodes (Eq. 4), 
this difference is divided into short (Δ) and long-range (BB) charging. The BB is a characteristic 
semiconducting contacts (i.e., irrelevant for metallic ones), because the wide space charge region 
pose a far larger transport barrier (SBH) than the narrow interfacial layer. However, the localized 
charging, Δ, is often comparable in magnitude to the BB, and therefore provides an efficient han-
dle for manipulating the SBH. The interface-localized charging has several sources:  1) trapped in-
terface charge, QIS due to chemical / structural defects (section 3); 2) foreign modifiers introduced 
at the interface with additional localized dipoles or energy levels (section 4); and 3) interface 
charge rearrangement leading to localized dipoles (section 5). The last issue specifically is still de-
bated and it is also highly relevant for molecular electronics between two metallic electrodes, as it 
dictates the transport barrier by the monolayer itself.7 The direct transport barrier of the interfa-
cial layer itself has been ignored so far. Such consideration is relevant for cases where the interfa-
cial layer grows thicker, by deliberately adsorbing dense molecular layers (or growing thicker ox-
ides in general context). The interplay between these two barriers is the topic of the next section.  
 
 
6. The concept of tunneling MIS and the dual barrier 
 
a. Tunneling (direct molecular) vs. SCR (Space Charge Region)-limited’ transport 
The majority of molecular electronics is focused on manipulating the tunneling probability, often 
denoted as T, the transmission probability. Nevertheless, the net conductance is the product of 
the transmission probability times the density of filled states in the source electrode with a match-
ing density of empty states in the drain electrode. Prominent examples where the surface DOS is 
critical are scanning tunneling spectroscopy (STS), where there is a huge (vacuum) tunneling barri-
er, and the conductance-voltage traces are indicative for the surface DOS, or spintronics, which is 
based on spin mismatch between the DOS of the two contacts. Still, for most of molecular elec-
tronics where both electrodes are metallic, the role of the electrodes’ DOS is indeed not particu-
larly interesting. This does not hold, though, for a semiconducting electrode, where the DOS of 
electrons and holes is a complicated function of a variety of factors. Actually, this limited availabil-
ity of carriers is the fundamental cause of asymmetric transport (rectification) across met-
al/semiconductor interfaces, and therefore, we designate the “DOS contribution” as semiconduc-
tor or Schottky-limited transport. In contrast, if transport is limited by the tunneling probability, 
we call it insulator-limited or transport in the tunneling regime.  
The rate-limiting step generally affects the characteristic behavior: for example, semiconductor-
limited transport will show strong temperature activation, while tunneling-limited transport will 
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show exponential attenuation with insulator thickness. The major characteristics of the two 
transport regimes are summarized in Table 1. However we stress, that this is a gross simplification 
and in reality it is very rare to have either pure tunneling or pure Schottky transport across a thin-
insulator MIS.  
Table 1:  
Experimental characteristics of tunneling and Schottky-limited transport mechanisms 
Dependence on / of Tunneling Schottky-limited 
Temperature Very weak Exponentially activated 
Insulator thickness Exponential attenuation ∼Independent 
Bias Polarity ∼Symmetric Asymmetric  
Conductance-V relations Parabolic (V2) Exponential (eV/kT) 
  
The entangled tunneling and SCR (DOS) contributions lead to rich transport effects, but also pre-
vent a generic simple description, because that requires simultaneous solving of the electrostatic 
potential balance and steady-state fluxes of two types of carriers. In analogy to chemical reactions, 
this is maybe similar to describing highly exothermic reactions for which heat and mass balance 
must be solved simultaneously. Here we describe the major considerations and provide some sim-
ple relations, applicable to special cases.  
The two panels of Fig. 12 depict two generic cases of insulator- or semiconductor-limited 
transport, referring to n-type semiconductors only; (see Refs. 24,41,42 for p-type). Any electrical 
interface in equilibrium or steady state, must obey the following balances:51,201,202 
Charge balance:  
∆=
𝐿
𝜀0𝜀𝑖𝐴
(𝑄𝐼𝑆 + 𝑄𝑆𝐶𝑅)    (24) 
Here Δ is the potential drop on an insulator of thickness L and relative permittivity, 𝜀𝑖. Notice that 
the interfacial insulator is the same one as discussed in section 4b. Fig. 6 illustrates the two possi-
ble sources of the potential drop, Δ, over the interfacial layer namely the intrinsic molecular dipole 
Fig. 6 (A-C) and charge balance of charges extrinsic to the molecular dipole layer.  The two bottom 
panels, Fig. 6 (D-E) illustrate the potential difference developed on the insulator (green ovals) due 
to extensive QSCR under extreme conditions.  These two possible sources for Δ are expected to be 
additive and for simplicity, this section ignores the dipole (localized) contribution. The interface 
insulator serves as a parallel plate capacitor with a net charge on its metallic side (QM, see Fig. 12) 
that balances the net charge on the space charge region (SCR) of the semiconductor, QSCR and any 
charge localized at the interface, QIS (either on insulator-defects or interface states). Yet at this 
stage, for simplicity, we omit the insulator charge from the basic consideration (QIS=0 here; see 
section 3 for discussion on QIS ≠ 0). 
Unlike a metal, a semiconductor has a limited charge screening capacity, and, therefore, the 
charge on the semiconductor side (QSCR) is spread relatively deep into the semiconductor (SCR), 
inducing band bending, BB, dictated by the Poisson equation. At the same time BB and Δ are also 
connected by the energy balance. 
Energy balance: 
In the absence of interface states (QIS =0, section 3) or interface dipole (see sections 4-5), the elec-
tron energy diagram (Fig. 12.B) under applied bias, V, implies the following balance: 
𝑊𝐹 = ∆ + 𝐵𝐵 + 𝜒 + 𝜉 + 𝑞𝑉    (25) 
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Eq. 25 is very similar to Eq. 4, except that Eq. 4 is at equilibrium (V≡0) and written in terms of SBH 
(see Eq. 3). A special case is the flat band voltage where Δ ≡ BB ≡ 0 (this condition requires QIS =0): 
𝑉𝐹𝐵 = 𝑊𝐹 − 𝜒 − 𝜉    (26) 
Thus, VFB contains the essence of the metal / semiconductor energy alignment, regardless of the 
insulator properties. In this simplistic case of no fixed interface charge or dipole, the sign of Δ and 
BB is identical. Both are positive for V< VFB, and negative for V> VFB. Substituting VFB instead of the 
fixed energy alignment terms in Eq. 25 we find that the sum of the two interface potentials always 
equals a constant minus the applied bias:  ∆ + 𝐵𝐵 = 𝑉𝐹𝐵 − 𝑉. It is simpler to consider the change 
in BB and Δ relative to their value at equilibrium (V=0). So, if we define: 𝑑𝐵𝐵 = 𝐵𝐵 − 𝐵𝐵0 and 
𝑑Δ = Δ − Δ0, and note that at zero voltage: 𝑉𝐹𝐵 = 𝐵𝐵0 + ∆0, it follows that:
51 
𝑉 = −𝑑Δ − 𝑑𝐵𝐵    (27) 
Often this partition is discrete (bipolar): the added voltage falls almost completely on either the 
insulator or on the space charge layer, corresponding to tunneling -limited (𝑑𝑉 ≈ −𝑑Δ) or SCR -
limited (𝑑𝑉 ≈ −𝑑𝐵𝐵) transport, respectively. 
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Figure 12: One electron energy (Y-axis) schemes across metal-insulator-semiconductor in-
terface (X-axis), showing A) thick insulator and B) thin-insulator, with an n-type semicon-
ductor under forward bias (positive on the metal), V. Each panel shows the metal (left), in-
terfacial layer (dotted bar, with width that is not to scale!), and an n-type semiconductor 
(right), where dark and light grays are the valence and conductions bands, respectively and 
the white region between them is the forbidden energy gap. Red and blue stripes on the 
insulator represent the frontier molecular levels (LUMO and HOMO, respectively).  χ is the 
electron affinity of the semiconductor and ξ  = |EC-EF| (for n-type semiconductor). 
The large difference between the local vacuum levels, Evac, (top dashed line) of the two ma-
terials (i.e., the difference between the metal work function, WF and (χ + ξ ) for an n-type 
semiconductor) drops partially on the insulator, Δ, and partially in the semiconductor, ex-
pressed as the band-bending, BB. 
Panel (A) depicts the main transport process, including transport of majority carriers (Jelec, 
red) by thermionic emission over the barrier, tunneling of minority carriers across the insu-
lator (Jhole, blue), and its propagation into the semiconductor (green arrows) by either re-
combination or diffusion. 
Panel (B) plots the key energy levels and barriers: EF is the Fermi level (low dashed line) for 
the metal (EF,M) and the quasi-Fermi level for the two types of carriers in the semiconductor 
side (EF,e, EF,h). EC and EV are the minimum and maximum of the conduction and valence 
bands, resp.  
The charging sources are: 
QM – Metal side balancing charge;QSCR –space charge of the semiconductor. Charge trapped 
in interface states (QIS) is omitted for simplicity’s sake (see Fig. 1). 
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In our early papers we suggested that the tunneling- and semiconductor SCR-limited transport can 
be imagined viewed as a two-step process, limited by the slower rate (or highest resistance), 203,204 
similar to the Lindemann-Hinshelwood chemical reaction kinetics. This view was corrected later,148 
as the dBB / dΔ partition reflects mostly the charge balance (Eq. 24): the higher is the screening 
capability of the semiconductor (i.e., more excess charge carriers, either minority or majority 
ones), the smaller is the net BB and its variation with bias, dBB. This interplay is extensively dis-
cussed in MOS textbooks,41,42,205 and the specific conditions for transition between these regimes 
are explained in section 6.b. 
Current balance:  
This balance is illustrated in Fig. 12.A. A steady state current implies that the flux of tunneling car-
riers equals the flux of carriers into the bulk of the semiconductor. As noted by Green and co-
workers,201 this criterion is easily fulfilled for majority carriers in a semiconductor;  therefore this 
process is represented by a single red arrow in Fig. 12.A. In contrast, the supply of minority carriers 
to the interface (green arrows in Fig. 12.A) is orders of magnitude smaller and is often of the same 
order of magnitude as that supplied by tunneling (blue arrow).   
The property that reflects the density of carriers near the surface is the quasi-Fermi level.201,202,206 
The assumption of practically unlimited supply of majority carriers implies that we can take the 
Fermi level of the bulk semiconductor as the quasi-Fermi level for electrons (EF,e, majority). How-
ever, the quasi -Fermi level for minority carriers (EF,h, minority) can differ considerably from the 
real (bulk) Fermi level. Such a separation is illustrated in Fig. 12.B. If the tunneling probability is 
much smaller than the supply of minority carriers, EF,h will not deviate from the bulk EF and the 
potential step will occur across the insulator (see Fig. 12.A). However, if the supply of minority car-
riers is significantly less than the tunneling probability, EF,h will follow the metal EF,M  and deviate 
considerably from the bulk semiconductor Fermi level value (Fig. 12.B). 
The splitting between the quasi Fermi levels (EF,e – EF,h) is critical because the minority carrier cur-
rent (either by diffusion or generation-recombination) increases exponentially with this value. No-
tably, the minority carrier current is almost independent of the energy alignment (i.e., VFB; cf. Eq. 
26) or tunneling probability (i.e., barrier width or molecular energy levels), and it scales quite rigid-
ly with various semiconductor materials constants like doping level, carrier life-times and diffusion 
coefficients.202 Thus, only the majority carrier current scales directly with interface details, while 
the minority current imposes a low saturation limit on the current, fixed by materials properties. 
Minority carrier-dominated transport is often the case for n-Si-alkyl /Hg junctions, as is further dis-
cussed in section 6.c below. 
b. Tuning the dominant barrier 
The interplay between tunneling and Schottky barrier and types of carriers, although confusing at 
first glance, is actually quite logical. This section covers the different experimental handles availa-
ble to manipulate the relative importance of the two barriers, with the help of Figure 13 and Table 
1. Fig. 13 is a compilation of results from various reports, relative to a common, ‘standard junction’ 
made of a Hg/C16 (16 carbons long alkyl chain) - oxide-free n-doped Si(111), i.e., the C16 is bound 
covalently to Si, by reacting a terminal alkene with H-Si.17,95 All junctions have a liquid Hg drop (di-
ameter ca. 0.3 mm) as top contact,7 except for the one that yielded the dashed curve in Fig. 13.B, 
which has an evaporated Pb contact.  
Fig. 13.A compares the current-voltage characteristics of moderately doped Si (‘MD’, black) to 
highly-doped Si (‘HD’, blue),180 on a semi-log scale. Although Si cannot be doped to a truly degen-
erate level, it is clear that a high doping level of 1E19 cm-3 suffices to produce more or less sym-
metric current voltage relations, compared to 6 orders of magnitude rectification with moderately 
doped (1E15 cm-3) Si. As noted in Table 1, symmetric current-voltage curves are characteristic for 
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transport by tunneling. We thus conclude that using highly-doped Si minimizes the (effect of a re-
sidual) Schottky barrier and these junctions can be considered as tunneling-dominated ones.  
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Figure 13: Factors controlling the Metal-Insulator-Semiconductor, MIS dual barrier, 
demonstrated for current-voltage curves across Hg / alkyl-Si(111) junctions of differ-
ent types. All panels show current density on a semi-log scale (Y-axis) vs. the bias ap-
plied to the metal, with the Si grounded (X-axis). The monolayer is composed of 16 
carbon long alkyl chains, except for (C) and dotted lines in (A).  
A. Effect of doping level: black line: moderately-doped, MD n-Si (ND≈10
15 cm-3); blue 
line: highly doped, HD n-Si (ND≈10
19 cm-3); dashed lines: slightly thinner C12 (MD) 
or C14 (HD) insulating monolayers.  
B. Effect of doping type and metal WF for moderately-doped Si: n-Si (black, same as 
in a), p-Si (red), both contacted by Hg, and n-Si contacted by Pb (dash).  
C. Effect of molecular dipole: using an identical junctions of Hg/X-R-Si (ND ≈ 10
15 cm-
3), the terminal X group is either –C(H)=CH2 for positive dipole (gray) or –Br for 
negative dipole (green) where R is a C10 alkyl chain; 
In all cases values and error bars are log-averages and log standard deviations, re-
spectively. Data sources are refs. 188 (p-Si); 186 (Pb-contact); 93 (panel  c); 180 (all others). 
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Dashed lines in Fig. 13.A show transport across identical junctions made with slightly shorter mol-
ecules (thinner insulators) of 12 or 14, instead of 16 carbon alkyl chains. Decreasing the thickness 
by ∼ 3Å increases the current by ×10 over the full bias range for highly-doped Si, but for moder-
ately doped ones the current increases only at high forward voltage (V>+0.7V), while it is thick-
ness-independent over most of the bias range. Thickness attenuation is another characteristic of 
tunneling -dominated transport (Table 1). Actually, the full thickness attenuation occurs where the 
currents for both doping levels become comparable, i.e., when the current is limited by the insula-
tor rather than by the semiconductor. Thus we argue that for highly-doped junctions, transport is 
tunneling-dominated at any bias, while for moderately-doped junctions the applied bias shifts the 
transport from Schottky barrier-dominated at negative to low-positive bias into tunneling -
dominated transport at high positive bias.  
The saturation current, namely the roughly constant current in the ‘off-state’ of the diode, is ex-
ponentially proportional to (-SBH). As discussed at length in sections 2,4 changing the metal’s WF 
should change the SBH. Fig. 13.B compares the same surface modification (Si-C16) contacted by 
either Hg (WF ≅ 4.5 eV; solid black curve, identical to the one in panel a) or Pb (WF ≅ 4.05 eV 
dashed line). The SBH values, extracted for these curves (see section 7), equal 0.9 eV148,180  and 
0.47 eV,186 for Hg and Pb, respectively.  Thus, a net difference of 0.45 eV in metal’s WF yielded a 
difference of 0.43 eV in the resulting SBH, which is an almost ideal Schottky-Mott dependence 
(S→1, see Figs. 2 and 5). Thus, a molecular insulator often un-pins the Fermi level and allows using 
the metal WF as a handle to tune the SBH and its relative contribution with respect to the tunnel-
ing barrier.  
Another way to verify the stability of the molecular dipole is by comparing the type of doping (cf. 
level of doping in Fig. 13.A). The red curve of Fig. 13.B shows the log(J)-V curve for a junction iden-
tical to the black curve, except that the Si is now p-doped. As expected, altering the doping type 
inverts the direction of rectification, because the ‘on’ bias polarity (so-called ‘forward’ polarity) is 
obtained for a positive bias on the contact that has the higher work-function (WF). Here, altering 
the doping type changes the WF of Si from ∼ 4.1 eV for n-Si (i.e., near the top of the forbidden 
energy gap) to ∼4.7 eV for p-Si (bottom of energy gap). Compared to Hg (WF ≃ 4.5 eV) the high 
WF side (forward bias direction) is the Hg for n-Si while for p-Si it is the Si side (therefore negative 
bias on Hg is the forward direction of the diode). 
Thus, both the doping type and level, and the metal WF affect the tunneling / Schottky barrier in-
terplay. The fourth handle to tune the interface character is the interface dipole induced by the 
molecules, as illustrated already in Fig. 5 and, again here in Fig. 13.C. Here the alkyl chain has two 
different terminal groups (at the contact with the metal), and the chain is only 10 carbons long. 
The original terminal group was a double bond (-C(H)=CH2); this is the same functionality that is 
used to form the Si-C bond between the alkyl to the Si. The resulting J-V curve (Fig. 13.C gray line) 
is very similar to that for the junction with the C16 (black lines in Fig. 13.A,B) because both –CH3 
(standard alkyl) and –C(H)=CH2 have a similar dipole. A C=C terminated monolayer can be further 
reacted insitu with Br to decorate it with one or two Br atoms per chain93 (green line in Fig. 13.C). 
The high electronegativity of Br withdraws negative charge, which induces an interface dipole that 
reduces the Schottky barrier in an n-type semiconductor (see more in section 5). As a result the Br-
modified MIS junction has a rectification ratio of ∼400 while that of the C=C one is more than 107.  
This is basically the same effect as that discussed in section 4 above, again demonstrating that the 
Schottky barrier of MIS interfaces is an extremely sensitive amplifier to minute changes in molecu-
lar dipole.   
The division of Table 1 between tunneling- and SCR-dominated transport regimes provides useful 
conceptual guidelines, but reality is obviously more complicated: tunneling and semiconductor 
contributions are simultaneously effective in almost any MIS regime, as further illustrated in Fig. 
Vilan & Cahen Molecular Electronics –Semiconductors;  submitted 11-2016 
 49 
14. First, it is often assumed that ‘degenerately doped Si’ behaves practically like a metallic con-
tact. Formally speaking, ‘degenerate’ means that the Fermi level resides outside the forbidden en-
ergy gap, within one of the allowed bands. Due to material limitations, in Si such a state is impos-
sible without changing the material  beyond just doping and  Si can only be ‘highly-doped’ (HD), 
where the Fermi level is some 50 meV within the forbidden gap (away from the band edge).  
Second, even for an ideal degenerated semiconductor, Esaki has predicted that a negative differ-
ential resistance (NDR, much like the well-known p-i-n Esaki diode207,208) will occur for a p-type 
semiconductor next to an insulator, which is an electron conductor (i.e., LUMO is the frontier lev-
el) or vice versa. This is demonstrated in Fig. 14.A, which compares two highly-doped Si substrates, 
where the only difference is the type of doping: n- or p-doping, shown by black and red curves, 
respectively. The contact and monolayers are the same Hg drop and C16, such that the black curve 
represents the same raw data as the blue curve in Fig.13.A. Here, to magnify the differences, the 
voltage derivative of the current (conductance) on a linear scale is shown instead of the current on 
a semi-log scale. Although an actual negative derivative (NDR) was not achieved we see that the 
HD-p-Si – based junction has an almost 1 V gap (plateau) in conductance, extended toward nega-
tive bias, while the HD-n conductance is a rather symmetric parabola around 0V.209 A plateau in-
stead of NDR is actually the best that was achieved with traditional oxide MIS junctions,208,210 a 
shortcoming that is attributed to interface states within the Si gap that facilitate tunneling and 
smear the predicted NDR.208,210  
 
However, also the symmetric HD-n junction is not purely tunneling-controlled. The conductance 
(and net current) of the HD-n-Si junction is about 10× smaller than that of the HD-p-Si one, for the 
0
1
2
3
4
5
6
1µ
1m
1
-1.0 -0.5 0.0 0.5 1.0
1µ
1m
1
A
d
J
/d
V
 [
S
/c
m
2
]  n-Si, 10
 p-Si
High Doping, n/p [10
19
 cm
-3
]
B
 C12
 C16
 C18
C
u
rr
e
n
t 
D
e
n
s
it
y
 [
A
/c
m
2
]
n-Si Moderately-doped
p-Si Moderately-doped
C
 Hg 12
 Hg 14
 Hg 16
 Hg 18C
u
rr
e
n
t 
D
e
n
s
it
y
 [
A
/c
m
2
]
Voltage on Hg [V]
Figure 14: Entangled SCR / tunneling 
effects on MIS transport, demonstrated 
for Hg / alkyl-Si(111) junctions. In all 
cases the measurements were done 
with voltage applied to the Hg contact. 
A. Doping type effect, illustrated for 
highly-doped Si, where transport is 
dominated by tunneling. The differ-
ential conductance of HD-Si-C16/Hg 
for either n-Si (black) or p-Si (red) is 
shown. The n-Si curve is multiplied by 
10. Insets illustrate, schematically, 
the residual band bending in HD n-Si. 
B. Semi-log plots of current density 
against applied bias voltage for MD 
n-Si-alkyl/Hg for three different 
lengths of alkyl chains; 
C. Same as (b) only for MD p-Si.  
Data from Refs. 209 (panel A); 180 (panel 
B) and 188 (panel C). 
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same molecular length. The reason is a residual barrier within the n-Si space charge region, be-
cause of the closer energy alignment between the Hg work-function and the EF position in p-Si 
than in n-Si (same argument as for medium doping, Fig. 13.B).199,209 The high doping considerably 
narrows the space-charge region, and therefore carriers can cross this extra barrier by tunneling 
(symmetric, non-rectifying), as demonstrated by the red arrows in the schemes, that appear as 
insets to Fig. 14.A. Overall, the tunneling distance is longer with HD-n-Si than with HD p-Si, be-
cause with the n-Si  it includes the SCR, which is absent with the p-Si. There is no simple, analytical 
description of the current-voltage relations in this regime.199 A rough relation could be: 
𝐽𝐻𝐷 = 𝑒
−𝛽𝐿 ∙ 𝐽𝑆𝐶(𝑉𝐹𝐵, 𝑁𝐷 , 𝐷𝐼𝑆, 𝑇) ∙ 𝑓(𝑉)    (28) 
where β is the tunneling attenuation factor (1/Å), JSC is the semiconductor-limited current, ex-
pected to be a function of the flat-band potential, VFB (V), the doping level, ND (cm
-3), the density 
of interface states, DIS (cm
-2eV-1) and the temperature, T (K). Increasing T enhances the semicon-
ductor current, but for high-doping (HD) this is not expected to be a major effect, and certainly far 
less than in moderately doped, MD-MIS junctions. The bias function, 𝑓(𝑉), is roughly polynomial, 
in contrast to the strong exponential current dependence on bias voltage for MD-MIS (see Eqs. 29-
29 below); still the current is generally very responsive to the applied bias, much more than is pre-
dicted for pure tunneling.7,211 Thus any attempts to apply pure tunneling current-voltage (e.g., 
‘transition voltage spectroscopy’) analyses to HD-MIS junctions212,213  are incorrect (see more in 
Ref. 7). Moreover, the above mentioned “Esaki effect” as well as sharp conductance onsets at a 
forward bias exceeding the forbidden energy gap,186 would further complicate 𝑓(𝑉). 
The important message is that MIS junctions at highest-possible doping levels are never purely 
tunneling-dominated and the semiconductor band structure affects both the net current magni-
tude and its variation with bias. Interestingly a poor interface, with a large density of gap-states, 
DIS, could practically diminish the role of the forbidden energy gap and with it the unique semi-
conductor effects (e.g., Esaki effect). Thus, increasing the doping to nearly degenerate levels mag-
nifies the direct molecular barrier to the current but, strictly speaking, never really eliminates the 
contribution of the semiconductor band structure.  
The opposite extreme of pure SCR barrier control is possible, though for rather specific cases, as 
demonstrated in panels B,C of Fig. 14, for moderately doped (MD) n- and p-Si, respectively. The 
moderate doping implies an active Schottky barrier as is evident by the asymmetric, diode behav-
ior (the flipped polarity is explained above, see Fig. 13.B with the same C16 data as in Fig.14.B,C). 
The contribution of the second, tunneling barrier posed by the insulator is tested by varying the 
length of the alkyl chain (C12 to C18). For MD-n-Si (Fig. 14.B) the transport is independent of insu-
lator thickness over much of the bias range; therefore we argue that this junction shows a pure 
Schottky-limited current. However, the same monolayers and doping level, with only inverting the 
doping type (MD-p, Fig. 14.C) yields an exponentially attenuated current over the full bias range. 
Thus transport across MD-p junction is simultaneously controlled by both Schottky (asymmetric 
rectification) and tunneling (exponential length attenuation) barriers. 
The reason for this drastic difference lies in the nature of the charge carriers. In the case of MD-n-
Si, the difference in work-function of the two contacting materials is so large (see Eqs. 25,26) that 
it induces the formation of a p-n junction within the Si (inversion),23  as explained in section 4.d. In 
that case the interface with the metal is crossed by minority carriers and the barrier that controls 
the net transport is the p-n junction, induced by the strong band bending and buried within the 
space-charge region of the Si; this is the only case where a pure Schottky behavior, independent of 
insulator thickness, can be observed. The current across such minority carrier MIS is:214: 
𝐽𝑀𝐷,𝑚𝑖𝑛 = 𝐽𝑆𝑎𝑡 ∙ 𝑒𝑥𝑝(−𝐸𝑔 𝑛𝑘𝑇⁄ ) ∙ [𝑒𝑥𝑝(𝑉 𝑛𝑘𝑇⁄ ) − 1]    (29) 
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Eq. 29 applies to transport of minority carriers either by diffusion or by recombination / genera-
tion of electron-hole pairs (see green arrows in Fig. 12.A). Each case has a different definition for 
the saturation current, JSat (A/cm
2) and for the ideality factor (n=1 for diffusion and 2 for genera-
tion-recombination).2,41  
Finally, the more common case is that of a majority-carrier transport, as shown in Fig. 14.C for MD-
p-Si. Here, the current is described by thermionic emission over the Schottky barrier (red arrow in 
Fig. 12.A), which is attenuated by the tunneling barrier:51 
𝐽𝑀𝐷,𝑚𝑎𝑗 = 𝐴
∗𝑇2 ∙ 𝑒𝑥𝑝(−𝛽𝐿 − 𝑆𝐵𝐻 𝑘𝑇⁄ ) ∙ [𝑒𝑥𝑝(𝑉 𝑛𝑘𝑇⁄ ) − 1]    (29) 
where A* is the so-called Richardson coefficient (=120 A/cm2/K2, for n-Si) and SBH is the Schottky 
barrier height (eV). The ideality factor, n, is in principle unity for pure thermionic emission, but in 
practice is often higher. The exponential term outside the square brackets dictates the saturation 
current at reverse voltage. It is attenuated by both tunneling decay and the SBH. The relative scal-
ing of these two contributions can be compared by considering typical values in dimensionless 
units. Common molecular insulators are in the range of L = 1-3 nm with a tunneling decay coeffi-
cient of 5-10 nm-1,215 yielding a net dimensionless βL range of 5 to 30. This can be compared to 
SBH/kT by considering that the SBH of common semiconductors cannot be more than ∼1.5 eV (ca. 
the forbidden band-gap); if we multiply  this by 1/kT ≈ 40/eV at room temperature, we find SBH/kT 
≤ 60. Thus the βL and the SBH/kT contributions are of comparable magnitude. Still, adding a sub-
stituent group to a molecule (e.g. Fig. 13.C) hardly increases βL (e.g., few Å), while it can easily al-
ter the SBH by 0.2–0.5 eV, which after scaling equals a difference of ∼ 8–20. This back of the enve-
lope comparison demonstrates why molecular substitution is often far more significant for dipole 
tuning than for tunneling attenuation.  
To summarize, this section provides a qualitative description of the rich transport behavior across 
MIS junctions of very thin insulators, like those made with insulating molecular monolayers. The 
tunneling/Schottky distinction is a conceptually helpful simplification but should not be taken too 
literally. More specific predictions require numerical simulations,87,201,202,216 though some analytical 
tools are provided in section 7.  
 
c. Inhomogeneity in monolayer coverage 
The molecular / SCR interplay is also critical with respect to inhomogeneity in monolayer coverage. 
Let us consider a realistic case where the monolayer covers the majority of the interface area, but 
the molecules are missing from nm-wide patches where the metal a contacts the semiconductor 
directly. Such ‘pinholes’ affect both the direct molecular barrier to transport and the SCR, via the 
molecular dipole. However, defects affect the two barriers very differently. The direct molecular 
barrier is completely absent within the pinhole, and the relative reduction in barrier increases ex-
ponentially for longer and more saturated molecules. However, in terms of the SCR, the absence 
of molecules can either increase or decrease the SBH, depending on the direction of the molecular 
dipole. Thus, if the molecular dipole acts to decrease the SBH, the pinhole reduces both barriers 
and attracts current (Kirchoff’s law); however, in the opposite case, the reduction in tunneling bar-
rier can be compensated for by the increased SCR barrier (see discussion below Eq. 29).  
The width of the barrier is also critical. The SCR extends 100’s of nm deep into the semiconductor, 
far more than the monolayer thickness, which turns the SCR inhomogeneity into a three-
dimensional problem. In addition to the usual potential profile from the surface into the bulk (e.g., 
the one illustrated in Figs. 1, 6 or 12), there is lateral ‘band-bending’ from the pinhole center to its 
surroundings. Therefore, even if the potential energy at a pinhole is much smaller than around it 
on the interface plane, along the carrier’s path into the semiconductor the potential approaches 
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that of its surrounding. This saddle-like shape is known as ‘pinch-off’217 and it turns the SCR effect 
on charge transport to be far more robust, in terms of tolerance to defects than the direct molecu-
lar barrier (e.g., in metal/monolayer/metal junctions218). The pinch-off scales with the ratio be-
tween the pinhole diameter and the depletion width of the SCR region (WD, see Eq. 36). A low 
semiconductor doping level and high SBH increase the depletion width, and therefore pinholes of 
larger area can be pinched-off. In such a scenario, a molecule-missing pinhole region would with-
draw the current because of its lower tunneling barrier, but the SCR barrier would still be almost 
identical to the dipole-dictated SBH.170 
The opposite scenario, where the pinhole has a larger SBH than its surroundings, is more compli-
cated, because of the opposite effect on tunneling barrier and on SBH. It was shown that in such 
cases the edges of the pinhole present the lowest net barrier.170 The applicability of the pinch-off 
inhomogeneous model was demonstrated using spatially resolved ballistic electron emission mi-
croscopy (BEEM) studies of molecular-modified MIS junctions.119,170,219,220 Lateral inhomogeneity 
can account for an ideality factor, n > 1 (see section 7.a) and generally fit well the results obtained 
for junctions of metal/di-carboxylic acids/GaAs junctions.119,161,170 However, junctions made by Hg 
top contact to monolayers directly bound to oxide-free Si, seem to follow almost perfectly the MIS 
theory described in section 6.a. Specifically, analysis of current-voltage traces, with or without 
temperature variation (see section 7.c and 7.d below) suggest that the actual area for transport is 
very close to the nominal contact area.216,221 This is in marked difference to metal / monolayer / 
metal junctions where the current passes through a very small fraction, ca. 10-4, of the nominal 
contact area.222 Hg/monolayer-Si junctions also appear to have more reproducible I-V traces than 
metal / monolayer / metal junctions. It is probable that SCR pinch-off and lateral potential leveling 
is responsible for the good match in contact area and high reproducibility of semiconductor-based 
molecular junctions. 
 
7. Extraction of the dual barriers 
We now present a practical overview of how to experimentally separate between the tunneling 
and Schottky barriers using standard electrical characterizations. The case of highly-doped Si (Eq. 
28, section 6.b) is ignored, because often the semiconductor contribution can be neglected in such 
junctions (i.e., contacts made of highly-doped semiconductors are approximated as metallic). As 
explained in the previous section, the separation between the molecular, tunneling barrier and the 
semiconductor’s SBH is not trivial. The first sub-section (7.a) describes how to extract the com-
bined, effective SBH which includes both contributions; complementary impedance measure-
ments (7.b) or temperature-current dependence (7.c) are two methods to isolate the real SBH 
contribution, and then the molecular barrier accounts for the difference between the effective 
and real SBH; finally we present two more recent, derivative-based methods (7.d) that attempt to 
separate the components of the dual barrier using only single I-V traces, without the need for 
complementary measurements (impedance or temperature-dependence).While these methods 
appear somewhat specific to certain conditions, they are very appealing when adequate. Other 
methods that can provide information on interface electronic states are internal photo-emission 
(IPE)223 and ballistic electron-emission spectroscopy (BEEM)170,219,224-227 which is an STM-based 
technique. As those techniques are not widely available they will not be covered here. 
a. Extraction of net barrier from a single I-V trace 
Eqs. 29, 29 describe a rectifying process (as all diodes) where the current under reverse bias (we 
use V<0 to mark the ‘reverse’ direction or the ‘off’ state of the diode) is constant and equals a cer-
tain ‘saturation current’ ( (𝐽𝑉<0 ≈ 𝐽𝑆𝑎𝑡), while at forward bias (V>0) the current increases exponen-
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tially with the applied bias (𝐽𝑉>0 ≈ 𝐽𝑆𝑎𝑡 ∙ 𝑒𝑥𝑝(𝑉 𝑛𝑘𝑇⁄ )). Such a distinct behavior is clearly seen in a 
semi-log plot of the current as function of bias (e.g., Figs. 5.C and 14.C). Therefore, JSat is the key 
parameter that we seek in analysis of diode I-V traces. Depending on various assumptions, JSat can 
be further translated into the SBH. Traditionally, JSat is extracted from the intercept (extrapolation 
to 0 V) of exponentially fitting the forward bias of the curve. In principle, JSat can be also identified 
with the reverse current, but, practical diodes suffer from various spurious effects41  which make 
the reverse current not really constant. Similarly, quite often also the forward current is not purely 
exponential with the bias. This is exemplified in Fig. 15 for an arbitrary-chosen I-V trace measured 
across a p-Si(111)-C12/Hg junction.188 Black symbols are current values and as can be seen they 
yield a rather curved dependence, and therefore, different fitting ranges could significantly shift 
the extrapolation to 0 V.  
The red-dots of Fig. 15 exemplify a robust, simple alternative. Today’s widespread adoption of dig-
ital data recording and processing offers a variety of analysis tools, which were impractical half a 
century ago, when the theory of semiconductor devices was established. Numerical differentiation 
is one such tool, although, naturally, direct recording of the differential conductance is preferable 
(better signal to noise ratio). Still, numerical differentiation is acceptable, because we are looking 
for trends rather than high-resolution extrema. We start from a generic form of Eqs. 29,30, where 
Vsc is the fraction of the applied bias that falls over the space charge region of the semiconductor 
(in the terminology of Eq. 27, Vsc = – dBB): 
𝐽 = 𝐽𝑆𝑎𝑡 ∙ [𝑒𝑥𝑝 (
𝑉𝑠𝑐
𝑘𝑇
) − 1]    (31) 
Commonly the non-ideality (n > 1) can be interpreted as a partition of the bias between the SCR 
and the above-mentioned spurious effects. Thus, Eq. 31 uses Vsc = V/n,
51 to adequately reflect any 
generic variation of Vsc with the applied bias. This approach ignores transport by generation-
recombination of minority carriers, where n≡2 by theory, a unique case that can be treated specif-
ically.   
Differentiation of Eq. 31 eliminates the ‘-1’ term from the brackets and yields a single continuous 
curve through 0 V: 
𝑑𝐽
𝑑𝑉
=
1
𝑘𝑇
∙ 𝐽𝑆𝑎𝑡 ∙ 𝑒𝑥𝑝 (
𝑉𝑠𝑐
𝑘𝑇
) ∙
𝑑𝑉𝑠𝑐
𝑑𝑉
    (32) 
Now, returning to the simplistic case of Vsc = V/n → dVsc = dV/n, and taking the log of both sides, 
yields:  
ln (
𝑑𝐽
𝑑𝑉
) = ln (
𝐽𝑆𝑎𝑡
𝑛𝑘𝑇
) +
𝑉
𝑛𝑘𝑇
    (33) 
The red dots in Fig. 15 are the numerically obtained dI/dV values of the I (current) values shown by 
the black symbols. A semi-log plot of such dI/dV yields an extended linear range, which is continu-
ous through 0 V (i.e., JSat is extracted by interpolation rather than extrapolation). The slope of such 
a fit is identical to standard fit (1/nkT; the two fitting lines in Fig. 15 are parallel), though the inter-
cept is multiplied by 1/nkT (∼20-40 at room temperature).  
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The two top panels of Fig. 16 repeat the analysis of Eq. 33 for two systematic data sets: Fig. 16.A 
analyzes the I-V traces of a series of alcohols on Si(100) (same raw data as Fig. 5.C), while Fig. 16.B 
shows a series of alkenes on Si(111) (same raw data as Fig. 14.C). The metal contact for both junc-
tions is Hg. As far as we can tell, the difference in Si orientation between the two sets does not 
have a major effect on monolayer quality or electronic properties, but in addition to orientation, 
the type of doping differs between the two sets. For clarity the direction of the X-axis for p-Si (Fig. 
16.B,D) is inverted, so that in both panels rightward indicates higher forward bias. We focus on p-
Si because the same system on n-Si (e.g., Fig. 14.B) is under inversion where JSat is not related di-
rectly to the SBH (see section 4.d).  
As can be seen in both Fig. 15 and 16.A,B, moving from semi-log I-V presentation to semi-log 
(dI/dV) – V format reveals sharp transitions between three regimes, which helps identifying the 
relevant fitting range. Yet, in contrast to the traditional ln(J)-V presentation (black symbols in Fig. 
15) where the deviation of the slope near 0 V originates from neglecting the ‘-1’ term of Eq. 31, Eq. 
33 is formally accurate, and in principle should extend to any bias. Therefore the distinct regimes 
of the ln(dJ/dV) presentation (Fig. 16.A,B) reveal genuinely different transport regimes, which are 
hidden under the mathematical artifact of the traditional presentation. The voltage span of the 
middle exponential regime depends on the molecular identity as evident by comparing panels A 
and B of Fig. 16, as further considered in section 7.d below.  
In summary, the exponential fitting to dI/dV is technically preferred over fitting the current direct-
ly because it extends the linear range, sharpens its onsets and brings the linear range to the vicini-
ty of 0 V to allow interpolation rather than extrapolation. Next, we consider the physical meaning 
of the extracted parameters.  
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As noted above the ideality factor is basically a measure of the voltage partition (ignoring funda-
mental n≡2, as in generation-recombination). Using first Eq. 27 (with dVsc ≡ –dBB) and then Eq. 24 
yields:51 
1
𝑛(𝑉)
=
𝑑𝑉𝑠𝑐
𝑑𝑉
= 1 +
𝑑∆
𝑉
=
𝐿
𝜀0𝜀𝑖𝐴
(
𝑑𝑄𝐼𝑆
𝑑𝑉
+
𝑑𝑄𝑆𝐶𝑅
𝑑𝑉
)   (34) 
 
The amount of charge stored in the space charge region (QSCR) is a direct function of the depletion 
width, WD: 
𝑑𝑄𝑆𝐶𝑅
𝑑𝑉
∙
1
𝐴
=
𝜀0𝜀𝑠𝑐
𝑊𝐷(𝑉)
    (35) 
𝑊𝐷
2 = 𝐵𝐵(𝑉) ∙ 2𝜀0𝜀𝑠𝑐 𝑞𝑁𝐷⁄    (36) 
Predicting the change in population of interface states (QIS) with bias voltage cannot be expressed 
in such a simple way and depends on the energy distribution of these states within the gap (DIS) 
and their coupling strength to each contact (metal or semiconductor). A rigorous analysis employs 
exact tunneling rates and cross sections;201,202 a common simplified approach divides the interface 
states into two populations: DIS-M which equilibrates with the metal side (i.e., vary as a function of 
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Figure 16: Analysis of current-voltage traces of molecularly modified Hg/Si junc-
tions for linear alkyl alcohols of varying lengths, on n-Si (A,C) and alkenes on p-Si 
(B,D), for extraction of the saturation current from semi-log plots of conduct-
ance, G (A,B), or plots of normalized differential conductance, NDC (C,D), against 
the applied bias to Hg (rightward = forward). Both G (=dI/dV) and NDC are nu-
merically computed. See text for insets. Raw data are taken from Refs. 74,188. 
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dΔ) and QIS-SC that is coupled to the semiconductor side (i.e., ∝ Vsc). Within this rough approxima-
tion, Eq. 34 can be re-written as :51 
𝑛(𝑉) = 1 +
𝜀0𝜀𝑠𝑐
𝑊𝐷(𝑉)
+𝑞𝐷𝐼𝑆−𝑆𝐶
𝜀0𝜀𝑖
𝐿
+𝑞𝐷𝐼𝑆−𝑀
   (37)  
Eq. 37 can be simplified for the two extreme cases of only one type of interface states: 51 
𝑛(𝑉) − 1 = {
𝐿
𝑊𝐷(𝑉)
∙
𝜀𝑠𝑐
𝜀𝑖+
𝑞
𝜀0
𝐿𝐷𝐼𝑆−𝑀
𝐷𝐼𝑆−𝑆𝐶 → 0
𝐿
𝜀𝑖
∙ [
𝜀𝑠𝑐
𝑊𝐷(𝑉)
+ 𝑞
𝜀0
𝐷𝐼𝑆−𝑆𝐶] 𝐷𝐼𝑆−𝑀 → 0
   (38) 
In the case of monolayers, the thickness of the monolayer (insulator) is commonly much smaller 
than that of the depletion width (L∼1-3 nm cf. WD∼100’s of nm; εsc/εi ∼ 4) and therefore the first 
option of Eq. 38 yields a negligible increase in the ideality factor. Moreover, DIS-M>0 acts to further 
reduce n, and therefore in the context of monolayers, the ideality factor can be used to approxi-
mate the density of interface states based on the second option of Eq. 38.228 Still, Eqs. 37,38 are 
based on a gross simplification to dDIS/dV and, therefore, evaluating DIS using alternative methods 
such as impedance spectroscopy,86,228,232,233 are more trusted.  
Here our focus is mainly on the ability of the molecular monolayer at the interface to alter the net 
SBH via its dipole. The SBH affects the junction’s rectification or how small is the saturation current 
at reverse bias: the higher the SBH is, the lower is the saturation current, JSat. While the exact 
translation of JSat into the SBH varies for different situations (e.g., minority / majority carriers, Eq. 
29 cf. Eq. 30 and section 4.d), it is convenient to compare generic, effective interface barrier, 
SBHIV, values rather than JSat values (where the subscript ‘IV’ serves to stress that it is extracted 
from analysis of I-V traces and not by alternative methods discussed below). Therefore, regardless 
of details, JSat is translated into SBHIV by imposing the thermionic emission transport (see Eq. 30): 
𝑆𝐵𝐻𝐼𝑉 = 𝑘𝑇 ∙ [ln(𝐴
∗𝑇2) − 𝐼𝑡𝑟𝑐𝑙𝑛𝐽−𝑉]   (39.a) 
𝑆𝐵𝐻𝐼𝑉 = 𝑘𝑇 ∙ [ln(𝐴
∗𝑇2) − 𝐼𝑡𝑟𝑐𝑙𝑛𝐺−𝑉 + 𝑆𝑙𝑝𝑙𝑛𝐺−𝑉]  (39.b) 
where Itrc and Slp are the intercept and the slope of the linear fit (y = Slp⋅x  + Itrc), to either ln(J)-V 
(Eq. 39.a, derived from Eq. 30) or ln(dJ/dV) to V (Eq. 39.b, derived from Eq. 33). 
Thus, the saturation current is a single experimental observation that can provide only one piece 
of information, the net effective barrier, SBHIV. As described in section 6.a, in thin MIS junctions 
there are two significant barriers: the space charge region within the semiconductor (‘SBH’) and 
the insulator (molecular layer) tunneling attenuation (‘βL’) and generally both add to the net ob-
served SBHIV:
228 
𝑆𝐵𝐻𝐼𝑉 = 𝑆𝐵𝐻 + 𝑘𝑇 ∙ 𝛽𝐿  (40) 
The kT term in Eq. 40 is slightly misleading, because it is the other term (SBH), which is actually 
temperature-dependent (Eq. 30). This odd format stems from the choice of comparing effective 
SBH values (Eq. 39). As explained above (section 6.b), adsorbed molecules can affect both SBH and 
βL, as further illustrated by the systematic length variation in both systems presented in Fig. 16. In 
both cases (Fig. 16.A,B) there is an exponential change in JSat (→SBHIV) with length, however of op-
posite trend. For Hg/Cn-O-Si (“alkoxy”, Fig. 16.A) the chain length affects the net induced dipole, 
while for Hg/Cn-Si (“alkyls”, Fig. 16.B) elongating the chain increases the tunneling barrier (βL). It 
is not clear though if this difference is due to the presence of the O linker and residual hydroqui-
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none74,85 in the Hg/Cn-O-Si junctions (Fig. 16.A) or simply because the alkoxy experiment tests 
twice shorter alkyls than the alkyl one (1 to 10 carbons cf. 12 to 18 in Fig. 16.A and B respectively). 
Experimental support for the different molecular role in these systems cannot come from the sat-
uration current alone. Such a differentiation of the dual barrier can be done using complementary 
measurements and /or other analyses, as discussed in the remainder of this section.   
b. Capacitance – Voltage 
Impedance measurements are very common in analysis of metal-oxide-semiconductor structures 
(MOS, also known as gate dielectrics), where scanning the frequency and bias reveals the density 
of trap states.205,230,231 Impedance spectroscopy was used in the context of metal-molecule-
semiconductor junctions to estimate the distribution of surface states,86,228,232,233 as well as to ex-
plore polarization of various molecular segments.234-236 Care should be taken in translating stand-
ard MOS models into ultra-thin interfacial layers like molecular monolayers, because the insulator 
can no longer be approximated as a pure capacitor, because of the significant tunneling current 
(‘leakage current’) that adds a non-negligible real component to the net impedance.86  
 
However, here we focus on a narrow aspect of impedance measurements, estimation of the SBH 
based on the junction capacitance. The capacitance is measured at relatively high frequencies (≥ 
0.5 MHz) to avoid (dis)charging of interface states.228 As illustrated in Fig. 12.B, the charge accumu-
lated in the space-charge region (green circles in Fig. 12.B) with its counter charge on the metal 
(yellow circles) makes a capacitor, where its thickness is dictated by the width of the depletion 
layer (WD). The resulting depletion capacitance, CD, is:
41  
𝐶𝐷 = 𝐴
𝜀0𝜀𝑠𝑐
𝑊𝐷
= 𝐴√
𝑞𝜀0𝜀𝑠𝑐𝑁𝐷
2(𝐵𝐵0−𝑉𝑠𝑐−
𝑘𝑇
𝑞
)
   (41) 
Assuming minor losses on the insulator, C≈CD, and V≈Vsc implies that a plot of 1/C
2 is expected to 
decrease linearly with the applied bias, known as Mott-Schottky plot. Such analysis is illustrated in 
Fig. 17 for a styrene monolayer on n-Si(111), contacted by Hg from top (system presented in Fig. 
8).163 The fit extrapolates to zero (crosses the X-axis, or CD → ∞ ) at V∞  when the denominator of 
Eq. 41 nulls:  
𝐵𝐵0 =
𝑉∞
𝑛(𝑉)
− 𝑘𝑇
𝑞
 (42) 
 
where the ideality factor, n, is used again to stress the possible difference between the applied 
voltage, V, and the actual potential drop over the space-charge region, Vsc (see Eq. 34). For this 
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reason we use the terminology of BB0 instead of the commonly used ‘flat-band potential’ (VFB) 
since the latter includes also the (small) potential drop over the interfacial insulator (VFB=BB0+Δ0, 
see section 6.a). Notice, though, that the ideality factor, especially for a molecularly-modified MIS, 
is strongly bias-dependent: the bias range where the Mott-Schottky plot is linear occurs when n is 
roughly constant with bias. Therefore, it is difficult to get a practical estimate for n(V) for use in Eq. 
42 and in practice, Eq. 42 uses n=1. However, we often find that C-V traces on repeating junctions 
produce much better reproducibility in V∞ than in the slope of the Mott-Schottky plot. Eq. 41 
shows that, within the approximations used to arrive at the expression,  such a slope depends 
purely on the semiconductor parameters. It is possible that the varying slope is due to local varia-
tions in QIS (Eq. 34) though it is impossible to isolate this effect from some variation in the doping 
density (ND in Eq. 41). 
Another possible source for the varying slope in Fig. 17 is the monolayer’s own capacitance, CSAM. 
The net effective capacitance, Ctot, is made up of two capacitors in series: 
𝐶𝑡𝑜𝑡 =
𝐶𝐷∙𝐶𝑆𝐴𝑀
𝐶𝐷+𝐶𝑆𝐴𝑀
𝐶𝑆𝐴𝑀≫𝐶𝐷
⇒       ≈ 𝐶𝐷   (43) 
Because the net capacitance of two capacitors in series is dominated by the smaller one, Eq. 41 
can be used only as long as the monolayer is very thin (𝐶𝑆𝐴𝑀 =
𝜀𝑆𝐴𝑀
𝐿
), to fulfill the condition of CSAM
≫CD. We illustrate this reasoning with some practical value: the capacitance of the space-charge 
region is in the order of 0.01 to 0.1 μF/cm2, for common values of band bending (0.2 to 0.5 eV) and 
Si doping (1E14 to 1E16 cm-3). In comparison, a 1 – 3 nm thick monolayer, with a dielectric con-
stant of 2.5 – 3.5, yields CSAM, in the order of 0.8 to 3 μF/cm
2. Thus, the use of Eq. 41 is limited to 
moderate Si doping and relatively thin monolayers. In cases where CSAM is similar or smaller than 
CD, concepts describing gate dielectrics are applicable, as described in Refs. 41,205,231. 
Returning to the main goal of separating the effective SBHIV into its two generic sources (Eq. 40), 
we can use the C-V derived BB0 (Eq. 42) to deduce SBHCV , based on Eq. 3, and using manufacturer 
resistivity values to compute ξ. Such SBHCV is expected to be closer to the actual SBH, as it does not 
include the unknown tunneling attenuation, βL.  
Therefore, trends in SBH or BB0 are identical; they only differ by a constant shift of ξ (see left and 
right Y-axis to Fig. 8.B). For a Si doping level of 1E15 cm-3, used in Figs. 8 and 17, ξ = 0.25 eV. 
Fig. 8.B compares the effective SBHIV (black circles, Eq. 40) with the SBHCV (red triangles) extracted 
from C-V measurements using Eqs. 41, and 44. In the absence of a monolayer (100% transmission 
probability across the molecules or βL→0), the extracted SBH should be independent of whether it 
was extracted from C-V or I-V measurements. Looking at Fig. 8.B, such overlap occurs for the me-
thyl-styrene (Me-Sty) junction, but not for simple styrene (H-Sty). The C-V data for the Br styrene 
junction are missing, because its low capacitance (nearly Ohmic junction) does not allow extrac-
tion of meaningful data. The difference in the βL contribution to H-Sty and Me-Sty does not origi-
nate in the monolayer transmission probability, but reflects a change in the type of dominant car-
riers (cf. panels B and C of Fig. 14). For H-Sty the space charge is a depletion layer and, thus, 
transport is by majority carriers, which is tunneling-attenuated (Eq. 30). In contrast, Me-Sty drives 
the junction into inversion, so that the current is mostly carried by minority-carriers (Eq. 29), and is 
limited by their supply to the surface (the buried p-n junction), rather than by their probability to 
cross the interface. For this reason, the tunneling attenuation, βL, does not add to the effective 
SBH in this junction (see section 6.c). Fig. 8.B suggests an over-expression of SBHCV with respect to 
the measured surface dipole (X-axis) with a slope larger than the theoretical limit of 1. Such an 
over-expression may hint at that the interfacial dipole is not identical to the surface one, due to 
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charge-rearrangement with the top contact, though this requires further studies, using larger sets 
of molecules.    
Lateral inhomogeneity of the potential profile (section 6.c) is another reason for differences be-
tween SBH values, extracted from C-V and I-V data.217,237,238 While the capacitance scales linearly 
with the barrier height, the current depends exponentially on that height. It follows that if the SBH 
is spatially varying, C-V yields a linear average while the I-V is sensitive to even extremely small 
patches of low barrier height. Small patches of high barrier would not balance this because the 
current, at least at low flux would go through the lower barrier patches.119,217 Thus inhomogeneity 
generally leads to SBHIV ≤ SBHCV,
237 which is opposite to what is seen in Fig. 8.B. Thus we infer a 
minor role layer/ interface inhomogeneity for the styrene-induced SBH, and the higher SBHIV is 
because of the additional tunneling term (kT⋅βL, similar to e.g., the length attenuation in Hg/alkyl-
p-Si in Fig. 14.C). This term is missing for methyl styrene (SBHIV ≈ SBHCV), because these junctions 
are dominated by minority carriers (e.g., length-independence in Hg/alkyl-n-Si in Fig. 14.B).  
c. Temperature variation 
Measuring the current as a function of temperature is a different way for separating the effective 
SBHIV (Eqs. 39, 40) into its two components. It is exemplified here for a junction made of a mono-
layer of a 16 carbon long alkyl chain on oxide-free Si(111) and contacted on the top by thermally 
evaporated Pb. The area of the junctions was defined by etching circular wells within a high-
quality thick SiO2 film and adsorbing the monolayer on freshly exposed H-Si at the bottom of the 
well. The data of Fig. 18 were recorded for 100 μm diameter wells, though successful junctions 
were made with diameters down to 3 μm.186 Such evaporated contact considerably facilitates cry-
ostat-based temperature-dependence experiments. Fig. 18.A shows that the cooling / heating cy-
cle yields reproducible current – voltage traces.  
The fundamental Eq. 30 can be re-written with respect to temperature:186,228,239 
𝑙𝑛 (
𝐼
𝑇2
) = 𝑙𝑛(𝐴 ∙ 𝐴∗) − 𝛽𝐿 −
𝑞
𝑘𝐵𝑇
∙ {
𝑆𝐵𝐻 𝑉 < 0
𝑆𝐵𝐻 − 𝑉 𝑛⁄   +3𝑘𝐵𝑇 < 𝑉 < 𝑆𝐵𝐻
0 𝑉 > 𝑆𝐵𝐻
   (44) 
A semi-log plot of the current density against the reciprocal temperature (Arrhenius plot) is shown 
in Fig. 18.B for a few selected voltage values. Eq. 44 predicts that the intercept of the fits includes 
the tunneling decay coefficient, βL, while its slope or activation energy includes the SBH. Yet, the 
bias can also add to the activation energy for the middle of the three regimes within the curly 
bracket of Eq. 44. These regimes are similar to those that appeared in Fig. 16.A,B for the variation 
of the conductance with applied bias.  
Although Eq. 44 predicts a bias-independent activation energy for V<0, in practice there is a mild 
decay from 0 V toward high reverse bias, which probably reflects some non-ideality effects like 
image-force reduction of the SBH.41 At forward bias there is a very sharp reduction in the activa-
tion energy, because it includes a (–V/n) term. Here the slope in activation energy with respect to 
forward bias (red line in Fig. 18.C) yields an ideality factor of 1.7 in agreement with the ideality fac-
tor extracted from the I-V curve directly.186 In principle extracting the SBH from the activation en-
ergy at 0 V would give the least perturbed value. Yet, the current near 0 V is very noisy which ex-
plains the data scattering near 0V. Therefore we set the extrapolation of the fitted red line to 0V 
as the best approximation for the real SBH = 0.47 eV. As the applied forward bias exceeds the SBH, 
the semiconductor surface turns into accumulation, which saturates the activation energy, to a 
value around 0.1 eV. This region will be further discussed in section 7.d below.  
The numerical result of SBH=0.47 eV can be verified with respect to the Schottky-Mott rule (Eq. 4). 
With a 4.05 eV work function of Pb and 3.6 eV effective electron affinity of the alkyl-modified Si (χ 
+ Δ)180 a SBH of 0.45 eV is calculated, in excellent agreement with the temperature-derived value. 
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Namely, the Pb/alkyl-Si junction perfectly follows the Schottky-Mott rule, which is not commonly 
observed for intimate metal/semiconductor junctions, but more often reported for molecularly 
modified ones.74  
Eq. 44 suggests that the intercept of the Arrhenius plot contains information on the tunneling de-
cay constant. This parameter is plotted in Fig. 18.D, where the left Y-axis shows the βL product 
(𝛽𝐿 = ln(𝐴 ∙ 𝐴∗) − intercept, using ln(A A*) = –4.7, based on nominal A & A* values) and the right 
Y-axis gives its translation to tunneling decay coefficient using L = 19Å, as measured by ellipsome-
try for these monolayers. The β values extracted in this way are around 0.8 Å-1, which are in the 
center of the range of values commonly reported for tunneling through alkyl chains,180,215 confirm-
ing the validity of this analysis. The βL values appear as highly bias sensitive, which probably origi-
nates in the complicated balance between the tunneling and space-charge transport barriers (sec-
tion 6) and does not represent than a genuine bias effect on the tunneling probability.  
 
 
d. Advanced derivative-based methods  
Figure 18: Temperature analysis of junctions of Pb/H(CH2)16-Si(111), using moderately 
doped n-Si, showing (a) reproducibility in cooling / heating cycle of I-V curves; (b) Arrhe-
nius plot of log(I/T2) vs. q/kBT (reciprocal temperature in eV units) for a few bias values; 
(c) thermal activation energy, Ea, as a function of bias, and (d) tunneling attenuation, βL, 
as a function of bias. Curves in (a) are averaged over five junctions, and error bars are 
plotted, but might be too small to note. In (b) each symbol is for a different bias, and lines 
are linear fits to the data between 300 and 230K. Fitting was done on multiple data (dif-
ferent junctions, cooling and heating) without averaging. The slope of such fit equals –(Ea) 
in [eV], as plotted in (c), and the intercept of the fit relates to –βL, as shown in (d). Error 
bars in (c, d) are the regression uncertainty in the extracted fitting values. The red line in 
(c) is a fit to Eq. #44. The right Y-axis of (d) gives β values, calculated from the intercepts 
for a monolayer width, L = 19 Å. Figure was reproduced with permission from Ref. 186. 
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So far we relied on electrical characterization, in addition to room temperature I-V characteristics, 
such as impedance measurements (section 7.b) or temperature variation (section 7.c) to distin-
guish between the semiconductor and the tunneling contributions to the net barrier. Alternatively, 
additional information can be gained by various manipulations on the current-derivative with re-
spect to bias, as described in this section. These approaches are by definition more noisy and 
rough, but are appealing as they save the extra characterization. As mentioned above, all analyses 
presented here are based on numerical differentiation; the results are expected to be identical to 
those based on direct recording of differential conductance, though the latter might well be less 
noisy. 
We consider two methods: one uses normalized differential conductance (NDC) and the other ex-
ploits the correlation between the current derivative and the current at high signals. NDC is often 
used for analysis of tunneling spectroscopy,240 and Godet et al. have adopted it to analyze molecu-
larly modified MIS junctions.241 Mathematically, NDC, is defined as the derivative divided by the 
ratio (NDC = (dI/dV)/(I/V) or NDC = d(Log I)/d(Log V)); for a standard diode equation (regardless of 
the exact semiconductor transport type), using Eq. 31 for the current and Eq. 32 for the current 
derivative, we get:   
𝑁𝐷𝐶𝑠𝑐 =
𝑑𝐽𝑠𝑐
𝑑𝑉
∙
𝑉
𝐽𝑠𝑐
=
𝑉
𝑘𝑇
∙
𝑑𝑉𝑠𝑐
𝑑𝑉
[1 − 𝑒𝑥𝑝 (−
𝑉𝑠𝑐
𝑘𝑇
)]
−1
   (45) 
where the subscript  sc  stresses the assumption of semiconductor-limited current and the concept 
of Vsc was introduced in Eq. 34 above. For the commonly used assumption of Vsc = V/n (or any oth-
er polynomial relation), V⋅dVsc/dV = Vsc, and therefore, Eq. 45 simplifies to:
241 
𝑁𝐷𝐶𝑠𝑐 (𝑉𝑠𝑐 =
𝑉
𝑛
) = {
0 𝑟𝑒𝑣𝑒𝑟𝑠𝑒
|𝑉𝑠𝑐| 𝑘𝑇⁄ 𝑓𝑜𝑟𝑤𝑎𝑟𝑑
   (46) 
Such NDC analysis is shown in Fig. 16.C,D for the same raw data of the corresponding top-panels. 
For both systems the NDC approaches zero under reverse bias (left-ward) and starts increasing 
linearly with the bias as the bias polarity switches, in agreement with Eq. 46. However, at a certain 
point this trend is broken and the NDC starts decreasing. Because Eq. 46 ignores the interfacial 
insulator (i.e., it is valid for an abrupt diode), this peak is easily understood as the cross-over from 
bias drop over the space-charge region (dV≅dVsc, diode-dominated) to bias drop over the mono-
layer (dV≅dΔ, tunneling-dominated; see Fig. 12, section 6.a and Eq. 34). Such a transition occurs 
roughly at the flat band potential (VFB),
216,241 though it is difficult to derive an exact relation be-
tween the NDC peak position (NDCP) an VFB. Numerical simulations (following Ref. 202) suggest 
that the ratio NDCMX/VFB = 1 – 1.5, where the ratio increases for low doping levels and decreases 
with temperature. A reasonable approximation is VFB ≅ NDCMX/1.15 for room temperature and 
moderate doping level of 1E15 cm-3. While this is admittedly a crude assumption it can be em-
ployed for separating the effective SBH (Eq. 39) into its two components (Eq. 40) for each individ-
ual I-V trace without any additional characterization. 
The use of NDC peak for separating the effective SBHIV into its two sources (Eq. 40) is demonstrat-
ed for the two molecular systems in Fig. 16. For the alkoxy system (Fig. 16.C), the NDC peak shifts 
to higher bias for shorter length, while for alkyl monolayers (Fig. 16.D) the peak is at a constant 
position. This agrees with our understanding that varying the length of the alkoxy alters their sur-
face- induced dipole by ca. 0.4 eV and therefore the net SBHIV (Fig. 5.D). The inset in Fig. 72C,D 
shows the correlation between the effective SBHIV (extracted from the saturation current and Eq. 
39.b) and the real SBH, extracted from the position of NDC maximum (SBHNDC = NDCMX/1.17 + ξ; 
ξ=0.274). The line is a linear fit with slope of unity achieved by slightly adjusting the ratio to 1.17 
(from 1.15). The intercept of 0.2 eV, is possibly due to some residual kT⋅βL (≈ 8, see Eq. 40).  
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In contrast, elongating the length of alkyl monolayers from 12 to 18 carbons has no effect on 
NDCMX (Fig. 16.D). This is because the surface dipole induced by alkyls is not sensitive to their 
length148,180 and therefore their actual SBH is constant. Yet, their reverse current is length-
dependent because of the tunneling attenuation. The βL contribution can be now evaluated from 
the difference between the effective SBHIV (ISat + Eq. 39.b) and the NDC-derived SBH (NDCMX /1.15 
+0.13)242 The βL values extracted in this way are shown in the inset to Fig. 16.D as a function of 
number of carbons. The black line is a linear fit, with a slope of β =0.81/C (0.66/Å) which is still 
within, though at the low end of the range of values found for saturated alkyl chain-based mono-
layers.180,215   
The height of the NDC peak is simply a function of how large is the SBH: the larger is the SBH, the 
higher the forward bias at which the peak occurs  and the NDC is able to reach huge values (see C1 
cf. C10 in Fig. 16.C). In comparison, tunneling I-V relations yield maximal NDC in the order of ∼ 3.7 
Godet et al. derived an approximate expression for NDC(V) in the tunneling regime based on the 
Simmons model (𝑁𝐷𝐶𝑆𝑖𝑚𝑚𝑜𝑛𝑠 = 𝐿𝑞𝑉 √𝐵𝐻 − 𝑞𝑉⁄ ) and used it to characterize the tunneling barri-
er (BH) within similar Hg/SAM-Si junctions.241 As discussed next, even at high forward bias the 
transport characteristics are not purely those of tunneling, and therefore we hesitate from fully 
following this approach. Still, Fig. 16.D shows that the saturation NDC increases for longer alkyl 
chains, in qualitative agreement with Godet’s prediction.241 
A different derivative approach focuses on the high forward current and plots the inverse deriva-
tive against the current (rather than vs. bias as commonly used). Since the current increases expo-
nentially until roughly the flat-band potential (ca. NDCMX), such a presentation naturally obscures 
the low signal range (V<NDCMX).  This analysis was originally derived
243,244 to account for a re-
sistance in series to the diode, IRS. It is straightforward to extend this analysis to insulator-
containing diodes by adding the potential drop on the insulator, Rins[V/A
1/2] , which yields:216 
dV
d ln I
= nkT q⁄ + Rins√I + IRS      (47) 
In difference to former views,203,204,241 where the potential drop on the insulator was attributed to 
tunneling resistance, Eq. 47 assumes that charge balance dictates the potential drop on the insula-
tor (Δ see Fig. 12 and Eq. 24). As the applied bias crosses the flat-band potential (ca. NDCMX) the 
semiconductor’s space-charge region turns into accumulation and its net charge, QSCR, increases 
exponentially with√𝑉𝑠𝑐; the accumulating QSCR increases linearly the potential drop on the insula-
tor, Δ (Eq. 24). Assuming that this effect is much larger than the tunneling resistance, Rins is derived 
from the classical expression for charge stored in a semiconductor space charge region under ac-
cumulation:216 
Rins =
L
εiD
√
2εsckNC
πA∗ε0T
∙ eβL 2⁄      (48) 
where the square root dependence on current as well as the scaling with diameter rather than 
area, qualitatively originate in the dependence: Δ ∝QSCR ∝ exp(Vsc/2) ∝√𝐼 (Eq. 31). Therefore, 
accounting for the insulator adds a √𝐼 term to Eq. 47 and scaling by the diameter rather than the 
area, both are not expected for pure series resistance.243,244 This was tested on two types of 
Pb/monolayer-Si(111) junctions, for monolayers made of either methyl-styrene (Me-Sty, Fig. 
19.A,C) or 16-carbons long alkyl chains (C16, Fig. 19.B,D). Junctions were fabricated by etching 
wells within SiO2 (same as in Fig. 18), such that each curve in Fig. 19.A,B refers to a junction  of dif-
ferent lateral size (contact area). For the C16 junction (Fig. 19.B) is linear with √𝐼, indicating a neg-
ligible IRS contribution while the Me-Sty monolayer (Fig. 19.A) includes a significant linear term 
(√𝐼), though some IRS contribution turns them less linear than the C16 plots. In addition, all curves 
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intersect the Y-axis (I=0) roughly at the same value, in accordance with the diameter-independent 
constant term of Eq. 47. The mean intercept yields ideality-factor values of n = 1.3 and 2 for Me-
Sty and C16, respectively (the high n value for C16 agrees with the high n-values deduced from the 
temperature-dependence (Fig. 18.C). 
 
 
However the physically interesting quantity is Rins which is the coefficient of the linear term in the 
fitting of Fig. 19.A,B. To support the validity of the charging interpretation of Rins (i.e., Eq. 48), the 
bottom two panels of Fig. 19 show a power plot the experimentally extracted Rins as a function of 
the junction diameter, D. The solid lines show that almost all data points (extracted from few junc-
tions for each size) fall on the expected slope of -1. The only exceptions are the largest contacts, 
possibly due to too high net currents. Beyond the physical constants and materials properties, Rins 
is dominated by the exponential dependence on βL. Thus the point where the fitted lines of Fig. 
19.C or 19.D crosses D=1 can be used to extract β by using L= 8Å for Me-Sty and 19Å for C16 and 
an insulator dielectric constant, εi = 2.7, gives tunneling decay constants, β, of 1.45 Å
-1 for Me-Sty 
and 0.78 Å-1 for C16.216   
In short, section 7 described the key parameters that characterize the performance of Metal-
Insulator-Semiconductor junctions with thin (< 3 nm) insulator in general, and specifically, when 
the insulator is made of a molecular monolayer. These parameters are the SBH, ideality factor and 
tunneling barrier. We reviewed several possible approaches, which overall yield similar values for 
the key parameters. Therefore, for well-behaved, close to ideal junctions, the different methods 
Figure 19. Inverse derivative analysis (Equation 77) of transport across molecular 
junctions made of Pb/Me-Sty-Si (a,c) and Pb/C16-Si (b,d). The top panels (a,b) show 
the inverse derivative, dV/dln(I), against the square root of the current where each 
curve is for a different contact diameter (see legend) with symbols for data; lines are 
fits to Equation #47. The bottom panels (c,d) show the linear coefficient of the fit (i.e., 
Rins) against the contact diameter on a log-log plot; multiple points refer to coeffi-
cients, extracted from I – V sets measured on different contacts. Lines in (c,d) are 
power fits to Rins ∝ D
-1 (Eq. #48). Figure was reproduced with permission from Ref. 216. 
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are fairly comparable, but for less ideal junctions (e.g., inhomogeneous ones, or junctions with 
considerable density of interface traps) the different models can show a significant spread in pa-
rameter values. The derivative techniques presented in 7.a and 7.d are rather novel, and hold po-
tential to become handy, insightful tools.    
 
8. Summary 
We discussed the power of adsorbed molecular monolayers to control interface electrostatics. 
Harnessing such control is fundamental to numerous technical fields, mostly electronics, but in a 
wider sense, it also relates to catalysis and friction. Interface electrostatics is fascinating, because 
it emerges by, and reflects on, the illusive border between localized and continuum systems. Lo-
calized, inter-molecular polarization translates into very strong electric fields when many mole-
cules form a 2-dimesional array as in a monolayer. Although just 1-2 nm wide, this abrupt poten-
tial step can easily control the surface charging of the semiconductors, often extending 100’s of 
nm into the semiconductor. At the same time, the localized, molecular polarization is affected by 
long-range interactions with the substrate, beyond the formal chemical bond, which induce hybrid 
energy-states. The relation between the polarizability of the organic monolayers and the estab-
lishment of electronic equilibrium between a closed-shell molecular species and solid, bulk mate-
rial, is a key toward predictable use of molecular modification, specifically, and interfacial energy 
alignment in general. Lastly we demonstrate the effect of surface modifications on transport 
across metal / molecular-monolayer / semiconductor junctions. The combination of molecular, 
tunneling barrier in series with a semiconductor space-charge barrier, leads to rich transport be-
havior. We described the various chemical handles available for tuning this seemingly chaotic in-
terplay and provided various analysis tools for distinguishing between the direct molecular barrier 
and the induced, semiconductor barrier. The study of molecularly modified interface electrostatics 
extends back  a few decades and has now reached a level of understanding that allows chemists to 
control the effects to a level where the field is ripe for application.  
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