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ABSTRACT The robust surface adherence property of the aquatic bacterium Caulobacter crescentus permits visualization of
single cells in a linear microﬂuidic culture chamber over an extended number of generations. The division rate of Caulobacter in
this continuous-ﬂow culture environment is substantially faster than in other culture apparati and is independent of ﬂow velocity.
Analysis of the growth and division of single isogenic cells reveals that the cell cycle control network of this bacterium generates
an oscillatory output with a coefﬁcient of variation lower than that of all other bacterial species measured to date. DivJ, a
regulator of polar cell development, is necessary for maintaining low variance in interdivision timing, as transposon disruption of
divJ signiﬁcantly increases the coefﬁcient of variation of both interdivision time and the rate of cell elongation. Moreover, inter-
division time and cell division arrest are signiﬁcantly correlated between mother and daughter cells, providing evidence for
epigenetic inheritance of cell division behavior in Caulobacter. The single-cell growth/division results reported here suggest that
future predictive models of Caulobacter cell cycle regulation should include parameters describing the variance and inheritance
properties of this system.
INTRODUCTION
Studies of single microbial cells have revealed remarkable
variability in the level of individual gene expression, rate of
cell growth, and timing of cell division (1–3). Microﬂuidic
devices have recently emerged as tools for studying dynamic
processes at the single-cell level (4–6), with a number of
studies reporting the use of microﬂuidics in quantifying
single-cell growth and division (7–9). Such studies of single-
cell behavior have been extremely valuable, yielding insights
into phenomena that are not revealed in population-wide
measurements (10–14). Although experiments that image
single cells over short timescales on either agarose/gelatin
pads or in microﬂuidic devices have become relatively rou-
tine, long-term and multigenerational studies of single cells
have been complicated by problems with perturbative cell
immobilization protocols or by rapid accumulation of cells
on the pad or inside the microﬂuidic device.
The freshwater a-proteobacterium Caulobacter cres-
centus (15) (henceforth referred to as Caulobacter) naturally
allows for experiments that do not suffer from the afore-
mentioned problems and is thus an ideal model to probe
single-cell behavior across multiple generations (16).
Caulobacter exists in two unique states during its cell cycle: a
‘‘swarmer’’ (SW) state, in which the cell possesses polar type
IV pili and a single polar ﬂagellum, and a nonmotile
‘‘stalked’’ (ST) state (Fig. 1). Differentiation from SW to ST
occurs just before the initiation of DNA replication, at which
time the ﬂagellum is released, the pili are retracted, and a
narrow cylindrical extension of the cell envelope known as
the stalk is grown in their place. At the tip of the stalk is a
structure known as the holdfast, which contains an excep-
tionally strong polysaccharide adhesive (17,18). Toward the
end of the ST stage, a new ﬂagellar assembly and pili are
constructed at the pole opposite the stalk, and on division, a
new motile, chemotactic SW cell is spawned. The SW cell
then progresses through the full cell cycle, whereas the ad-
hesive ST cell commences another round of DNA replication
and division.
The natural adhesive properties of Caulobacter allowed us
to conduct a multigenerational single-cell study of growth
and division in a linear microﬂuidic culture chamber under
temporally homogeneous and minimally perturbative con-
ditions. We show that division of Caulobacter ST cells under
constant medium ﬂow is rapid and tightly regulated (i.e.,
exhibits low variance) relative to other bacterial species.
Disruption of the gene encoding the DivJ histidine kinase, a
core regulator of polar cell development (19,20), signiﬁ-
cantly increases variance in interdivision timing relative to
the mean interdivision time. In addition, we show that factors
controlling generational timing and division arrest are in-
herited from mother ST cells to daughter SW cells epige-
netically, resulting in correlated cell division behavior
between mother and daughter cells in the same generational
window. This intragenerational correlation suggests that the
network controlling Caulobacter cell division has de-
terminsitic properties in which the current state of a cell in-
ﬂuences future divisions.
METHODS
Microﬂuidic growth and division assays
Microﬂuidic channels measuring 200 mmwide by 50 mm deep by 2 cm long
were made with polydimethylsiloxane (PDMS, Sylgard Brand 184 Silicone
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Elastomer Kit, Dow Corning, Midland, MI). The PDMS and glass coverslip
were cleaned and sealed using a Plasma Prep II plasma cleaner (SPI Supplies,
West Chester, PA). Sodium hydroxide (2M solution), ethanol, andwater were
sequentially ﬂowed into the channels to clean the interior before cell loading.
Individual colonies of wild-typeCaulobacter strain CB15 (21) were taken
from a peptone-yeast extract (PYE)-agar plate and grown overnight in 5 ml
PYE medium at 30C, diluted to 0.1 optical density at 660 nm (OD660), and
regrown for 2 h. Cells were then loaded into the microﬂuidic chamber and
incubated for an additional hour before imaging. A Harvard Apparatus
(Holliston,MA) PHD2000 infuser was used to induce a constant ﬂow of PYE
medium at a rate of 12 ml/min for the duration of the experiment. This ﬂow
rate was found to be the minimum required for the cells to be maintained in a
stable position at the glass surface (as shown in Fig. 2, B and C).
Cells were imaged with a Leica (Wetzlar, Germany) DM5000 at 6303
magniﬁcation in phase-contrast mode. Images were collected at 2-min in-
tervals on a Hamamatsu (Hamamatsu City, Japan) Orca-ER digital camera,
and the light dosage was limited to 200 msec exposure and ;5 s manual
focus time per exposure. The temperature in the room was maintained at
30C. Cell growth and division were monitored for 12–14 h during each of
four independent experimental runs. This procedure was repeated with the
CB15 divJTTn5 (22) transposon insertion mutant strain on a shorter time
scale because of accumulated errors in cell polarity and division in this ge-
netic background.
Images were imported into ImageJ (National Institutes of Health, Be-
thesda, MD) for processing. The images were converted into binary stacks by
subtracting the image backgrounds and adjusting the threshold pixel inten-
sity. Cell areas were calculated in ImageJ, and data were further analyzed
using Mathematica (Wolfram Research, Champaign, IL).
Simulations of diffusion under ﬂow in the
microﬂuidic channel
Simulations of ﬂow around a bacterium in a microﬂuidic channel were
created with a ﬁnite element analysis package (Comsol Multiphysics 3.2,
Comsol, Stockholm, Sweden). A simulated channel was created with the
same cross-sectional dimensions as the PDMSmicroﬂuidic: 200mmwide by
50 mm deep. A single bacterium was modeled as an oval cylinder (i.e., a
‘‘pill-box’’) with length 2 mm, width 0.5 mm, and height 0.5 mm, placed in
the center of the channel width and on the top surface, with the major axis
aligned in the direction of simulated ﬂow. The ﬂow proﬁle was calculated
using the Navier-Stokes equations for an incompressible ﬂuid with a time-
independent ﬂow velocity:
ru~  =u~¼ =p1h=2u~; =  u~¼ 0; (1)
where u~ is the ﬂuid velocity, r is the density, p is the pressure, and h is the
ﬂuid viscosity.
To model the concentration of possible extracellular signaling molecules
exported from the cell, the bacterial surface was held as a ﬁxed source of a
solute with diffusion coefﬁcient D that was free to diffuse and undergo
convective ﬂow in the channel, according to the convective diffusion
equation
=  ðD=cÞ ¼ u~  =c: (2)
The Navier-Stokes and convective diffusion equations were solved simul-
taneously until the simulator arrived at a stationary solution of the solute
concentration c.
FIGURE 1 Caulobacter cell cycle. A Caulobacter crescentus cell divides
asymmetrically into two morphologically distinct cells: a stalked cell (ST)
and a chemotactic swarmer cell (SW) with a single polar ﬂagellum and type
IV pili. The distal end of the stalk is capped with an adhesive holdfast.
Differentiation from SW to ST occurs just before the initiation of DNA
replication (replicating DNA is represented by the theta structure).
FIGURE 2 Microﬂuidic device. (A) Microﬂuidic chan-
nels measuring 200 mm wide by 50 mm deep by 2 cm long
were made with PDMS and sealed with a glass coverslip.
Cells adhere to the glass surface via the adhesive holdfast.
(B) A microscope image of cells in the chamber shows a
young stalked cell (1), an early predivisional cell (2), and a
late predivisional cell (3). Cells are aligned in the direction
of medium ﬂow. (C) The ﬂuid ﬂowing in the channel at a
constant rate is laminar. The two-dimensional cross section
of a laminar ﬂow proﬁle is parabolic, and the arrows
represent the decreasing medium ﬂow velocity from the
center of the channel to the sides. On cell division, the
majority of daughter cells are ﬂushed out the far end of
the channel. However, daughter cells occasionally attach to
the glass coverslip before separation and remain attached
downstream of their mothers when division is complete,
rotated by ;180 relative to their original orientation. (D)
Simulations of diffusion under ﬂow in the microﬂuidic
culture channel show that small molecules emitted from the
cell do not accumulate in the channel. The concentration of
a simulated small molecule with diffusion coefﬁcient of
109 m2/s was ﬁxed at the bacterial surface. The concen-
tration of the simulated small molecule is color graded from high (black) to low (white). For the ﬂow rate used in our experiments (12 ml/min), the small
molecule concentration quickly drops off outside the cell.
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Batch cell growth measurements
To obtain the growth rate in a batch bioreactor culture, Caulobacter strain
CB15 was cultured in PYE medium in a 10-liter bioreactor vessel (New
Brunswick Scientiﬁc, Edison, NJ) maintained at 30C. The pH of the growth
medium was monitored and maintained at 7.1 by periodic titration of 0.5 M
hydrochloric acid. The oxygen level was controlled at 95% of the oxygen
level in air-saturated medium by automatically adjusting the mixing speed
and the ﬂow of air bubbled through the culture vessel. To obtain the growth
rate of Caulobacter in a rolled test-tube culture, cells were also grown at
30C in a standard test-tube roller in 5 ml PYE. Both the bioreactor and the
rolled tubes were inoculated from a log-phase ﬂask-grown culture to an
OD660 of 0.03. Cells were monitored up to an OD660 of 0.2, and the growth
rate was determined by ﬁtting the data points to the exponential growth
equation
yðtÞ ¼ y0ekt; (3)
where y0 is the initial optical density, and k is the rate of growth. Time points
were collected at 20-min intervals. Optical density data were measured on a
Thermo Genesys 20 spectrophotometer (Thermo Fisher Scientiﬁc, Waltham,
MA).
Calculations of ﬂow-induced forces on
bacteria in the microﬂuidic channel
The approximate shape of the velocity proﬁle of a ﬂuid ﬂowing in a rect-
angular duct is
u ¼ b
2
DP
2Lh
1 y
2
b
2
 
1 coshð
ﬃﬃﬃ
3
p
z=bÞ
coshð ﬃﬃﬃ3p w=bÞ
 
; (4)
where b is the half-height of the channel measured along coordinate y, w is
the half-width measured along coordinate z, DP is the pressure drop over
the channel length L, and h is the ﬂuid viscosity (23). The total ﬂow is the
integral of the ﬂow proﬁle over the cross-sectional dimensions of the
channel:
U ¼
Z Z
u dy dz ¼ 4b
3
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9Lh
ð3w
ﬃﬃﬃ
3
p
btanhð
ﬃﬃﬃ
3
p
w=bÞ; (5)
and the proﬁle can be rewritten as
u ¼ U 9ðb
2  y2Þ
8b
3ð3w ﬃﬃﬃ3p btanhð ﬃﬃﬃ3p w=bÞÞ 1
coshð ﬃﬃﬃ3p z=bÞ
coshð ﬃﬃﬃ3p w=bÞ
 
:
(6)
The maximum ﬂow rate occurs in the middle of the microﬂuidic channel, z¼
0. For the cells to remain stationary, the drag forces induced by the ﬂowmust
be counteracted by the adhesive force of the holdfast and the structural forces
that maintain cellular integrity. In calculating the drag, we assume that each
cell is a prolate ellipsoid of width 2a and length 2c, yielding a drag force in
the direction of the ﬂow (24):
F ¼ 6phua 1 1
5
1 c
a
  
f ; (7)
where f 1.7 is a constant that takes into account the effect of the surface on
the drag force (25).
There exists an additional lift force that tends to pull the cell away in a
direction normal to the surface. However, it has been shown that for spherical
particles with low Reynolds numbers (O(102)), the lift force is insigniﬁcant
relative to the drag (26). We assume the same is true for the bacteria, as the
lateral force on a prolate ellipsoid of total width 2a and length 2c (given
above) is only 1.6 times the lateral force on a sphere of radius a, and the
Reynolds number of a single bacterium (of dimension l  1 mm) in the
channel is Re ¼ lur/h  5 3 103.
Nonparametric correlation analysis
We quantiﬁed the correlation between cells using Spearman’s rank corre-
lation coefﬁcient r, a common measure of the strength of monotone asso-
ciation of two variables that is independent of the frequency distribution of
the variables (i.e., it is nonparametric). The Spearman’s rank correlation
coefﬁcient is deﬁned as
r ¼
n
3  n
6
 Tx  Ty +
i
d
2
iﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
3  n
6
 2Tx

n
3  n
6
 2Ty
r ; (8)
where n is the number of elements and di is the rank difference between each
of the corresponding values of the variables x and y (27). The Tx,y are the
correction terms for ties in ranks on x and y,
Tx;y ¼ 1
12
+
sets of ties
t
3
x;y  tx;y; (9)
where each tx,y is the number of objects in each tie set in x and y, and the sum
is over the total number of tie sets.
The correlation of generation time betweenmother and daughter cells was
determined by comparing cells’ division times in the same generation win-
dow. For a mother cell m that produces a daughter cell d that attaches in
generation g, the daughter’s ﬁrst generation is g1 1 with division time td,g11,
and the mother’s division time in the same generation is tm,g11. This labeling
scheme can be seen in Fig. 3 B; for the sample mother and daughter ‘‘saw-
tooth’’ oscillations shown, generation g1 1 ¼ 6. For each mother/daughter
pair, two lists of division times ftm,g11,tm,g12, . . .g and ftd,g11, td,g12, . . .g
were created, with the list lengths determined by the number of generations in
which both mother and daughter cells were dividing. Data taken on three
separate days were combined, and the mother and daughter division times
were correlated using Eq. 8. The effect of inheritance on the division time
correlation was determined by randomly shufﬂing the daughter cells before
their association and correlation with the mother cells.
The signiﬁcance of each correlation coefﬁcient r9 was quantiﬁed by its
p-value, i.e., the probability, under the null hypothesis, of obtaining a co-
efﬁcient at least as extreme as the one calculated. Mathematically,
p ¼
Z N
r9
PDFðrÞdr; (10)
with PDF(r) being the numerically determined probability density function.
RESULTS
Caulobacter growth in the microﬂuidic device is
rapid and tightly controlled
The microﬂuidic channel shown in Fig. 2 A allows for the
monitoring of growth and division of single Caulobacter
cells over extended periods. ST cells are attached to the glass
surface via the adhesive holdfast present at the stalk tip, and a
constant ﬂow of growth medium through the microﬂuidic
device ensures that most cells born over the course of the
experiment do not accumulate in the channel. After cell di-
vision, mother ST cells remain attached to the surface while
the majority of daughter SW cells are ﬂushed out of the
channel (Fig. 2, B and C). However, daughter cells do oc-
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casionally attach to the glass coverslip before separation.
This attachment appears random, likely mediated by the polar
type IV adhesive pili and the ﬂagellum (28,29). Daughter
cells remain attached downstream of their mothers when
division is complete, rotated by ;180 relative to their orig-
inal orientation (Fig. 2 C). The point around which the SW
cells pivot is located an average of 0.3 mm from the ﬂagellar
pole, with no pivot located further than 2 mm from the pole,
consistent with previously measured pili lengths between
1 and 4mm (30,31). The cells then stay attached to the surface
as they transition from the SW to the ST phase, and the stalk
and holdfast develop.
The size of a single attached cell over time is a ‘‘sawtooth’’
oscillation with a period of the ST cell interdivision time (Fig.
3 A). We refer to this duration of time as a generation, the ﬁrst
generation being the ﬁrst cycle for which a cell is present in
the microﬂuidic chamber. The occasional attachment of
daughter SW cells allows for simultaneous measurement of
the growth and division of mothers and daughters (Fig. 3 B;
Movie S1 in the Supplementary Material, Data S1).
The rate of Caulobacter cell division inside the micro-
ﬂuidic channel is the fastest reported to date, more rapid than
Caulobacter cells grown in either shaken ﬂasks or in a batch
bioreactor culture (Table 1). The average interdivision time
of 82 ST cells across 12 generations (total number of division
events n¼ 727) is 58.36 9.5 min. The complete cell cycle is
longer, as the cells must progress through the SW phase and
transition to a ST cell before chromosome replication and the
process of cell division can begin (Fig. 1). We measure the
complete cell cycle time for daughter SW cells that attach
downstream of mother ST cells and ﬁnd the average amount
of time between attachment and ﬁrst division to be 68.76 8.6
min (n ¼ 101). Thus, under these culture conditions, cells
exist in the SW state for ;10 min.
In comparison, a population of CB15 cells cultured under
pH controlled and highly aerated conditions in a bioreactor
doubles in size in 87.06 1.3 min (from the measured growth
rate k ¼ 7.97 3 103 6 1.24 3 104 min1, coefﬁcient of
determination R2¼ 0.99). The doubling time for cells grown
in a rolled test tube is 126.5 6 9.5 min (k ¼ 5.48 3 103 6
2.47 3 104 min1, R2 ¼ 0.99).
The mean interdivision time of wild-type ST cells as a
function of generation number and the trajectories of four
individual cells are shown in Fig. 3 C. Division timing over a
full cell cycle in Caulobacter is tightly controlled, with a
coefﬁcient of variation (standard deviation divided by the
mean) of 12.5%. As with division timing, the variance in the
rate of cell elongation measured at the single cell level (de-
termined by ﬁtting a straight line to the cell size data between
division events) is also narrowly distributed, with an average
elongation rate of 0.029 6 0.006 mm2/min (Fig. 3 D).
TABLE 1 Comparison of mean division times hT i for
Caulobacter cultured under three different conditions
Growth conditions (cell type) ÆTæ (min)
Microﬂuidic (ST wild-type) 58.3 6 9.5*
Microﬂuidic (SW 1 ST wild-type) 68.7 6 8.6*
Microﬂuidic (ST divJTTn5) 76.6 6 32.0*
Bioreactor (all wild-type) 87.0 6 1.3y
Rolled test-tube (all wild-type) 126.5 6 9.5y
Errors reported are either *the population standard deviation or ythe error in
the exponential ﬁt to the cell growth curve.
FIGURE 3 Caulobacter division time and elonga-
tion rate. (A) The size of a single attached cell over time
is a ‘‘sawtooth’’ oscillation with a period of the cell
division time. (B) The majority of swarmer cells are
ﬂushed out of the microﬂuidic channel. However, there
is a ﬁnite probability of attachment of the daughters
downstream of their mothers. Growth of the mother
cell m (black trajectory) and daughter cell d (blue
trajectory) can thus be simultaneously measured. The
division times are labeled as described in Methods: the
daughter attaches in generation g, so that the daughter’s
ﬁrst generation is g 1 1 with division time td,g11, and
the mother’s division time in the same generation
is tm,g11. (C) Division time in Caulobacter is tightly
controlled: the average division time of 82 ST
cells over 12 generations is 58.3 6 9.5 min (total
number of division events n¼ 727). The mean division
time as a function of generation is shown in black, with
error bars indicating the standard deviations. The
trajectories of four single cells (green, blue, yellow,
and red) are overlaid on the mean curve. (D)
Cell elongation rates are also narrowly distributed
and approximately constant over the course of the ex-
periment, with an average elongation rate of 0.029 6
0.006 mm2/min. Mean elongation rates are shown in
black, and four individual cells trajectories are shown
in color (green, blue, yellow, and red).
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The microﬂuidic environment exerts
minimal physical stress on cells
The rapid growth and regular division timing observed in
microﬂuidic culture are not likely a result of physical forces
applied to the bacteria by medium ﬂow in the culture channel.
Given a channel width of 200 mm, a height of 50 mm, and a
ﬂowof 12ml/min, themaximumﬂowvelocity experienced by
cells attached at the channel surface is u  0.07 cm/s (cell
midpoint at y¼ 24.75mm). For a cell that is 2mm long and 0.5
mm in diameter, and using the viscosity ofwaterh¼ 13 103
N  s/m2, themaximum drag force on the cells in the channel is
then,10 pN. For comparison, an air-liquid interface (i.e., air
bubble) passing over an attached Caulobacter can exert up to
0.2 mN in surface tension forces (32), still smaller than the
measured 0.596 0.62 mN tensile force required to detach the
cells from a substrate (18). The drag forces experienced by
single Caulobacter cells inside the microﬂuidic device under
laminar ﬂow are sufﬁcient to cause the cells to lie ﬂat against
the coverslip surface; however, they are small relative to what
the cells may typically encounter in their natural freshwater
environment (either at air-water interfaces or attached to sta-
tionary objects in moving waters). Indeed, changing the ﬂow
rate from 12 ml/min to a maximum of 50 ml/min had no dis-
cernable effect on cell behavior and did not change cell di-
vision statistics. The mean division time of ST cells subjected
to a ﬂow rate of 50 ml/min is 58.3 6 8.1 min (n ¼ 65).
In addition to exerting minimal physical stress on indi-
vidual Caulobacter cells, our microﬂuidic culture channel
has the added advantage of constant environmental con-
ditions; a continuous ﬂow of growth medium prevents the
accumulation of cellular waste products. In simulated mi-
croﬂuidic conditions, we ﬁnd that small molecules emitted
from the cell do not accumulate in the channel. The con-
centration of a simulated diffusive molecule with diffusion
coefﬁcient of D ¼ 109 m2/s (consistent with a ;100-Da
molecule (33)) was held ﬁxed on the simulated bacterial
surface but was free to evolve via diffusion and convective
ﬂow in the channel. For a ﬂow rate of 12 ml/min, the con-
centration quickly drops off outside the cell (Fig. 2 D). Re-
ducing the diffusion coefﬁcient by a factor of 2 or increasing
the ﬂow rate by a factor of 5 had only negligible effects on the
simulated concentration proﬁle (data not shown).
Disruption of the divJ histidine kinase gene
increases the coefﬁcient of variation of cell
interdivision time and cell elongation rate
The DNA-binding response-regulator protein CtrA is es-
sential for Caulobacter viability and controls the transcrip-
tion, either directly or indirectly, of 144 of 553 known cell
cycle-regulated genes (34). Additionally, CtrA binds to ﬁve
sites in the origin of chromosome replication and blocks the
initiation of DNA replication in the SW cell (35).
The histidine kinase DivJ is a component of a regulatory
subnetwork in Caulobacter that also includes the PleC his-
tidine kinase/phosphatase and the single-domain response
regulator, DivK. Together, these proteins function to regulate
the differential stability of CtrA in SW versus ST cells. DivJ
acts as the primary kinase for DivK, which, in its phos-
phorylated state (DivK-P), cues CtrA proteolysis (Fig. 4 A)
(36). DivJ is localized to the stalked pole of the cell, and PleC,
a DivK-P phosphatase, is located at the ﬂagellar pole
(20,37,38) (Fig. 4 B). The asymmetric localization of DivJ
and PleC ensures that on cell division, CtrA is cleared from
the ST cell (allowing DNA replication to begin) but remains
high in the SW, where replication is inhibited. It should be
emphasized that there are multiple interlocking pathways
involved in the transcriptional and posttranslational regula-
tion of CtrA activity; Fig. 4 A presents just one module of the
larger cell cycle regulatory network of Caulobacter.
Despite the role of DivJ as a regulator of DivK phosphor-
ylation and, by extension, CtrA proteolysis, it is not essential
for cell viability (20). However, mutation or disruption of the
divJ gene does result in cell morphology defects, such as
elongation, multiple constriction sites, and multiple or mis-
localized stalks (19,20,39) (Fig. 4 C). We show that a Tn5
transposon insertion at the divJ locus of Caulobacter strain
CB15 (22) results in a dramatic increase in the variance of
single ST cell generation time and cell elongation rate. The
interdivision time standard deviation increases from a wild-
type value of 9.5 min to 32.0 min in the divJTTn5 strain (Fig.
4 D), and the elongation rate standard deviation increases
from 0.006 mm2/min in the wild-type strain to 0.016 mm2/
min in the transposon mutant (Fig. 4 E). Despite these
broadened distributions, the mean interdivision (i.e., gener-
ation) time and elongation rate exhibit relatively modest in-
creases, from 58.3 min to 76.6 min (Table 1) and from 0.029
mm2/min to 0.038 mm2/min, respectively. This increase in
mean generation time is consistent with the increase in
population doubling time that has been previously reported
for Caulobacter CB15N divJTTn5 in batch culture (94 min
and 103.5 min, respectively (39)). Disruption of the gene
encoding the DivJ histidine kinase thus has a signiﬁcantly
greater effect on the variance (or ‘‘noise’’) in interdivision
timing than it does on the mean interdivision time of the
population. This is reﬂected in the large increase in the co-
efﬁcient of variation (COV ¼ s/m) of Caulobacter CB15
divJTTn5 interdivision timing and cell elongation rate rela-
tive to wild-type Caulobacter (Table 2 and Fig. 4, D and E).
Our data therefore provide evidence for a correlation between
maintaining low variance in division timing and proper polar
development in Caulobacter.
Generation time and division arrest are
signiﬁcantly correlated between
mother and daughter cells
Attachment of daughter cells adjacent to their mothers allows
one to study the relation between mother and daughter for
many generations after the initial cell division. We ﬁnd that
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for all generations, the mother and daughter cell size saw-
tooth functions remain in phase (Fig. 3 B). The degree to
which the mothers and daughters stay in phase can be
quantiﬁed by correlating the interdivision times for both
mother and daughter across all generations (as described in
Methods). A total of 20 mother/daughter cell pairs across 3
days were analyzed for each generation g 1 i in which both
mother and daughter divided, yielding 122 pairs of division
times ftm,g1i, td,g1ig, where i¼ 1, 2, . . .. To ensure that non-
Gaussian outliers in the mother-daughter interdivision time
distributions would not bias our correlation analysis, we
chose to use the nonparametric Spearman rank correlation
test, which is more conservative than Pearson’s correlation
(see Methods). Our data reveal a positive correlation between
mother and daughter generation timing, with a Spearman
rank correlation coefﬁcient of r0  0.41 (Fig. 5 A). Notably,
the mother/daugher correlation is higher for early genera-
tions: the correlation coefﬁcient for the ﬁrst generation only is
rg¼1 0.65, that for two or fewer generations is rg,2 0.63,
and three or fewer generations is rg,3  0.53. However,
these correlation coefﬁcients are determined with fewer data
points than the number used to calculate r0 (ng¼1¼ 20, ng,2¼
39, and ng,3 ¼ 57). In our numerical analysis to determine
the signiﬁcance of mother-daughter generation time corre-
lation, we have considered all data across all generations to
ensure the highest statistical conﬁdence.
The signiﬁcance of the speciﬁc mother/daughter genera-
tion time correlation was determined using a permutation test
in which daughter cells were randomly paired with non-
FIGURE 4 Caulobacter cell cycle control
network and the DivJ sensor histidine kinase.
(A) CtrA is essential for Caulobacter viability,
controlling the transcription of 144 of 553
known cell cycle-regulated genes and acting
as a negative regulator of DNA replication. The
stability of CtrA is differentially regulated in
swarmer versus stalked cells by the DivK re-
sponse regulator, the histidine kinase DivJ, and
the histidine phosphatase, PleC. (B) DivJ (blue)
is localized to the stalked pole of the cell, and
PleC (red) is localized to the ﬂagellar pole. The
asymmetric localization of DivJ and PleC en-
sures that on cell division, the level of CtrA
(orange) drops in the ST cell while remaining
high in the nonreplicative SW. (C) Phase
contrast micrographs of wild-type (WT)
Caulobacter and a Caulobacter strain carrying
a Tn5 transposon insertion at the divJ locus
(DdivJ). Mutations in the gene encoding DivJ
result in cell morphology defects such as elon-
gation, multiple constriction sites, and multiple
or mislocalized stalks. (D) Transposon disrup-
tion of divJ results in a marked increase in the
variance of the ST division time distribution
(red). The mean ST division time in the
divJTTn5 strain is 76.66 32.0 min (coefﬁcient
of variation ¼ 0.42). The wild-type distribution
(blue) has a mean of 58.3 min and standard
deviation of 9.5 min (nWT ¼ 727, nDdivJ¼ 200).
(E) The distribution of elongation rates is
change in DdivJ (red). The mean elongation
rate is increased from 0.029 mm2/min in the
wild-type strain to 0.038 mm2/min in the mutant
strain, whereas the standard deviation increases
from 0.006 mm2/min to 0.016 mm2/min. The
wild-type distribution is shown in blue.
TABLE 2 Comparison of mean single-cell division times hT i
and COV for different organisms
Organism ÆTæ (min) COV References
Bacillus cereus 49.0 0.490 (54)
Escherichia coli 52.0, 86.6 0.330, 0.441 (40,55)
Proteus vulgaris 28.2 0.309 (41)
Enterobacter aerogenes 30.0 0.300 (54)
Enterococcus faecalis 25.9 0.265 (41)
Saccharomyces ellipsoideus 107.0 0.200 (54)
Saccharomyces cerevisiae 99 0.18 (3)
Methylobacterium extorquens 187.2 0.176 (2)
Caulobacter crescentus 68.7 0.125 This work
Schizosaccharomyces pombe 108.3 0.047 (47)
It should be noted that the data presented were collected under a number of
different growth conditions. Flow chambers of varying design were used in
previouspublications (2,40,55).All other datawere collected fromcells growing
on agarose or gelatin pads. The value for S. cerevisiae is for haploid cells only.
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mothers and correlation coefﬁcients were calculated for each
randomized realization. With the null hypothesis that the cell
division time distributions across the 3 days are equivalent,
there are a total of 20 mother cells and 20 daughter cells, and
thus 20!. 2.43 1018 ways to associate nonmother/daughter
pairs. We performed 10,000 random permutations of daugh-
ters with nonmothers and calculated the correlation coefﬁ-
cients for the resultant mixed populations. The distribution of
correlation coefﬁcients is Gaussian with a mean of Æræ¼ 0.08
with standard deviation sr ¼ 0.09 (Fig. 5 B). The correlation
coefﬁcient for the ‘‘correct’’ mother/daughter pairing of r0
0.41 is therefore 3.6s above our numerically simulated mean
(p  0.0002).
However, this initial analysis ignores the possibility that
the cell division statistics are different on each day of data
collection. To determine the effect of day-to-day variation,
we used a more restricted randomization process, permuting
cells within each day before combining the data sets and
calculating correlation coefﬁcients. The total number of
mother/daughter pairing realizations is then reduced to;1.83
1010. We performed 10,000 random permutations of
daughters with nonmothers, limiting the permutations to
within the same days, and calculated the correlation coefﬁ-
cients for the randomized cell population. As before, the
distribution of correlation coefﬁcients is Gaussian; however,
the mean coefﬁcient is increased to Æræ ¼ 0.21 and standard
deviation sr ¼ 0.07 (Fig. 5 B), indicating that there is indeed
measurable variability from day to day. However, day-to-day
variability is not sufﬁcient to explain the signiﬁcant mother/
daughter correlation of r0  0.41, which is still .3s above
the mean (p  0.001).
From the simulation of diffusion under ﬂow detailed in the
previous section, we ﬁnd that the concentration of a small
molecule at the average mother/daughter distance of;1 mm
is ;30% of that at the surface of the mother cell (Fig. 2 C).
Thus, we considered the possibility that the correlation in
generation time between mothers and daughters is the result
of cell proximity and some unknown diffusive molecule that
affects the timing of cell growth and division. We applied the
correlation analysis described above to nonmother/daughter
cell pairs that are within the typical mother/daughter distance
of each other. The division time correlation coefﬁcient of 18
of these cell pairs (average intercell distance of d¼ 1.46 1.2
mm) over 12 generations is 0.29 (n¼ 169) (Fig. 5 B), which is
not signiﬁcantly greater than the numerically simulated
nonmother/daughter mean correlation coefﬁcient of 0.21
(p . 0.1). Thus, we conclude that the division correlation is
not caused by mother/daughter proximity but is instead
caused by an unknown heritable term.
Although the division times of mother and daughter cells
are signiﬁcantly correlated within the same generation, the
division times of individual cells are not correlated with
themselves across generations. For example, the correlation
of division times of all generations iwith those of generations
i 1 1 yields no signiﬁcant value (p . 0.1). The coefﬁcients
associated with larger generational separations are similarly
FIGURE 5 Mother/daughter division control corre-
lation. (A) Comparison of mother cell and daughter ST
cell division times shows a signiﬁcant positive correla-
tion. The Spearman’s rank correlation coefﬁcient for 20
cell pairs across 12 generations is r0  0.41 (n ¼ 122).
(B) The probability distribution P(r) generated from
10,000 random permutations of mothers with non-
daughters across all days is Gaussian with a mean
correlation coefﬁcient Æræ ¼ 0.08 with standard devi-
ation sr ¼ 0.09 (light gray). A more restricted prob-
ability distribution P(r) created from 10,000 random
permutations of daughters with nonmothers, limited to
within the same days, is also Gaussian with mean
coefﬁcient Æræ¼ 0.21 and standard deviation sr¼ 0.07
(dark gray), thus indicating day-to-day variation in
mean population interdivision time. The observed
mother/daughter correlation coefﬁcient of 0.41 is sig-
niﬁcant relative to these two probability distributions at
the level of 3.6s (p  0.0002) and 3s (p  0.001),
respectively. The division time correlation coefﬁcient
of 18 proximal, unrelated cell pairs is 0.29 (n ¼ 169;
p . 0.1), indicating that the effect of cell proximity on
division behavior is not statistically signiﬁcant. (C)
Mother cells that stop dividing in the microﬂuidic
channel are more likely to produce daughter cells that
also exhibit early division arrest. The growth trajecto-
ries of a selected mother cell (black) and daughter cell
(gray) that stop dividing over the course of the experiment are shown. In this ﬁgure, the daughter stops dividing two generations before its mother. (D)
Probability that a daughter cell still divides in generation g, given that the mother arrests in generation gm. At the generation of arrest of the mother,;50% of
daughter cells are no longer dividing. The data ﬁt the Fermi-Dirac distribution function P(g  gm) ¼ 1/(1 1 exp[(g  gm)/g0]), where g0  0.45. Data were
taken from 31 offspring of 26 terminal mother cells.
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insigniﬁcant. A similar lack of cross-generational self-cor-
relation has been reported for Escherichia coli (40). How-
ever, the fact that mother and daughters are correlated within
generations suggests that there is some degree of determin-
istic behavior in cell division timing inCaulobacter, in which
the state of the cell in generation i affects i 1 n. Indeed,
deterministic behavior in E. coli cell division was ﬁrst re-
ported over 40 years ago in a number of pioneering studies by
Powell, Kubitschek, and the group of Arthur Koch (41–44).
In addition to the correlation in division timing between
mother and daughter, we also show that there is a high
probability that factors resulting in cell division arrest are
similarly inherited. Compared with the majority of cells in the
microﬂuidic channel that grow for the duration of the ex-
periment (;95%), mother cells that cease growing and di-
viding during the experiment are more likely to have
offspring that also stop growing and dividing. An example of
this inherited, premature division arrest can be seen in Fig.
5 C. From a population of 31 daughter cells born to 26 ter-
minal mother cells, we determined the probability that the
daughter cell continues to divide normally in a generation
relative to the generation of its mother’s death. Given amother
cell that stops growing in generation gm, the probability that a
daughter cell still divides in generation g follows the form
Pdividingðg gmÞ ¼ 1
11 eðggmÞ=g0
; (11)
where g0 is a constant that was determined to be;0.45 (Fig.
5 D). Not included in Fig. 5 D were ﬁve mother cells that
ceased dividing, but whose daughter cells were born within
four generations of the end of the experiment and did not
arrest in that time.
DISCUSSION
Chemically inert microﬂuidics such as the device reported
here have a number of advantages over other experimental
methods for the study of single Caulobacter cells, most
importantly a homogeneous and minimally perturbative en-
vironment. This system has the added advantage that ex-
periment duration is not limited by cell population growth.
Because cells do not quickly accumulate in the microﬂuidic
device over the course of the experiment, there is nothing
physically constraining the individual cells’ growth. Thus,
one can study single Caulobacter cells for even more gen-
erations than reported here. A striking result of the use of
microﬂuidics is the drastic reduction in Caulobacter gener-
ation time relative to other culture methods (Table 1). Be-
cause changing the medium ﬂow rate by a factor of ;4 had
no effect on division rate, we propose that this fast generation
time results from the continuous ﬂow of fresh medium to and
removal of waste products from the cell. The Caulobacter
chromosome replicates once and only once during a cell di-
vision cycle (45) (in contrast with other model prokaryotes
such as E. coli), giving an upper bound on the rate of division.
With a chromosome containing 4.01 million base pairs un-
dergoing bidirectional replication from a single origin, and
assuming a maximal rate of DNA replication by DNA poly-
merase of ;1000 nucleotides/s (46), the theoretical mini-
mum Caulobacter cell interdivision time is 33 min. A
number of ST cell division events in our microﬂuidic culture
channel approached this theoretical minimum time (Fig.
4 D). It should be noted that in the case of the divJTTn5
strain, we see a number of divisions occurring faster than the
theoretical minimum time. However, these times occur only
in elongated cells that form multiple constriction sites, par-
titioning into several attached compartments, which then
detach in quick succession.
The ‘‘tightness’’ of division timing control can be assessed
by considering the coefﬁcient of variation, a metric that de-
scribes the dispersion of a probability distribution (COV ¼
s/m). A comparison of the COV for Caulobacter single-cell
division times with those of other single-cell organisms
(Table 2) shows that the Caulobacter COV is lower than
those of all but one other microbial model organism. Data
for a number of additional microbial species grown under
various conditions can be found in Powell (41) and
Schaechter et al. (42); however, none has a lower COV than
Caulobacter. Only the ﬁssion yeast Schizosaccharomyces
pombe exhibits a lower COV in division timing at the single-
cell level (47).
Clearly, the cell cycle control network of Caulobacter
generates an oscillatory output with low levels of noise.
However, Caulobacter cells must be able to adapt to
changing or heterogeneous environments, and it has been
argued that populations exhibiting phenotypic variability
have an adaptive advantage over those that do not (48).
Disruption of the developmental regulator divJ dramatically
increases the coefﬁcient of variation in interdivision timing to
levels observed in bacteria that undergo binary ﬁssion during
vegetative growth (Table 2). This increased noise in division
timing is correlated with the defects in polar morphogenesis
that are evident in DdivJ strains. Our results suggest that if
adaptive noise exists in Caulobacter regulatory systems,
the magnitude of this noise must not exceed what is permitted
to ensure proper development. Although none of the
Caulobacter cell cycle control network models currently
published (49,50) addresses noise in the regulation of cell
division and development, it provides an excellent test for
future models. More generally, it may be that the level of
regulatory noise tolerated by a species is related to its de-
velopmental complexity.
We also show an unpredicted division time correlation
between mother and daughter Caulobacter cells within the
same generation (postdivision), indicating a degree of de-
terminism in division time control in this bacterium. The
correlation across 12 generations is small in that variation in
mother cell division time accounts for only ;16% of the
variation in daughter cell division time (coefﬁcient of de-
termination r2  0.16). However, the low probability of
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achieving a correlation of r 0.41 between two random cells
(p  0.001) means that we can conﬁdently reject the hy-
pothesis that mother and daughter cell division times are
independent. Furthermore, we ﬁnd additional evidence for
inherited division control factors in the observed inheritance
of cell division arrest.
These results, although striking, are not difﬁcult to explain
conceptually given that mother and daughter cells share the
same membrane and cytoplasm just before cell separation.
Because the population of cells being monitored in the mi-
croﬂuidic device is isogenic, and there is an extremely small
probability of mutations in genes affecting division time
occurring over the course of a single experiment, we con-
clude that the observed inheritance in interdivision timing
and division arrest is epigenetic. The mother/daughter divi-
sion time and division arrest correlations can be explained by
the inheritance of a quasistable molecule or molecules that
regulate cell division, or perhaps by other factors that are
known to be transmitted epigenetically, such as the state of
DNA methylation (51–53). The fact that our calculated
mother/daugher correlation coefﬁcients are higher at early
generational gaps and exhibit a per-generation decrease (see
results) adds to the evidence for a quasistable inherited factor
that regulates division timing.
Although the molecular mechanisms responsible for
inheritance of growth and division behavior are currently
unknown, it is clear that future characterization of these
mechanisms will require innovative single-cell experiments.
Furthermore, our results indicate that Caulobacter growth,
development, division, and senescence can be more com-
pletely described using mathematical models that take noise
and epigenetic inheritance into account.
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