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We present a new approach to response around arbitrary out-of-equilibrium states in the form of
a fluctuation-response inequality (FRI). We study the response of an observable to a perturbation
of the underlying stochastic dynamics. We find that magnitude of the response is bounded from
above by the fluctuations of the observable in the unperturbed system and the Kullback-Leibler
divergence between the probability densities describing the perturbed and unperturbed system.
This establishes a connection between linear response and concepts of information theory. We
show that in many physical situations, the relative entropy may be expressed in terms of physical
observables. As a direct consequence of this FRI, we show that for steady state particle transport,
the differential mobility is bounded by the diffusivity. For a “virtual” perturbation proportional to
the local mean velocity, we recover the thermodynamic uncertainty relation (TUR) for steady state
transport processes. Finally, we use the FRI to derive a generalization of the uncertainty relation to
arbitrary dynamics, which involves higher-order cumulants of the observable. We provide an explicit
example, in which the TUR is violated but its generalization is satisfied with equality.
Linear response theory is one of the most universal
results in physics, from electrodynamics and solid-state
physics to quantum mechanics and thermodynamics [1–
5]. It provides the link between the measured response of
a physical system to a small perturbation and the proper-
ties of the unperturbed system. For a system in thermal
equilibrium, this link takes the form of the fluctuation-
dissipation theorem (FDT) [6, 7], which states that the
response of the system can be characterized through its
equilibrium fluctuations. The fluctuations are expressed
through equilibrium correlations between the observable
and the change in the system’s energy induced by the per-
turbation. The FDT has since been generalized to out-
of-equilibrium situations, most notably non-equilibrium
steady states [2, 8–12], where the response to a small
time-dependent perturbation is expressed in terms of
fluctuations in the steady-state.
Another result of equally universal character is the sec-
ond law of thermodynamics. During any operation on the
system, the total entropy of a system and its environ-
ment can never decrease. This is a consequence of the
lack of information about the precise microscopic state
of the system and environment [13]. This lack of infor-
mation can be made explicit by introducing randomness
and describing the evolution of observables as a stochas-
tic process. In this context, the increase in entropy is due
to the irreversibilty of the stochastic dynamics and the
change in physical entropy is expressed as the relative
entropy between the probability of the system following
the time-forward or time-reversed evolution [14]. The
relative entropy (or Kullback-Leibler divergence) makes
explicit the connection between information and physical
entropy; the increase of the latter is a consequence of the
mathematical properties of the former.
In this article, we establish a connection between the
response of a physical observable and relative entropy in
the form of the Kullback-Leibler divergence. Our first
main result is a fluctuation-response inequality (FRI) for
arbitrary stochastic dynamics. The statement of the FRI
is that the response of the observable is dominated by the
Kullback-Leibler divergence between the perturbed and
unperturbed probability densities. In particular, if the
perturbation is weak enough that it allows for a linear
response treatment, we obtain our second main result,
the linear-response FRI (LFRI). This states that the re-
sponse of any observable is bounded in magnitude from
above by the product of the fluctuations of the observable
in the unperturbed state and the Kullback-Leibler diver-
gence. As our third main result, we show that the LFRI
provides a strong constraint on particle transport: the
magnitude of the differential mobility is bounded from
above by the diffusivity. The LFRI thus predicts a uni-
versal relation between two physical observables. An-
other class of such such relations, the recently derived
thermodynamic uncertainty relations [15–19], arises nat-
urally from the LFRI for a specific choice of the perturba-
tion. Using the FRI, we generalize these uncertainty rela-
tions to arbitrary dynamics, which constitute our fourth
main result, and discuss how to understand them from
the point of view of symmetries of the observable.
I. FLUCTUATION-RESPONSE INEQUALITY
We consider a general physical system, described by
a probability density P a(ω), where ω denotes the de-
grees of freedom of the system. For example, we may
take ω = x to be the coordinates of a diffusing parti-
cle and P a(ω) the probability density of the particle’s
position at time t. However, we may equally well take
ω = {x(t)}t∈[0,T ] to be the path traveled by the parti-
cle during the time interval [0, T ], in which case P a(ω)
is a path probability density. We further specify an ob-
servable r(ω). Depending on ω, such an observable may
e. g. be a function of the particle’s position, or the en-
tropy production along the path. We denote the average
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2of r(ω) by 〈r〉a = ∫ dω r(ω)P a(ω). Since ω is a random
variable, the observable r(ω) will likewise fluctuate. We
can characterize the fluctuations of r(ω) by its deviations
from the average ∆r(ω) = r(ω)− 〈r〉a. The statistics of
those fluctuations are encoded in the cumulant generat-
ing function
Ka∆r(h) = ln
〈
eh(r−〈r〉a)
〉a
= Kar (h)− h〈r〉a, (1)
where Kar (h) is the cumulant generating function of the
observable h. The n-th cumulant κn,r of the fluctuations
is obtained as the n-th derivative of this function with
respect to h, κan,r = ∂nhKa∆r(h)|h=0. The first cumulant
is zero, while the second cumulant is the variance 〈∆r2〉a.
We now perturb the system, e. g. by applying an external
force. The perturbation changes the probability density
P b(ω) and the average of the observable to 〈r〉b. We
refer to a and b as the reference and perturbed system,
respectively. Provided that P a(ω) and P b(ω) have the
same support (i. e. P a(ω)/P b(ω) is finite for all ω), we
can write the cumulant generating function as
Ka∆r(h) = ln
(∫
dω eh(r(ω)−〈r〉
a)P
a(ω)
P b(ω)P
b(ω)
)
. (2)
Since the logarithm is a concave function, we can apply
the Jensen inequality to obtain
Ka∆r(h) ≥
∫
dω ln
(
eh(r(ω)−〈r〉
a)P
a(ω)
P b(ω)
)
P b(ω)
= h
(〈r〉b − 〈r〉a)−Db‖aKL , (3)
where Db‖aKL denotes the Kullback-Leibler (KL) diver-
gence [20] between the probability distributions
D
b‖a
KL =
∫
dω P b(ω) ln
(
P b(ω)
P a(ω)
)
. (4)
The KL divergence is positive and vanishes only if the
probability distributions describing the perturbed and
reference system are identical almost everywhere. It can
be regarded as an information-theoretic measure of dis-
tance between the two probability distributions, however,
it is not a distance in the strict sense, since it is not sym-
metric and does not satisfy the triangle inequality. Defin-
ing σ = sign(〈r〉b − 〈r〉a), we can write this inequality as∣∣〈r〉b − 〈r〉a∣∣ ≤ inf
h>0
1
h
(
Ka∆r(hσ) +D
b‖a
KL
)
, (5)
where we can take the infimum since the inequality holds
for all values of h for which the cumulant generating func-
tion is defined. In general, the optimal value h∗ which
yields the tightest bound depends on the explicit func-
tional form of the cumulant generating function. How-
ever, the infimum may be computed explicitly if the dis-
tribution of r in the reference system a is Gaussian,
P ar (r) =
1√
2pi〈∆r2〉a exp
[
− (r − 〈r〉
a)2
2〈∆r2〉a
]
. (6)
In this case, only the first two cumulants are non-zero
and the cumulant generating function of the fluctuations
is given by
Ka∆r(h) =
h2
2 〈∆r
2〉a. (7)
Minimizing the right-hand side of Eq. (5) with respect to
h, we obtain
h∗ =
√
2Db‖aKL
〈∆r2〉a (8)
and thus the inequality∣∣〈r〉b − 〈r〉a∣∣ ≤√2Db‖aKL 〈∆r2〉a. (9)
This inequality provides a simple relation between the
response of the observable r to the perturbation, its fluc-
tuations in the reference system and the information-
theoretic distance between the perturbed and reference
system. Even if the distribution of r is not Gaussian,
Eq. (8) still captures the correct scale of the optimal value
of h. Writing h = αh∗, we obtain∣∣〈r〉b − 〈r〉a∣∣ ≤√2Db‖aKL 〈∆r2〉a (10)
× inf
α>0
1
α
[
1
2 +
1
2Db‖aKL
Ka∆r
(√
2Db‖aKL
〈∆r2〉aσα
)]
.
The structure of the right-hand side becomes clearer
when writing it explicitly in terms of the cumulants,∣∣〈r〉b − 〈r〉a∣∣ ≤√2Db‖aKL 〈∆r2〉a (11)
× inf
α>0
[
1
2α +
α
2 + σ
∞∑
n=3
(σα)n−1
n!
(
2Db‖aKL
)n−2
2
κan,r(〈∆r2〉a)n2
]
.
The expression in square brackets is always positive. In
the Gaussian case, the higher-order terms vanish and
thus the infimum is realized for α = 1, yielding Eq. (9).
The interpretation of the inequality Eq. (11) is the follow-
ing: The KL-divergence measures the distinguishability
of the probability distributions of the reference system a
and the perturbed system b. Thus, it is natural to expect
that the change in the expectation of any observable from
a to b should be dominated by the KL-divergence. The
inequality Eq. (11) expresses this expectation in quan-
titative form. The change in the expectation of r is
bounded by a power series in the KL divergence, whose
coefficients are the cumulants of r in the reference sys-
tem a. Thus, the inequality Eq. (11) establishes a uni-
versal relation between the response of the observable r
to the perturbation and the fluctuations of r in the ref-
erence system. Eq. (11) is our first main result and the
most general form of our fluctuation-response inequality
(FRI). We remark that, even when the infimum on the
right-hand side of Eq. (11) cannot be evaluated explicitly,
we still obtain an upper bound on the response by choos-
ing an arbitrary value of α, e. g. α = 1 corresponding to
the Gaussian case.
3A. Linear response
While the FRI Eq. (11) is valid for arbitrary systems
a and b, and thus arbitrarily strong perturbations, the
right-hand side involves all cumulants of the observable
r in the reference system. In many cases, the high-order
cumulants are difficult to evaluate either from a theo-
retical model or from a measurement. However, if the
perturbation is weak, such that the probability density
of system b differs from the one in system a only by terms
of order  with   1, then the KL divergence is of or-
der 2. We can thus neglect the higher-order terms in
Eq. (11) and obtain our second main result, the FRI for
linear response (LFRI)
∣∣〈r〉b − 〈r〉a∣∣ ≤√2Db‖aKL 〈∆r2〉a +O( 32 ). (12)
We may use the condition Db‖aKL = O(2) as an
information-theoretic definition of the linear response
regime. Whenever this condition is satisfied, Eq. (12)
guarantees that the change in any observable is at most
of order . In the linear response regime, the response of
any observable to the perturbation is thus bounded from
above by the variance of the observable in the reference
system times the KL divergence between the perturbed
and unperturbed probability densities. We remark that
Eq. (12) is exactly the same as Eq. (9). Thus the lin-
ear response result Eq. (12) remains valid beyond linear
response, provided that the distribution of r in the refer-
ence system is Gaussian.
B. Physical interpretation of KL-divergence
In general, the KL divergence Eq. (4) is an information-
theoretic quantity and its calculation requires knowledge
of the explicit distributions P a(ω) and P b(ω). However,
in specific situations, the KL divergence can be expressed
in terms of physical observables. One such situation is
when P a(ω) and P b(ω) represent the path probabilities of
continuous-time Markov processes, for example a Markov
jump or diffusion process. In the former case, we con-
sider a set of N discrete states, with jumps from state
j to state i occurring at a rate W aij(t). In terms of the
rates, the probability to jump from state j to state i
in the infinitesimal time interval [t, t + dt] is given by
W aij(t)dt. The probability pai (t) to be in state i at time t
then evolves according to the Master equation
dtp
a
i (t) =
∑
j
(
W aij(t)paj (t)−W aji(t)pai (t)
)
(13)
with prescribed initial probabilities pai (0). We also con-
sider a second Markov jump process on the same state
space, however, with transition rates W bij(t) and initial
probabilities pbi (0). The linear response requirement that
the two Markov jump processes should be close to each
other is realized by choosing
W bij(t) = W aij(t)eZij(t) and pbi (0) = pai (0)
(
1 + qi
)
(14)
with   1 and Zii(t) = 0. The Zij(t) and qi are pa-
rameters of at most order 1, which characterize the dif-
ference between the two jump processes. As we show in
the Supporting Information, the KL divergence between
the probabilities of observing a given trajectory in the re-
spective jump processes during a time interval [0, T ] can
be expressed as
D
b‖a
KL =
2
2
(∫ T
0
dt
∑
i,j
Zij(t)2W aij(t)paj (t) +
∑
i
(qi)2pai (0)
)
(15)
where we neglect terms of order 3 and higher. As a more
concrete example, we consider a parameterization of the
transition rates as
W aij = kije
− β2
(
Ei−Ej+Bij−
∑
ν
Aνijfν(t)
)
, (16)
where Ei is the energy of state i, Bij = Bji is an energy
barrier separating the states i and j and β = 1/(kBT ) is
the inverse temperature. We further set kij = kji = 1
if a transition between two states is possible and zero
otherwise. fν(t) represent a set of generalized forces
that drive the system out of equilibrium, with the co-
efficients Aνij = −Aνji determining how the force ν im-
pacts the transition rates. For fν ≡ 0 for all ν, the
steady state of the system is the Boltzmann equilibrium
peqi ∼ e−βEi , while for fν 6= 0 the system is out of equi-
librium. Note that the parameterization Eq. (16), with
appropriate choices for the parameters covers all possi-
ble cases of Eq. (13) which satisfy Wij = 0 ⇔ Wji = 0.
As a perturbation, we change the generalized forces to
fν(t) + φν(t) while keeping the initial state fixed. This
yields
D
b‖a
KL =
2
2
∫ T
0
dt
∑
µ,ν
φµ(t)Lµν(t)φν(t), (17)
where we defined
Lµν(t) = β
2
4
∑
i,j
AµijAνijW aij(t)paj (t). (18)
In particular, the KL divergence between the path prob-
abilities is determined by the change in the generalized
forces and thus can be measured or calculated explicitly.
In the second case, a diffusion process, we have a set
x(t) = (x1(t), . . . , xN (t)) of continuous stochastic vari-
ables, whose time evolution is given by the Langevin
equation
x˙(t) = a(x(t), t) +
√
2B(x(t), t) · ξ(t), (19)
4where the drift vector a(x, t) contains the systematic gen-
eralized forces and the positive definite and symmetric
diffusion matrix B(x, t) describes how the system is cou-
pled to a set of mutually independent Gaussian white
noises 〈ξi(t)ξj(s)〉 = δijδ(t − s). Here, the symbol · de-
notes the Ito¯-product and we specify the initial probabil-
ity density pa(x, 0). As in the Markov jump case, we con-
sider a second process with a different drift vector b(x, t)
and initial probability density pb(x, 0). Importantly, in
order to ensure a finite relative entropy between the path
probabilities, the diffusion matrix of both processes has
to be the same. We ensure that the process b is related
to a in linear response by setting
b(x, t) = a(x, t) + α(x, t) (20)
and pb(x, 0) = pa(x, 0)
(
1 + q(x)
)
.
As show in the Supporting Information, in this case, the
KL divergence between the path probabilities evaluates
to
D
b‖a
KL =
2
2
(
1
2
∫ T
0
dt
∫
dx α(x, t)TB(x, t)−1α(x, t)pa(x, t)
+
∫
dx
(
q(x)
)2
pa(x, 0)
)
, (21)
where the superscript T denotes transposition, and again
neglecting higher-order terms in . Here, the identifica-
tion of the KL divergence with the change in the gener-
alized forces is immediate.
Both for a Markov jump process and a diffusion pro-
cess, the KL divergence between the path probabilities
between the perturbed and reference system thus can be
expressed as an observable, whose average is evaluated
in the reference system. This gives the LFRI Eq. (12)
additional physical meaning, as it provides a universal
relation between different physical observables: On the
one hand, we have the observable r, its response to the
perturbation and its fluctuations. On the other hand, we
have the KL divergence expressed in terms of the mag-
nitude of the perturbing generalized forces. Since the
KL divergence is evaluated for the path probabilities of
the process, we may choose any observable (including
observables measured at a given time, correlation func-
tions and stochastic currents) that depends on the path
and Eq. (12) remains valid. We stress that both the
reference system and the perturbation are in principle
arbitrary. The reference system is not restricted to equi-
librium or even steady states, but we may also consider
for example time-dependent perturbations of an already
time-dependent reference system. Also, while the pertur-
bation may represent a physical force, we may also choose
a more general type of perturbation, which does not rep-
resent any force realizable in practice, but for which the
KL divergence has a physical interpretation. We will dis-
cuss examples of both kinds of perturbation in the next
sections.
II. MOBILITY AND DIFFUSION
As a direct application of the LFRI, we consider a dif-
fusion process of N particles in contact with a heat bath.
We take a = Mf , B = kBTM [21–23] in Eq. (19),
where f(x, t) is a force, M is the mobility matrix and T
the temperature of the heat bath,
x˙(t) = Mf(x(t), t) +
√
2kBTMξ(t). (22)
The force f(x, t) may contain global potential forces,
interactions between the particles and also non-
conservative driving forces. We assume that for long
times, the system exhibits an asymptotic drift velocity
vd,
〈x(T )− x(0)〉 ' T vd. (23)
This may be realized for example for particles diffusing
in a periodic potential under the influence of a an ex-
ternal force or time-periodic driving. We now apply an
additional small constant force ϕ to the system, i. e. con-
sider the system with total force f +ϕ as the perturbed
system. In general, this will change the drift velocity to
v˜d. We then define the differential mobility matrix M
via
v˜d − vd = Mϕ, (24)
or, component-wiseMij = ∂vdi /∂ϕj |ϕ=0. In the absence
of the forces f , the differential mobility is just equal to
the bare mobility M = M . However, if f is non-zero,
e. g. if the particles move in a periodic potential or in-
teract with each other, the expression for the differential
mobility quickly becomes more complicated and can in
general no longer be evaluated explicitly. For the above
perturbation, the KL divergence Eq. (21) is given by
D
b‖a
KL '
T
4kBT
ϕTMϕ. (25)
As the observable r, we choose the projection of x on
some constant vector e, r = ex. Defining the diffusivities
Dij = limT→∞〈∆xi∆xj〉T /(2T ) and using the definition
of the differential mobility Eq. (24), we then get from the
LFRI Eq. (12) for long times(
eMϕ)2 ≤ 1
kBT
(
eDe
) (
ϕMϕ
)
. (26)
Since e and ϕ are arbitrary, we find the bound on any
component of the differential mobility tensor(Mij)2 ≤ DiiMjj
kBT
. (27)
This inequality is our third main result and imposes a
strong constraint on particle transport: The mobility in
direction i in response to a force in direction j is bounded
by the diffusion coefficient in direction i times the bare
5mobility in direction j. For a particle in a tilted, one-
dimensional periodic potential, the equivalent of Eq. (27)
was derived in Ref. [24]. In particular we have for the
diagonal components (Mii)2 ≤ (Mii)2Dii/Dfreeii , where
Dfreeii = kBTMii is the free-space diffusivity in the ab-
sence of any force. Thus, enhancing the mobility be-
yond its bare value necessarily requires enhanced diffu-
sivity. In equilibrium, there is a one-to-one correspon-
dence between the diffusion coefficient and the mobil-
ity in the form of the fluctuation-dissipation theorem
Deqij = kBTMeqij . This simple relation breaks down in
out-of-equilibrium situations [22]. It is, however, useful
to define effective temperatures in analogy to the equi-
librium case via Dii = kBT effi Mii [25, 26]. The bound
Eq. (27) then translates into a lower bound for the effec-
tive temperatures
T effi ≥
Mii
Mii
T. (28)
Since we have T = T effi in an equilibrium system, the
bound Eq. (28) tells us that we must have Meqii ≤ Mii,
i. e. enhancing the mobility beyond its free-space value
is only possible in a non-equilibrium situation. For non-
equilibrium systems with enhanced mobility (e. g. a pe-
riodic potential close to critical tilt [27]), the effective
temperature is always larger than the physical temper-
ature. On the other hand, if the effective temperature
is lower than the physical one [28, 29], Eq. (28) predicts
that the mobility is reduced by at least a factor T eff/T .
We remark that the bound Eq. (27) applies to equilib-
rium systems, non-equilibrium steady states, situations
where the potential varies periodically in time or fluctu-
ates, and also to underdamped dynamics.
III. SYMMETRIES AND THERMODYNAMIC
INEQUALITIES
Another example in which the KL divergence Eq. (4)
acquires a physical meaning is when considering a
stochastic process and its time reverse. Specifically, we
choose P b(ω) to be the path probability density P(ω) of
a stochastic process and P a(ω) as the probability density
of the time-reversed trajectory ω† under an appropriate
time-reversed dynamics with path probability P†(ω), see
Refs. [14, 30, 31] for a more detailed discussion. In this
case, the KL divergence is equal to the total entropy pro-
duction,
D
b‖a
KL = ∆S =
∫
dω P(ω) ln
(
P(ω)
P†(ω†)
)
. (29)
From the FRI Eq. (11) we then immediately obtain∣∣〈r〉 − 〈r〉†∣∣ ≤√2∆S〈∆r2〉† (30)
× inf
α>0
[
1
2α +
1
2α∆SK
†
∆r
(√
2∆S
〈∆r2〉†σα
)]
,
where the superscript † denotes that the average is taken
with respect to the time-reversed path probability den-
sity P†(ω†). Thus the change in any observable under
time-reversal is dominated by the entropy production and
the fluctuations of the observable in the time-reversed
dynamics. In particular, if the observable is odd under
time-reversal, such that κ†n,r = (−1)nκn,r, then the above
simplifies to
√
2〈r〉 ≤
√
∆S〈∆r2〉 (31)
× inf
α>0
[
1
2α +
1
2α∆SK∆r
(
−
√
2∆S
〈∆r2〉α
)]
,
where we assumed 〈r〉 ≥ 0 without loss of generality.
We note that the first factor on the right-hand side is
reminiscent of the thermodynamic uncertainty relation
(TUR) [15, 16]
2
(〈r〉)2 ≤ ∆S〈∆r2〉, (32)
which holds for time-integrated currents r in the steady
state of a continuous-time Markovian dynamics. Eq. (31)
provides a generalization of the TUR to arbitrary dy-
namics and observables, as long as the latter are odd
under time reversal. The trade-off is that, without spec-
ifying the dynamics, we generally need to take into ac-
count higher-order cumulants of the fluctuations. From
this point of view, a natural question is why the TUR
Eq. (32) does not involve higher-order cumulants, even
though the distribution of the current is generally non-
Gaussian. The answer is that Eq. (31) arises as a conse-
quence of the symmetry of the observable under a discrete
transformation, namely time-reversal. For this discrete
transformation, the KL divergence in the FRI Eq. (11) is
generally not small and we cannot neglect the higher-
order terms. On the other hand, as we will show in
the following, Eq. (32) is actually the consequence of a
continuous symmetry, which allows us to consider an in-
finitesimal transformation for which the KL divergence in
Eq. (11) is small and we thus can use the LFRI Eq. (12).
We remark that, from Eq. (31), we can infer that the
TUR always holds irrespective of the dynamics if the dis-
tribution of the observable is Gaussian. This covers, for
example, linear but non-Markovian generalized Langevin
dynamics [32]. Further, while Eq. (31) involves higher
powers of the entropy production, in contrast to another
recently derived bound, which is exponential in the en-
tropy production [33],
√
2〈r〉 ≤
√
(e∆S − 1)〈∆r2〉, (33)
it remains useful in the long-time or large-system limit.
For non-equilibrium systems with short-range interac-
tions and finite correlation time, both the entropy pro-
duction and the cumulants of a stochastic current are
generally extensive in both time time and system size
[34]. Consequently, while the bound Eq. (33) grows ex-
ponentially in time and system size, the term in square
6brackets in Eq. (31) remains of 1 in theses limits. Since
Eq. (31) and Eq. (33) both only require the observable
to be odd under time-reversal, we anticipate Eq. (31) to
be more useful when applied to macroscopic systems at
finite time.
A. Steady-state thermodynamic uncertainty
relation
We now want to derive the steady-state TUR Eq. (32)
from the LFRI Eq. (12). We specialize the discussion to a
diffusion process Eq. (19), which we describe in terms of
its probability density pa(x, t), which obeys the Fokker-
Planck equation
∂tp
a(x, t) = −∇T ja(x, t) with (34)
ja(x, t) =
(
a(x, t)−∇TB(x, t))p(x, t),
where ∇ is the gradient with respect to x. For general
diffusion dynamics of the type Eq. (34), the total entropy
production in the system and its environment is given by
[30]
∆S =
∫ T
0
dt
∫
dx
(ja,irr)TB−1ja,irr
pa
, (35)
where ja,irr is the irreversible probability current, corre-
sponding to forces that are odd under time-reversal. We
now choose the additional force in Eq. (20) as
α(x, t) = j
a,irr(x, t)
pa(x, t) . (36)
This perturbation does not generally correspond to any
physically realizable force; we thus refer to it as a “vir-
tual” perturbation. For this choice, it is obvious that
the KL divergence Eq. (21) corresponds to the entropy
production Eq. (35). In case of a steady state dynamics
that is even under time reversal, ja = ja,irr, the effect
of the perturbation Eq. (36) is simply a rescaling of the
steady-state probability currents, jb(x) = (1 + )ja(x).
Choosing a time-integrated generalized current as the ob-
servable [35], whose average is given by
〈r〉a =
∫ T
0
dt
∫
dx χ(x, t)ja(x, t), (37)
with some vector-valued function χ, we then have 〈r〉b =
(1 + )〈r〉a and thus
2
(〈r〉)2 ≤ 〈∆r2〉∆S, (38)
where we suppressed the explicit reference to the dynam-
ics a. This is precisely the finite-time uncertainty relation
Eq. (32) proposed in Ref. [17] and proven in Refs. [18, 19],
for jump and diffusion processes, respectively. Surpris-
ingly, comparing the dynamics of the reference system
a to the dynamics of a system b with an appropriately
tailored “virtual” perturbation, can reveal properties of
the reference system itself; in this case, that it obeys the
thermodynamic uncertainty relation.
In most physical situations, the irreversible probability
currents describe the interaction between the system and
the surrounding heat bath. The perturbation Eq. (36)
thus corresponds to slightly changing the strength of this
interaction. If the entire dynamics of the system is driven
by the heat bath, the coupling to the heat bath sets
the overall time scale of the dynamics and the magni-
tude of the probability currents. By contrast, if other
timescales not governed by the heat bath (e. g. due to
time-dependent forces or reversible dynamics) are present
in the system, then the average current 〈r〉 will generally
not satisfy an uncertainty relation of the type Eq. (38).
B. Demonstration: Markov chain model
One important class of dynamics, which, in general,
does not satisfy the TUR Eq. (32) even in the long-
time limit, is a discrete-time Markov chain. Similar to
Eq. (13), we consider a set of N states, however, the tran-
sitions between the states do not follow a rate process,
but instead occur only at discrete times t = 1, . . . ,M .
Consequently, the transition rates Wij are replaced by
transition probabilities Qij from state j to state i,
pti =
∑
j
Qijp
t−1
j , (39)
where pti is the probability to be in state i at step t, and
the transition probabilities satisfy the normalization con-
dition
∑
iQij = 1. As a concrete example, we consider
a discrete-time random walk on a ring of N sites. The
random walker jumps with probabilities qp and q(1− p)
to from site i to i + 1 and from i to i − 1, respectively,
where p, q ∈ [0, 1]. The probability to remain at site i is
1− q. The transition probabilities are then given by
Qi,i = 1− q, Qi+1,i = qp, Qi,i−1 = q(1− p), (40)
where we identify N+1↔ 1 and 0↔ N . This model has
also be investigated for N = 3 in Ref. [36]. We assume
that the initial occupation probabilities are p0i = 1/N ,
which is the steady state of Eq. (39). We define the
observable r such that it increases by 1/N whenever the
walker jumps from i to i+ 1 and decreases by 1/N upon
a jump from i to i − 1. Thus, r counts the number of
times the walker has gone around the ring in positive
direction. For this observable, it is easy to see that it
is odd under time-reversal. We further can compute the
cumulant generating function explicitly,
Kr(h) = M ln
(
1− q + e hN qp− e− hN q(1− p)
)
, (41)
where M is the number of steps. In this case, the linear
scaling of the cumulant generating function and thus the
7cumulants with the number of steps is explicit. Using
these results, it is straightforward to obtain
〈r〉 = M
N
q(1− 2p), 〈∆r2〉 = M
N2
q(1− q(1− 2p)2).
(42)
We further have for the entropy production,
∆S = M
(
qp ln
(
p
1− p
)
+ q(1− p) ln
(
1− p
p
))
. (43)
In Fig. 1, we plot the ratio 2〈r〉2/(〈∆r2〉∆S) as a function
of the bias p for various jump probabilities q. For a sys-
tem satisfying the TUR Eq. (32), this ratio is bounded by
1 (dotted line). It can be seen that, while for small jump
probability, the TUR is satisfied, the dynamics can vio-
late the TUR for q > 1/3. This hints at the reason why
the TUR holds for continuous-time dynamics but can
be violated for a discrete-time one: In the continuous-
time case, the probability to observe no transition at all
(i. e. the staying probability) is close to 1 for short times.
By contrast, the staying probability (in the present ex-
ample 1−q) for a single step can be significantly less that
1 in the discrete-time case. This prevents us from finding
an infinitesimal transformation, which rescales the cur-
rent and whose KL-divergence is equal to the entropy
production. While the TUR can thus be violated for
discrete-time dynamics, the bound Eq. (31), which makes
no assumptions on the nature of the dynamics, holds.
In this specific case, we actually obtain equality in
Eq. (31), showing that the bound is tight. To understand
this, we note that we have from Eq. (3) and Eq. (29)
∆S ≥ sup
h
(
h〈r〉 −Kr(−h)
)
, (44)
and attaining equality is equivalent to equality in
Eq. (31). In the present case, the ratio between the path
probabilities can simply be written as
ln
(
P(ω)
P†(ω†)
)
=
M∑
t=1
(
δt+ − δt−
)
ln
(
p
1− p
)
+ ln
(
p0i0
pMi0
)
,
(45)
where δt+ (δt−) is 1 if a jump from i to i+ 1 (i to i− 1)
occurs in the step t − 1 → t and zero otherwise. The
last term vanishes in the steady state, and the first term
is just equal to N ln(p/(1 − p))r(ω), where r(ω) is the
cycle-counting observable defined above. Thus, the ob-
servable r is up to a constant factor equal to the loga-
rithmic ratio of the forward and reverse path probability.
In other words, the observable r contains all the infor-
mation about the irreversibility of the dynamics. For the
choice h = N ln(p/(1− p)), we have equality in Eq. (44)
with our observable r and the corresponding choice of α
leads to equality in Eq. (31).
FIG. 1. The ratio 2〈r〉2/(〈∆r2〉∆S) for the Markov-chain
model Eq. (40) as a function of the asymmetry p for various
jump probabilities q. The solid lines are the exact results
Eq. (42) and Eq. (43), the dotted line is the TUR bound
Eq. (32). For sufficiently large jump probability (orange,
green) the ratio can exceed the TUR. By contrast, the bound
Eq. (31) (filled symbols) holds and in this case yields an equal-
ity. For comparison, we also show the bound obtained by
evaluating Eq. (31) at the Gaussian value of α = 1 (empty
symbols) and the exponential bound obtained in Refs. [33, 37]
(dashed line) for the case q = 3/4.
IV. DISCUSSION
Information-theoretic concepts have mostly been em-
ployed in thermodynamics to account for Maxwell’s de-
mon and feedback [38–41]. The LFRI Eq. (12) establishes
a universal relation between the linear response of an ob-
servable, its fluctuations and the KL divergence for ar-
bitrary non-equilibrium states, evidencing that also the
classical topic of linear response can be understood in
terms of information. The KL divergence characterizes
the information about the perturbation contained in the
respective probability densities. This bounds the amount
of information contained in any observable and thus puts
a limit on the magnitude of the response.
The mathematical basis of the FRI is the bound
Eq. (5). Similar bounds have previously been used in
the context of large deviation theory [42, 43], where the
goal is to find an optimal tilted process P b that turns
the bound into an equality. The present discussion shows
that the bound remains useful when replacing the tilted
process by a physical, perturbed process, yielding rela-
tions between physical observables.
The motivation of response theory is to infer the prop-
erties of a physical system by observing its response to
perturbations. The FRI provides a new, intriguing way
of applying this principle to obtain universal relations
between observables. Instead of measuring the effect of
a specific perturbation on the system, we tailor the per-
turbation such that the KL-divergence can be expressed
as a physical observable. For such a “virtual” perturba-
8tion, the FRI then yields an inequality between physical
observables. In this article, we outlined two such ap-
plications of the FRI: a relation between mobility and
diffusivity in particle transport and the re-derivation of
the thermodynamic uncertainty relation and its exten-
sion to arbitrary dynamics. Since the FRI holds for a
wide range of dynamics, observables and perturbations,
we anticipate that it can serve as a starting point for
the derivation of many more relations between physical
quantities.
ACKNOWLEDGMENTS
Acknowledgments. This work was supported by
KAKENHI (Nos. 17H01148, 19H05496, 19H05795),
World Premier International Research Center Initiative
(WPI), MEXT, Japan and by JSPS Grant-in-Aid for
Scientific Research on Innovative Areas ”Discrete Geo-
metric Analysis for Materials Design”: Grant Number
17H06460. The authors wish to thank R. Chetrite, S. Ito
and T. Sagawa for helpful discussions.
Appendix A: Kullback-Leibler divergence for Markov jump and diffusion processes
In the following, we derive explicit expressions for the Kullback-Leibler divergence between the path probabilities
(probability densities) of two Markov jump, respectively diffusion processes. In full generality, we here treat the case
of a combined jump-diffusion process, which is governed by the Fokker-Planck equations,
∂tpk(x, t) = −∇jdk (x, t) +
N j∑
l=1
jjkl(x, t) (A1)
with jdk (x, t) =
(
ak(x, t)−∇Bk(x, t)
)
pk(x, t) and jjkl(x, t) = Wkl(x, t)pl(x, t)−Wlk(x, t)pk(x, t),
with given initial density pk(x, 0). Here x(t) = (x1(t), . . . , xNd(t)) denotes a collection of Nd continuous degrees of
freedom which we refer to as space, ak(x, t) is a drift vector and Bk(x, t) a symmetric, positive definite diffusion
matrix, both of which may depend on the continuous variables x, on time t and also on the state variable k, whose
dynamics we assume to be governed by a Markov jump process with time- and space-dependent transition rate
Wkl(x, t) from state l to state k. An explicit example for such a combined process is a flashing ratchet, i. e. a particle
diffusing under the influence of a potential which can randomly switch between two different functional forms. In
Eq. (A1), we also defined the diffusive probability currents jd and the jump probability currents jj. For jj = 0 or
jd = 0, a pure diffusion, respectively jump, process is recovered. We start by constructing the short-time propagator
p(x, k, t+ τ |y,m, t) for being in state (x, k) at time t+ τ starting from a state (y,m) at time t. Obviously, we have
p(x, k, t|y,m, t) = δ(x − y)δkm. For sufficiently small τ , we can use Eq. (A1) to obtain the approximate transition
probability to first order in τ ,
p(x, k, t+ τ |y,m, t) = δ(x− y)δkm−τ∇
(
am(y, t)−∇Bm(y, t)
)
δ(x− y)δkm (A2)
+ τ
(
Wkm(y, t)− δkm
∑
l
Wml(y, t)
)
δ(x− y) +O(τ2).
The first two terms can to leading order be replaced by the Gaussian propagator of the diffusion process p(m) in the
(fixed) state m,
p(m)(x, t+ τ |y, t) = δ(x− y)− τ∇
(
am(y, t)−∇Bm(y, t)
)
δ(x− y) +O(τ2) (A3)
= 1√
4pi det(Bm(y, t))τ
exp
[
− 14τ
(
x− y − am(y, t)τ
)T (
Bm
)−1(y, t)(x− y − am(y, t)τ)]+O(τ2).
Since the third term on the right-hand side of Eq. (A2) is already of order τ , we can also replace the delta-function
by the propagator of the diffusion process and obtain for the propagator of the combined jump-diffusion process
p(x, k, t+ τ |y,m, t) = p(m)(x, t+ τ |y, t)p(y)(k, t+ τ |m, t) (A4)
with p(y)(k, t+ τ |m, t) = δkm + τ
(
Wkm(y, t)− δkm
∑
l
Wml(y, t)
)
+O(τ2).
To leading order in τ , we can thus write the propagator of the jump-diffusion process as a product of diffusion and
jump propagators. This represents the fact that the probability of observing a jump and significant spatial motion at
9the same time is of order τ2 for sufficiently small τ . This factorization carries over to the path probability density,
which is expressed as a product of transition probabilities,
P =
N∏
i=1
p(xi, ki, iτ |xi−1, ki−1, (i− 1)τ)pk0(x0, 0). (A5)
Since computing the KL divergence between two path probabilities involves taking the logarithm of their ratio, it
decomposes into a sum of diffusion and jump parts,
DKL(Pb‖Pa) = DdKL(Pb‖Pa) +DjKL(Pb‖Pa) +D0KL(pb0‖pa0). (A6)
Here, Pb and Pa denote the path probability densities of the two dynamics and the subscripts d, j and 0 correspond
to the contribution from the diffusion- and jump-part and the initial state, respectively. This allows us to consider
the modifications of the diffusive and jump dynamics and their contributions to the relative entropy separately. We
now construct another jump-diffusion process by changing the drift vector and transition rates according to
ak(x, t) → bk(x, t) = ak(x, t) + zk(x, t) (A7a)
W akl(x, t) → W bkl(x, t) = W akl(x, t)eZkl(x,t), (A7b)
which corresponds to adding additional generalized forces and rescaling the transition rates. It was shown in Ref. [19]
that the transformation of the drift vectors and initial state yields a finite KL divergence between the path probabilities
(see also Ref. [44] for a more rigorous mathematical discussion). Generalizing this part of the transformation to the
jump-diffusion case is straightforward and yields
DdKL(Pb‖Pa) =
1
4
∫ T
0
dt
∑
k
∫
dx zk(x, t)
(
Bk
)−1(x, t)zk(x, t)pbk(x, t) = 14
∫ T
0
dt
〈
zB−1z
〉b
t
(A8a)
D0KL(pb0‖pa0) =
∑
k
∫
dx pbk(x, 0) ln
(
pbk(x, 0)
pak(x, 0)
)
=
〈
ln p
b
0
pa0
〉b
0
, (A8b)
for the contributions due to the modifications of the drift vector and initial density, respectively, where we defined
the average 〈. . .〉b with respect to the modified dynamics. Here pbk(x, t) is the solution of the Fokker-Planck-Master
equation Eq. (A1) with the modified drift vector, transition rates and initial density. We now compute the contribution
stemming from the transformation of the transition rates. Since the path probability factorizes according to Eq. (A5),
it is enough to consider the contribution of a short interval [t, t+ τ ],
dDjKL(P
b‖Pa) =
∑
k,m
∫
dy pb,(y)(k, t+ τ |m, t)pbm(y, t) ln
(
pb,(y)(k, t+ τ |m, t)
pa,(y)(k, t+ τ |m, t)
)
. (A9)
We split the double sum into the terms for k = n and the terms for k 6= m, using the explicit expression for the
short-time jump propagator Eq. (A4),
dDjKL(P
b‖Pa) =
∑
m
∫
dy
(
1− τ
∑
l 6=m
W alm(y, t)eZlm(y,t)
)
ln
(
1− τ∑l 6=mW alm(y, t)eZlm(y,t)
1− τ∑l 6=mW alm(y, t)
)
pbm(y, t) (A10)
+
∑
k,m;k 6=m
∫
dy τWkm(y, t)eZkm(y,t)Zkm(y, t)pbm(y, t).
Expanding to first order in τ and writing in terms of the modified transition rates W˜ , this simplifies to
dDjKL(P
b‖Pa) = τ
∑
k,m;k 6=m
∫
dy
(
Zkm(y, t) + e−Zkm(y,t) − 1
)
W bkm(y, t)pbm(y, t) +O(τ2). (A11)
Thus we find for the jump contribution to the KL divergence
DjKL(P
b‖Pa) =
∫ T
0
dt
〈
Z + e−Z − 1〉b
t
. (A12)
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The total KL divergence between the path densities of the modified and original dynamics is thus given by
DKL(Pb‖Pa) =
∫ T
0
dt
(
1
4
〈
zB−1z
〉b
t
+
〈
Z + e−Z − 1〉b
t
)
+
〈
ln p
b
0
pa0
〉b
0
, (A13)
where the three contributions originate in the modification of the drift vector, transition rates and initial density,
respectively. Each term is positive and vanishes only if the corresponding modification vanishes. The explicit expres-
sion Eq. (A13) gives meaning to the relative entropy between the path measures in terms of averages of (in principle)
measurable quantities. If each of the three modifications is small,
zk(x, t) = αk(x, t), Zkl(x, t) = Zkl(x, t), pbk(x, 0) = pak(x, 0) + qk(x), (A14)
then Eq. (A13) can be expanded in terms of 
DKL(Pb‖Pa) = 2
(∫ T
0
dt
(
1
4
〈
αB−1α
〉b
t
+ 12
〈Z2〉b
t
)
+ 12
〈
q2
(pa0)2
〉a
0
)
+O(3). (A15)
If we further assume that the dynamics permits a linear response treatment, i. e. 〈r〉b = 〈r〉a + O() for the relevant
observables r, then we can take the averages with respect to the unmodified dynamics up to leading order,
DKL(Pb‖Pa) = 2
(∫ T
0
dt
(
1
4
〈
αB−1α
〉a
t
+ 12
〈Z2〉a
t
)
+ 12
〈
q2
(pa0)2
〉a
0
)
+O(3) = 〈C〉+O(3). (A16)
Here C is a positive quantity, which depends only on the modification of the dynamics and is averaged with respect
to the unmodified dynamics.
Appendix B: Entropy production and uncertainty relation for Markov jump processes
In the main text, we showed that the FRI can be used to re-derive the thermodynamic uncertainty relation for
Langevin dynamics. We will now show that the same is true for a Markov jump process. For simplicity, we focus on
a pure jump process in a steady state with occupation probabilities pa,stk determined by∑
l
(
W aklp
a,st
l −W alkpa,stk
)
= 0. (B1)
We assume that the dynamics is irreducible and that the transition rates transform as W akl →W alk under time-reversal.
Then, the steady state is unique and the entropy production rate is given by
σst =
∑
k,l
W aklp
a,st
l ln
(
W aklp
a,st
l
W alkp
a,st
k
)
. (B2)
Similar to the Langevin case discussed in the main text, we now want to find a small perturbation of the transition
rates W bkl = W akleZkl for which the change in a generalized current is proportional to the steady state current〈r〉b − 〈r〉a =  〈r〉a and the relative entropy can be identified with the entropy production. We make the choice
Zkl = W
a
klp
a,st
l −W aklpa,stl
W aklp
a,st
l +W aklp
a,st
l
, (B3)
leading to the modified transition rates
W bkl = W akl
(
1 + W
a
klp
a,st
l −W aklpa,stl
W aklp
a,st
l +W aklp
a,st
l
)
+O(2). (B4)
The corresponding steady state is determined by (up to linear order in )
(1 + )
∑
l
(
W aklp
b,st
l −W alkpb,stk
)
= 0. (B5)
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It is easy to see that this is solved by pb,stk = p
a,st
k , i. e. the above modification does not change the steady state to
leading order. It is immediately apparent from the above that the jump current jj defined in Eq. (A1) changes as
jb,st = (1 + )ja,st. Defining a generalized current in terms of its average
〈r〉a =
∫ T
0
dt
∑
k,l
ψkljkl(t) = T
∑
k,l
ψklj
st
kl (B6)
we thus have 〈r〉b = (1 + )〈r〉a, just as desired. Finally, we evaluate the KL divergence
DKL(Pb‖Pa) = T 
2
2
〈Z2〉a,st = T 22 ∑
k,l
(
W aklp
a,st
l −W aklpa,stl
W aklp
a,st
l +W aklp
a,st
l
)2
W aklP
a,st
l =
T 2
4
∑
k,l
(
W aklp
a,st
l −W aklpa,stl
)2
W aklp
a,st
l +W aklp
a,st
l
. (B7)
We now use the log-mean inequality
(b− a)(ln(b)− ln(a)) ≥ 2(b− a)
2
b+ a , (B8)
which holds for arbitrary a, b > 0. This can be shown using the following argument: for β > α > 0 we write
1
β − α (ln(β)− ln(α)) =
1
β − α
∫ β
α
dx
1
x
≥
(
1
β − α
∫ β
α
dx x
)−1
= 2(β − α)
β2 − α2
⇒ ln(β)− ln(α) ≥ 2β − α
β + α, (B9)
where we used the convexity of 1/x for positive arguments. Multiplying both sides by β − α, we obtain the desire
inequality. Using Eq. (B8), we can bound the relative entropy from above
DKL(Pb‖Pa) ≤ T 
2
8
∑
k,l
(
W aklp
a,st
l −W alkpa,stk
)
ln
(
W aklp
a,st
l
W alkp
a,st
k
)
= T 
2
4
∑
k,l
W aklp
a,st
l ln
(
W aklp
a,st
l
W alkp
a,st
k
)
= 
2
4 ∆S, (B10)
where ∆S is the entropy production for a steady-state jump process. We now use the general bound derived in the
main text, (〈r〉b − 〈r〉a)2 ≤ 2 〈∆r2〉aDb‖aKL , (B11)
and obtain the uncertainty relation for the a steady-state Markov jump process,
2 〈r〉2 ≤ 〈∆r2〉∆S. (B12)
The corresponding result for a diffusion process with internal states readily follows from the results for Langevin and
jump dynamics, since both the KL divergence and the entropy production can be written as a sum of jump and
diffusion parts.
Appendix C: Modification of the diffusion matrix
While the transformation Eq. (A7) accounts for a wide range of physical perturbations, it excludes one important
case, which is a change in the diffusion matrix. The latter is physically relevant because it describes the response of
a system to a change in temperature. Focusing on the diffusion part of the dynamics, we write the Fokker-Planck
equation for the modified probability density as
∂tp
b(x, t) = −∇
(
a(x, t)−∇B(x, t)−∇D(x, t)
)
pb(x, t), (C1)
where we included a change in the diffusion matrix according to B(x, t)→ B˜(x, t) = B(x, t) +D(x, t). We remark
that this modification of the dynamics violates the condition of absolute continuity between the original and modified
process. As a consequence, the KL divergence between the path densities is infinite. However, if the change in the
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diffusion matrix is small, D(x, t) = D(x, t), then by assumption of linear response, we have pb(x, t) = pa(x, t)+O(),
and this is to leading order equivalent to
∂tp
b(x, t) = −∇
(
b(x, t)−∇B(x, t)
)
pb(x, t), (C2)
with the modified drift vector b(x, t) = a(x, t)− [∇D(x, t)pa(x, t)]/pa(x, t). The effect of a change in the diffusion
matrix can thus to leading order be represented as a change in the drift vector and we get a bound on the change of
the observable due to this modification (〈r〉b − 〈r〉a)2 ≤ 2 〈∆r2〉a 〈C〉a (C3)
where 〈C〉a is given by
〈C〉a =
∫ T
0
dt
〈
[∇Dpa]B−1[∇Dpa]
(pa)2
〉a
t
. (C4)
We stress that Eq. (C2) correctly describes only the one-point density pb(x, t) to leading order and not the transition
or path density. Thus, the bound Eq. (C3) only holds for observables that depend only on the instantaneous state of
the system, i. e. whose average can be written as
〈r〉a =
∫ T
0
dt
∫
dx
(
φ(x, t)pa(x, t) + χ(x, t)ja(x, t)
)
(C5)
with some functions φ and χ.
Appendix D: LFRI for the variance
The LFRI (Eq. (12) of the main text) limits the change of the average of an observable r under a small change of
the underlying probability distribution. A natural question is whether a similar bound holds for higher order moments
of r, in particular for the variance of r, i. e. how much the variance of an observable can change. While the variance
of r(ω) is not an observable for the distribution pa(ω), i. e. there is no q(ω) independent of the choice of pa such that
〈q〉a = 〈∆r2〉a, it is an observable in the trivially extended probability space
〈∆r2〉a =
∫
dω
∫
dω′ q(ω, ω′)pa(ω, ω′) = 〈q〉A (D1)
with pA(ω, ω′) = pa(ω)pa(ω′) and q(ω, ω′) = r(ω)2 − r(ω)r(ω′).
Since ω and ω′ correspond to two independent copies of the stochastic process defining pa, the additivity of the KL
divergence
D
B‖A
KL = 2D
b‖a
KL . (D2)
Then applying the LFRI to q, we obtain( 〈
∆r2
〉b − 〈∆r2〉a )2 ≤ 4( 〈∆r4〉a + 2( 〈∆r3〉a + 〈∆r2〉a 〈r〉a ) 〈r〉a )Db‖aKL (D3)
Since the left-hand side is independent of a constant shift r(ω)→ r(ω) + r0, we can minimize the right-hand side with
respect to r0 and obtain
( 〈
∆r2
〉b − 〈∆r2〉a )2 ≤ 4(〈∆r4〉a − ( 〈∆r3〉a )22 〈∆r2〉a
)
D
b‖a
KL , (D4)
which, as expected, is independent of 〈r〉a. This can be written in the compact form(〈
∆r2
〉b − 〈∆r2〉a
〈∆r2〉a
)2
≤ 4
(
κar −
1
2(γ
a
r )2
)
D
b‖a
KL , (D5)
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where γar and κar are the skewness and the kurtosis, respectively, of the distribution of r in system a, par(r) =∫
Ω dω δ(r − r(ω))pa(ω). Thus, while the bound on the change of average is given by the variance in the unperturbed
system, the bound on the change of the variance is given by higher-order moments of the unperturbed dynamics.
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