Symmetric duality for a class of nondifferentiable multi-objective fractional variational problems  by Mishra, S.K. et al.
J. Math. Anal. Appl. 333 (2007) 1093–1110
www.elsevier.com/locate/jmaa
Symmetric duality for a class of nondifferentiable
multi-objective fractional variational problems ✩
S.K. Mishra a,b,∗, S.Y. Wang c, K.K. Lai d
a Department of Mathematics, Statistics and Computer Science, College of Basic Sciences and Humanities,
Govind Ballabh Pant University of Agriculture and Technology, Pantnagar, India
b City University of Hong Kong, Kowloon, Hong Kong
c Institute of Systems Sciences, Academy of Mathematics and Systems Sciences, Chinese Academy of Sciences,
Beijing 1000800, China
d Department of Management Sciences, City University of Hong Kong, Tat Chee Avenue, Kowloon, Hong Kong
Received 1 February 2006
Available online 16 January 2007
Submitted by G. Chen
Abstract
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The classical dual in linear programming is symmetric in the sense that the dual of the dual is
the original linear program. Such symmetry is usually not found in duality concept for nonlinear
programming [11], not even in quadratic programming which is symmetric [3,5]. Extending these
results to general convex programming, Dantzig et al. [4] formulated a symmetric dual pair and
established weak and strong duality relations for the problem. Mond and Weir [19] established
symmetric duality results under generalized convexity for a new type of dual pair. Weir and Mond
[27] introduced two distinct symmetric duals for multi-objective programs. Under additional
assumptions the multi-objective programs are shown to be self-dual.
Mond and Hanson [16] first extended the symmetric duality results of [15] to variational
problems by introducing continuous analogues of the earlier concepts. Smart and Mond [25]
extended symmetric duality results to variational problems by employing a continuous version
of invexity introduced by Hanson [6], see also [7–9,14,20,21].
Mond and Schechter [18] studied nondifferentiable symmetric duality in which the objec-
tive function contains a support function. Following Mond and Schechter [18], Yang et al. [29]
presented a pair of symmetric dual nonlinear fractional programming problems and established
duality theorems under pseudo-convexity/pseudo-concavity assumptions on the kernel function.
Later, Yang et al. [28] formulated a pair of nondifferentiable multi-objective fractional program-
ming problems and proved duality theorems under a generalized invexity assumption. The results
obtained by Yang et al. [28,29] include, as a special case duality results for multi-objective pro-
grams given by Weir and Mond [27] and for single objective fractional programs discussed by
Chandra et al. [1], Mond et al. [17] as well as Mond and Schechter [18].
It is well known due to the works of Schaible [22–24] that duality results for convex program-
ming do not apply to fractional programs in general. Duality concepts for such programs had
to be defined separately [12,13,22–24,26,28,29]. Most duals in fractional programming are not
symmetric [12,13,22–24,26,28,29]. For the multi-objective case of a static nonlinear fractional
program symmetric duality was introduced by Weir [26] as an extension of an earlier work of
Weir and Mond [27]. Weir [26] also established weak and strong duality results under convexity
assumptions.
Very recently, Kim et al. [10] introduced a symmetric dual for multi-objective fractional varia-
tional problems which is different from the one proposed by Chen [2]. Kim et al. [10] established
weak, strong, converse and self-duality theorems under invexity assumptions.
In this paper, we focus on symmetric duality for a class of nondifferentiable fractional vari-
ational problems. We introduced a symmetric dual pair for a class of nondifferentiable multi-
objective fractional variational problems. We establish weak, strong, converse and self duality
theorems under certain invexity assumptions. The results obtained in this paper extend the very
recent results established by Kim et al. [10] to the nondifferentiable case and also extend an
earlier work of Yang et al. [28] to the dynamic case. Moreover, these results also include, as
special cases, the symmetric duality results of Yang et al. [29], Mond and Schechter [18], Weir
and Mond [27] and others.
2. Notations and definitions
For x, y ∈ Rn, by x  y we mean xi  yi for all i, x  y means xi  yi for all i and xj < yj
for at least one j , 1  j  n. By x < y we mean xi < yi for all i and by x  y we mean the
negation of x  y.
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Rm × Rm → Rk . Consider the vector-valued function f (t, x, x˙, y, y˙), where t ∈ I , x and y are
functions of t with x(t) ∈ Rn and y(t) ∈ Rm and x˙ and y˙ denote the derivatives of x and y,
respectively, with respect to t .
Assume that f has continuous fourth-order partial derivatives with respect to x, x˙, y and y˙.
Let fx and fx˙ denote the k × n matrices of first-order partial derivatives with respect to x and x˙;
i.e.,
fix =
(
∂fi
∂x1
, . . . ,
∂fi
∂xn
,
)
and fix˙ =
(
∂fi
∂x˙1
, . . . ,
∂fi
∂x˙n
,
)
, i = 1,2, . . . , k.
Similarly, fy and fy˙ denote the k × m matrices of first-order partial derivatives with respect
to y and y˙.
For a multi-objective fractional variational problem:
(FVP) Minimize
∫ b
a
f (t, x(t), x˙(t)) dt∫ b
a
g(t, x(t), x˙(t)) dt
=
( ∫ b
a
f1(t, x(t), x˙(t))dt∫ b
a
g1(t, x(t), x˙(t)) dt
, . . . ,
∫ b
a
fk(t, x(t), x˙(t)) dt∫ b
a
gk(t, x(t), x˙(t)) dt
)
subject to x(a) = α, x(b) = β,
h
(
t, x(t), x˙(t)
)
 0,
where h : I ×Rn × Rn → Rl.
Assume that gi(t, x, x˙) > 0 and fi(t, x, x˙) 0 for all i = 1,2, . . . , k. Let X denote the set of
all feasible solutions of (FVP).
Definition 2.1. A point x∗ ∈ X is said to be an efficient (Pareto optimal) solution of (FVP) if for
all x ∈ X,∫ b
a
f (t, x, x˙) dt∫ b
a
g(t, x, x˙) dt

∫ b
a
f (t, x∗, x˙∗) dt∫ b
a
g(t, x∗, x˙∗) dt
.
Definition 2.2. A point x∗ ∈ X is said to be a properly efficient solution of (FVP) if it is efficient
for (FVP) and if there exists a scalar M > 0 such that, for all i ∈ {1,2, . . . , k},∫ b
a
fi(t, x
∗, x˙∗) dt∫ b
a
gi(t, x∗, x˙∗) dt
−
∫ b
a
fi(t, x, x˙) dt∫ b
a
gi(t, x, x˙) dt
M
(∫ b
a
fj (t, x, x˙) dt∫ b
a
gj (t, x, x˙) dt
−
∫ b
a
fj (t, x
∗, x˙∗) dt∫ b
a
gj (t, x∗, x˙∗) dt
)
for some j , such that∫ b
a
fj (t, x, x˙) dt∫ b
a
gj (t, x, x˙) dt
>
∫ b
a
fj (t, x
∗, x˙∗) dt∫ b
a
gj (t, x∗, x˙∗) dt
whenever x ∈ X, and∫ b
a
fi(t, x, x˙) dt∫ b
a
gi(t, x, x˙) dt
<
∫ b
a
fi(t, x
∗, x˙∗) dt∫ b
a
gi(t, x∗, x˙∗) dt
.
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other feasible point x for which∫ b
a
f (t, x∗, x˙∗) dt∫ b
a
g(t, x∗, x˙∗) dt
>
∫ b
a
f (t, x, x˙) dt∫ b
a
g(t, x, x˙) dt
.
Now we recall the invexity for continuous case as follows:
Definition 2.4. The vector of functionals
∫ b
a
f = (∫ b
a
f1, . . . ,
∫ b
a
fk) is said to be invex in x and
x˙ if for each y : [a, b] → Rm, with y˙ piecewise smooth, there exists a function η : [a, b] × Rn ×
Rn ×Rn ×Rn → Rn such that ∀i = 1,2, . . . , k,
b∫
a
{
fi(t, x, x˙, y, y˙) − fi(t, u, u˙, y, y˙)
}
dt

b∫
a
η(t, x, x˙, u, u˙)T
[
fi(t, u, u˙, y, y˙) − d
dt
fix˙(t, u, u˙, y, y˙)
]
dt
for all x : [a, b] → Rn, u : [a, b] → Rn, where (x˙(t), u˙(t)) is piecewise smooth on [a, b].
Definition 2.5. The vector of functionals − ∫ b
a
f is said to be invex in y and y˙ if for each
x : [a, b] → Rn, with x˙ piecewise smooth, there exists a function ξ : [a, b] × Rm × Rm × Rm ×
Rm → Rm such that ∀i = 1,2, . . . , k,
−
b∫
a
{
fi(t, x, x˙, v, v˙) − fi(t, x, x˙, y, y˙)
}
dt
−
b∫
a
ξ(t, v, v˙, y, y˙)T
[
fiy(t, x, x˙, y, y˙) − d
dt
fiy˙(t, x, x˙, y, y˙)
]
dt
for all v : [a, b] → Rm, y : [a, b] → Rm, where (v˙(t), y˙(t)) is piecewise smooth on [a, b].
Definition 2.6. The vector of functionals
∫ b
a
f = (∫ b
a
f1, . . . ,
∫ b
a
fk) is said to be pseudo invex in
x and x˙ if for each y : [a, b] → Rm, with y˙ piecewise smooth, there exists a function η : [a, b] ×
Rn ×Rn ×Rn × Rn → Rn such that ∀i = 1,2, . . . , k,
b∫
a
η(t, x, x˙, u, u˙)T
[
fi(t, u, u˙, y, y˙) − d
dt
fix˙(t, u, u˙, y, y˙)
]
dt  0
⇒
b∫
a
{
fi(t, x, x˙, y, y˙) − fi(t, u, u˙, y, y˙)
}
dt  0,
for all x : [a, b] → Rn, u : [a, b] → Rn, where (x˙(t), u˙(t)) is piecewise smooth on [a, b].
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a
f is said to be pseudo invex in y and y˙ if for each
x : [a, b] → Rn, with x˙ piecewise smooth, there exists a function ξ : [a, b] × Rm × Rm × Rm ×
Rm → Rm such that ∀i = 1,2, . . . , k,
−
b∫
a
ξ(t, v, v˙, y, y˙)T
[
fiy(t, x, x˙, y, y˙) − d
dt
fiy˙(t, x, x˙, y, y˙)
]
dt  0
⇒ −
b∫
a
{
fi(t, x, x˙, v, v˙) − fi(t, x, x˙, y, y˙)
}
dt  0,
for all v : [a, b] → Rm, y : [a, b] → Rm, where (v˙(t), y˙(t)) is piecewise smooth on [a, b].
In the sequel, we will write η(x,u) for η(t, x, x˙, u, u˙) and ξ(v, y) for ξ(t, v, v˙, y, y˙).
We consider the problem of finding functions x : [a, b] → Rn and y : [a, b] → Rm, where
(x˙(t), y˙(t)) is piecewise smooth on [a, b], to solve the following pair o symmetric dual multi-
objective nondifferentiable fractional variational problems introduced as follows:
(MNFP) Min
∫ b
a
{f (t, x(t), x˙(t), y(t), y˙(t)) + s(x(t)|C) − y(t)T z}dt∫ b
a
{g(t, x(t), x˙(t), y(t), y˙(t)) − s(x(t)|E) + y(t)T r}dt
=
(∫ b
a
{f1(t, x(t), x˙(t), y(t), y˙(t)) + s(x(t)|C1) − y(t)T z1}dt∫ b
a
{g1(t, x(t), x˙(t), y(t), y˙(t)) − s(x(t)|E1) + y(t)T r1}dt
, . . .
∫ b
a
{fk(t, x(t), x˙(t), y(t), y˙(t)) + s(x(t)|Ck) − y(t)T zk}dt∫ b
a
{gk(t, x(t), x˙(t), y(t), y˙(t)) − s(x(t)|Ek) + y(t)T rk}dt
)
subject to x(a) = 0 = x(b), y(a) = 0 = y(b),
x˙(a) = 0 = x˙(b), y˙(a) = 0 = y˙(b),
k∑
i=1
τi
{[fiy − Dfiy˙ − zi]Gi(x, y)
− [giy − Dgiy˙ + ri]Fi(x, y)
}
 0,
b∫
a
y(t)T
k∑
i=1
τi
{[fiy − Dfiy˙ − zi]Gi(x, y)
− [giy − Dgiy˙ + ri]Fi(x, y)
}
dt  0,
τ > 0, τ T e = 1, t ∈ I,
zi ∈ Di, ri ∈ Hi, i = 1,2, . . . , k.
(MNFD) Max
∫ b
a
{f (t, u(t), u˙(t), v(t), v˙(t)) − s(v(t)|D) + u(t)T w}dt∫ b
a
{g(t, u(t), u˙(t), v(t), v˙(t)) + s(v(t)|H) − u(t)T s}dt
=
(∫ b
a
{f1(t, u(t), u˙(t), v(t), v˙(t)) − s(v(t)|D1) + u(t)T w1}dt∫ b{g (t, u(t), u˙(t), v(t), v˙(t)) + s(v(t)|H ) − u(t)T s }dt , . . .a 1 1 1
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a
{fk(t, u(t), u˙(t), v(t), v˙(t)) − s(v(t)|Dk) + u(t)T wk}dt∫ b
a
{gk(t, u(t), u˙(t), v(t), v˙(t)) + s(v(t)|Hk) − u(t)T sk}dt
)
subject to u(a) = 0 = u(b), v(a) = 0 = v(b),
u˙(a) = 0 = u˙(b), v˙(a) = 0 = v˙(b),
k∑
i=1
τi
{[fiu − Dfiu˙ + wi]G∗i (u, v)
− [giu − Dgiu˙ − si]F ∗i (u, v)
}
 0,
b∫
a
u(t)T
k∑
i=1
τi
{[fiu − Dfiu˙ + wi]G∗i (u, v)
− [giu − Dgiu˙ − si]F ∗i (u, v)
}
 0,
τ > 0, τ T e = 1, t ∈ I,
wi ∈ Ci, si ∈ Ei, i = 1,2, . . . , k,
where fi : I × Rn × Rn × Rm × Rm → R+ and gi : I × Rn × Rn × Rm × Rm → R+\{0} are
continuously differentiable functions and
Fi(x, y) =
b∫
a
{
fi(t, x, x˙, y, y˙) + s
(
x(t)|Ci
)− y(t)T zi}dt;
Gi(x, y) =
b∫
a
{
gi(t, x, x˙, y, y˙) − s
(
x(t)|Ei
)+ y(t)T ri}dt;
F ∗i (u, v) =
b∫
a
{
fi(t, u, u˙, v, v˙) − s
(
v(t)|Di
)+ u(t)T wi}dt;
and
G∗i (u, v) =
b∫
a
{
gi(t, u, u˙, v, v˙) + s
(
v(t)|Hi
)− u(t)T si}dt.
In the above problems (MNFP) and (MNFD), the numerators are nonnegative and denomina-
tors are positive; the differential operator D is given by
y = Dx ⇔ x(t) = α +
t∫
a
y(s) ds,
and x(a) = α, x(b) = β are given boundary values; thus D = d/dt except at discontinuities. Let
fx = fx(t, x(t), x˙(t), y(t), y˙(t)), fx˙ = fx˙(t, x(t), x˙(t), y(t), y˙(t)), etc.
All the above statements for Fi,Gi,F ∗i and G∗i will be assumed to hold for subsequent results.
It is to be noted that
Dfiy˙ = fiy˙t + fiy˙y y˙ + fiy˙y˙ y¨ + fiy˙x x˙ + fiy˙x˙ x¨
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∂y
Dfiy˙ = Dfiy˙y, ∂
∂y˙
Dfiy˙ = Dfiy˙y˙ + fiy˙y, ∂
∂y¨
Dfiy˙ = fiy˙y˙ ,
∂
∂x
Dfiy˙ = Dfiy˙x, ∂
∂x˙
Dfiy˙ = Dfiy˙x˙ + fiy˙x, ∂
∂x¨
Dfiy˙ = fiy˙x˙ .
In order to simplify the notations we introduce
pi = Fi(x, y)
Gi(x, y)
=
∫ b
a
{fi(t, x, x˙, y, y˙) + s(x(t)|Ci) − y(t)T zi}dt∫ b
a
{gi(t, x, x˙, y, y˙) − s(x(t)|Ei) + y(t)T ri}dt
and
qi = F
∗
i (u, v)
G∗i (u, v)
=
∫ b
a
{fi(t, u, u˙, v, v˙) − s(v(t)|Di) + u(t)T wi}dt∫ b
a
{gi(t, u, u˙, v, v˙) + s(v(t)|Hi) − u(t)T si}dt
and express problems (MNFP) and (MNFD) equivalently as follows:
(EMSP) Min p = (p1, . . . , pk)T
subject to x(a) = 0 = x(b), y(a) = 0 = y(b), (1)
x˙(a) = 0 = x˙(b), y˙(a) = 0 = y˙(b), (2)
b∫
a
{
fi(t, x, x˙, y, y˙) + s(x|Ci) − yT zi
}
dt
− pi
b∫
a
{
gi(t, x, x˙, y, y˙) − s(x|Ei) + yT ri
}
dt = 0; (3)
k∑
i=1
τi
{[fiy − Dfiy˙ − zi] − pi[giy − Dgiy˙ + ri]} 0, t ∈ I,
(4)
b∫
a
y(t)T
k∑
i=1
τi
{[fiy − Dfiy˙ − zi] − pi[giy − Dgiy˙ + ri]} 0,
t ∈ I, (5)
τ > 0, τ T e = 1, t ∈ I, (6)
zi ∈ Di, ri ∈ Hi, i = 1,2, . . . , k. (7)
(EMSD) Max q = (q1, . . . , qk)T
subject to u(a) = 0 = u(b), v(a) = 0 = v(b), (8)
u˙(a) = 0 = u˙(b), v˙(a) = 0 = v˙(b), (9)
b∫ {
fi(t, u, u˙, v, v˙) − s(v|Di) + uT wi
}
dta
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b∫
a
{
gi(t, u, u˙, v, v˙) + s(v|Hi) − uT si
}
dt = 0; (10)
k∑
i=1
τi
{[fiu − Dfiu˙ + wi] − qi[giu − Dgiu˙ − si]} 0, t ∈ I,
(11)
b∫
a
u(t)T
k∑
i=1
τi
{[fiu − Dfiu˙ + wi] − qi[giu − Dgiu˙ − si]} 0,
t ∈ I, (12)
τ > 0, τ T e = 1, t ∈ I, (13)
wi ∈ Ci, si ∈ Ei, i = 1,2, . . . , k. (14)
In the above problems (EMSP) and (EMSD), it is to be noted that p and q are also nonnega-
tive.
3. Duality theorems
In this section, we state duality theorems for problems (EMSP) and (EMSD) which lead to
corresponding relations between (MNFP) and (MNFD). We establish weak, strong, converse and
self duality relations between (EMSP) and (EMSD).
Theorem 3.1 (Weak duality). Let (x(t), y(t),p, τ, z1, z2, . . . , zk, r1, r2, . . . , rk) be feasible for
(EMSP) and let (u(t), v(t), q, τ,w1,w2, . . . ,wk, s1, s2, . . . , sk) be feasible for (EMSD). Assume
that
∫ b
a
(fi + ·T wi) dt and −
∫ b
a
(gi − ·T si) dt are invex in x and x˙ with respect to η(x,u),
and − ∫ b
a
(fi − ·T zi) dt and
∫ b
a
(gi + ·T ri) dt are invex in y and y˙, with respect to ξ(v, y), and
η(x,u) + u(t)  0 and ξ(v, y) + y(t)  0, ∀t ∈ I , except possibly at corners of (x˙(t), y˙(t)) or
(u˙(t), v˙(t)). Then one has p  q .
Proof. Since
∫ b
a
(fi + ·T wi) dt and −
∫ b
a
(gi − ·T si) dt are invex in x and x˙ with respect to
η(x,u), we have
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ xT wi}
− qi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)− xT si}]dt
−
b∫
a
[{
fi
(
t, u(t), u˙(t), v(t), v˙(t)
)+ uT wi}
− qi
{
gi
(
t, u(t), u˙(t), v(t), v˙(t)
)− uT si}]dt

b∫
a
η(x,u)T
[{
fix
(
t, u(t), u˙(t), v(t), v˙(t)
)+ wi}
− qi
{
gix
(
t, u(t), u˙(t), v(t), v˙(t)
)− si}
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=
b∫
a
η(x,u)T
[{(
fix
(
t, u(t), u˙(t), v(t), v˙(t)
)+ wi)
− D(fix˙(t, u(t), u˙(t), v(t), v˙(t))+ wi)}
− qi
{(
gix
(
t, u(t), u˙(t), v(t), v˙(t)
)− si)− D(gix˙(t, u(t), u˙(t), v(t), v˙(t))− si)}]dt.
From (6), (11) and (12) with η(x,u) + u(t) 0, we obtain
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ xT wi}
− qi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)− xT si}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, u(t), u˙(t), v(t), v˙(t)
)+ uT wi}
− qi
{
gi
(
t, u(t), u˙(t), v(t), v˙(t)
)− uT si}]dt. (15)
Since xT si  s(x|Ei), si ∈ Ei , and xT wi  s(x|Ci), wi ∈ Ci , (15) can be written as
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ s(x|Ci)}
− qi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)− s(x|Ei)}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, u(t), u˙(t), v(t), v˙(t)
)+ uT wi}
− qi
{
gi
(
t, u(t), u˙(t), v(t), v˙(t)
)− uT si}]dt. (16)
By the invexity of − ∫ b
a
(fi − ·T zi) dt and
∫ b
a
(gi + ·T ri) dt are invex in y and y˙, with respect to
ξ(v, y), for fixed x, we have
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)− vT zi}− pi{gi(t, x(t), x˙(t), v(t), v˙(t))+ vT ri}]dt
−
b∫
a
[{
fi
(
t, x(t), x˙(t), y(t), y˙(t)
)− yT zi}
− pi
{
gi
(
t, x(t), x˙(t), y(t), y˙(t)
)+ yT ri}]dt

b∫
a
ξ(v, y)T
[{(
fiy
(
t, x(t), x˙(t), y(t), y˙(t)
)− zi)
− D(fiy˙(t, x(t), x˙(t), y(t), y˙(t))− zi)}
− pi
{(
giy
(
t, x(t), x˙(t), y(t), y˙(t)
)+ ri)− D(giy˙(t, x(t), x˙(t), y(t), y˙(t))+ ri)}]dt.
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k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)− vT zi}
− pi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ vT ri}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), y(t), y˙(t)
)− yT zi}
− pi
{
gi
(
t, x(t), x˙(t), y(t), y˙(t)
)+ yT ri}]dt. (17)
Since vT ri  s(v|Hi), ri ∈ Hi , and vT zi  s(v|Di), zi ∈ Di , (17) can be written as
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)− s(v|Di)}
− pi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ s(v|Hi)}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), y(t), y˙(t)
)− yT zi}
− pi
{
gi
(
t, x(t), x˙(t), y(t), y˙(t)
)+ yT ri}]dt. (18)
From (16) and (18), we get
k∑
i=1
τi
b∫
a
(pi − qi)gi(t, x, x˙, v, v˙) dt

k∑
i=1
τi
[ b∫
a
{
fi(t, u, u˙, v, v˙) − s(v|Di) + uT wi
}
dt
− qi
b∫
a
{
gi(t, u, u˙, v, v˙) + s(v|Hi) − uT si
}
dt
]
−
k∑
i=1
τi
[ b∫
a
{
fi(t, x, x˙, y, y˙) + s(x|Ci) − yT zi
}
dt
− pi
b∫
a
{
gi(t, x, x˙, y, y˙) − s(x|Ei) + yT ri
}
dt
]
. (19)
From (3) and (10), (19) yields
k∑
i=1
τi(pi − qi)
b∫
gi(t, x, x˙, v, v˙) dt  0. (20)a
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∫ b
a
gi(t, x, x˙, v, v˙) dt > 0, i = 1,2, . . . , k, implies
that
k∑
i=1
τi(pi − qi)
b∫
a
gi(t, x, x˙, v, v˙) dt < 0,
which contradicts (20). Hence p  q . 
Theorem 3.2 (Weak duality). Let (x(t), y(t),p, τ, z1, z2, . . . , zk, r1, r2, . . . , rk) be feasible for
(EMSP) and let (u(t), v(t), q, τ,w1,w2, . . . ,wk, s1, s2, . . . , sk) be feasible for (EMSD). Assume
that
∑k
i=1 τi
∫ b
a
{(fi +·T wi)−qi(gi −·T si)}dt is pseudo-invex in x and x˙ with respect to η(x,u),
and −∑ki=1 τi ∫ ba {(fi − ·T zi) − pi(gi + ·T ri)}dt is pseudo-invex in y and y˙, with respect to
ξ(v, y), with η(x,u) + u(t)  0 and ξ(v, y) + y(t)  0, ∀t ∈ I , except possibly at corners of
(x˙(t), y˙(t)) or (u˙(t), v˙(t)). Then one has p  q .
Proof. Using the condition η(x,u) + u(t) 0, ∀t ∈ I , and duality constraint (12), we get
b∫
a
η(x,u)T
k∑
i=1
τi
{[fiu − Dfiu˙ + wi] − qi[giu − Dgiu˙ − si]}dt
= −
b∫
a
u(t)T
k∑
i=1
τi
{[fiu − Dfiu˙ + wi] − qi[giu − Dgiu˙ − si]}dt  0.
Since
∑k
i=1 τi
∫ b
a
{(fi + ·T wi) − qi(gi − ·T si)}dt is pseudo-invex with respect to η(x,u), it
follows that
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ xT wi}
− qi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)− xT si}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, u(t), u˙(t), v(t), v˙(t)
)+ uT wi}
− qi
{
gi
(
t, u(t), u˙(t), v(t), v˙(t)
)− uT si}]dt. (21)
Since xT si  s(x|Ei), si ∈ Ei , and xT wi  s(x|Ci), wi ∈ Ci , (21) can be written as
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ s(x|Ci)}
− qi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)− s(x|Ei)}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, u(t), u˙(t), v(t), v˙(t)
)+ uT wi}
− qi
{
gi
(
t, u(t), u˙(t), v(t), v˙(t)
)− uT si}]dt. (22)
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b∫
a
ξ(x,u)T
k∑
i=1
τi
{[fiy − Dfiy˙ − zi] − pi[giy − Dgiy˙ + ri]}dt
= −
b∫
a
y(t)T
k∑
i=1
τi
{[fiy − Dfiy˙ − zi] − pi[giy − Dgiy˙ + ri]}dt  0.
By pseudo-invexity of −∑ki=1 τi ∫ ba {(fi − ·T zi) − pi(gi + ·T ri)}dt with respect to ξ(v, y), we
get
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)− vT zi}
− pi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ vT ri}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), y(t), y˙(t)
)− yT zi}
− pi
{
gi
(
t, x(t), x˙(t), y(t), y˙(t)
)+ yT ri}]dt. (23)
Since vT ri  s(v|Hi), ri ∈ Hi , and vT zi  s(v|Di), zi ∈ Di , (23) can be written as
k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), v(t), v˙(t)
)− s(v|Di)}
− pi
{
gi
(
t, x(t), x˙(t), v(t), v˙(t)
)+ s(v|Hi)}]dt

k∑
i=1
τi
b∫
a
[{
fi
(
t, x(t), x˙(t), y(t), y˙(t)
)− yT zi}
− pi
{
gi
(
t, x(t), x˙(t), y(t), y˙(t)
)+ yT ri}]dt. (24)
From (22) and (24), we get
k∑
i=1
τi
b∫
a
(pi − qi)gi(t, x, x˙, v, v˙) dt

k∑
i=1
τi
[ b∫
a
{
fi(t, u, u˙, v, v˙) − s(v|Di) + uT wi
}
dt
− qi
b∫
a
{
gi(t, u, u˙, v, v˙) + s(v|Hi) − uT si
}
dt
]
−
k∑
i=1
τi
[ b∫ {
fi(t, x, x˙, y, y˙) + s(x|Ci) − yT zi
}
dta
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b∫
a
{
gi(t, x, x˙, y, y˙) − s(x|Ei) + yT ri
}
dt
]
. (25)
From (3) and (10), (25) yields
k∑
i=1
τi(pi − qi)
b∫
a
gi(t, x, x˙, v, v˙) dt  0. (26)
If for some i,pi < qi and ∀j = i, pi  qi , then
∫ b
a
gi(t, x, x˙, v, v˙) dt > 0, i = 1,2, . . . , k, implies
that
k∑
i=1
τi(pi − qi)
b∫
a
gi(t, x, x˙, v, v˙) dt < 0,
which contradicts (26). Hence p  q . 
The following strong duality Theorem 3.3 and converse duality Theorem 3.4 can be estab-
lished on the lines of the proofs of Theorems 3.3 and 3.4 given by Kim et al. [10] in the light of
the discussions given above in this section.
Theorem 3.3 (Strong duality). Let (x(t), y(t),p, τ , z1, z2, . . . , zk, r1, r2, . . . , rk) be a properly
efficient solution for (EMSP) and fix τ = τ in (EMSD), and define
pi =
∫ b
a
{fi(t, x, x˙, y, y˙) + s(x(t)|Ci) − y(t)T zi}dt∫ b
a
{gi(t, x, x˙, y, y˙) − s(x(t)|Ei) + y(t)T ri}dt
, i = 1,2, . . . , k.
Suppose that all the conditions in Theorem 3.1 or 3.2 are fulfilled. Furthermore, assume that
(I)
k∑
i=1
τ i
b∫
a
ψ(t)T
[{[
(fiyy − zi) − pi(giyy + ri)
]− D[(fiy˙y − zi) − pi(giy˙y + ri)]}
− D{[(fiyy˙ − zi − Dfiy˙y˙ − fiy˙y) − pi(giyy˙ + ri − Dgiy˙y˙ − giy˙y)]}
+ D2{−[(fiy˙y˙ − zi) − pi(giy˙y˙ + ri)]}]ψ(t)T dt = 0
implies that ψ(t) = 0, ∀t ∈ I , and
(II)
[ b∫
a
{
(f1y − z1) − p1(g1y + r1)
}
dt, . . . ,
b∫
a
{
(fky − zk) − pk(gky + rk)
}
dt
]
is linearly independent.
Then there exist wi ∈ Rn, si ∈ Rm, i = 1,2, . . . , k, such that (x(t), y(t),p, τ ,w1,w2, . . . ,wk,
s1, s2, . . . , sk) is a properly efficient solution of (EMSD).
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erly efficient solution for (EMSD) and fix τ = τ in (EMSP), and define pi as in Theorem 3.3.
Suppose that all the conditions in Theorem 3.1 or 3.2 are fulfilled. Furthermore, assume that (I)
and (II) of Theorem 3.3 are satisfied. Then there exist wi ∈ Rn, si ∈ Rm, i = 1,2, . . . , k, such
that (x(t), y(t),p, τ ,w1,w2, . . . ,wk, s1, s2, . . . , sk) is a properly efficient solution of (EMSP).
Following Kim et al. [10], we also present self-duality for (MNFP) and (MNFD) instead of
for (EMSP) and (EMSD). Assume that x(t) and y(t) have the same dimension. The function
f (t, x(t), x˙(t), y(t), y˙(t)) is said to be skew-symmetric if
f
(
t, x(t), x˙(t), y(t), y˙(t)
)= −f (t, y(t), y˙(t), x(t), x˙(t))
for all x(t) and y(t) in the domain of f and the function g(t, x(t), x˙(t), y(t), y˙(t)) will be called
symmetric if
g
(
t, x(t), x˙(t), y(t), y˙(t)
)= g(t, y(t), y˙(t), x(t), x˙(t)).
In order to establish the self-duality some conditions are required. We assume that C = D,
E = H and
g
(
t, u(t), u˙(t), v(t), v˙(t)
)+ s(v|E) − u(t)T s
= g(t, v(t), v˙(t), u(t), u˙(t))− s(u|E) + v(t)T s.
Theorem 3.5 (Self-duality). If f (t, x(t), x˙(t), y(t), y˙(t)) is skew-symmetric and g(t, x(t), x˙(t),
y(t), y˙(t)) is symmetric along with the assumptions C = D, E = H and
g
(
t, u(t), u˙(t), v(t), v˙(t)
)+ s(v|E) − u(t)T s
= g(t, v(t), v˙(t), u(t), u˙(t))− s(u|E) + v(t)T s,
then (MNFP) and (MNFD) are self-dual. If (MNFP) and (MNFD) are dual problems, then with
(x0(t), y0(t),p0, τ 0,w0, s0) also (y0(t), x0(t),p0, τ 0,w0, s0) are a joint optimal solution and
the common optimal value is zero.
Proof. As in Kim et al. [10], we have
fx
(
t, x(t), x˙(t), y(t), y˙(t)
)= −fy(t, y(t), y˙(t), x(t), x˙(t)),
fy
(
t, x(t), x˙(t), y(t), y˙(t)
)= −fx(t, y(t), y˙(t), x(t), x˙(t)),
fx˙
(
t, x(t), x˙(t), y(t), y˙(t)
)= −fy˙(t, y(t), y˙(t), x(t), x˙(t)),
fy˙
(
t, x(t), x˙(t), y(t), y˙(t)
)= −fx˙(t, y(t), y˙(t), x(t), x˙(t))
and with g symmetric, we have
gx
(
t, x(t), x˙(t), y(t), y˙(t)
)= gy(t, y(t), y˙(t), x(t), x˙(t)),
gy
(
t, x(t), x˙(t), y(t), y˙(t)
)= gx(t, y(t), y˙(t), x(t), x˙(t)),
gx˙
(
t, x(t), x˙(t), y(t), y˙(t)
)= gy˙(t, y(t), y˙(t), x(t), x˙(t)),
gy˙
(
t, x(t), x˙(t), y(t), y˙(t)
)= gx˙(t, y(t), y˙(t), x(t), x˙(t)).
Expressing the dual problem (MNFD) as a minimization problem and making use of above rela-
tions and conditions given in the theorem, we have
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∫ b
a
{f (t, v(t), v˙(t), u(t), u˙(t)) + s(u(t)|C) − v(t)T w}dt∫ b
a
{g(t, v(t), v˙(t), u(t), u˙(t)) − s(u(t)|E) + v(t)T s}dt
subject to u(a) = 0 = u(b), v(a) = 0 = v(b),
u˙(a) = 0 = u˙(b), v˙(a) = 0 = v˙(b),
k∑
i=1
τi
{[fiv − Dfiv˙ − wi]Gi(v,u) − [giv − Dgiv˙ + si]Fi(v,u)} 0,
b∫
a
v(t)T
k∑
i=1
τi
{[fiv − Dfiv˙ − wi]Gi(v,u) − [giv − Dgiv˙ + si]Fi(v,u)} 0,
τ > 0, τ T e = 1, t ∈ I,
wi ∈ Ci, si ∈ Ei, i = 1,2, . . . , k,
which is just the primal problem (MNFP). Thus if (x0(t), y0(t),p0, τ 0,w0, s0) is an optimal
solution for (MNFD), then (y0(t), x0(t),p0, τ 0,w0, s0) is an optimal solution for (MNFD).
Since f is skew-symmetric, g is symmetric, C = D,E = H and
g
(
t, u(t), u˙(t), v(t), v˙(t)
)+ s(v|E) − u(t)T s
= g(t, v(t), v˙(t), u(t), u˙(t))− s(u|E) + v(t)T s,
we have∫ b
a
{f (t, y(t), y˙0(t), x0(t), x˙0(t)) + s(x0(t)|C) − y0(t)T w0}dt∫ b
a
{g(t, y0(t), y˙0(t), x0(t), x˙0(t)) − s(x0(t)|E) + y0(t)T s0}dt
= −
∫ b
a
{f (t, x0(t), x˙0(t), y(t), y˙0(t)) − s(y0(t)|C) + x0(t)T w0}dt∫ b
a
{g(t, x0(t), x˙0(t), y0(t), y˙0(t)) + s(y0(t)|E) − x0(t)T s0}dt
.
Hence∫ b
a
{f (t, x0(t), x˙0(t), y(t), y˙0(t)) − s(y0(t)|C) + x0(t)T w0}dt∫ b
a
{g(t, x0(t), x˙0(t), y0(t), y˙0(t)) + s(y0(t)|E) − x0(t)T s0}dt
=
∫ b
a
{f (t, y(t), y˙0(t), x0(t), x˙0(t)) + s(x0(t)|C) − y0(t)T w0}dt∫ b
a
{g(t, y0(t), y˙0(t), x0(t), x˙0(t)) − s(x0(t)|E) + y0(t)T s0}dt
= −
∫ b
a
{f (t, x0(t), x˙0(t), y(t), y˙0(t)) − s(y0(t)|C) + x0(t)T w0}dt∫ b
a
{g(t, x0(t), x˙0(t), y0(t), y˙0(t)) + s(y0(t)|E) − x0(t)T s0}dt
,
and so∫ b
a
{f (t, x0(t), x˙0(t), y(t), y˙0(t)) − s(y0(t)|C) + x0(t)T w0}dt∫ b
a
{g(t, x0(t), x˙0(t), y0(t), y˙0(t)) + s(y0(t)|E) − x0(t)T s0}dt
=
∫ b
a
{f (t, y(t), y˙0(t), x0(t), x˙0(t)) + s(x0(t)|C) − y0(t)T w0}dt∫ b
a
{g(t, y0(t), y˙0(t), x0(t), x˙0(t)) − s(x0(t)|E) + y0(t)T s0}dt
= 0. 
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If the time dependence of programs (MNFP) and (MNFD) is removed and the functions in-
volved are considered to have domain Rn × Rm, we obtain the symmetric dual fractional pair
given by
(SNMFP) Minimize
(
f1(x, y) + s(x|C1) − yT z1
g1(x, y) − s(x|E1) + yT r1 , . . . ,
fk(x, y) + s(x|Ck) − yT zk
gk(x, y) − s(x|Ek) + yT rk
)
subject to
k∑
i=1
τi
[
∇yfi(x, y) − zi
− fi(x, y) + s(x|Ci) − y
T zi
gi(x, y) − s(x|Ei) + yT ri
(∇ygi(x, y) + ri)
]
 0,
yT
k∑
i=1
τi
[
∇yfi(x, y) − zi
− fi(x, y) + s(x|Ci) − y
T zi
gi(x, y) − s(x|Ei) + yT ri
(∇ygi(x, y) + ri)
]
 0,
zi ∈ Di, ri ∈ Fi, 1 i  k, τ > 0, τ T e = 1, x  0.
(SNMFD) Maximize
(
f1(u, v) − s(v|D1) + uT w1
g1(u, v) + s(v|F1) − uT t1 , . . . ,
fk(u, v) − s(v|Dk) + uT wk
gk(u, v) + s(v|Fk) − uT tk
)
subject to
k∑
i=1
τi
[
∇ufi(u, v) + wi
− fi(u, v) − s(v|Di) + u
T wi
gi(u, v) + s(v|Fi) − uT ti
(∇ugi(u, v) − ti)
]
 0,
uT
k∑
i=1
τi
[
∇ufi(u, v) + wi
− fi(u, v) − s(v|Di) + u
T wi
gi(u, v) + s(v|Fi) − uT ti
(∇ugi(u, v) − ti)
]
 0,
wi ∈ Ci, ti ∈ Ei, 1 i  k, τ > 0, τ T e = 1, v  0.
The pair of problems (SNMFP) and (SNMFD) obtained above is exactly the pair of problems
(FP) and (FD) considered by Yang et al. [28].
If we set k = 1, and our problems are time independent, we get the following pair of problems:
(SNFP) Minimize
(
f (x, y) + s(x|C) − yT z
g(x, y) − s(x|E) + yT r
)
subject to
[
∇yf (x, y) − z − f (x, y) + s(x|C) − y
T z
T
(∇yg(x, y) + r)
]
 0,g(x, y) − s(x|E) + y r
S.K. Mishra et al. / J. Math. Anal. Appl. 333 (2007) 1093–1110 1109yT
[
∇yf (x, y) − z
− f (x, y) + s(x|C) − y
T z
g(x, y) − s(x|E) + yT r
(∇yg(x, y) + r)
]
 0,
z ∈ D, r ∈ F, x  0.
(SNFD) Maximize
(
f (u, v) − s(v|D) + uT w
g(u, v) + s(v|F) − uT t
)
subject to
[
∇uf (u, v)+w− f (u, v) − s(v|D) + u
T w
g(u, v) + s(v|F) − uT t
(∇ug(u, v)− t)
]
 0,
uT
[
∇uf (u, v) + w
− f (u, v) − s(v|D) + u
T w
g(u, v) + s(v|F) − uT t
(∇ug(u, v) − t)
]
 0,
w ∈ C, t ∈ E, v  0.
The pair of problems (SNFP) and (SNFD) is exactly the pair of problems (FP) and (FD)
considered by Yang et al. [29].
If we remove the nondifferentiable terms of our problems, we get the problems discussed in
Section 4 of Kim et al. [10].
5. Conclusion
In this paper, we have extended an earlier work of Kim et al. [10] to nondifferentiable case.
Our results also extend an earlier work of Yang et al. [28] to continuous-time case. Many other
results on symmetric duality in literature are particular cases of the results obtained in the present
paper.
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