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Let X be a complete separable metric space with metric d and P(X) the 
space of probability measures on X topologized with the weak topology. If 
2X, 2Pfx) denote the collections of nonempty compact subsets of X, P(X), 
respectively, and if 2x, 2p(x) are both topologized by the upper semifinite 
topology, the lower semifinite topology, or the Hausdorff metric, we 
will prove that in each case the function P: 2X -+ 2p(x), whose value for each 
C E 2X is the set P(C) of probability measures on X with support in C, is a 
homeomorphism of 2* into 2p(x). As a consequence it follows that a compact 
valued multifunction F from S to X is u.s.c., I.s.c., continuous, or measurable 
if and only if the multifunction G from S to P(X), defined by G(s) = P(F(s)), 
is u.s.c., I.s.c., continuous, or measurable, respectively. 
This kind of result has applications to dynamic programming and sto- 
chastic game theory. For example, Parthasarathy [5] studies stochastic games 
in which the actions available to players I, II, when a game is in state s, 
are required to be in compact sets A(s), B(s), respectively. His results require 
that s -+ P(A(s)), s + P(B(s)) b e continuous multifunctions. As a conse- 
quence of our results, it amounts to the same thing (and perhaps is more 
natural) to assume s--f A(s) and s + B(s) are continuous. In addition it is 
usually easier to check the continuity of s -+ A(s) than the continuity of 
s + P&4(s)). 
We recall now some definitions and facts about multifunctions and topo- 
logies for 2X. They can be found in [4] or in [3]. A multifunction F from S to 
X is a function whose value F(s), for each s E S, is a nonempty subset of X. 
We will always assume the values of F to be compact, so that F is a function 
from S to 2x. S is assumed to be a topological space when we are discussing 
continuity properties of F, and a measurable space (= a set with a u-algebra) 
when we are discussing measurability of F. 
We define F to be upper semicontinuous (u.s.c.) if {x 1 F(x) C U} is open 
for each open subset U of X (or, equivalently, (x 1 F(x) n B # @a> is closed 
for each closed subset B of X). Upper semicontinuity of F is equivalent to 
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continuity relative to the upper semifinite topology on 2x; namely the topology 
having all sets of the form 2”, with U open in X, as basis. If B E 2x, then a 
basic neighborhood of B in this topology is any collection of the form 
{C E 2x j CC N,(B)}, where N,(B) = {x E X / d(x, B) < c}. 
F: S - 2X is lower semicontinuous (1.s.c.) if {.Y 1 F(x) n 0’ J; a} is open 
for each open subset U of X. Lower semicontinuity is equivalent to con- 
tinuity relative to the lower semi finite topology on 2x. This topology has a 
subbasis all collections of the form {C E 2x / C n U # a}, with U open in X. 
If BE 2x, a subbasic neighborhood of B is any collection of the form 
{C E 2x / C n N,(B) # 01. 
F is continuous if it is both U.S.C. and I.s.c. This is the same as continuity 
relative to the Hausdorff metric h on 2x, which we recall is defined by 
h(B, C) = inf{c 1 B C NC(C) and C C N,(B)}, 
if B, CELL. 
If S is a measurable space, we define F to be measurable if 
(x / F(x) n B # a} is measurable (i.e., a member of the o-algebra on S) for 
each closed subset B of X. It is not hard to prove (see [2, Theorem 1.1, 
p. 941 for a proof) that F is measurable iff {zc (F(x) n U # a> is measurable 
for each open subset U of X. Hence measurability of F means measurability 
of the function F: S - 2x, if 2x is topologized by the Hausdorff metric. 
We will assume always that Z’(X) carries the weak topology. If X is separa- 
ble metric (as we assume throughout this note), then P(X) is separable and 
metrizable by the Prohorov metric p(p, h), which is defined, for p, h E P(X), 
to be the infinum of those positive E for which the inequalities 
hold for every Bore1 subset A of X. If X is also compact, then so is P(X). For 
a discussion of these facts see [l, Appendix III]. 
Recall that P(C) denotes the set of all probability measures on X with 
support C. If x E X, we denote by P, the unique member of P({x}). C + P(C) 
defines a function P from 2x into 2p(x); x -+ P, defines a function from X 
into P(X). 
THEOREM 1. The function from X into P(X) defined by x + P, , for x E X, 
is a homeomorphism of X into P(X). In fact, it is an isometry if diam X < 1 
and P(X) is given the Prohorov metric. 
Proof. We may suppose, without loss of generality, that diam X < 1. 
Let b, c E X, with b # c. 
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Taking E = d(b, c) and A = {b) in the definition of the Prohorov metric, 
we obtain 
P,(A) = 1 > d(b, c) = P&v,(A)) + E. 
It follows that 
On the other hand, to see that p(P, , P,) < d(fr, c), let d(b, c) < E, and 
let A be any Bore1 subset of X. The desired inequality follows if we prove 
P(Pb > PC) < E* But this is easily done directly from the definition of 
p(Pb , P,) by considering the three cases (i) b, c E A, (ii) b E A, c 4 A, 
(iii) b$A, c#A. W e 1 eave the details to the reader. 
THEOREM 2. P: 2x + 2p(x) is a homeomorphism into 2p(x) sf both 2X and 
2p(x) have the upper semsfinite topology, or both have the lower semifinite topo- 
logy, or both are topologized by the Hausdorfl metric. In particular, if 
diam X < 1, P(X) is given the Prohorov metric, and both 2x and 2p(x) are 
given Hausdorfi metrics, then P is an isometry. 
Proof. Suppose without loss of generality that diam X < 1. Clearly P 
is 1 - 1. To show each statement in the theorem, it is thus sufficient to 
prove, for arbitrary C E 2x and 0 < E < 1, that 
(i) P({B E 2x 1 B C N,(C)}) = {P(B) 1 B E 2x and P(B) C N,(P(C))}, 
and 
(ii) P({B E 2x I B n N,(C) # a}) 
= {P(B) 1 B E 2x and P(B) n IV,(P(C)) # a}. 
(Here N,(C) denotes all those x E X such that d(x, C) < E, and lV,(P(C)) 
denotes all those X E P(C) such that p(h, P(C)) < 6.) 
Let B E 2x be such that B $ NE(C). Then there exists b E B such that 
d(b, C) > 6. Let p = PO, A E P(C), and A = {b}. Then 
p(A) = 1 > 0 + c = I\(N,(A)) + E. 
So p&, P(C)) > E. It follows that P(B) Q N,(P(C)). We have thus proved 
that the right side of(i) is contained in the left. To see that the left is contained 
in the right, let B E 2x be such that B C N,(C). Since B is compact there 
exists 0 < f’ < E such that B C N,(C). Let p E P(B) and 6 > 0, and choose 
Y E P(B) with finite support B’ C B such that p(p, V) < 8. (This is possible 
since probability measures with finite support in B are dense in P(B).) NOW 
let $ be a function from B’ onto C’ C C such that d(b’, $(b’)) < E’ for all 
b’ E B’. Define h E P(C) by 
h(d) = c {u(b’) 1 cj(b’) = c’}. 
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For any Bore1 subset A of X, we have 
h(A) = C {h(d) 1 C’ E C’ n A} 
= C {I 1 +(b’) E C’ n A) 
= C {I 1 b’ E p(C’) n #+(A)> 
< C {I 1 b’ E B’ n N&l)} 
= Q/(A)) < q,,(A)) + E’, 
and 
V(A) = C {I 1 b’ E B’ n A} 
d C W’) I C’ -$(B’ n 41 
< C {h(d) 1 C’ E C’ n N&4)} 
= A(N,+4)) < A(N&l)) + E’. 
Hence p(h, V) < 6’ and p(p, A) < E’ + 6. But 8 is arbitrary, so p(p, A) < E’, 
and consequently p(p, P(C)) < E’ < E. Thus P(B) C N,(P(C)). This con- 
cludes the proof of (i). 
To prove (ii), first suppose B n N,(C) # a, and let b E B, c E C be such 
that d(b, c) < E. By Theorem 1, p(P, , PC) = d(b, c) < E. So 
On the other hand, suppose P(B) n N,(P(C)) # O, and let p E P(B), 
h E Z’(C) be such that p(p, A) < E. Taking A = C, we obtain 
1 = X(C) d P(N,(C)) + E* 
so, 
&v,(C)) >, 1 - 6 > 0. 
This means that N,(C) meets the support of p, and hence B n N,(C) # 0. 
THEOREM 3. Let X be a separable metric space, F a multifunction from S to 
X with compact values, and G the multifunction from S to P(X) defined by 
G(s) = P(F(S)), if s E S. 
(i) If S is a topological space, then F is u.s.c., I.s.c., or continuous if and 
only if G is, respectively, u.s.c., I.s.c., OY continuous. 
(ii) If S is a measurable space, then F is measurable if and only if G is 
measurable. 
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Proof. This theorem follows immediately from Theorem 2, the fact that 
G = PoF, and the remarks at the beginning of the paper which characterize 
u.s.c., I.s.c., continuity, and measurability ofF (resp. G) in terms of topologies 
on 2x (resp. 2p(x9. 
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