Abstract-The interplay between individuals' social interactions and traits has been studied extensively but traditionally from static or homogeneous social network perspectives. The recent availability of dynamic and heterogeneous (multiplex) network data has introduced a variety of new challenges. Critically, novel computational models are needed that can cope with data dynamics and heterogeneity. In this paper, we introduce a computational framework that is broadly applicable to a variety of dynamic, multiplex domains, which focuses on: 1) measuring changes in node interaction patterns with time, 2) clustering nodes with similar evolving patterns, and 3) linking the clusters with trait similarities. We apply the framework to study the interplay between evolving topology and traits in an 18-month social network dataset encompassing both digital communications and co-location instances. Notably, we demonstrate how our framework captures results that would otherwise be missed by a simpler approach such as static network analysis alone. In addition, we uncover network-trait interplays that have not been studied to date and could lead to novel insights by domain scientists.
INTRODUCTION

Motivation
O VER the past decade, social network research has experienced a virtual renaissance as considerable repositories of social interactions have been cultivated and explored [35] , [49] , [57] . The trend has been further accelerated by the rise of social media and the nearly ubiquitous linkage afforded by smart devices and always-on network connectivity. As a result, new questions have emerged about the interplay of social networks and the traits of participants in said social networks. Namely, to what extent does an individual shape the social networks the individual participates in and/or to what extent do the social networks shape the individual?
One particular approach is to study the interplay between the social interactions of individuals and the (dis) similarities of their respective traits, such as gender, race, age, religion, and others [37] , [51] . Taken further, one can study complex social determinants on health outcomes including how behaviors such as suicide [5] , obesity [11] , smoking [12] , happiness [21] , and others [22] , [24] , [46] , [51] spread in the social networks. Alternative views explore how not only the traits but also the position of the individual in the social network can affect the development of their own traits [51] . Further applications of linking nodes' network positions to their traits (i.e., node labels) have yielded considerable insights in other domains as well, such as computational biology [19] , [27] , [30] , [41] .
The natural consequence of these efforts is that coupled with the evidence that social networks are intertwined with traits, it would be highly desirable to distinguish whether the evidence is a consequence of influence, according to which traits are shared between individuals after ties (i.e., edges or links) are formed, or homophily, according to which individuals form (break) ties because they have similar (dissimilar) traits [13] , [14] , [47] , [51] , [53] , [61] . The challenge is that such a distinction is exceptionally difficult to achieve absent the proper modeling and analysis of individual interactions and traits over time observed over multiple networks. Thus, in this paper we introduce a comprehensive framework capable of handling such longitudinal (dynamic) and heterogeneous (multiplex) network data with trait annotations. We note that the goal of answering the foundational question of influence versus homophily goes well beyond the scope of the paper. While our framework creates advances towards tackling this question in the long run, its direct short-term goal is to allow for the study of relationships between individuals' evolving social network positions (while accounting for multiple link types) and their traits.
Related Work
Current related research can be divided along three dimensions: 1) static versus dynamic, 2) homogeneous versus heterogeneous, and 3) global versus local network analysis. We define the three dimensions and then classify the related work accordingly (Fig. 1) .
Definitions. A network can represent a static snapshot of the system of interest or can model the system dynamically.
In the former case, all nodes and edges are aggregated together and temporal information is ignored (intentionally for simplicity or unintentionally due to limitations of technologies for data collection), which consequently leads to loss of valuable information. In the latter case, the arrival of each node and edge is explicitly recorded [6] , [25] , [33] , [34] , [38] .
Networks can also be treated as homogeneous or heterogeneous. In the former case, a single link type is studied, or multiple link types are treated equally and aggregated [20] , [33] , [34] , [44] , [45] . Critically, as multiple interaction types usually exist (possibly with complementary functionalities), valuable information is lost by simply aggregating the different data types together. In the latter case, different link types are explicitly distinguished, and often, their interplay is studied [15] , [16] , [38] , [55] , [60] .
Network analysis can further be done on global or local scale. In the former case, one measures global network-level properties, such as the degree distribution [33] , [42] , [56] . However, global properties might not be able to capture effectively complex topologies of real-world networks, which are overall noisy but often have well-studied local neighborhoods [39] . Thus, studying a network locally from the perspective of nodes (individuals) might be more appropriate, via, e.g., centrality measures such as degree, graphlet degree, or betweenness [40] , [44] , [53] . We note that even though local network analysis focuses on computing node-level properties, global network-wide information might still be used to characterize the local network position of a node. For example, betweenness centrality (BETWC) of a node accounts for shortest paths between all pairs of nodes in the network. Also, we note that there exists a category of network analysis methods that focus on mesoscopic community-level scale, where this scale lies in between the global network-level and local node-level scales [43] . However, this method category is beyond the scope of our study.
Classification. Due to limitations of techniques for data collection, social network research has focused on studying static representations of real-world networks and studying networks with a homogeneous link type [2] , [5] , [18] , [23] , [24] , [42] , [44] , [45] . With recent advances in data collection techniques, advances have also been made along these two dimensions. Namely, static but now heterogeneous social network analysis has received attention [15] , [16] , [46] , [52] , [53] , [56] , [57] as well as dynamic but homogeneous social network analysis [3] , [6] , [11] , [12] , [13] , [17] , [22] , [32] , [33] , [34] , [47] . Similarly, initial attempts have been made in network analysis that are both dynamic and heterogeneous [31] . For example, the evolution of longitudinal social network data encompassing multiple link types [38] , [43] , [58] , [62] , as well as the interplay between the different link types [38] , [56] , have been studied.
To our knowledge, simultaneous network analyses of both dynamic and heterogeneous data have typically been done only from the global (or possibly mesoscopic) but not local scale. Few of the existing studies that have studied local network structure have typically not aimed to link evolving multiplex social network structures with individuals' traits. For example, whereas studying relationships between local social network structures and individuals' gender [57] or personality [53] received attention, these studies aggregated all social interactions into a single static network, thus ignoring the valuable temporal information. Another relevant study did compute individuals' local network properties (i.e., centralities) at different times [46] . However, this study analyzed relationships between the individuals' personality and their centrality scores averaged over all time points. Clearly, the averaging procedure still discards valuable temporal information, as two nodes with completely different evolving centrality profiles (e.g., increasing versus decreasing centrality with time) could still result in the same average centrality. Although several efforts in the computational biology domain have indeed studied changes in local structure from dynamic molecular networks [19] , [27] , such networks still encompassed only a single edge type. Thus, efficient analysis of social networks that are both dynamic and heterogeneous remains challenging. With the newfound availability of such complex data, novelties are required in computational frameworks that can cope with foundational network questions.
Our Approach and Contributions
We develop such a framework for: 1) constructing evolving social networks from multiple person-to-person communication types, 2) measuring changes in peoples' social network patterns with time, 3) clustering people with similar evolving patterns, and 4) linking the clusters with similarities in peoples' traits (Fig. 2) . We validate our framework on an 18-month dataset encompassing six evolving network types and eleven individual traits. Moreover, we apply our framework to an alternative nine-month dataset encompassing three evolving network types and five individual traits [1] . Importantly, we apply our framework and validate its results open-minded, letting the data reveal to us when there exists a link between the given trait and individuals' evolving social network patterns and when it does not.
Our contributions are as follows:
Unlike most of the related studies ( Fig. 1 ), we study a social network that is both dynamic and heterogeneous. Also, our link types encompass both digital communications and co-location instances. We note that the level of heterogeneous analysis performed in this work is at analyzing each link type individually and then integrating (i.e., contrasting) results obtained by the different interaction types. Integrating the different link types prior to producing the results is a more advanced step that is subject of our future work. Unlike many related studies that focus on both dynamic and heterogeneous network analysis on global scale, we focus on local scale. We measure changes in local network structure via seven node centralities, with several of the centralities drawn from the state-of-the-art research in other domains, e.g., computational biology [19] . By adopting the local properties to social networks, we are further bridging the domains, just as has already been done on the global scale (by e.g., recognizing the scalefree or power-law degree distributions of networks from multiple domains) or on the mesoscopic scale (by e.g., recognizing the property of modularity, i.e., presence of communities, in networks from multiple domains). Unlike most of the related studies that focus on both dynamic and heterogeneous social network analysis, we aim to link changes in people's social network positions to their traits. To do so, we develop a strategy for combining the notions of evolving node centrality and clustering.
We detect large amounts of network-trait interplay. We validate our results by demonstrating their statistical significance and by showing that the interplay significantly overlaps with ground truth knowledge as well as with the results of existing studies. Notably, we capture unexpected results that might be missed by a simpler approach, such as static network analysis. Also, we uncover a number of network-trait interplays that have not been studied to date but could lead to interesting insights. We present a general framework for studying the interplay between nodes' network positions and traits. As a proof of concept, we apply the framework to (multiple) social networks. However, it could be potentially applied to numerous domains. Further, since we demonstrate the existence of such interplay in our data and since in many real-world applications it is easier to measure interaction data than nodes' traits, our methodology can be used to predict traits of uncharacterized nodes based on their network similarities to characterized nodes. Also, in a long run, our framework could be extended to allow for addressing the influence versus homophily question.
METHODS
Dataset
NetSense dataset. Our main data is drawn from the NetSense smartphone study at the University of Notre Dame launched in August of 2011. This study monitored the smartphone usage of two hundred freshmen entering the university. Each student was provided with an Android smartphone with a plan giving unlimited data, unlimited texting, and unlimited mobile-to-mobile minutes in exchange for full monitoring privileges of the phone, i.e., of all instances and contexts of communications but not actual message contents. All data gathering was fully approved by the cognizant University of Notre Dame Institutional Review Board (IRB) with full consent forms signed by each participant in the study. All participants were made fully aware of all data gathering for the purposes of the study. For details, see our previous work in [54] . Multiplex communication types. We study digital communications (text messages, phone calls, emails, and Facebook postings) and co-location instances (proximity observed via Bluetooth that captures the potential for face-to-face communications). Each communication event is associated with the people involved in the communication, a timestamp, and a communication length. Each co-location event contains the aforementioned parties involved, timestamp, length of the interaction, and identification of the relative distance between the two smartphones gleaned via observed signal strength. To filter random encounters for a co-location event, one person needs to detect another continuously for at least six minutes (at least once in the first three minutes and at least once in the last three minutes). The timestamp associated with the event is then the first timestamp of the encounter. Per our guidelines in [36] , we divide co-location (i.e., proximity) into close proximity ( 2.5 m, !À55 dbm) and near proximity ( 5.5 m, !À65 dbm). In total, we extract six communication types from the dataset: SMS (S), PhoneCall (P), Email (M), Facebook (F), close proximity (CP), and near proximity (NP). Our data spans 18 months (starting September 2011) and is filtered to 150 users who were involved in the study for the entire period.
Individual traits. Five surveys were conducted at different times during the 18-month period. The surveys asked information about participants such as general demographics, prior education, personality, emotional state, and political view points. We extract eleven traits from the surveys describing either a person's physical conditions (gender, weight, height, health, and BMI) or personality (happiness, agreeableness, extroversion, openness, conscientiousness, and neuroticism; see Table 1 ). We use the trait data to examine a potential link between an individual's social network position and their traits. The value of each trait is measured as the average of five trait values corresponding to the five surveys, since most of the traits are stable across time, such as gender or height; the only exceptions are happiness and health.
Friends and family dataset . In order to test the robustness of our approach to the choice of dataset, in Section 3.3, we also study an alternative publicly available social network dataset [1] . This alternative dataset captures communications between 53 subjects from a married graduate student residency of a university over a nine-month period. It contains three communication types: SMS (S), PhoneCall (P), and Bluetooth (B), and the Big Five personality traits. Thus, this dataset is a strict subset (in terms of communication types) of the NetSense dataset when considering Bluetooth type to be equivalent to close proximity type or near proximity type. For consistency, we construct networks in the same way as for the NetSense dataset (Section 2.2). All results except those in Section 3.3 are reported for the NetSense dataset.
While both of the considered datasets are small in terms of the number of nodes, our computational framework is applicable to large data as well. However, an extensive search revealed no publicly available large-scale social network that is dynamic, heterogeneous, and annotated with trait information.
Network Construction
To model the dynamic nature of the data, we take data snapshots at different time points and for different communication types (Fig. 2) , with all snapshots covering time intervals of equal length Dt. For each snapshot, we form a network as follows: nodes are the users (smartphones) and there is a link between two nodes if there are at least w events of a certain communication type between the two nodes within the given time interval. Network construction parameters Dt and w need to be selected carefully such that the resulting networks are meaningful representations of the data. The choice of a small Dt or a large w could lead to largely disconnected networks, while the choice of a large Dt or a small w could lead to loss of valuable longitudinal information from the data during the given time period. We have previously explored on the same dataset the effects of the choice of Dt and w values during the network construction process. Thus, we use the most appropriate values according to the previous work: Dt ¼ 1 month and w ¼ 3. For network statistics of the NetSense and the friends and family datasets, see Fig. 3 and Supplementary Figure S1 , which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TNSE.2016.2523798, respectively. Importantly, the overall topological trends are similar between the two datasets.
Measures of Network Topology
We measure the social network position of a node in each snapshot via seven centrality measures, each of which aims to capture the topological importance of the node, often from a complementary perspective compared to other centralities. Hence the need to use multiple centralities in order to fully capture network characteristics. The seven measures are: degree centrality (DEGC), clustering coefficient centrality (CLUSC), k-core centrality (KC), graphlet degree centrality (GDC), betweenness centrality (BETWC), closeness centrality (CLOSEC), and eccentricity centrality (ECC) [19] , [40] , [59] . DEGC of a node is the number of its network neighbors while CLUSC measures the fraction of a node's neighbors that are also neighbors of each other. KC of a node is k if the node is in the network's k-core, where k-core is the maximal subnetwork in which each node has degree of at least k. GDC measures how many graphlets (induced 2-5-node subgraphs) a node touches, thus capturing the density and complexity of the node's extended network neighborhood in a mathematically rigorous manner. BETWC of a node is the percentage of shortest paths in the network that go through the node while CLOSEC of a node measures how close (in terms of the shortest path distance) the node is to all other nodes. ECC of a node measures how close the node is to the furthest (i.e., most distant) of all nodes.
Network-Based Evolution Clustering
We partition all nodes into non-overlapping clusters based on pairwise "similarities" of their evolving social network positions, i.e., centrality values at different network snapshots of the given communication type. Formally, we define the similarity of two nodes a and b as follows. For a given network type and centrality measure, let c Table S1 , available online) according to our evaluation strategy (Sections 2.5 and 3.2), we only consider Euclidean distance. We partition the nodes via: 1) k-medoids clustering and 2) hierarchical clustering (with single linkage). Both of the clustering methods require the number of desired clusters, k, as input. We vary k from 2 to 50 and evaluate the partition for each k via popular partition quality tests: Dunn index [7] , silhouette [7] , connectivity [7] , the sum of squared error [48] , and Wilcoxon rank-sum test (WRST) [26] . Overall, the best k suggested by each of the above partition quality test falls between 10 to 20 for k-medoids, while hierarchical clustering produces random-like partitions regardless of the value of k. That is, for hierarchical clustering, according to the sum of squared error method, intra-cluster similarities in network-based partitions are very close to intra-cluster similarities in random partitions. Because of such randomlike behavior of hierarchical clustering, in our study, we only consider k-medoids clustering. Then, we consider all even values of k in the above suggested 10-20 range.
Evaluating Partition Quality
To evaluate a partition of nodes into clusters with similar evolving social network patterns, we compare this partition with trait-based partitions. That is, for each node trait, we generate a trait-based partition by clustering the nodes into eight groups using k-medoids method.
(We note that we tested other parameter values for the number of clusters as well, including four and 10, but the value of eight resulted in the highest accuracy in terms of the evaluation strategy described in Section 3.2.) The only exception is the genderbased partition, which is naturally divided into two clusters: female and male.
To test the robustness of our approach to the choice of strategy for creating a trait-based partition, in Section 3.3, we also adopt an alternative equal size trait-based partitioning strategy [50] : for each node trait, mimicking existing work [53] , we divide the nodes into eight clusters of equal size, where the clusters are created as follows. If for a given trait all nodes are sorted in increasing order of their trait values, the first cluster contains initial 12.5 percent of the sorted nodes, the second cluster contains next 12.5 percent of the sorted nodes, and so on. All results except those in Section 3.3 are for the main k-medoids trait partitioning strategy.
Given a network-based partition and a trait-based partition, we use adjusted for chance information distance (AID) [28] , [29] to determine the similarity of the two partitions from an information-theoretic perspective. AID quantifies how much knowing one partition reduces uncertainty about knowing the other. The lower the AID value, the more similar the two partitions. AID adjusts for the two compared partitions potentially having different cluster sizes. Intuitively, AID allows us to quantify whether a network-based partition and a trait-based partition are significantly similar, i.e., whether evolving network structure indeed encodes trait information, as we hypothesize. Further, AID allows us to determine which of all network-based partitions (corresponding to different communication types or centrality measures) is the most similar to a trait-based partition. We compute the statistical significance of an AID score empirically [28] . We use an AID p-value threshold of 0.01.
Also, we evaluate the quality of a network-based partition with respect to trait similarity via Wilcoxon rank-sum test. Now, a network-based partition is of good quality with respect to trait similarity if it results in significantly higher (lower) intra-cluster than inter-cluster trait similarity (distance); we use a WRST p-value threshold of 0.01. For a given trait, we compute the trait distance between two nodes as the absolute value of the difference between their trait values.
For each of AID and WRST, and for each combination of network type, centrality measure, clustering distance (i.e., similarity) metric, and trait, we evaluate the quality of a network-based partition with respect to trait similarity for each of the k values (i.e., for all even values in the optimal 10-20 range; Section 2.4), and we report results only for the best of these values, i.e., for the value of k with the lowest p-value.
RESULTS
Detection of Network-Trait Interplay
For each of six network communication types (Section 2.1) and for each of seven node centralities (Section 2.3), we generate a network-based partition by clustering together nodes whose network positions (i.e., centrality values) evolve similarly (Section 2.4). Then, we aim to test whether nodes in the same network-based clusters share similar traits. We do so by comparing a network-based partition with a trait-based partition (Section 2.5), for each of the traits (Section 2.1). We say that we detect the interplay between a network type and a trait with respect to a given centrality measure if the network-based partition and the trait-based partition are statistically significantly similar (p-value below 0.01) with respect to AID combined with ED (Section 2.5). As we will show below, other approaches (WRST combined with ED, WRST combined with PC, and AID combined with PC) do not seem to detect meaningful interplays. Thus, henceforth we only discuss the interplays detected by AID combined with ED (Table 2) .
For each network type, there are 7 Â 11 ¼ 77 different combinations of node centralities and node traits. We detect the interplay for at least one network type for 14 of these 77 combinations ( Table 2) . Because different centrality measures often capture complementary aspects of the network position of a node, results of the different centrality measures are typically combined together [19] . When we do this, we detect the interplay for at least one network type for nine of the 11 traits, and we detect the interplay for at least one trait for six of the network types. That is, we detect the interplay between almost each trait and at least one network type, which we interpret qualitatively below, after we validate our results below.
Several more detailed quantitative observations of our results from Table 2 are as follows. In terms of network types, Facebook (F) is the best in the sense that it works (i.e., detects the interplay) for the most (four) of the 77 combinations of node centralities and node traits (see above). Facebook (F) captures two node traits: gender (with respect to three centralities) and neuroticism (with respect to one centrality). In terms of node centralities, CLOSEC works the best, as it captures the most (four) traits, sometimes with multiple network types per trait. DEGC and BETWC on the other hand perform poorly, as each captures only one interplay. It is encouraging that GDC is superior to DEGC, as GDC is a sensitive measure of network topology [40] , while DEGC captures only the direct network neighborhood of a node and thus limited network topology.
Clearly, different centralities do not always show consistent results in Table 2 . As we have already argued above, this is not surprising, as different centralities have been designed intentionally to (partly) complement each other [19] . Thus, as is commonly done [19] , henceforth, we say that we detect the interplay between a network type and a trait if at least one of the centrality measures supports the interplay (Fig. 4a) . With this approach, of all traits, gender is captured by the most (three) of six network-based partitions (corresponding to the six network types). Happiness and health on the other hand are captured by the fewest (none) of the six network types. Of all network types, PhoneCall (P) captures the most (three) of the 11 traits. Mail (M) and SMS (S) on the other hand capture the fewest (one) of the traits. Each network type is able to capture at least one node trait.
In summary, we detect large amounts of the interplay between evolving network structure and traits. After we validate the above results in Section 3.2, in Section 4 we relate them to results from the existing literature on communications and sociology.
Validation of Our Results
(Dis)similarities between Traits
We aim to validate the detected interplays by measuring how well they capture expected "ground truth" (dis)similarities between different traits. First, we determine which pairs of traits are expected to be significantly similar or dissimilar, i.e., which trait pairs are correlated or uncorrelated according to the ground truth trait data. Then, we aim to validate our results by measuring the percentage of the correlated (positive control) or uncorrelated (negative control) ground truth trait pairs that are also similar in terms of their interplay with the evolving network structure. A high percentage for positive control trait pairs and a low percentage for negative control trait pairs would validate our results.
To measure which trait pairs are (un)correlated according to the ground truth trait data, we compare two traitbased partitions corresponding to two given traits, and we do this in the same way as when we compare a networkbased partition with a trait-based partition-by using AID or WRST (Section 2.5). With this strategy, there are six and 15 correlated (i.e., significantly similar) trait pairs according to AID and WRST, respectively, with all six pairs in the overlap (Fig. 5) . That is, all correlated pairs detected by AID are also detected by WRST and are thus more credible than those correlated pairs detected only by WRST. Thus, Fig. 4 . Interplays between a network type (see the given matrix column) and a trait (see the given matrix row) detected in our NetSense dataset via at least one centrality by AID-ED and by: (a) our dynamic network analysis, or (b) dynamic network analysis only (black), static network analysis only (striped), both dynamic and static network anaysis (grey), or neither dynamic nor static network analysis (white).
henceforth, we only focus on correlated pairs detected by AID (which are also supported by WRST). It is encouraging that gender, height, BMI, and weight are all highly interconnected (Fig. 5) , as these four traits are all related to a person's physical appearance and they typically relate to each other in real life. Further, it is encouraging that that the link is captured between agreeableness and happiness, which is consistent to existing findings in the literature [9] . On the other hand, the Big Five personality traits (i.e., agreeableness, extroversion, openness, conscientiousness, and neuroticism) are mostly disconnected by our approach. This is also encouraging, as the Big Five personality traits account for five broad domains in personality and are thus relatively independent [4] . Even when we identify with our approach the (dis)similarities among the Big Five personality traits based on the trait data of the friends and family dataset (which are needed for interpretation of our results below), most of these traits are also disconnected, which further validates our approach (Supplementary Figure S2 , available online).
Thus, since we demonstrate that our positive and negative controls (Fig. 5 ) make sense, we rely on these controls to validate our detected interplays above. Specifically, we measure the "validation rate" for both correlated positive control trait pairs and uncorrelated negative control trait pairs, where by validation rate we mean the fraction of the control trait pairs that share at least one network type in Fig. 4a, i. e., trait pairs that are also similar in terms of their interplay with evolving network structure. If our detected interplays above are meaningful, we should observe a high validation rate for positive control pairs and a low validation rate for negative control pairs. Indeed, this is what we observe. The interplays (detected by AID when combined with ED) capture 43 percent of the correlated trait pairs but only 5 percent of the uncorrelated pairs; thus, validation rate of the positive controls improves by 714 percent over validation rate of the negative controls (Table 3) . We note that similar does not hold for the interplays detected by AID when combined with PC, nor for the interplays detected by WRST when combined with any of ED or PC, as in these cases, the two validation rates are similar (Supplementary Table S1 , available online, and Fig. 6 ). This is exactly why in our study we have focused only on the interplays detected by AID when combined with ED. Understanding why the other parameter values do not lead to meaningful results is beyond the scope of this study.
Statistical Significance of Our Results
To ensure that our above findings cannot be detected by chance, we repeat the entire dynamic analysis (as we do in Fig. 5 . Statistically significantly correlated trait pairs according to at least one of AID and WRST on the NetSense dataset (p-value threshold of 0.01). We consider as "correlated ground truth pairs" (i.e., as positive controls for validation purposes) those trait pairs that are statistically significantly correlated with respect to both AID and WRST (solid lines in the graph). We consider as "uncorrelated ground truth pairs" (i.e., as negative controls for validation purposes) those trait pairs that are not statistically significantly correlated with respect to either AID or WRST (non-edges in the graph). There are 55 trait pairs in total, of which seven are correlated positive control pairs, 38 are uncorrelated negative control pairs, and the remaining 10 pairs are neither positive nor negative control pairs, as they are correlated with exactly one of AID or WRST. For the randomized approaches, the numbers outside and inside of the parentheses are the averages and the corresponding standard deviations, respectively. The improvement is measured as the difference between positive control validation rate and negative control validation rate, divided by negative control validation rate. Note that all reported percentages are rounded. Fig. 6 . Interplays between a network type (see the given matrix column) and a trait (see the given matrix row) detected in our NetSense dataset via at least one centrality by: AID only (black), WRST only (striped), both AID and WRST (grey), and neither AID nor WRST (white). Note that these results are produced when using ED as the clustering distance metric.
Sections 3.1 and 3.2.1) on a randomized dataset (instead of the actual real dataset) that is generated by one of two randomization approaches (see below). Our dynamic network analysis framework should not lead to meaningful results from the randomized data. In other words, the framework's improvement of positive over negative control validation rate should be significantly lower for the randomized data than for the actual real data. We design the first randomization approach, which we refer to as "randomized centralities," as follows. For a given network type and centrality measure, and for each node, we randomly shuffle the node's centrality values across different network snapshots. By randomizing the data in this way, the average centrality value of each node over different times remains the same, but the evolving centrality pattern of the node is randomized. We design the second randomization approach, which we refer to as "randomized clusters," as follows. For a given network type and centrality value, and for the corresponding partition P that clusters nodes with similar evolving centrality patterns, we produce a randomized counterpart P' of the partition P, where P and P 0 have the same number of clusters and the same distribution of cluster sizes, but the nodes are assigned to clusters in P 0 randomly, whereas they are assigned to clusters in P based on the nodes' evolving centrality patterns (as measured from the actual real data). For each of the two randomization approaches, we run our dynamic analysis on the randomized data 30 times; we are limited to this number of runs due to high computational complexity. Then, we report the average and standard deviation of positive and negative control validation rates and the improvement of positive over negative controls over the 30 runs.
Indeed, as we have hypothesized, our dynamic network analysis framework results in a significantly higher improvement (p < 10 À5 via the Z-test) of positive over negative control validation rate when run on the actual real dataset than on each of the randomized datasets (Table 3) . This confirms meaningfulness of our results from Sections 3.1 and 3.2.1.
Robustness of Our Approach
We evaluate the robustness of our approach to the choice of trait partitioning strategy. Recall that when we study the NetSense dataset (Section 2.1) using the main k-medoids traitbased partitioning strategy (Section 2.5), we detect 11 network type-trait interplays. When we do the same except that we use the alternative equal size trait-based partitioning strategy (Section 2.5), we detect 13 interplays. The majority (9=11 ¼82%) of the interplays are in the overlap of the two trait-based partitioning strategies (Fig. 7a) , and this overlap is statistically significant (p-value of 0.02 via the hypergeometric test). This indicates robustness of our approach to the choice of trait-based partitioning strategy. This is confirmed even further when we study the friends and family dataset (Section 2.1 and Fig. 7b) : again, the majority (5=7 ¼71%) of the interplays are in the overlap. For further results regarding the choice of trait-based partitioning strategy, see Supplementary Figures S3-S5 , available online.
Also, we evaluate the robustness of our approach to the choice of dataset. Here, we focus only on the Big Five personality traits, as these five traits are common to our NetSense data and the friends and family data. In this context, when we use the main k-medoids partitioning strategy to analyze the NetSense dataset, we detect four network type-trait interplays. When we do the same except that we use the friends and family Interplays between a network type and a trait detected in (a) our NetSense dataset and (b) the friends and family dataset, based on our main k-medoids trait-based partitioning strategy only (black), the alternative equal size trait-based partitioning strategy only (striped), both strategies (grey), or none of the strategies (white), and interplays detected based on (c) our main k-medoids trait-based partitioning strategy and (d) the alternative equal size trait-based partitioning strategy in our NetSense dataset only (black), the friends and family dataset only (striped), both datasets (grey), or neither of the datasets (white). In panels (b)-(d), we show only network types and traits that are common to the two datasets, to allow for a fair result comparison.
dataset, we detect seven interplays. Half (2/4 = 50%) of the interplays are in the overlap between the two datasets (Fig. 7c) . Similar holds when we use the equal size trait-based partitioning strategy instead of the main k-medoids strategy (Fig. 7d) . Thus, because the majority of the interplays detected from our NetSense data are also detected by the friends and family data, but not the other way around, the former may be more credible than the latter. This is even further confirmed when we compare the two datasets' improvements of positive over negative control validation rate. This improvement is 200 percent for our NetSense data (Supplementary Table S2 , available online) while it is À13 percent for the friends and family data (Supplementary Table S3 , available online). All of these results suggest that our approach produce better predictions from the NetSense dataset than from the friends and family dataset. This could be due to the limited size of the friends and family dataset (Section 2.1).
DISCUSSION
Comparison of Our Results with Findings from the Literature
To interpret implications of our results (from the NetSense dataset when using the main k-medoids trait-based partitioning strategy), we next compare our interplay findings versus findings from the literature of existing studies that have also aimed to link cell phone use with individual traits. We detect interplay between PhoneCall and agreeableness. This is encouraging, as follows. Disagreeable people were reported to participate in more incoming phone calls than agreeable people [8] . Agreeableness is a trait that is linked to interpersonal relationships, where such relationships are based on equal and honest exchange of information. So, the large number of incoming calls for disagreeable people may be explained by other people being inclined to communicate with a disagreeable person via phone rather than to interact with them face-to-face [8] . We also detect interplay between PhoneCall and extraversion. This link is supported by literature evidence as well. It was argued that extraverts are more likely to receive calls than introverts, where the total duration of their calls and the number of their unique callers are likely to be higher as well [10] . Further, the number of unique contacts associated with voice calls is increased for non-conscientious users compared to conscientious users [10] , which is encouraging, since we detect interplay between PhoneCall and conscientiousness as well. Moreover, we detect interplay between SMS and openness, and a literature evidence showed that the number of SMSs sent or received is negatively correlated to openness [10] . Thus, it is encouraging that many of the interplays detected by our approach on the NetSense dataset are supported by the existing body of work. Further, our approach captures some additional interplays from the friends and family dataset, such as between SMS and neuroticism, or between Bluetooth (B) and agreeableness. These findings are supported in the literature as well. For example, neuroticism could explain time spent SMSing, and people who are more socially anxious and lonely prefer to use SMS due to feeling that they can better express themselves [8] . Also, the number of Bluetooth IDs seen for long duration of time is likely to be higher for disagreeable users [10] .
An existing study that is very relevant for our work in terms of both methodology and goals aimed (among other things) to measure which of two different communication types (phone call denoted by P in our study) and Bluetooth proximity (denoted by CP or NP in our study) relates better to the big-five personality traits [53] . It did so by classifying (via supervised learning) the nodes in terms of their networkbased features (centrality values) in a static social network, and by measuring how accurately the classifier predicts the node traits. (We ask the same question but for five communication types, with clustering via unsupervised learning, and from a dynamic network.) In addition, this existing work [53] aimed to do the same by classifying nodes in terms of their actor-based features (such as the number of outgoing and incoming calls, maximum time an individual was seen in proximity by the actor, etc.) rather than in terms of the node centralities.
Findings of this study [53] were as follows. When using the network-based features, the proximity network outperformed the phone call network most of the time in terms of accuracy of predicting the five personalities. However, when using the actor-based features, the phone call network outperformed the proximity network most of the time. Interestingly, the results obtained with respect to the network-based features were the opposite of the results obtained with respect to the actor-based features. It is encouraging that our findings mostly agree with the existing actor feature-based results [53] , even though these two result sets disagree with the existing network feature-based results [53] .
A potential explanation for this observed disagreement could be that our results have been obtained from a dynamic network while the existing network feature-based results have been obtained from a static network. Thus, static network analysis could be performing sub-optimally (as we will demonstrate in Section 4.2), which only emphasizes the advantage of our dynamic approach. Interestingly, even when we compare these existing results obtained from the static data [53] with our results obtained from a static counterpart of our dynamic framework (Section 4.2), there is a mismatch. This is unlikely due to the choice of the dataset. Namely, this existing study [53] also uses the friends and family dataset that we analyze in our paper. And our results for the friends and family dataset are still consistent with our results for the NetSense data (Section 3.3), while both are inconsistent to the existing studys results for (their version of) the friends and family dataset. We note that the publicly available friends and family dataset that we use from [1] (Section 2.1) and that originates from the same authors as the existing study [53] is slightly different than the dataset used in the existing study itself [53] ; a key difference between the two versions of the friends and family dataset is in terms of the duration (nine months in our study versus three months in [53] ).
An alternative reason behind the above observed disagreement (our results not matching the existing network feature-based results [53] ) could be that the proximity communication data from the existing study might be noisy, as no threshold was used to filter out smartphones detected via weak signals [53] , while we do filter out such devices with the goal of avoiding noise in the data (which was a particular focus of our prior work [36] ) and also we do filter out random encounters that are likely a result of co-location (for example, one person needs to detect another continuously for at least six minutes; Section 2.1). Clearly, results obtained from any subsequent analysis of potentially noisy proximity data are likely to be noisy themselves.
Another relevant study in terms of both methodology and goals aimed to incorporate some network dynamics when learning the relationship between individuals' networkbased features (degree and betweenness) and their personality, where the network-based features were obtained by averaging the nodes' centrality values across different time points (i.e., network snapshots) [46] . The network-based features were measured on two types of networks, including face-to-face proximity interactions (as measured by sociometric badges' IR sensors, which can be thought as a proxy of our CP or NP network types) and face-to-bed interactions. In the latter network type, a node is either a bed or a person, and a link exists between a bed and a person if the person is in proximity to the bed. Since the face-to-bed network type contains more than one node type, this network type is out of the scope of our study, and thus, we do not discuss it further. In addition, this existing study [46] analyzed the relationship between individuals' actor-based features (i.e., face-to-face time, number of people with face-to-face, and time spent in close proximity to other people) and their personality.
Findings of this study [46] were as follows. When using the network-based features, no correlation was observed between the average centrality values and the personality traits, although there was significant correlation (at our study's p-value threshold of 0.01) between the standard deviation of one centrality measure (betweenness) and two of the five personality traits (openness and conscientiousness). When using the actor-based features, there was no significant correlation between any of these two features and any of the five personality traits. Since in our study we detect no interplay between the proximity network and any of the personality traits, our results are consistent with the results of this existing study [46] when using the actor-based features, and our results are partly consistent (in terms of the centrality averages but not in terms of the standard deviations) with the results of this existing study [46] when using the network-based features.
We note that the reasons why we have focused on evaluating our approach on the friends and family dataset from [53] (i.e., from the same authors' previous work [1] ; see above) rather than on the dataset from [46] are as follows. First, the latter study [46] uses more limited temporal social interaction dataset, which spans only 27 days, while the former study uses social interaction dataset that spans nine months [1] and is thus more applicable to our approach's parameter choices, such as those related to network construction (Section 2.2). Second, the latter [46] is an older study (from 2009) compared to the former (from 2011) [1] , and thus, the former is likely of higher quality. Third, while the latter study's dataset was collected by sociometric badges that were only carried by the users during the work time, both the former and our study's datasets were collected by smartphones that were carried by the users all day around; thus, the former [1] is more similar to our study in terms of the data collection technologies.
On Dynamic versus Static Network Analysis
Importantly, even when we repeat our analysis on our data in exactly the same way as done so far but on the aggregated static representation of the data, we get mostly complementary insights from our original dynamic network analysis compared to this static analysis. (We note that the absolute difference between node centrality values is used as the clustering distance metric for static analysis.) Namely, 11 network type-trait interplays have been detected via our dynamic framework as well as via static network analysis, with only three interplays in the overlap (Fig. 4b) . To examine which interplays are more meaningful, we compare improvement of positive over negative control validation rate for dynamic analysis with the same improvement for static analysis. The results indicate drastic superiority of our dynamic analysis (Table 3) . Similar results hold independent of the choice of dataset or trait-based partitioning strategy (Supplementary Figures S3-S5 , available online).
Summary
Our framework validates existing network type-trait relationships. Also, it reveals additional relationships that are missed by the simpler approaches such as static network analysis alone or that have not been studied to date. Further analyses of these relationships by domain experts could lead to novel insights.
Ultimately, our framework could be extended to allow for in-depth analysis of relationships between evolving social network structures and evolving node traits, with the goal of studying the effect of network structure on the spread of traits, as well as the effect of the spread of traits on the formation of network structure. Studying these effects is important for developing an efficient predictive model of network structure from trait information and vice versa, as well as of one network type (or trait) from another network type (or trait).
