Abstract. Recently S.A. Merkulov established a link between differential geometry and homological algebra by giving descriptions of several differential geometric structures in terms of minimal resolutions of props. In particular he described the prop profile of Poisson geometry. In this paper we define a prop such that representations of its minimal resolution in a vector space V are in a one-to-one correspondence with bi-Hamiltonian structures, i.e. pairs of compatible Poisson structures, on the formal manifold associated to V .
Introduction
Poisson geometry plays a prominent role in Hamiltonian mechanics; the differential equations associated to a Hamiltonian system can be formulated via Poisson structures. The presence of two compatible Poisson structures makes it possible to solve a wide range of integrable Hamiltonian equations, e.g. the KdV-equations, by providing a hierarchy of integrable vector fields. This kind of geometric structure is called a Poisson pair or a bi-Hamiltonian structure. See e.g. [1] for a treatment of Hamiltonian systems, [25] for a survey on Poisson geometry and [11] for an introduction to bi-Hamiltonian structures.
In the papers [15] , [16] and [17] S.A. Merkulov made the discovery that certain differential geometric structures, including Hertling-Manin, Nijenhuis, and Poisson structures, allow descriptions as the degree zero part of minimal resolutions of certain simple algebraic props. Merkulov called such descriptions prop profiles. Apart from the sheer beauty of these observations they provide us with new and surprising links between differential geometry, homological algebra and algebraic topology. For example, the prop profile of Hertling-Manin's weak Frobenius manifolds was shown to be given by a minimal resolution of the operad of Gerstenhaber algebras which in turn is quasi-isomorphic to the chain operad of the little 2-disc operad [3] . The prop profile of Poisson geometry, on the other hand, predicts existence of rather mysterious wheeled Poisson structures which can be deformation quantized [19, 20] in a wheeled propic way. Here by wheeled we mean that we allow graphs with oriented cycles which on the geometric side translates to traces of the involved structures. It is an open and interesting question whether or not the associated props have topological meaning as in the case of Hertling-Manin geometry.
The general philosophy of constructing prop profiles can be expressed as follows.
j j (i) Extract the fundamental part of the differential geometric structure.
(ii) Translate this fundamental part into a prop P.
(iii) Compute its minimal resolution P ∞ .
(iv) Translate P ∞ back into a differential geometric structure.
A Poisson structure on a graded manifold V is a graded Lie bracket on the structure sheaf O V which acts as a derivation in each argument with respect to the multiplication on O V . A Poisson structure can equivalently be defined as a bivector field Γ of degree two satisfying [Γ, Γ] S = 0. Here the bracket is the Schouten bracket on the polyvector fields on V . The fundamental part of this structure translates into the prop Lie 1 Bi of Lie 1-bialgebras, i.e. of Lie bialgebras with bracket and cobracket differing by one in degree. The prop profile of Poisson geometry, constructed in [17] , is given by its minimal resolution Lie 1 Bi ∞ . Translating the prop profile back into differential geometry yields a polyvector field Γ of degree two, but not necessarily concentrated in ∧ 2 T V , such that [Γ, Γ] S = 0. We show in this paper ( §3.8) that one can interpret such a polyvector field as a family {L n } n∈N of n-ary brackets on the structure sheaf O V . These brackets form an L ∞ algebra and act as derivations in each argument with respect to the multiplication in O V .
Our main result is that formal bi-Hamiltonian structures can be derived from a rather simple algebraic structure comprising a Lie bracket of degree one and two compatible Lie cobrackets of degree zero, with the further relations that each cobracket together with the Lie bracket form a Lie 1-bialgebra. We call such a structure a Lie 2 1-bialgebra and denote the corresponding prop by Lie 1 2 Bi. Using results from [8] , [6] , and [22] , we show that its dioperadic part is Koszul, which makes it possible to compute its minimal resolution Lie Theorem A. There is a one-to-one correspondence between representations of Lie 1 2 Bi ∞ in R n and formal bi-Hamiltonian structures on R n vanishing at the origin.
In fact we prove a stronger result. When considering representations in arbitrary graded vector spaces we obtain the following result which we prove in Section 6.
Theorem B.
There is a one-to-one correspondence between representations of Lie 1 2 Bi ∞ in a graded vector space V and polyvector fields Γ = k k Γℏ k ∈ ∧ • T V ℏ on the formal manifold associated to V which depend on the formal parameter ℏ and satisfy the conditions • T V ℏ with properties (i), (ii), and (iii) of Theorem B corresponds to a family { k L n } n∈N,1≤k≤n of n-ary brackets on the structure sheaf O V . These brackets form an L 2 ∞ algebra and act as derivations in each argument with respect to the multiplication in O V . When V is concentrated in degree zero we obtain precisely a bi-Hamiltonian structure. Property (iv) means that the structure vanish at the distinguished point. By Remark 4.1.2 this is not a serious restriction.
To deformation quantize in the propic sense of Merkulov one needs a wheeled propic resolution of Lie 1 2 Bi. From the dioperadic resolution that we construct one obtains a propic resolution by known results. We note ( §5.7) that the same obstruction occurs as in the case of Lie 1 Bi when trying to extend it to a resolution of wheeled props.
Section 1 comprises definitions of operads, dioperads, properads and props and in Section 2 we give a formulation of the Koszul duality machinery that enable us to compute resolutions of such algebraic structures. This is done using the unifying approach of G * -algebras [18] which are algebraic structures in which the product is modeled by classes of directed graphs. This makes it possible to define all the above structures as instances of G * -algebras differing just in which class of graphs one considers. Also the Koszul duality theory of the respective structures can be expressed as special cases of this unifying theory. Although these sections essentially contain no new material we think their rather encompassing length is motivated for two reasons. Firstly, not all of this material has been expressed in this unifying language and that which has has not been so in this amount of detail. Secondly, to the best of our knowledge their is as of yet no canonical source gathering this material, we wish to keep the paper fairly self-contained and accessible to differential geometers as well as to algebraists.
The rest of the paper is organized as follows. In Section 3 we recall basic notions of Poisson geometry and give an interpretation of the prop profile of Poisson structures in terms of a family of brackets. Then, in Sections 4 and 5, we extract the prop profile of bi-Hamiltonian structures. Finally in Section 6 we prove Theorem A and Theorem B and interpret the prop profile of bi-Hamiltonian structures as a family of brackets.
G * -algebras
Operads, dioperads and properads are all generalizations of algebras. An algebra consists of a vector space and a product; the generalized structures consist of certain families of these. See [18] for an introduction to these generalizations via an interpretation of the multiplicative structure of associative algebras in terms of graphs. Below we give thorough definitions of the above structures, as well as their co-versions, using this graph-approach.
1.1. S-bimodules. First we define the underlying spaces of our generalized structures.
Definition. An (S m , S n )-bimodule is a vector space M with a right action of S n and a commuting left action of S m . A family {M (m, n)} m,n∈N of (S m , S n )-bimodules is called an S-bimodule.
A family {M (n)} n∈N of right (S n )-modules is called an S-module.
If an S-bimodule M satisfies M (m, n) = 0 for m = 1 and all n we can consider it as an S-module since the action of S 1 is trivial. We denote M (1, n) by M (n).
Let M and N be S-bimodules.
We will often write θ(p) for θ m,n (p).
Labeled directed graphs.
Composition of elements of S-bimodules is modeled by graphs. Intuitively we can think of these graphs as 1-dimensional regular CW-complexes with the 1-cells given an orientation. Two subsets of the 1-cells are singled out, directed towards and away from the graph, respectively, and are labeled with integers.
The elements of the set V G are called the vertices of G, the elements of the set E G the edges. 
We denote the internal edges by E int G . For an edge e with Φ G (e) = (u, v) we say that e is an edge from u to v and in this case we call the vertices u and v adjacent.
The set of external edges is partitioned into the sets E in G and E out G of global input edges and global output edges, respectively. We denote by n G and m G the cardinalities of these sets. The external edges are labeled by integers via the bijections
There exist a natural right action of S n and a commuting left action of S m on the class of (m, n)-graphs given by permuting the labels. For a labeled directed (m, n)-graph G the action of τ ∈ S n is given by (in G τ )(i) := in G •τ (i). Similarly σ ∈ S m acts to the left by (σ out G )(e) := σ • out G (e), cf. Figure 1 .
A path from a vertex u to a vertex v in a labeled directed graph is a sequence of edges e 1 , . . . , e r such that for some sequence of vertices u = v 1 , . . . v r+1 = v G : From now on let G * denote an arbitrary class of the classes (i)-(vi). We denote by G * (m, n) the subclass of G * consisting of all (m, n)-graphs and by G * (i) the subclass consisting of graphs with i vertices.
1.5. Subgraphs. In order to describe the associativity of the compositions described by graphs we need to define subgraphs and the notion of contraction of a subgraph in a graph.
Loosely speaking, a subgraph consists of some subset of the vertices of a graph, all edges of the edges in the original graphs attached to the subset of vertices, and an arbitrary global labeling.
Let G be a graph. A subgraph H of G is a graph satisfying
Note that in H and out H are arbitrary labelings of the global input and output edges of H.
1.6. Contraction of subgraphs. The contraction of a subgraph in a graph can be thought of as replacing all vertices and internal edges of the subgraph with a single vertex.
Let H be a subgraph of a graph G. The contraction of H in G is the labeled directed graph G/H defined by the same data as G except
where by v H we denote the vertex into which H is contracted,
We say that a subgraph H of a graph G ∈ G * is G * -admissible if both G/H ∈ G * and H ∈ G * . In Figure 2 we see an example of a subgraph H which is G -admissible but not G ↓ -admissible.
G : We want decorated graphs to extend the notion of tensor products, but for a general graph there is no natural ordering of the vertices.
Let {V i } i∈I be a family of vector spaces indexed by some finite set I with |I| = k. The unordered tensor product of this family is defined to be i∈I
Here we consider the coinvariants with respect to the right action of S k on Bij([k], I). We denote an equivalence class in i∈I
Definition. We define the vector space of decorations of a graph G by an S-
We define the vector space of decorated (m, n)-graphs of G * by
There is a natural (S m , S n )-bimodule structure on G * M (m, n) induced by the actions of S m and
is naturally an (S m , S n )-bimodule. This lets us define the S-bimodule of decorated graphs
1.8. G * -algebras. We are now ready to define the compositions in our generalized structures.
Let µ : G * M → M be a homomorphism of S-bimodules. We call such a morphism a composition product in M . Denote by µ G : G M → M the restriction of µ to G M . We will write
Given an (r, s)-subgraph H of a graph G we define the morphism
where
Definition. A G * -algebra is an S-bimodule M together with a composition product µ : G * M → M satisfying the associativity condition
Definition. A G * -coalgebra is an S-bimodule M together with an S-bimodule homomorphisms ∆ : M → G * M satisfying the coassociativity condition
1.10. G ↓ -(co)algebras versus G -(co)algebras. Some notions related to G * -(co)algebras allow simpler expositions when one forgets about G -(co)algebras. Since we will only implicitly be needing G -(co)algebras we avoid the subtleties related to them by restricting our attention to the strict subclasses of G ; from now on let G * be one of the subclasses (ii)-(vi) in §1. 4 . See e.g. [13, 19] for a treatment of G -(co)algebras, also called wheeled props (without unit).
1.11. Graphs decorated by several S-bimodules. Given a graph G with |V G | > 1, we can decorate it by more than one S-bimodule. Let M 1 , . . . , M l be S-bimodules and let V G = V 1 ⊔ · · · ⊔ V l be a partition of the set of vertices of G. We define the vector space
, where θ ij = θ r when p r ∈ M r .
1.12. Units and counits. We define the S-bimodule I by
. Let M be an S-bimodule. There exists a natural isomorphism
where σ ∈ S m and τ ∈ S n are permutations such that,
. Let µ be a composition product in M and let η : I → M be an S-bimodule homomorphism. We say that η is unit with respect to µ if the following diagram commutes
We denote the element η(1) ∈ M (1, 1) by 1l. The above condition is then equivalent to that, for all G as above, the morphism µ G satisfies
On the coside, let ∆ be a cocomposition coproduct in M and let ǫ : M → I be an S-bimodule homomorphism. We say that ǫ is counit with respect to ∆ if the following diagram commutes
1.13. Unital G * -algebras and G * -coalgebras. If there exists a morphism η : I → M , which is a unit with respect to µ, we call the data (M, µ, η) a unital G * -algebra.
If there exists a morphism ǫ : M → I, which is a counit with respect to ∆, we call the data (M, ∆, ǫ) a counital G * -coalgebra.
In §A.1 we show how the above definitions relate to the classical ones.
1.14. Homomorphisms of G * -algebras. Let G be graph in G * and v be a vertex of G. A homomorphism θ : M → M ′ of S-bimodules canonically gives rise to a morphism
We will write θ(p) for θ v (f ⊗p⊗g). This further extends to a morphism
Let (P, µ P , η P ) and (Q, µ Q , η Q ) be G * -algebras. A G * -algebra homomorphism is a homomorphism of S-bimodules θ : P → Q such that θ • η P = η Q and for all decorated graphs G ∈ G * we have θ
1.15. The endomorphism G * -algebra. We define the endomorphism G * -algebra End * V by End * V (m, n) := Hom(V ⊗n , V ⊗m ). The (S m , S n ) action is given by permuting the input and output. For a graph G ∈ G * , the composition product µ G : G End * V → End * V is defined as the composition of multivariate functions according to G. The local labelings of the vertices dictate, in an obvious way, which output is to be plugged into which input of functions decorating adjacent vertices. The global labeling plays a similar role. A unit η : I → End * V is given by η(1) := Id V .
Representations of G
* -algebras. A representation of a G * -algebra P in a vector space V is a homomorphism ρ : P → End V of G * -algebras. We say that ρ gives V the structure of a P-algebra.
We can think of a P-algebra as an assignment of multilinear operations on V , possibly with several inputs and outputs, satisfying axioms encoded by the composition product in P.
Resolutions of G * -algebras
In this section we make definitions of G * -algebras presented by generators and relations. To this end we describe the free G * -algebra. We also set up the differential graded framework and describe two kinds of resolutions of G * -algebras. One kind of resolution is based on an extension of the Koszul duality theory for associative algebras to G * -algebras. As the absence of wheels in directed graphs makes a more accessible presentation possible, we restrict our attention in this section to the strict subfamilies of G , i.e. in this section G * denotes one of the subfamilies
This section contains no new material; we merely wish to express the results we need from [9] , [7] , [8] and [23] in the unifying language of [18] .
2.1. Differential graded S-bimodules. We can also define G * -(co)algebras in the differential graded framework.
A graded S-bimodule is an S-bimodule M which can be decomposed as
For an element p ∈ M i we write |p| = i, and say that p is of degree i. We will refer to this degree as the cohomological degree.
A homomorphism θ of dg S-bimodules is a homomorphism of graded S-bimodules
In the differential graded framework we apply the Koszul-Quillen sign rules; whenever a symbol of degree a is moved past a symbol of degree b the sign (−1) ab is introduced.
Differential graded G
* -algebras and
The grading of M induces a grading on G M given by
) is a dg S-bimodule, and µ is degree zero morphism of dg S-bimodules.
Explicitly, the condition that µ is a morphism of dg S-bimodules is given by
We say that a morphism d : P → P is a G * -algebra derivation if this condition is satisfied.
) is a dg S-bimodule, and ∆ is a degree zero morphism of dg Sbimodules.
The last condition can be expressed by
We call an S-bimodule homomorphism d : C → C a G * -coalgebra coderivation if it satisfies this condition.
Weight graded S-bimodules and G
* -(co)algebras. We will need to consider an extra grading on the objects we study. We call a dg S-bimodule M weight graded if it has a decomposition M = s∈N M (s) , where each M (s) is a dg sub-Sbimodule. This is an extra grading which differs from the cohomological degree in that it does not effect signs, i.e. the Koszul-Quillen sign rules only apply to homological degree. We call M (s) the weight s part of M . A tensor product of weight graded S-bimodules inherits a weight grading by
We call a G * -algebra (P, µ, η) weight-graded if P is a weight graded S-bimodule and µ preserves the weight grading. Note that we necessarily have η(I) ⊂ P (0) .
Similarly we call a G * -coalgebra (C, ∆, ǫ) weight graded if C is a weight graded S-bimodule and ∆ preserves the weight grading.
2.4.
Free G * -algebras. The free G * -algebra F * (M ) on an S-bimodule M is characterized by the classical universal property; there is a natural inclusion ι : M → F * (M ) such that given any homomorphism of S-bimodules θ : M → P to the underlying S-bimodule of G * -algebra, there is a unique extensionθ making the following diagram commute
Here we give an explicit construction. The free non-unital
maps a graph decorated with graphs decorated with M to a graph decorated with M . Intuitively we may thing of this composition product as grafting the external edges of the decorating graphs together according to the internal edges of the graph they decorate, leaving the decoration by M unchanged, except for a minor modification of the internal labeling.
To be more precise, for a graph G ∈ G * , the morphism µ G maps Since it does not matter in which order we graft the edges, the associativity condi-
To define a unit of F * (M ) we have to add a special graph, |, to G * consisting of a single edge and no vertices. The space of decorations is defined as | M := K, in analogy with the tensor product of zero factors. We define the grafting
, where σ and τ are defined as in (1) in §1.12. The unit is then defined by 1l := (|, [1] ).
We will usually omit the * and denote a free G * -algebra simply by F (M ) when it is clear which family of graphs we consider.
2.5.
Cofree G * -coalgebras. The cofree G * -coalgebra on an S-bimodule M is characterized by the universal property obtained by reversing all arrows in the diagram characterizing free G * -algebras. Its underlying S-bimodule is also G * M . The cocomposition product ∆ is defined as follows. Let G ∆ be the projection of ∆ onto
The counit is given by ǫ : (|, [1] ) → 1 and zero otherwise.
2.6. Quadratic G * -algebras. As for associative algebras we want to give presentations of G * -algebras in terms of generators and relations.
An ideal of a G * -algebra P is a sub-S-bimodule J satisfying µ G (p 1 ⊗ · · · ⊗ p k ) ∈ J whenever at least one of the p i is in J . We denote the ideal generated by a subset J ⊂ P by (J).
Let P be a G * -algebra and J be an ideal of P. The quotient G * -algebra P/J is defined by P/J (m, n) := P(m, n)/J (m, n). If P is weight graded and the ideal J is homogeneous with respect to this weight grading, i.e. J = s∈N J (s) and J (s) = J ∩ P (s) , then the quotient P/J inherits a weight grading from P.
The free G * -algebra has a natural weight grading by the number of vertices of a decorated graph, 
That ρ is map of dioperads ensures that the Jacobi and coJacobi identities (2) are satisfied as well as the compatibility of the brackets (3).
See e.g. [9] for a treatment of quadratic operads, [8] for quadratic dioperads and [23] for quadratic properads and props.
2.7. Connected G * -(co)algebras. We call an S-bimodule connected if M (m, 0) = 0 for all m, M (0, n) = 0 for all n, and M (1, 1) = K.
A weight graded S-bimodule M is called connected if M is connected as a dg Sbimodule, M (0) (1, 1) = K, and M (0) (m, n) = 0 for other m, n. We also require that if r < 0, then M (r) (m, n) = 0 for all m, n.
We call a (weight graded) G * -(co)algebra connected if the underlying S-bimodule is connected.
(Co)augmented G
* -(co)algebras. We can give the S-bimodule I, with
a G * -algebra structure by defining the composition product µ G (c 1 ⊗ · · · ⊗ c k ) := c 1 · · · c k , the product of the scalars, the unit η being the identity I → I.
An augmentation of a G * -algebra P is a morphism of G * -algebras ǫ : P → I. We define the augmentation ideal of P byP(m, n) := ker(ǫ m,n ).
We can also give the S-bimodule I a G * -coalgebra structure by G ∆(c) :
, the counit ǫ being the identity I → I.
A coaugmentation of a G * -coalgebra C is a morphism of G * -coalgebras η : I → C. We define the coaugmentation coideal of C byC(m, n) := coker(η m,n ).
The augmentation ideal of the free G * -algebra and the coaugmentation coideal of the cofree G * -coalgebra are given by the same S-bimoduleF
2.9. Suspension and desuspension. The suspension ΣM of a dg S-bimodule M is defined as (ΣM )(m, n) := Ks ⊗ M (m, n), where s is an element of degree 1. We define the desuspension
is an element of degree −1.
2.10. Derivations of free G * -algebras. Let F * (M ), be the free G * -algebra on an S-bimodule M and let θ : M → F * (M ) be an S-bimodule homomorphism. Such a morphism θ determines a G * -algebra derivation θ d :
can readily be checked to satisfy the derivation property. The above sum is over all pairs H, G such that H is an admissible subgraph of G up to the global labeling of H since G H θ is not dependent on this labeling. Since G θ applied to a fixed element of M is non-zero for only finitely many G so is true also for
Here the one-vertex graphs G i and the local labelings of the p i are appropriately chosen so as to satisfy the above equalities as well as (
Combining the last two observations we conclude the following. Proposition 2.10.1. There is a one-to-one correspondence between G * -algebra derivations of F * (M ) and S-bimodule homomorphisms M → F * (M ).
2.11. Coderivations of free G * -coalgebras. Let F * ,c (M ) be the free G * -coalgebra on an S-bimodule M and let θ :
can readily be checked to satisfy the coderivation property. Here the sum is over, up to the labeling of H, all G * -admissible subgraphs H of G.
This claim is verified by induction on the number of vertices. Now suppose d| (1) (M ) ∼ = M . We have proved the following. Proposition 2.11.1. There is a one-to-one correspondence between G * -coalgebra coderivations of F * ,c (M ) and S-bimodule homomorphisms F * (M ) → M .
2.12.
Quasi-free dg G * -algebras and G * -coalgebras. A free G * -algebra on a dg S-bimodule (M, d) has a natural differential induced by d, as defined in §2.2. We will consider also free G * -algebras where the differential differs from the differential freely generated by d. We call a free G * -algebra
Similarly we call a cofree G * -coalgebra F * ,c (M ) quasi-cofree if its codifferential is a sum δ θ = d + d θ of the codifferential induced by the one on M and a coderivation d θ determined by a morphism θ : F * (M ) → M (cf. §2.11).
2.13. Quasi-free resolutions. A quasi-free resolution of dg G * -algebra (P, δ) is a quasi-free G * -algebra (F * (M ), d+ θ d) together with a quasi-isomorphism φ :
2.14. Bar and cobar constructions. Let P be a dg G * -algebra. Consider the cofree G * -coalgebra F * ,c (Σ −1P ). It comes equipped with the codifferential d induced by the differential of P, cf. §2.2. The restriction of µ P to G * (2) P induces a degree one morphism θ : G * (2) Σ −1P → Σ −1P . By §2.11, the morphism θ de-
). The associativity of µ P implies that
Thus we see that δ := d + θ d satisfies δ 2 = 0. We define the bar construction of P to be the quasi-cofree G * -coalgebra B * (P) := (F * ,c (Σ −1P ), δ).
Now let C be a dg G * -coalgebra. We define the cobar construction of C to be the quasi-free G * -algebra Ω When we do not want to emphasize which family of graphs we are considering we will usually omit the * from the notation of the bar and cobar constructions.
2.15. The bar-cobar resolution. Applying first the bar and then the cobar construction to a G * -algebra P yields a quasi-free resolution of P.
Theorem. Let P be a connected dg G * -algebra, where G * is one of G 
This was proved for operads in [9] , for dioperads in [8] , and for properads in [23] .
The problem with the bar-cobar resolution is that it can be very difficult to compute explicitly. Fortunately there is a large class of G * -algebras for which there exists a more easily computable resolution.
2.16. Koszul G * -algebras. In addition to the weight grading given by the number of vertices, the cofree G * -coalgebra on a weight graded S-bimodule M inherits another weight grading, the total weight,
For a weight graded S-bimodule M concentrated in positive weight we observe that
Now consider the bar construction B(P) on a connected weight graded G * -algebra P. By the above observations we see that B(P) is bi-graded by the number of vertices and the total weight. We also observe that Σ −1P is concentrated in positive weight since P is connected. By construction we see that θ d(B (r) (P) (s) ) ⊂ B (r−1) (P) (s) . The compatibility of θ d and d yields a complex of dg S-bimodules
One can show that the weight graded sub-S-bimodule given by
) is a weight graded sub-G * -coalgebra of B * (P). We call P ¡ the Koszul dual of P and we say that P is Koszul if the inclusion P ¡ ֒→ B * (P) is a quasi-isomorphism. It is shown in the above mentioned references that a Koszul G * -algebra is necessarily quadratic.
Remark. Note that the Koszul dual is defined as the homology of (B * (P), θ d) with respect to the weight grading. The codifferential raises the cohomological degree by one but lowers the weight by one.
2.17. The Koszul resolution. For Koszul G * -algebras we have the following result.
Theorem. Let P be a Koszul dg G * -algebra, where G * is one of G 
For a Koszul G * -algebra P we denote this resolution by P ∞ . Representations of P ∞ yield strongly homotopy, also called infinity, versions of the algebras corresponding to P; e.g. algebras over the operad Lie ∞ are called strongly homotopy Lie algebras or L ∞ algebras.
If P is a Koszul G * -algebra with zero differential, then all we need to know in order to compute the differential of Ω(P ¡ ) is the structure of the cocomposition coproduct of P ¡ . Next we will consider a shortcut to determining this cocomposition coproduct.
Koszul dual G
* -algebras. To a quadratic G * -algebra there is an associated dual G * -algebra defined as follows.
Let M be an S-bimodule. The Czech dual S-bimodule M ∨ of M is defined by M ∨ (m, n) := sgn m ⊗M (m, n) * ⊗ sgn n . Now consider the free G-algebra on a connected S-bimodule M satisfying in addition that M (1, 1) = 0 and that M (m, n) is finite dimensional for all (m, n). The components F * (s) (M )(m, n) are then all finite dimensional and the linear dual (F * (M )) * is naturally isomorphic to F * ,c (M * ) as G * -coalgebras. This isomorphism induces a pairing
where the δ:s are Kronecker deltas, {e i } is a basis of M , {e * i } the dual basis, and we assume in the case G = G ′ that e a decorates the same vertex as e c . Now let P = F (M )/(R) be a quadratic G * -algebra such that M satisfies the above conditions. Let R ⊥ be a subset of F * (2) (M ∨ ) satisfying that (R ⊥ ) (2) is orthogonal to (R) with respect to the pairing , . We define the Koszul dual G * -algebra of P to be
The Koszul dual G * -algebra P ! of a quadratic G * -algebra P relates to the Koszul dual P ¡ in the following way
where the isomorphism is of G * -coalgebras. Thus, computing the Koszul dual G * -algebra and its composition product gives us an accessible way of determining the differential of the bar construction on P ¡ .
Poisson geometry
In this section we recall basic facts concerning Poisson structures. We also give an interpretation of extended Poisson structures on formal graded manifolds as a family of brackets comprising an L ∞ algebra on the structure sheaf of the manifold. Consider now the exterior algebra ∧
• OM T of polyvector fields. We will omit O M from the notation. It has a natural grading given by the tensor length, i.e. ∧ i T M are precisely the elements of degree i. The bracket of T M can be extended to a degree −1 Lie bracket on ∧
• T M . The extended bracket
and for k = l = 0 by [A 0 , B 0 ]S := 0.
Note that the above degree −1 Lie bracket on ∧ • T M is equivalent to the ordinary degree zero Schouten bracket
. We prefer to work with the former structure and will refer to it as the odd Schouten bracket.
The cotangent sheaf of a manifold M is defined by Ω From a bivector field Γ, i.e. an element of ∧ 2 T M , one obtains an operation The condition [Γ, Γ]S = 0 translates into a generalized Jacobi identity. Notice that for polyvector fields of a non-graded manifold the expression [Γ, Γ] S identically vanishes for n odd. It is possible to define a Poisson bracket with properties mimicking the classical case also for n odd, but then the generalized Jacobi identity can not be expressed through the Schouten bracket. See e.g. e.g. [4] and [24] for more on n-ary Poisson brackets.
3.4.
Bi-Hamiltonian structures. Let M be a manifold equipped with a pair of Poisson brackets { , } 1 and { , } 2 . Consider the bracket defined by their sum
It is obviously skew symmetric and it satisfies the Leibniz property, but it does not always satisfy the Jacobi identity. A pair of Poisson brackets { , } 1 and { , } 2 are called compatible if their sum satisfies the Jacobi identity and thus itself is a Poisson bracket. Here the bracket is the linearization in ℏ of the odd Schouten bracket.
3.5.
Poisson structures on formal graded manifolds. We now turn our attention to graded manifolds. More accurately, we will consider only formal graded manifolds, i.e. manifolds consisting of a formal neighborhood of a single point, and the grading we consider is over Z. A graded vector space V can be naturally viewed as a formal graded manifold by considering a formal neighborhood of the origin. We denote the distinguished point by 0. Let {e a } be a homogeneous basis of V , and denote the associated dual basis by {t a }, with grading |t a | = −|e a |. The structure sheaf of V is given by
A graded Poisson bracket on a formal graded manifold V is a degree zero bilinear operation { , } :
f g g{f, h} (Leibniz property of {f, }).
The notation (−1) f is short for (−1) |f | and will be used from now on. We see that a graded Poisson structure is a graded Lie algebra on O V with the extra property that the Lie bracket is a graded derivation in each argument with respect to the graded commutative multiplication on O V . 
Note that ∧ • T V also has the grading described in §3.2; we will refer to this grading as the weight and to the former as the cohomological degree or simply as the degree. When V is concentrated in degree zero these gradings coincide.
We define the odd Schouten bracket by Remark. That we require the bivector field to be of degree two ensures that the associated Poisson bracket is of degree zero.
3.7. Extended Poisson structures. When translated to differential geometry the prop profile of Poisson geometry, to be discussed in detail in §4.1, can be interpreted [17] as polyvector fields Γ with the properties
If we want such polyvector fields to generalize Poisson structures then Property (iv) is not desirable. We propose the following definition. To a polyvector field Γ = n≥1 Γ n , with Γ n := Γ a1...an (t)ψ a1 · · · ψ an , we associate a family of brackets as follows. We define an n-ary bracket L n :
Here the sign (−1) ǫ is given by
Definition. A vector space V together with a family {l n } n∈N of graded skew symmetric maps l n :
Here the sign ǫ(σ) is the sign appearing from the Koszul-Quillen sign rule. 
Moreover, the family of brackets {L n } n≥1 gives O V the structure of L ∞ algebra if and only if Γ is an extended Poisson structure.
Proof. That the brackets L n are graded skew symmetric is immediate from the definition. The Leibniz property is satisfied since L n (f 1 , . . . , f j−1 , , f j , . . . f n ) is a vector field. We notice that
Thus Γ is of degree two if and only if L n is of degree 2 − n. For the Poisson bracket associated to a bivector field P the condition [P, P ]S = 0 is equivalent to the Poisson bracket satisfying the Jacobi identity. That the L i satisfy the L ∞ -conditions is proven much in the same way. It is a tedious but straightforward computation to verify that the brackets L n associated to a polyvector field Γ of degree two satisfies the equation (5) This leads to another definition of extended Poisson structures on formal graded manifolds, which by the preceding theorem is equivalent to the one we gave in §3.7.
Definition. An extended Poisson structure on a formal graded manifold V is an L ∞ algebra {L n } n≥1 on O V such that the brackets L n have the Leibniz property in each argument.
Graded bi-Hamiltonian structures.
A graded Bi-Hamiltonian structure on a formal manifold V is defined analogously to the non-graded case; it is a pair Γ 1 and Γ 2 of graded Poisson structures such that their sum Γ 1 + Γ 2 again is a graded Poisson structure. In particular this implies that the associated Poisson brackets are a pair of compatible graded Lie brackets. In Section 6 we propose a definition of extended bi-Hamiltonian structures, obtained from the machinery of prop profiles, such that the associated family of brackets is the strongly homotopy structure associated to a pair of compatible Lie brackets.
Prop profiles I: Extracting the prop
Finding a prop profile of a geometric structure is done in two main steps. First one extracts the fundamental part of the geometric structure and encodes it as a prop. Then one computes a minimal resolution of the extracted prop. The aim of this section is to extract the prop of bi-Hamiltonian structures. We begin by recalling the prop profile of Poisson structures originally constructed in [17] .
4.1. The prop profile of Poisson structures. Consider the formal graded manifold associated to a vector space V . Recall that a Poisson structure on V is a degree two bivector field P ∈ ∧ • T V satisfying [P, P ]S = 0. To be precise we consider a pointed Poisson structure. With the notation of the previous section we have
We can interpret this as a collection of degree zero maps
The condition [P, P ]S = 0 then translates into a sequence of quadratic relations of these maps. Merkulov's idea [17] was that this algebraic structure corresponds to just the degree zero part of the resolution of a prop. This means that a certain part of the structure is fundamental and the rest of the maps are higher homotopies, many of which may not be visible in degree zero.
Kontsevich in [10] gave an interpretation of degree two (degree one if we consider
gives rise to a family of degree one maps We can simultaneously express the conditions (6), (8) , and (10) by [P +Q,P +Q]S = 0.
To describe Poisson geometry as a minimal resolution of an algebraic object we need to go beyond operads; since p 1 has multiple outputs and q 2 multiple inputs we need a prop to model them.
, and zero for other (m, n). The relations R are given by (7), (9), and (11).
Remarks.
(i) This prop is similar to the prop LieBi of Example 2.6.1 with the difference being that the bracket and cobracket lie in degrees differing by one, explaining the 1 in the notation. (ii) Actually, since the relations are dioperadic and constitute what is called a distributive law, cf. 5.1, it suffices to encode the fundamental part of the geometric structure as a dioperad. Its resolution is then easier to compute and is straightforwardly extended to a resolution of the corresponding prop.
Merkulov called the generators and relations of Lie 1 Bi the genes and engineering rules of Poisson geometry, together constituting its genome. By computing its minimal resolution Lie 1 Bi ∞ explicitly and translating representations of it into polyvector fields he obtained the following result.
Theorem 4.1.1 (Proposition 1.5.1 of [17] ). There is a one-to-one correspondence between representations of Lie 1 Bi ∞ in a dg vector space V and pointed extended Poisson structures on the formal manifold associated to V .
To be precise, the above theorem holds if we consider the differential of the vector space V to be part of the data of a representation. This will be explained in detail in the case of bi-Hamiltonian structures. 
4.2.
Extracting the prop of bi-Hamiltonian structures. A bi-Hamiltonian structure on the formal manifold associated to a vector space V is a pair of bivector fields P 1 and P 2 satisfying [P 1 , P 2 ]S = 0, [P 2 , P 2 ]S = 0, and [P 1 , P 2 ]S = 0. We want again to extract a prop encoding the fundamental part of this structure. As in the previous paragraph we letP 1 andP 2 denote the parts of P 1 and P 2 corresponding to maps V → ∧ 2 V . The conditions (12) [P 1 ,P 1 ]S = 0 and [P 2 ,P 2 ]S = 0 are equivalent to that the maps corresponding toP 1 andP 2 each give V the structure of Lie coalgebra.
R(3, 1) :
By this we have obtained the genes and engineering rules of bi-Hamiltonian structures, the genetic code. We are now ready to plug them into the machinery of Koszul resolutions.
Prop profiles II: Computing the resolution
In this section we will compute the minimal resolution of the prop associated to the dioperad Lie 1 2 Bi constructed in the previous section. This is done by first computing the dioperadic resolution and then extending it to a propic resolution. Recall from §2.17 that one way of obtaining a resolution of a Koszul dioperad P is by computing the Koszul dual codioperad P ¡ and then apply the cobar construction, i.e. Ω(P ¡ ) ∼ → P. The differential of this resolution is determined by the cocomposition product of P ¡ . This codioperad as well as its cocomposition product can most readily be obtained by computing the Koszul dual dioperad P ! and then consider its linear dual. We begin by presenting a tool for showing Koszulness.
5.1. Distributive laws. From a quadratic dioperad one can extract two operads. First we note that to a dioperad P one can associate its opposite dioperad defined by P op (m, n) := P(n, m). The composition product µ op is obtained from µ by reversing the direction of all graphs. Thus to a quadratic dioperad P we can associate two operads P U and P D defined by P U (n) := P(1, n) and P D (n) := P op (1, n). Explicitly, for a quadratic dioperad P = F (M )/(R) with M concentrated in M (1, 2) and M (2, 1), we have
op (2) = M (2, 1) and zero otherwise, and R(3, 1) op are the relations in (3, 1) by reversing the direction of the decorated graphs.
We also note that to any operad P one can associate a dioperad P defined by P(1, n) := P(n) and P(m, n) = 0 for m = 1.
Next we define a product of dioperads introduced in [8] . We define a two-level graph to be a graph such that any vertex is connected to at least one other vertex and is connected to other vertices either only via its output edges or only via its input edges. The vertices can thus be divided into two levels in a unique way. We say that the vertices only connected via their outputs lie on the upper level and that the vertices only connected via their inputs lie on the lower level. Further, we call a graph G reduced if for all v ∈ V G it is true that | in v | ≥ 1|, | out v | ≥ 1|, and
. Let P and Q be dioperads, we then define
c,0 is the subfamily of G ↓ c,0 consisting of reduced two-level graphs and V 1 and V 2 are the vertices on the lower and upper level, respectively. We say that a quadratic dioperad P is given by a distributive law if P U 2( P D ) op = P.
The following theorem was proved by W. Gan.
Theorem 5.1.1 (Theorem 5.9 of [8] ). Let P be a quadratic operad. If P U and P D are Koszul operads and
op = P and P is Koszul.
See [8] , [12] , and [5] for details on distributive laws. where By straightforward graph calculations we obtain the following result. Bi ! has as underlying S-bimodule
Explicitly, a K-basis for Lie Bi is the quasi-free dioperad on the S-bimodule E = {E(m, n)} m,n≥1,m+n≥3 where
We denote the element of E corresponding to the basis element of Lie Bi ∞ is then given by
...
... 2 Bi ¡ )). We observed in §2.18 that for a dioperad P we have (
Setting E = ΣLie 1 2 Bi ¡ the first assertion of the theorem follows. Since Lie ! . Considering the linear dual of this product yields the differential δ.
5.5.
The minimal resolution of Lie 2 . The minimal resolution of the operad Lie 2 of compatible Lie algebras will play an important role in the interpretation of bi-Hamiltonian structures on formal graded manifolds as algebraic structures on the structure sheaf. We get it for free from the preceding theorem.
Corollary 5.5.1. The minimal resolution (Lie 2 ) ∞ of the operad Lie 2 of pairs of linearly compatible Lie algebras is the quasi-free operad on the S-module E = {E(n)} n≥2 where
otherwise.
Denote the natural basis of E(n) (cf. Theorem 5.4.1) by
The differential of (Lie 2 ) ∞ is then given by
Algebras over the operad (Lie 2 ) ∞ are defined as follows.
Definition. A dg vector space V together with a family { i l n } n∈N,1≤i≤n of maps
Here the sign ǫ(σ) is the sign appearing from the Koszul-Quillen sign rule.
Remark. Notice that the subfamilies { 1 l i } i∈N and { i l i } i∈N both are L ∞ algebras sharing the same differential 1 l 1 . The rest of the brackets model the higher homotopies of the compatibility of the brackets 1 l 2 and 2 l 2 . If these are the only non-zero brackets, then an L 2 ∞ -algebra is a pair of compatible Lie algebras.
5.6. From dioperads to props. There exists a forgetful functor from the category of properads to the category of dioperads which is denoted by U dioperad properad . It keeps the same underlying S-bimodule but only allows composition along graphs of genus zero. The functor U dioperad properad has a left adjoint which is denoted by
where in the latter case (R) is the properadic ideal generated by R. The functor F properad dioperad is not exact, Proposition 45 of [21] , however in the same paper it is proved, Proposition 48, that if a dioperad is given by a distributive law then a quasi-free resolution of the dioperad is still a resolution when this functor is applied. 
moreover, the latter is a quasi-free resolution of the former.
We will use the same notation for Lie between props and wheeled props. Unfortunately the latter functor is not exact; it has been shown that when applying F wheeledprop prop to the propic resolution of Lie 1 Bi, new cohomology classes arise, Remark 4.2.4 of [19] . In the same paper it was shown though, that a minimal quasi free wheeled propic resolution exists, Theorem 4.5.1, but neither the differential nor the S-bimodule by which it is generated need necessarily be directly obtained from the propic resolution. The explicit calculation of the wheeled resolution is a highly non-trivial problem which has not yet been accomplished. Since Lie 1 Bi ∞ is present in Lie 
Prop profiles III: Geometrical interpretation
In this section we first translate representations of Lie 
Here the elements k Γ a1···ai b1...bj ∈ K are given by
To assemble these polyvector fields into a single entity we introduce a formal parameter ℏ of degree zero; we define an element of Γ ∈ ∧ • T V ℏ as follows
The role of the formal parameter ℏ is to distinguish polyvector fields of the same weight from each other. Note that the part k Γ comes from exactly those maps Note also that Γ satisfies k Γ ∈ ∧
•≥k+1 T V . In fact it is easy to see that the elements with this property form a Lie subalgebra g V of ∧
• T V ℏ .
Conversely, to an element Γ ∈ g V one can by reversing the above process associate a family of maps { k µ n m }. Proposition 6.1.1. A family of maps
is a representation of Lie ¡ ) is quasi-free, the differential δ is fully determined by the restriction to the weight one part, i.e. graphs with one vertex. That ρ is a representation of dg dioperads is thus equivalent to that the following diagram commutes for all m, n ≥ 1 with m + n ≥ 3
Depicting the differential d by × and the image under ρ of a decorated graph by the graph itself this is equivalent to that for all m, n ∈ N and all 0 ≤ i ≤ m − 1
... It is straightforward to check that (28) is satisfied if and only if (27) is.
Theorem B is now an immediate consequence of the preceding proposition which also prompts us to make the following definition.
Definition. An extended bi-Hamiltonian structure on a formal graded manifold V is an element Γ ∈ g V of degree two satisfying [Γ, Γ]S ℏ = 0.
With this definition Theorem B can be reformulated as follows. [21] they showed, Corollary 26, that the family Hom S (C, P) = {Hom S (C, P)(m, n)} m,n∈N of all S-bimodule graded homomorphisms from a coproperad C to a properad P is naturally a dg Lie algebra with In the case when C = ΣQ ¡ , Q is Koszul, and P = End V , the Maurer-Cartan elements of Hom S (C, P), i.e. the elements γ which satisfy δ(γ) + With C and P as in the previous paragraph, the set of morphisms Hom S (C, P) is isomorphic to the underlying space of the deformation complex of Lie Bi algebras is directly related to the Lie algebra g V . See [21] for more on the deformation complex. we associate a family of brackets as follows. For 1 ≤ k ≤ n we define an n-ary (f 1 , . . . , f n ) i : = k−1 Γ n df 1 ∧ · · · ∧ df n = (−1) ǫ k−1 Γ a1...an (t)(∂ a1 f 1 ) · · · (∂ an f n ).
Representations of Lie
Here the sign (−1) ǫ is given by ǫ = a n (f 1 + · · · + f n−1 + n − 1) + (a n−1 )(f 1 + · · · + f n−2 + n − 2) + · · · + a 2 (f 1 + 1).
Theorem 6.4.1. The brackets k L n associated to a polyvector field Γ ∈ g V as above satisfy the Leibniz property in each argument, i.e.
k L n (f 1 , . . . , f j−1 , gh, f j , . . . f n ) = (−1)g k L n (f 1 , . . . , f j−1 , h, f j , . . . f n ) + (−1) k L n (f 1 , . . . , f j−1 , g, f j , . . . f n )h.
Moreover, the family of brackets { k L n } i≥1,1≤k≤n gives O V the structure of L Proof. The proof is completely analogous to that of Theorem 3.8.1.
This leads to another definition of extended bi-Hamiltonian structures on formal graded manifolds, which by the preceding theorem is equivalent to the one we gave in §6.1.
Definition. An extended bi-Hamiltonian structure on a formal graded manifold V is an L By the same arguments as above this is well defined. The global labeling of the external edges is directly induced by the one of G, in e G := in G and out e G := out G . For three edges e, e i , e j connected as above we will use the notation e in := e i , e out := e j , and (e i ) con = (e j ) con := e. We will use the same notation for two connected edges. 
