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Abstract
An inverse design approach is proposed to compute wind turbine blade geometries which
maximize the aggregate power output from a wind farm. An iterative inverse algorithm is
used to solve the optimization problem. The algorithm seeks to minimize the target function,
f = −CP,av, where CP,av is the average normalized mechanical power of all the turbines in
the wind farm. An upper bound on the blade planform area, representative of the blade
weight, is imposed to demonstrate how to incorporate constraints in the design process. The
power coefficients (CP) of the turbines in the farm are computed by solving the Reynolds Av-
eraged Navier Stokes equations with the turbine rotors modeled as momentum sources using
the actuator disk model. The inverse design is carried out using the trust-region-reflective
method, which is a nonlinear least squares regression solver. The computation cost is reduced
by computing the Jacobian once every few iterations and approximating it using Broyden’s
method in between. The proposed design approach is first demonstrated to maximize the
isolated performance of single- and dual-rotor wind turbines and subsequently used to design
the blades for a 3-turbine array and a ten-turbine array in which the downstream turbines
operate directly in the wake of the upstream turbines. For a turbine-turbine spacing of four
rotor diameters, the farm-optimized blade designs increase the farm power output by over
five percent and the optimized blade geometries are found to be considerably different from
the blade geometry optimized for isolated turbine operation. As the turbine-turbine spacing
is increased to eight rotor diameters, the difference between the blade geometry optimized
for farm operation versus that for isolated operation, is reduced.
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1. Introduction1
The aerodynamic performance of a wind turbine is primarily determined by the turbine2
rotor blade geometry. While the overall rotor diameter determines the energy available3
in the wind passing through the rotor disk, details such as the number of rotor blades4
and the radial distributions of the blade chord and twist determine the efficiency of energy5
conversion - from kinetic energy in the flowing wind to mechanical (rotational) energy in the6
rotor shaft. This is referred to as turbine aerodynamic efficiency. Design of turbine rotor7
blades to maximize aerodynamic efficiency is of key importance. Note that from a wind8
energy industry perspective, the design objective is to minimize the levelized cost of energy9
(LCOE). In minimizing LCOE, several other factors, e.g., blade loads, blade weight, cost10
of the materials used, etc., become very important and sometimes aerodynamic efficiency is11
intentionally sacrificed to obtain a lower LCOE.12
Various methods to design wind turbine rotor blades have been developed. One approach13
is to perform aerodynamic analyses over a very large number of designs obtained by varying14
the key parameters to cover the entire design space, and identify the best-performing design.15
Such parametric sweeps can be very computationally demanding as the design space is very16
large. “Inverse” design approaches have therefore been developed which compute the blade17
geometry for a desired aerodynamic performance output. A typical inverse design approach is18
to specify the desired radial distributions of the angle of attack, α (or sectional lift coefficient,19
cl) and axial induction factor, a along the blade and iterate on the blade geometry (described20
by radial distributions of blade chord, c, and twist, θ) until the required specifications are21
met. During each iteration, the aerodynamic performance is evaluated using an aerodynamic22
analysis software, which is referred to as the direct solver. The method used to update the23
geometry between iterations is called the inverse solver. One such iterative technique is24
Newton’s method, which is a gradient-based approach to identify the local extrema of a25
function. Selig and Tangler [1] is an example of this inverse design approach, which is now26
commonly used in the wind energy industry. Reference [1] uses the blade element momentum27
(BEM) theory as the direct solver for aerodynamic analysis. This inverse design approach28
2
has been used with other aerodynamic analysis methods, e.g., Lee [2] used the vortex line1
method (VLM) and Moghadassian and Sharma [3] solved the Reynolds Averaged Navier2
Stokes (RANS) equations with an actuator disk model (ADM) to emulate the rotor as a3
body force. These extensions permit analysis of unconventional rotor- and blade geometries,4
e.g., multi-rotor turbine configurations and rotor blades with dihedral and/or sweep.5
The blade design problem can also be posed so as to maximize the turbine power output6
measured as nondimensional aerodynamic power coefficient (CP) or the annual energy pro-7
duction (AEP). For example, Tahani et al. [4] designed the rotor blade geometry (chord and8
twist) of a 1 MW wind turbine to maximize the CP. They restricted the chord and twist9
distributions to be linear to increase the manufacturability of their design. Liu et al. [5] in-10
vestigated the blade design of a fixed-pitch, fixed-speed (FPFS) horizontal-axis wind turbine11
to maximize the annual energy production (AEP) for a prescribed wind speed Weibull dis-12
tribution. They held the blade geometry fixed at the blade tip and assumed linear variations13
to reduce the design variables to the chord and twist values at the blade root.14
To the authors’ knowledge, all existing blade design approaches consider a single turbine15
operating in isolation. In contrast, utility-scale turbines are typically installed in clusters,16
oftentimes in organized arrays, with hundreds of turbines operating in a reasonable prox-17
imity of each other. It is now well accepted that turbines in a wind farm interact with18
each other through ingestion of the wakes from the upstream turbines. In almost all cases,19
this interaction results in a loss in energy captured by the turbines operating in the wake20
(often referred to as waked turbines). Wake loss in wind farms is estimated to reduce the21
overall wind farm power capacity by as much as 40% and is one of the major reasons for the22
deficit in the overall energy capture [6, 7]. In array configurations, the entire rows of down-23
stream turbines can be fully or partially waked for a significant duration of their life cycle.24
Recognizing the importance of wake losses, most modern models for aerodynamic analysis25
of wind farms include the waking effect. The effect is modeled in various degrees - from26
simple Gaussian-shaped velocity-deficit wake models to large eddy simulations that resolve27
the energy-containing part of the turbulence spectrum. However, even the state-of-the-art28
blade design methods currently do not include the waking effect. There is no reason to be-29
lieve that a turbine designed for optimized operation in isolation is also optimal in a waked30
3
configuration. This work presents a novel methodology to design rotor blades to maximize1
the net power output from an array of turbines. Other approaches to maximize wind farm2
energy capture without altering blade design have been explored, e.g., optimizing the layout3
of the turbines in a farm (micro-siting) [8], optimizing the controller to alter the rotation4
rate and blade pitch [9] and turbine yaw [10] in real-time.5
Computationally economic aerodynamic solvers such as BEMT are very popular in blade6
design of isolated wind turbines. However, they cannot be used for analyzing wind farms7
because they do not model turbine wakes and wake-turbine interaction [11, 12]. The com-8
putational cost of higher fidelity models that can resolve wake flow is typically medium to9
high [13]. A relatively computationally efficient way to analyze turbine wakes is to solve10
the RANS equations to compute only the time-averaged flow quantities. The effect of the11
time-fluctuating turbulent quantities is included as an additional stress (see Eq. 1) in the12
RANS equations. This stress is called Reynolds stress and it is modeled; commonly used13
models are the k − ω model [14] and the k − ε model [15]. Note that turbulent fluctuating14
loads on wind turbines cannot be directly computed using RANS.15
Due to the very high Reynolds number (chord-based Reynolds number, Rec > 10
6),16
resolving the turbine blades requires an extremely fine mesh which makes the computation17
very expensive even with RANS. An affordable solution is to model the effect of the rotor18
blades as a distributed body force in the RANS equations (see Eq. 1). This body force19
is estimated using either an actuator disk model (ADM) [16] or an actuator line model20
(ALM) [17]. An actuator surface model in which chordwise distribution of the aerodynamic21
forces is resolved, can also be used but the additional benefit is insignificant. A combination22
of RANS with ADM or ALM can predict the far wake as well as the mean loads on the wind23
turbine.24
The RANS/ADM model provides an acceptable accuracy in simulating wake flow and is25
not very computationally demanding. Masters et al. [18] analyzed the dynamics of a tur-26
bine wake in a tidal stream using RANS/ADM. They demonstrated good agreement with27
measured data in the mid- and far-wake regions. Van der Laan et al. [19] used RANS/ADM28
with an improved k − ε model to model wakes in different wind turbine arrays in neutral29
atmospheric stability. Their predictions of velocity profiles and turbulent intensities in tur-30
4
bine wakes are in good agreement with field measurements. Their RANS/ADM predictions1
also matched the results of a Large Eddy Simulation (LES) with an ADM representation of2
blades (LES/ADM). Their reported computational costs of the two simulation techniques3
(RANS/ADM and LES/ADM) clearly demonstrated the cost benefit of RANS over LES.4
Their LES simulations were approximately three orders of magnitude more expensive than5
the RANS simulations of the same cases. Cabezon et al. [20] compared an elliptic com-6
putational fluid dynamics wake model based on the ADM with other wake models in the7
literature on the basis of parabolic and large eddy simulation approximations to simulate8
wind turbine wakes in the atmospheric boundary layer. They noted that more economic9
turbulence models for wind farm applications (such as RANS/ADM) lead to acceptable pre-10
dictions in wind farm applications where the primary objective is to analyze the far-wake11
flow. Shives and Crawford [21] analyzed the wake flow in various side-by-side and in-line12
turbines. They noted a similar agreement between experimental data and RANS/ADM with13
the k − ω turbulence closure model.14
The objective of this paper is to develop and demonstrate a framework to design turbine15
blades so as to maximize the aggregate power capture in wind farms. In order to demonstrate16
the concept, the worst-case scenario is considered in which the turbines are arranged in a17
row in perfect alignment with the freestream wind; these are referred to as in-line turbines in18
this paper. A practical application would require consideration of the entire wind rose and19
optimization of turbine blades to maximize the AEP of the wind farm. A more comprehensive20
optimization approach would aim to minimize the LCOE, which involves many additional21
factors including those that determine the costs. This paper intentionally does not consider22
these factors as the objective is not to come up with an optimum design but to present23
and demonstrate a novel way to approach the optimization problem. Therefore, a simplified24
optimization criterion and constraints are utilized in this paper. Multiple cases with a varying25
number of in-line turbines are considered to demonstrate the capability of the proposed design26
process.27
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2. Computational Model1
An inverse approach is used to design wind turbine blade blades for maximizing wind2
farm power output. Solving an inverse problem typically requires two solvers: 1) a direct3
solver (or model) to evaluate the target function, and 2) an inverse solver to iteratively4
locate the optimum point of the target function. The direct and inverse solvers and the5
target function used in this paper are discussed in this section.6
2.1. Direct Solver7
The direct solver used in this study simulates the turbulent flow around a row of in-line8
wind turbines. The incoming flow is assumed to be uniform and turbulence free. For flow9
simulation, the semi-implicit method for pressure linked equations (SIMPLE) algorithm [22]10
is used to solve the incompressible RANS equations,11
∂ūi
∂xi
= 0, and,
ūj
∂ūi
∂xj
= −1
ρ
∂p̄
∂xi
+ ν
∂2ūi
∂xj2
−
∂(u′iu
′
j)
∂xj
+ fi, (1)
where the overbar (̄ ) denotes a time-averaged quantity and the prime ( ′) denotes a fluctu-12
ating quantity, ν is kinematic viscosity, p is pressure, and fi is a time-invariant body force13
per unit volume. The Reynolds stress tensor (u′iu
′
j) is modeled using the two-equation k− ε14
turbulence closure model originally developed by Launder and Spalding [23] and modified15
by Hargreaves and Wright [24]. The effect of the rotating turbine blades on the flow is rep-16
resented by the momentum sink term, fi, which is computed using the actuator disk model17
(ADM). In the ADM, the effect of the rotor blades is modeled by a disk over which a body18
force is applied. This disk is discretized into several annular elements. Based on the ADM19
formulation, the fi at each element of the disk is a function of the local flow velocity vector,20
the number of blades, the turbine rotational speed, the chord and twist distributions along21
the blade, and the airfoil polars (Cl and Cd as functions of angle of attack). The finite-span22
effect is modeled using Prandtl’s tip loss correction [25]. The body force fi is distributed23
over the disk with a Gaussian distribution [26]. A numerical code to perform RANS/ADM24
computations for wind turbine aerodynamic performance prediction has been developed and25
6
implemented in the unstructured, finite volume solver simpleFOAM (part of OpenFOAM).1
The solver has also been validated previously against experimental measurements [27, 28, 29].2
2.2. Inverse Solver3
The inverse solver uses an iterative approach to maximize the target function. In this4
study the target function is defined as the cumulative power output from a wind farm.5
Cumulative power is the algebraic sum of the power generated by all the turbines in the6
wind farm and it depends on the geometry of each turbine blade. The inverse solver needs7
initial estimates of the design variables which are then iteratively modified until the target8
function is maximized. In this study, the design variables are limited to radial distributions9
of chord, c(r) and twist, θ(r) of the rotor blades for each turbine in the wind farm. Other10
parameters such as number of blades, rotor diameter, tip speed ratio, and blade thickness11
are kept constant. The initial estimates of c(r) and θ(r) are supplied by the user. The12
RANS/ADM direct solver described in Section 2.1 is used to compute the flow field and13
the cumulative wind farm power output. In the next iteration, a new blade geometry is14
computed using a gradient-based optimization. The wind farm aerodynamic performance is15
reassessed using the direct solver for this new geometry and the iterative process is continued16
until the cumulative wind farm power output is maximized.17
The functions c(r) and θ(r) are assumed to be fourth-order polynomials in this study.18
Restricting these functions to be reduced-order polynomials ensures a smooth spatial varia-19
tion of blade geometry, which increases the manufacturability of the design. Use of higher20
order polynomials was found to be unnecessary as they resulted in effectively the same blade21
geometry and turbine power output. A 4th-order polynomial is completely described by spec-22
ifying five unique (control) points. The design problem then simplifies to computation of c23
and θ at these five control points for each turbine. Figure 1 shows a fourth-order polynomial24
representation of a blade chord (or twist) distribution. Finding this distribution begins with25
setting an initial guess at the five control points (filled squares in Fig. 1). The coefficients26
of the fourth-order polynomial are obtained by curve fitting. At the next iteration of the27
inverse cycle, the chord (or twist) values at the control points are sought in a search region28
around the current value (shown by the dotted lines in Fig. 1) with the goal of maximizing29
7
the turbine power output. It should be noted that the actual search region is large enough to1
include almost all plausible distributions. The power of each turbine therefore is a function2
of ten parameters, i.e., CP = CP(c1, . . . , c5, θ1, . . . , θ5).
0.0 0.2 0.4 0.6 0.8 1.0
c(
r)
or
θ(
r)
r
control points
fourth-order polynomial
search region
Figure 1: An example of setting values at the control points and constructing c(r) and θ(r). The feasible
search regions (dashed lines) are shortened in this figure for visualization purpose.
3
The trust-region-reflective (TRF) method is chosen for optimization in this paper. TRF4
is a gradient-based nonlinear least squares minimization scheme that is suitable for bounded5
multi-variable and multi-objective optimization problems [30, 31]. Our inverse problem is6
bounded and multi-variable. Gradient-based search algorithms typically require computing7
the Jacobian matrix. The Jacobian matrix reveals the sensitivity of the target function8
(output variable) to the input variables.9
Since the objective of the study is to maximize the cumulative power from an array of
wind turbines, the target function to be minimized is defined as f = −CP,av, which is the
average CP of all the turbines in a wind farm if the wind speed far upstream of the wind
farm is used for power normalization.
CP,av =
2
ρu3∞A
1
N
N∑
i=1
Pi, (2)
where, Pi is the power extracted by the i
th turbine in the array of N turbines, ρ is the air10
density, u∞ is the freestream flow speed, and A = πr2tip is the area swept by the turbine rotor.11
8
Minimizing f is akin to maximizing CP,av. The function f depends on various parameters1
such as blade geometry, tip speed ratio, the distance between turbines, atmospheric stability,2
etc. The focus of this study is limited to optimizing the geometry of the blades, but it is3
straightforward, albeit computationally demanding to extend the approach to include more4
parameters.5
The TRF algorithm is summarized for a 1-D problem below; the algorithm remains the
same in higher dimensions. Suppose the minimum of a function f is sought in a domain. As
a first guess, a point x0 in the domain is randomly picked and the function f is evaluated
at x0. The central idea of this method is to solve the trust region sub-problem, i.e., to find
the location of the minimum of a function q that approximates f in the neighborhood of
x0. This neighborhood is called the trust region, N . Let x1 ∈ N be the answer to the sub-
problem, i.e., the point where q has its minimum value in the trust region. If the reduction
in the approximated function (q) is also inherited by the original function (f), then x1 is
accepted as an updated estimate of the location of the minimum value of f and the procedure
is repeated. Otherwise the trust region (N) is reduced in size and the search is repeated.
In order to reduce the computational time, the trust-region sub-problems are confined to
two-dimensional sub-spaces S. The sub-problem is defined as
arg min{q(s)}, subject to ||Ds||,≤ ∆ (3)
where, q(s) = f(xk) + s
Tg+ 1
2
sTHs, approximates f around xk, g is the gradient of f at xk,6
and H is the Hessian matrix (symmetric matrix of second derivatives of f), D is the diagonal7
scaling matrix, ∆ is the radius of the trust region. Details of how the TRF algorithm updates8
∆ in each iteration and how it solves the sub-problem (Eq. 3) are discussed in Coleman and9
Li [32] and Byrd et al. [30, 33].10
In order to reduce the computational time, the trust region sub-problems are confined11
to two-dimensional sub-spaces (s ∈ span[sUk , sFSk ]) where sUk is the steepest descent direction12
given by sUk = −g (gTg)/(gTHg), and sFSk is either an approximate Newton direction, H ·13
sFSk = −g, or a direction of negative curvature, that has the property of (sFS)Tk ·H · sFSk < 0.14
This formulation results in a global convergence through the steepest descent or negative15
curvature direction while achieving a fast local convergence (when it exists) using the Newton16
9
step iteration [30, 33] in each trust region.1
2.3. Grid Refinement Study2
The effect of mesh size is investigated for both the direct solver and the inverse solver3
for isolated operation of a wind turbine in uniform inflow without any ground effects. Ax-4
isymmetry is leveraged to significantly reduce the computational effort. Figure 2 shows the5
axisymmetric grid (one-cell thick in the circumferential direction) used for the simulations.6
Four meshes with the total cell count ranging from 18.5 K to 316.1 K are used. The direct7
solver results for power and thrust coefficients of a canonical, utility-scale turbine are listed8
in Table 1. The differences between Mesh 4 (the finest mesh) and Mesh 3 results are found9
to be acceptably small - %∆CP < 0.6% and %CT < 0.4%. Figure 3 compares the radial10
distributions of angle of attack, and axial and tangential induction factors for the four mesh11
sizes evaluated. The radial profiles converge to the finest mesh result as the mesh is refined.12
Based on these results, Mesh 3 is considered acceptable for use with the direct solver (to13
perform aerodynamic analysis of a given design).
x/rtip0
5 10
15 20
250
2
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6
8
10
Y
X
Z
z/
r t
ip
Figure 2: The axisymmetric mesh used to analyze turbine aerodynamics. Finer mesh is used around the
turbine rotor. Mesh density is intentionally reduced in this figure for a better visualization.
14
Meshes 1, 2, and 3 are also used to evaluate the mesh sensitivity for the optimization15
(inverse design) problem. The inverse solver is tasked to find a turbine blade design that16
maximizes CP. Figure 4 compares the radial distributions of blade chord and twist of the17
optimized designs computed by the inverse solver for the different meshes. The blade geome-18
10
Table 1: Comparisons of power and thrust force coefficients (CP, CT) for four meshes of varying grid density.
The percentage “errors”, %∆CP and %∆CT are computed using the highest mesh density (Mesh 4) solution
as the reference, e.g., %∆CP
Mesh #i = 100×
∣∣∣CPMesh #i − CPMesh 4∣∣∣ /CPMesh 4.
Mesh #cells in K CP CT %∆CP %∆CT
Mesh 1 18.5 0.549 1.008 2.61% 1.01%
Mesh 2 39.9 0.557 1.015 1.19% 0.32%
Mesh 3 80.6 0.5605 1.0143 0.57% 0.39%
Mesh 4 316.1 0.5637 1.0183 – –
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Figure 3: Results of the mesh refinement study for the direct solver.
tries obtained using Mesh 2 and Mesh 3 are nearly identical. Therefore, Mesh 3 is considered1
suitable and is used for the remainder of the analyses and design problems presented in the2
paper.3
3. Results and Discussions4
The proposed inverse design procedure is tested for conventional, single rotor wind tur-5
bines (SRWTs) as well as the novel dual-rotor wind turbine (DRWT) proposed in Ref. [27].6
A total of four turbine/wind farm design problems (test cases) are investigated. The purpose7
of these tests is to verify that the algorithm is capable of obtaining blade geometries which8
enhance wind turbine or wind farm power output in comparison to the baseline configura-9
tion. A description of the test cases and the performance of the proposed inverse design10
11
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Figure 4: Results of the mesh refinement study for the inverse solver.
technique are presented in this section.1
A blade design procedure aimed at minimizing the LCOE would require imposition of2
several constraints, e.g., limits on blade loads, chord and twist, mass, etc. In this study, it3
is assumed that the blade thickness is constant throughout the blade span to simplify the4
constrained optimization problem. The presented methodology however, can incorporate5
any radial distribution of the blade thickness. To demonstrate how to include constraints in6
the design procedure and to illustrate the effect of having a constrained design, the blade7
design is performed with a constraint on blade mass. This constraint is applied as follows.8
With constant blade thickness, the blade mass is assumed to be linearly proportional to the9
blade planform area (=
∫
c(r)dr). In constrained designs, the blade chord, c(r) is scaled10
at each iteration of the inverse algorithm to not let the planform area exceed that of the11
baseline blade. Note that the algorithm allows the planform area to become less than that12
of the baseline. The inverse design is carried out with and without this constraint and the13
corresponding results are reported using the labels ‘constrained design’ and ‘unconstrained14
design’ respectively. The baseline blade is either the Betz-optimum rotor that is constituted15
of the DU-96-W180 airfoil (see Refs. [3, 34]) or the NREL 5 MW conceptual turbine [35]16
rotor.17
12
3.1. Inverse Design of a Turbine Operating in Isolation1
The inverse design procedure is first verified for isolated operation of wind turbines op-2
erating in a uniform inflow. Two turbine architectures are considered: (1) a conventional3
single-rotor wind turbine (SRWT), and (2) the dual-rotor wind turbine (DRWT) technology4
proposed by Rosenberg et al. [27].5
3.1.1. Isolated Single Rotor Wind Turbine (SRWT)6
The inverse algorithm seeks to find the blade geometry of a conventional SRWT that7
maximizes the power extracted by the turbine. For simplicity, the turbine blade is desired8
to be designed using one airfoil (DU-96-W180) for the entire blade span. The DU-96-W1809
airfoil has a high lift-to-drag ratio and is typically used in the outboard region of utility-10
scale wind turbine blades [27]. The design tip speed ratio, λ = Ω rtip/u∞ is set to be 7.0.11
The blade chord and twist distributions are assumed to be uniform everywhere along the12
entire blade as the initial guess for the first iteration: (c/rtip)
(0) = 0.08 and θ(0) = 60◦; the13
initial guess is far from the final distributions. The procedure converges in 17 iterations of14
the inverse solver. The final designs of the unconstrained and constrained optimizations are15
the same for this problem because the blade planform area of the unconstrained optimized16
design is less than that of the reference (Betz optimum) blade.17
The 1-D momentum theory, credited to Albert Betz, suggests that an axial induction of18
1/3 gives the maximum CP. A Betz optimum rotor was designed using the inverse design19
procedure described in Refs. [3, 34], which utilizes the same RANS/ADM solver as used20
here, however that design procedure aims to achieve constant axial induction, a (= 1/3)21
throughout the blade span rather than maximizing CP. The aerodynamic performance,22
measured as CP gives the following result: CP,Betz = 0.569 and CP,max(CP) = 0.579. An23
increase of about 1.7% in CP is observed with the new design obtained using the proposed24
inverse design procedure. Figures 5 (a) and (b) compare the chord and twist distributions of25
the blades of the two turbines (designed for maximum CP versus the Betz optimum rotor).26
The maximum CP blade has a longer chord near the tip and a smaller chord near the blade27
root.28
Figures 5 (c) and (d) compare the distributions of the axial and tangential induction29
13
factors between the two rotors. The largest differences are in the blade root region where1
the finite-span effect, unaccounted for in the 1-D momentum theory, is important. For the2
Betz optimum rotor, the axial induction factor is almost uniform everywhere, except at the3
blade ends where the flow solver enforces the finite-span effect. The axial induction factor4
for the turbine with maximum CP is lower than 1/3 in the blade root region and it increases5
gradually towards the tip.6
3.1.2. Isolated Dual Rotor Wind Turbine7
The DRWT technology [27] uses a smaller, secondary rotor upstream of the large, primary8
rotor to mitigate blade root loss and wake loss in wind farms by enhancing wake mixing9
(see Fig. 6). The DRWT technology has been numerically demonstrated [34] to increase10
energy capture by up to 5% when operating in a realistic, atmospheric boundary layer. The11
percentage increase is dependent on the atmospheric stability condition [36]. The primary12
rotor of the DRWT considered here is the same as the NREL 5 MW conceptual turbine [35]13
rotor, and the secondary rotor is designed using the DU-96-W180 airfoil along its entire14
blade span. The rotor-rotor separation distance and the radius of the secondary rotor are15
both equal to 30% of the primary rotor radius, rtip,pri. Both rotors operate at the tip speed16
ratio, λ = 7.0, and are modeled as actuator disks in the direct (RANS/ADM) solver.17
The inverse design is carried out in three stages. First, the aerodynamic performance of18
the NREL 5 MW SRWT (the baseline for this problem) is analyzed using the RANS/ADM19
solver. The analysis predicts the baseline turbine power coefficient, CP,base = 0.516. In the20
next step, the turbine blades are redesigned to maximize the CP of the NREL 5 MW SRWT21
operating in isolation using the procedure outlined in Sec. 3.1.1. The independent variables22
for this problem are the same as before - radial distributions of chord and twist of the turbine23
rotor blades, and the target is to maximize the CP of the turbine. The unconstrained and24
constrained redesigned turbines respectively yield a 10.1% and a 4.1% increase in CP over25
the baseline. Figure 7 compares the chord and twist distributions of the baseline and the26
redesigned SRWTs.27
In the final step, a DRWT is designed so as to maximize the aggregate power captured
by the primary and the secondary rotors of the turbine. The independent variables for this
14
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Figure 5: Inverse design of a SRWT to achieve a Betz optimum rotor and an optimized (maximum CP)
design. Inverse design results: (a) non-dimensional blade chord, (b) blade twist in degrees, and (c & d)
radial distributions of axial and tangential induction factors.
problem are the twist and chord distributions of the primary and secondary rotors of the
turbine. The objective of the inverse design is to maximize the turbine power coefficient
(CP,DRWT), which is defined as the total power extracted by the two rotors of the DRWT
normalized by the power in the air stream that passes through the area swept by the primary
rotor. Note that CP,DRWT is equivalent to the area-weighted sum of the CP of the individual
15
Figure 6: Contours of normalized axial velocity from a simulation of the DRWT.
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Figure 7: Comparisons of the chord and twist distributions between the baseline (NREL 5MW conceptual
turbine) and the redesigned single-rotor wind turbine (SRWT).
rotors.
CP,DRWT =
2 (Ppri + Psec)
ρ∞u3∞Apri
=
ApriCP,pri + AsecCP,sec
Apri
, (4)
where the subscripts ‘pri’ and ‘sec’ denote quantities corresponding to the primary rotor and1
the secondary rotor respectively. The converged values of CP for each case can be found in2
Table 2 and are compared with the corresponding values for the SRWT. Figure 8 compares3
the blade geometries of the primary and secondary rotors of the optimized DRWT with the4
baseline turbine. The primary rotor of the constrained-optimized DRWT has a significantly5
smaller chord in the blade-root region as the secondary rotor efficiently captures the energy6
16
flow through that region of the streamtube.
Table 2: Aerodynamic power coefficient (CP) and percentage increase in CP over the baseline NREL 5 MW
turbine.
Turbine CP %∆CP re Baseline
Baseline (NREL 5 MW) 0.516 -
Unconstrained SRWT 0.568 10.0%
Unconstrained DRWT 0.584 13.2%
Constrained SRWT 0.537 4.1%
Constrained DRWT 0.561 8.7%
7
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Figure 8: Comparisons of the chord and twist distributions for the primary rotor and the secondary rotor
between the baseline- and the redesigned dual-rotor wind turbine (DRWT).
3.2. Jacobian Update Scheme8
A required step in gradient-based optimization methods such as TRF is to compute9
the Jacobian, J = ∂f/∂x, which shows the sensitivity of the target function to the input10
arguments. The Jacobian is needed by the algorithm at each iteration of the inverse solver,11
and is typically evaluated numerically using a finite difference scheme with multiple runs of1
17
the direct solver. For a multi-variable problem, calculating the Jacobian can become very2
computationally expensive, particularly when a higher fidelity direct solver is used. If the3
vector x has n variables, then n + 1 runs of the direct solver are required to fully compute4
J; one run to compute f at x, and one run for each component of x perturbed by a small5
amount, ε. In this work, n = 10 for the least computationally demanding case; two variables6
(chord and twist) at each of the 5 control points combined constitute the x vector. Therefore,7
the direct solver needs to be executed 11 times for each iteration of the inverse solver.1
One approach to reduce the computational cost is to approximate the Jacobian instead
of computing it at every iteration of the inverse solver [37]. Examples of this approach
are methods based on the quasi-Newton scheme [38] to update the Jacobian. In most of
these methods, simple recursive formulae are used to relate B−1k+1 to B
−1
k , where Bk is an
approximation of the Jacobian (Jk) at the k-th iteration. These formulae typically do not
involve computing the derivatives at all [39]. This study uses Broyden’s method [40] in which
the Jacobian is computed at the first iteration of the inverse solver (J0) using a forward
finite difference formula and is approximated (updated) for the subsequent iterations using
the following equation.
Jn+1 = Jn +
(fn+1 − fn)− Jn(xn+1 − xn)
||xn+1 − xn||2
(xn+1 − xn)T (5)
In theory, the direct computation of the Jacobian has to be performed only once at the first2
iteration of the inverse solver. In practice, however, the Jacobian is updated periodically3
using direct solver evaluations. In this study, the Jacobian matrix is computed using the4
direct solver after every five iterations of the inverse solver and it is approximated in between5
using Eq. 5.6
The isolated turbine designs considered in Sec. 3.1 are used to evaluate the effect of7
approximating the Jacobian using Broyden’s method. The inverse design was carried out8
with and without the Jacobian approximation for the unconstrained SRWT and DRWT9
design problems. The converged blade geometries were found to be identical. However, the10
computing time is significantly less when using Broyden’s method even though the number11
of iterations for the inverse solver is greater (see Table 3).1
Figure 9 shows a typical convergence history of the iterative inverse design procedure for a2
18
Table 3: Computational cost comparison between using the finite difference method (FDM) and Broyden’s
method to compute the Jacobian. When using Broyden’s method, the Jacobian is still computed using the
FDM once every five iterations. The number of inverse design iterations and the cost reported include this.
Turbine #Iterations (FDM) #Iterations (Broyden) Cost ratio(FDM:Broyden)
Unconstrained SRWT 16 28 3.2 : 1
Unconstrained DRWT 19 27 3.8 : 1
wind farm application. The Jacobian is directly calculated using the direct solver once every3
5 iterations and it is approximated in between using Broyden’s method. This is reflected in4
the convergence history plot, where the change in CP is prominent at the iterations where5
the Jacobian is computed as opposed to approximated.
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Figure 9: Convergence history of the inverse design algorithm.
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3.3. Turbine Design for Maximizing Wind Farm Power Output7
As discussed in Section 1, the primary reason for using a higher fidelity and a more8
computationally demanding method such as the RANS/ADM, as opposed to the commonly9
used BEM method, is to extend the blade design methodology to wind farm applications.10
In other words, the objective is to design turbine blades such that wind farm power output,11
as opposed to individual turbine output, is maximized. To demonstrate the concept, a fully-12
waked wind farm configuration (turbines directly behind each other) is considered. This13
simplification makes the problem axisymmetric and dramatically reduces the computational14
effort. Extension to staggered turbines is straightforward albeit computationally expensive.15
19
The turbine-turbine separation distance is four rotor diameters, which is used to exaggerate16
the turbine-turbine interaction effects. The effect of increasing turbine separation distance17
is presented later in this paper.18
There are at least two different ways to pose the blade design problem for an array of19
turbines (wind farm). One is to design each turbine separately, i.e., every turbine in the20
wind farm can have a different geometry. This is called “Approach 1” in this paper. While1
such an approach may yield higher energy capture, it is undesirable from the perspectives of2
manufacturing cost and complexity. A practical and cost-effective way to approach the blade3
design problem therefore is to require all the turbines in a farm to have the same geometry.4
The computational complexity reduces because of this restriction as the number of design5
variables are reduced to the blade chord and twist distributions of only one turbine. The6
objective then is to find this one blade geometry that would maximize the aggregate power7
output from a wind farm that uses identical turbines. This is referred to as “Approach 2” in8
this paper. The results from both design approaches are compared in the following sections.9
3.3.1. Wind Farm with Three In-line SRWTs10
A wind farm with three in-line turbines (SRWTs) is considered (see Fig. 10). The NREL11
5 MW turbine is used as the baseline turbine in this case. The goal is to redesign the12
baseline turbine to maximize the power output from the turbine array. All three turbines13
are operated at the same tip speed ratio, λ = Ωrtip/u∞ = 7 defined using the flow speed far14
upstream of the wind farm. In practice, the turbine controller would set the rotor rotation15
speed so that the tip speed ratio defined using the local inflow speed is close to ideal. This16
detail can be readily incorporated with the inclusion of a controller system, but is ignored17
here to avoid convoluting the effects of the controller with blade design.18
The initial guess of the blade geometry for the inverse algorithm is taken to be the19
geometry that gives maximum CP when operating in isolation (the redesigned SRWT in20
Fig. 7). Turbine rotor blade design is carried out for this three-turbine wind farm using21
Approaches 1 and 2 described earlier. Table 4 lists the CPav for each case. As expected,22
when each turbine rotor geometry is allowed to be different (Approach 1), the increase in23
wind farm energy capture is larger compared to when one geometry is used for all turbines24
20
Figure 10: Contours of normalized axial velocity from a wind farm simulation with three in-line wind turbines.
Different scaling is used for x and y axes in the plot.
(Approach 2). While the first approach leads to a higher farm output, the difference may not25
justify the added cost and complexity associated with manufacturing three different blade26
designs. When all the turbines are required to have the same geometry in Approach 2, there1
is still a substantial increase in wind farm energy capture. Figure 10 plots the contours of2
axial velocity in the three-turbine farm for the constrained-optimized design.
Table 4: Wind farm average turbine power coefficients for the two different design approaches compared
against the baseline. %∆CP,av shows the relative difference between CP,av and the CP,av,base = 0.290
Design CP,av(%∆CP,av)
Unconstrained Constrained
SRWT of Fig. 7 for all three turbines (initial guess) 0.309 (6.6%) 0.294 (1.6%)
Approach 1: Different geometry for each turbine 0.319 (10.1%) 0.307 (5.9%)
Approach 2: One geometry for all turbines 0.311 (7.4%) 0.303 (4.7%)
3
Figures 11 and 12 compare the aerodynamic power coefficient, CP and the normalized4
out-of-plane blade root bending moment coefficient, CM = M/(0.5ρu
2
∞Artip) for each turbine5
in the farm between the different designs. Note that the CP and CM for any turbine in the6
farm are obtained by using the flow speed far upstream of the wind farm (u∞) to normalize7
the turbine power and moment. The optimized turbine designs yield a desirable increase in8
the aggregate power output and an undesirable increase in out-of-plane blade root bending9
moment.10
21
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Figure 11: CP and CM of each turbine in a three-turbine wind farm where the blade designs are obtained via
unconstrained optimization using Approach 1 and Approach 2. The performance of these optimized farms
is compared with two farms that exclusively use either the baseline (NREL 5 MW) turbine or the turbine
optimized for maximum CP in isolated operation (Sec. 3.1.1).
Figure 13 plots the geometry of each of the three turbines in the wind farm obtained11
using Approach 1. The inverse design procedure suggests larger changes in the blade root12
region compared to the outboard region. The chord is reduced in the blade root region for13
the upstream turbines. This is expected to permit high-momentum air to pass through to14
the downstream turbines, enhance wake mixing and reduce wind farm wake loss. This results15
in a reduced power extraction from the most upstream turbine (compared to the isolated16
design), but that reduction is more than compensated by the increase in power extraction17
by the downstream turbines, yielding a higher value of CP,av.18
Figure 14 shows the radial profiles of the blade chord and twist of the turbines for the19
three-turbine wind farm using Approach 2. Even with the restriction of having the same20
geometry for all the turbines in the farm (Approach 2), the algorithm suggests reducing21
the chord in the blade root region and increasing it in the outboard region with respect1
to the baseline. Significant differences are observed in the blade chord between the tur-2
bines designed to maximize isolated performance and those designed to maximize wind farm3
performance. The differences in the blade twist are however small.4
22
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Figure 12: CP and CM of each turbine in a three-turbine wind farm where the blade designs are obtained
via constrained optimization using Approach 1 and Approach 2. The performance of these optimized farms
is compared with two farms that exclusively use either the baseline (NREL 5 MW) turbine or the turbine
optimized for maximum CP in isolated operation (Sec. 3.1.1).
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Figure 13: Chord and twist distributions of each turbine in the three-turbine wind farm obtained using
Approach 1 to maximize the wind farm power output. Both, constrained and unconstrained optimization
results are shown.
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Figure 14: Chord and twist distributions of the turbines in the three-turbine wind farm obtained using
Approach 2 to maximize the wind farm power output; all the turbines in the array have the same geometry.
For comparison, the baseline turbine geometry and the blade geometries obtained from isolated turbine
optimization are also presented. Both, constrained and unconstrained optimization results are shown.
3.3.2. Wind Farm with Ten In-line SRWTs5
Modern wind farms consists of hundreds of turbines arranged in arrays, where deep6
array effects play a dominant role. A ten-turbine wind turbine array is considered, which7
is representative of large wind farms with multiple rows of turbines experiencing deep array8
effects. As in the previous example, all turbines are co-linear and aligned with the wind9
direction. The turbine-turbine separation distance is four diameters. The objective remains10
the same: to design turbine rotor blades to maximize the total energy capture from the wind11
farm. However, only Approach 2 is used for inverse design, as it is unreasonable to expect ten12
different blades designs in a wind farm. Furthermore, the turbines experiencing deep array13
effects are expected to have a similar design as the flow becomes statistically stationary in14
deep arrays. The initial guess for the blade geometry is taken to be the one that gives the1
maximum CP in isolated operation (see Sec. 3.1.1).2
The increases in farm-averaged power coefficient, CP,av are approximately 12% and 6.5%3
for the unconstrained and constrained optimized designs respectively. Figure 15 plots the4
contours of axial velocity for the constrained optimized design. Figure 16 plots the CP and5
24
CM of each turbine in the wind farm. The results are compared with those obtained using6
the baseline (NREL 5 MW) turbines as well as the redesigned 5 MW turbines (unconstrained7
and constrained) optimized for isolated performance (see Fig. 7). The unconstrained and8
constrained designs optimized for farm operation both yield greater net farm output than9
obtained from using the baseline NREL 5MW as well as the turbine designs optimized for10
isolated operation. In the unconstrained farm design, the first turbine extracts excessive11
power from the flow causing the CP of the second turbine to drop. The remaining turbines12
however have higher CP than the baseline. The farm-optimized turbines operating deep in13
the array (turbines 4 through 10) extract higher energy than the baseline. The increase in14
power capture is accompanied by a corresponding increase in the blade root bending moment15
as seen in Fig. 16 (b); this would adversely impact the LCOE.
Figure 15: Contours of normalized axial velocity from a simulation of the ten in-line wind turbines. The
turbines used here are optimized using Approach 2. Different scaling is used for x and y axes in the plot.
1
Figure 17 shows the converged blade geometry and compares it with the NREL 5 MW tur-2
bine as well as the turbine designs that maximizes isolated turbine CP. The farm-optimized3
geometries obtained using unconstrained as well as constrained optimization are significantly4
different from the baseline as well as the geometries obtained for isolated turbine optimiza-5
tion. While the unconstrained farm-optimized design has a larger chord throughout the6
blade span, the constrained design has a smaller chord in the blade root region. This is7
consistent with the three-turbine farm result. The change in the blade twist is small, again8
consistent with the three-turbine farm optimization result.9
With design Approach 2, the increases in farm-averaged power coefficient, CP,av are pre-10
dicted to be approximately 12% and 6.5% for the unconstrained and constrained optimized11
25
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Figure 16: Results of inverse design of the ten-turbine wind farm: (a) convergence history of CP,av, (b&c) CP
and CM of each turbine in the array. Also plotted for comparison are results obtained by using the baseline
NREL 5MW turbine and the 5 MW turbine optimized for isolated operation.
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Figure 17: Radial profiles of chord and twist of optimized turbines for the ten-turbine wind farm case
compared against the designs optimized for isolated turbine performance. Unconstrained and constrained
optimized geometries are shown and the NREL 5 MW turbine is shown for reference.
designs respectively, which are significant. While the increase in farm power generation is12
predicted to be substantial, it should be noted that the analysis presented here is limited to1
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the case of in-line turbines; multiple wind directions need to be considered with appropriate2
weights based on the wind rose to truly optimize turbine design for a given wind farm. Also,3
given that this increase in power capture is accompanied by a corresponding increase in the4
blade root bending moment, the actual LCOE benefits realized in a real wind farm may be5
smaller. The results nevertheless are indicative of the merit of investigating blade design in6
a wind farm context rather than in isolated operation.7
Effect of Turbine Spacing:. The effect of turbine spacing on the blade design process is8
assessed for the ten-turbine wind farm case. The spacing between the turbines is increased9
from four diameters to eight diameters. Approach 2 is used to carry out a constrained inverse10
design optimization for this wind farm configuration. The increase in CP,av is approximately11
4.5% with a corresponding 11.9% increase in blade root bending moment. Figure 18 compares12
the farm-optimized rotor geometry with a) the baseline (NREL 5 MW) turbine geometry,13
b) the optimized geometry for the ten-turbine farm with four-diameter spacing, and c) the14
geometry of the turbine optimized for isolated operation. As the spacing between the turbines15
is increased, the optimized turbine design gets closer to the design of the turbine optimized1
for isolated operation. This is expected as the interaction between the turbines reduces with2
increased turbine spacing.3
4. Conclusions4
An inverse algorithm for geometric blade design of horizontal axis wind turbine (HAWT)5
is presented in this study with the goal of maximizing the aggregate energy capture in a wind6
farm. The optimization is performed with and without a constraint on blade mass, which7
is imposed by restricting the blade planform area to not exceed a specific value. Reynolds8
Averaged Navier Stokes (RANS) CFD with an actuator disk model (ADM) representation9
of turbine rotors is used to perform the aerodynamic analysis. The trust region reflective10
(TRF) is employed to perform the iterative search for the optimal blade geometry. The TRF11
is combined with the Broyden method which saves up to 75% of the computational time by12
recursively updating the Jacobian matrix instead of computing the entire matrix at each13
iteration.14
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Figure 18: Effect of turbine-turbine spacing on the optimal blade geometry to maximize wind farm output.
D= 2× rtip is the turbine rotor diameter.
The algorithm is first tested for isolated wind turbines to maximize the turbine CP. A15
Betz-optimum rotor with a uniform axial induction factor of 1/3 is considered. The optimized16
designed obtained using the proposed approach yields a 1.7% increase in CP. Redesigning1
the NREL 5MW conceptual turbine yields up to 10% increase in CP. The algorithm is also2
used to design a dual-rotor wind turbine (DRWT). The DRWT considered here has the3
NREL 5MW turbine rotor as the primary rotor; and the secondary rotor is a Betz optimum4
rotor made with the DU-96-W180 airfoil along its entire blade span. When both rotors of5
the DRWT are optimized, the increase in energy capture is more than 8.7% over the baseline6
NREL 5MW turbine.7
Two approaches are considered to design turbine blades for optimizing wind farm energy8
capture: 1) allow each turbine to have a different blade geometry, and 2) restrict all the9
turbines in the farm to use one blade geometry. Two wind farm cases are considered where10
the turbines are aligned with the direction of the wind (fully waked configuration). For the11
first case, with three in-line turbines, it is found that Approach 1 results in a higher farm-12
averaged power coefficient (%∆CP,av = 5.9%) than Approach 2 (%∆CP,av = 4.7%). The13
values reported above are for the mass-constrained design; the increases are higher for the14
unconstrained designs. The small difference in ∆CP,av between approaches 1 and 2 may not15
28
justify the added cost and complexity of manufacturing three different blade designs.16
To examine the impact of the proposed inverse design algorithm in a wind farm with17
deep array effects, an array with ten in-line turbines is considered. Approach 2 is used to18
obtain the optimized turbine geometry. The increase in CP,av compared to the baseline blade19
turbine (NREL 5 MW) are 6.5% and 12% respectively for the constrained and unconstrained20
designs. The increase in CP,av is accompanied by an increase in the blade root bending21
moment; the gain in CP therefore may not directly translate into LCOE reduction. The22
optimized geometries have smaller chord in the blade root region and larger chord in the23
outboard region.24
The effect of turbine spacing is investigated by comparing the optimized designs for two25
ten-turbine wind farms, one with 4D spacing and the other with 8D spacing. As the turbine-26
turbine spacing is increased, the optimized turbine geometry gets closer to that of the turbine27
optimized for isolated operation. Also, the benefit (increase in net farm power) due to the28
‘farm-optimized’ design is reduced with increased turbine-turbine spacing.29
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Technical Highlights 
 
 
1. A novel idea to design wind turbine blade design from a windfarm perspective 
2. Over 5% increase in energy capture achieved with farm-optimized turbine designs 
3. Farm-optimized turbine geometries are very different from conventional designs 
4. Increase in energy capture is associated with increase in blade loads 
5. Proposed framework readily extensible to other solvers and farm layouts 
 
