The following rewording is proposed:
"The altitude of a cloud plays a cardinal role because clouds at different heights (i.e., temperatures) exert different feedbacks. High-altitude clouds absorb infrared radiation that comes from the lower atmosphere and radiate like blackbodies. Since the temperature contrast between elevated clouds and lower atmosphere is high, the clouds have a positive contribution on the local net energy balance. At the same time, their albedo is small because they are, in most cases, comparably thin. Thus, they can warm the atmosphere more than they cool it, exerting a positive feedback.
Conversely, low-altitude clouds are strongly reflecting objects owing to their high optical density but they ineffectually shield infrared radiation emitted by atmospheric gases to the outer space. The reason is that the temperature of low clouds is closer to the temperature of the ground and the local net energy balance is close to zero. These clouds in turn can cool the climate system more than they warm it and thus exert a negative feedback. Loeb et al., 2012 observed this mechanism in a study that focused on clouds in the tropical belt. However, this situation may change when considering the Pacific Northeast over a decadal time window. Evidence of a positive feedback by low-level clouds has already been demonstrated (Clement et al., 2009) . It is therefore likely that no general description is possible on a global scale and regional studies should be conducted instead." Action (Sect. 1, l. 19-35) The cloud feedback mechanism as function of cloud altitude has been reworded as proposed above.
3) p. 31412: It would be helpful to have some more detail on how cloud fraction and cloud reflectance are determined since there can be trade-offs between the two in Eq. 1. E.g., measured scene reflectance can result from either/both greater cloud fraction and greater cloud reflectance, but they may have different impacts on retrieved cloud top height.
The cloud fraction is determined analyzing PMD radiances. PMDs offer a better spatial resolution within the instrument footprint and a broader spectral coverage (from UV to NIR).
Once the fractional cloud cover is determined, its value is used to scale the actual measurement within the Independent Pixel Approximation. This means that the cloud reflectance ingested in SACURA corresponds always to cloud fraction 1.
It has been demonstrated ( [Kokhanovsky et al., 2007] ) that the cloud reflection function it is not affected very much by horizontal photon transport, as long as cloud fraction is known from an independent source. This statement is true regardless of cloud fraction and of instrumental spatial resolution, because the algorithm makes use of spectra ratios, i.e. (R 758 − R λ )/R 758 .
This effect has been demonstrated by [Lelli et al., 2012 , Fig. 9, p. 1559 . The absent correlation between CF bias (defined as the difference between OCRA CF and co-located CF derived from a finer resolved instrument ATSR-2 within a GOME ground pixel) and CTH bias indirectly validates Eq. 1 of the present manuscript.
From a physical point of view, it is also clear that, on such coarse footprint scales, the TOA cloud reflectance is dominated by the contribution of photons scattered directly back to the platform. This is not true for instruments such as MODIS or (A)ATSR, for which a cloud volume may have side lengths comparable with the footprint size.
Action (Sect. 2, The following paragraph has been added: "It has been demonstrated ( [Kokhanovsky et al., 2007 , Lelli et al., 2012 ) that cloud top height is not substantially affected by the scaling of the cloud reflection function with different values of fractional cloud cover as long as f is known from an independent source. This statement is true regardless of cloud fraction and of instrumental spatial resolution, because the algorithm makes use of spectral ratios. From a physical point of view, it is also clear that, on the coarse footprint scales of the sensors used in this work, the cloud reflectance is dominated by the contribution of photons scattered directly back to the platform and not by horizontal photon transport. This is not true for spatially better resolved instruments for which a cloud volume may have side lengths comparable with the footprint size." 4) p. 31414 lines 5-6: Considering that getting the right correction and harmonization are critical factors for the time series analysis, more detail should be provided on how this is accomplished.
We emphasize that the time series of absolute values have been neither corrected for the impact of spatial resolution nor fitted directly. This is because the three instruments have different sensing local times. The chosen strategy has been to regress time series of anomalies, instead. This approach is analogous to the customary technique described in [Mieruch et al., 2008, Eq. 1, p. 495, and references therein] . Eq. 1 is reported below for convenience.
Being Y t the monthly mean of the variable of interest (in this context CTH) at time t (for each geolocation point on the map), µ C t the offsets of the regression line, ω the desired change rate of CTH at time step X t and N t the noise, in the r.h.s. of the following equation
the term δ U t describes the level shift δ in CTH, allowed when concatenating time series of GOME and SCIAMACHY at time T 0 , with a step function U t defined as
Likewise, the removal of the sample CTH mean for each respective month from the time serie of absolute values allows the seasonality (the S t in the r.h.s. of Eq. 1) to be accounted for. The term δ U t is incorporated by performing this step separately for each instrument. This is because the sample mean of anomalies is centered, by definition, about zero [Wilks 2011, Sect. 3.4.2, 4.4.2] and the constant µ can be neglected (being µ the mean water vapour column of the time series at time t=0 [Mieruch et al., 2008] ). Eventually, Eq. 1 reduces to Eq. 3 of the manuscript and potential autocorrelative effects are embedded in the noise term N t (i.e., t in our paper). (Sect. 3, The following paragraphs have been added. "We emphasize that the time series of absolute values have been neither corrected for the impact of spatial resolution nor fitted directly. This is because the time series of Fig. 1 are shifted and the three instruments have different sensing local times. The chosen strategy has been to regress time series of anomalies, instead. This approach is analogous to the customary technique described in [Mieruch et al., 2008, Eq. 1, p. 495, and references therein] and is reported below for convenience.
Action
Being Y t the monthly mean of the variable of interest at time t (for each geolocation point on the map), µ C t the offsets of the regression line, S t the seasonal component, ω the desired change rate of the variable at time step X t and N t the noise, in the r.h.s. of the following equation
the term δ U t describes the level shift δ allowed when concatenating time series from different instruments at time T 0 , with a step function U t defined as
The removal of the sample mean for each respective month from the time serie of absolute values allows the seasonality to be accounted for. The term δ U t is incorporated by performing this step separately for each instrument. This is because the sample mean of anomalies is, by definition, centered about zero [Wilks 2011] and the constant µ can be neglected (being µ the mean value of Y t at time t=0). Eventually, Eq. 4 reduces to Eq. 3 and potential autocorrelative effects are embedded in the noise term." 5) p. 31414 lines 15-16: I would have greater confidence in the harmonization of GOME and SCIAMACHY time series if there were more overlap between the two and they agreed well. There is more overlap between SCIAMACHY and GOME-2, but they do not agree well, which does not give me confidence that the authors can reliably detect changes in cloud top height. Joining at June 2008 seems arbitrary, and the authors do not offer any justification for that point.
First, GOME time serie is limited to May 2003 due to a failure of the on-board tape recorder and global coverage wasn't provided from June 2003 onward. SCIAMACHY didn't reach final flight conditions before January 2003. So, only five months could be matched between GOME and SCIAMACHY.
Second, June 2008 has been chosen because it is not only the time when GOME-2 and SCIAMACHY time series converged, but also because when the PMD band definitions have been upgraded. Given that SCIAMACHY is a well calibrated instrument, we used its monthly means prior 06/2008. For the rest of the time serie, both instruments sense the dip at 2011. This feature dominates both order of magnitude and sign of the trend (the main focus of the paper), which would be preserved with SCIAMACHY monthly means anyway.
For the future, we are confident that a new reprocessing (together with a longer time coverage provided by adding MetOp-B retrievals to the time serie) will improve the significance of this kind of analysis.
Action: (Sect. 2, l. 125-145) The following paragraphs have been rewritten.
"While the CTH anomalies from GOME and SCIAMACHY are in almost perfect agreement, the transition between SCIAMACHY and GOME-2 records is not smooth. The reason for discrepancies may be manifold. On one hand, a change in the PMD pixel definitions of GOME-2 was devised in April 2008 (EUMETSAT, 2010) , which may have impacted cloud fraction f and the cloud reflection function R cl of Eq. 1. On the other hand, radiometric calibration issues may also influence retrievals inferred from different instruments. For instance, van Diedenhoven et al. (2005) have shown that a difference of 20 hPa in surface pressure retrieved in the oxygen A-band by GOME and SCIAMACHY could be corrected adding an offset of 0.86% to the TOA reflectance in the continuum at 756 nm. However, tests have shown that radiometric uncertainties have almost no impact in the retrieved CTH with SACURA. This is a feature of the algorithm, which is based on spectral ratios and on the concurrent fit of CTH and CBH along the whole band.
For the ensuing analysis, the time series of GOME and SCIAMACHY have been joined in June 2003 because the on-board tape recorder of GOME broke down and global coverage wasn't provided after May 2003. Time series of SCIAMACHY and GOME-2 have been joined in May 2008. Given that SCIAMACHY is a thoroughly tested instrument and GOME-2 PMD definitions were updated in April 2008, we used SCIAMACHY anomalies prior May 2008, even though GOME-2 data were available. For the rest of the time serie, GOME-2 anomalies were used, as both instruments converge and exhibit good overlap. In fact, both instruments sense the strong negative CTH anomaly in year 2011. This feature dominates the whole time serie and it gives us reasonable confidence that the order of magnitude as well as the sign of the CTH trend aren't substantially affected, when using SCIAMACHY data." First, the plot has been redone applying a running mean filter of 6 months ( Fig. 1 ) and oscillations on shorter time scale have emerged. Second, the sentence means that the 2-month constant lag between the column-averaged CF anomaly time serie (top plot, purple curve) and the SST anomaly can be explained by the constant lag between low-level and high-level clouds. This effect is even more evident about the extrema of the respective curves in the bottom plot of Fig. 1 . We will replace the figure and reword the sentence accordingly.
(Action, Fig. 8 , page 22) The figure has been replaced, after less smoothing has been applied to the time series. The following sentence has been rephrased (l. 235-237, page 8):
"In Fig. 8 it is also shown that the lagged extrema in column-averaged CF of Fig. 7 originate in the lowest layers of the troposphere, because CF for low-and mid-level clouds always anticipate the extrema for high clouds by a constant lag of 2 months."
8)
To what extent does low/mid cloud fraction increase when high cloud fraction decreases because low/mid clouds are no longer overlapped by higher clouds? Perhaps there is no real increase in low/mid cloud fraction, but instead the clouds can be seen due to a reduction of high cloud obscuration?
This mechanism is surely true and can't be excluded, especially with such coarse footprints. Being aware of this, in the conclusions (ll. 16-18 p. 31421) we worded as follows: "In particular, it has been seen that the instrumental spatial resolution impacts the calculation of mean values of apparent cloud top height at a monthly sampling", where the word "apparent" implies the inherent limitations of the instruments. Yes.
(Action) The information has been now added in the caption. The vertical interval is fixed. What is changing within the vertical interval is the count number of CTH retrievals per height bin k (i.e., c k at numerator of Eq. 2 in the manuscript). This can be understood as clouds being reclassified in adjacent height bins.
(Action) No change. Fig. 13 : Probably what matters for high clouds is not columnar water vapor, which will be (JJA) and winter (DJF) months. Fig. 2 suggests a constant decreasing tendency of cloud fraction, which is consistent with values of CF change derived by other instruments ( [Stubenrauch et al. 2013, Fig. 3.11, p. 141 ]) for the same region. Looking at the breakups for JJA and DJF, cloud fraction is not correlated with the seasonal Indian monsoon because its trends over R1 and R2 are commensurate and have equal sign, which wouldn't be otherwise. This finding complies with [Norris, 2001] . In addition, there are indications that high values of water vapor volume mixing ratio (and not number density) are found over desert areas, where moist air is advected upward in presence of biomass burning particles ( [Kim et al., 2009] ).
11)
The question whether a change in cloud parameters (fraction, optical thickness and top height) translates into a change in columnar water vapor (due to the assumption in the algorithm of ghost column under the cloud) has been recently addressed by [du Piesanie et al., 2013] . They show that water vapor columns derived from SCIAMACHY are influenced neither by changes in cloud fraction nor in cloud optical thickness ([du Piesanie et al., 2013 , Fig.4, p.2930 ). The dependence of H 2 O total column on changes in cloud top height has been explored for cases with CF 0.9 ([du Piesanie et al., 2013 , Fig.5, p.2930 ). Even for these very cloudy scenes, a change in CTH of ≈450 m over 17 years can't explain the decrease of ≈ -0.85 g/cm −2 above Arabia for the same time span. This argument rules out algorithmic artifacts due to clouds and points to a real process, that presumably takes place over the northern Indian Ocean.
In summary, the following changes are introduced in the manuscript:
(1) The mechanism of cloud feedbacks is rephrased in the introduction.
(2) In Sect. "Data and Methods" details are given about the determination of cloud fraction and the accuracy of Eq. 1.
(3) In Sect. "Trend Model" the reduction of Eq. 1 in [Mieruch et al., 2008] to Eq. 3 of the manuscript is made explicit.
(4) In Sect. "Data and Methods", arguments for the merging of the time series will be given.
(5) Fig. 7 of the manuscript is replaced by Fig. 1. (6) Fig. 2 will be added to Fig. 13 of the paper. The discussion about the semi-direct aerosol effect will be expanded together with references. In the conclusions, the claim about the influence of aerosols and water vapor on CTH trend will be relaxed. dominated by the boundary layer, but upper tropospheric humidity. One reason larger trends may be seen over North Africa and Arabia is that there are few low-level clouds in those regions due to desert conditions. Thus any increase in high-level clouds will be less diluted by the presence of low-level clouds. 12) I don't see any convincing evidence that an indirect aerosol effect is present. This is speculation on the part of the authors.
Our purpose is to provide some sketches on the possible mechanism that links aerosol production to cloud top height, mediated by water vapor. This is achieved mainly calling on papers in the literature and with some preliminary investigation. This complicated topic deserves more in-depth analysis and we would postpone it for a later publication.
As correctly pointed out by the referee, it is not about an indirect aerosol effect (which has a precise meaning), but a semi-direct aerosol effect (as defined in the IPCC AR4, 2007) instead. Beside the study cited in the manuscript, arguments supporting a decrease in surface insulation of the Indian Ocean have been reviewed, among others, by [Turner 2012 ].
In Fig. 2 , the trend in cloud fraction anomalies is provided together with breakups in summer (JJA) and winter (DJF) months. Fig. 2 suggests a constant decreasing tendency of cloud fraction, which is consistent with values of CF change derived by other instruments ( [Stubenrauch et al. 2013, Fig. 3.11, p. 141 ]) for the same region. Looking at the breakups for JJA and DJF, cloud fraction is not correlated with the seasonal Indian monsoon because its trends over R1 and R2 are commensurate and have equal sign, which wouldn't be otherwise. This finding complies with [Norris, 2001] . In addition, there are indications that high values of water vapor volume mixing ratio (and not number density) are found over desert areas, where moist air is advected upward in presence of biomass burning particles ( [Kim et al., 2009] ).
(Action, Sect. 4.2, l. 342-363) The following paragraphs have been added/rewritten. "Further arguments supporting a decrease in surface insulation of the Indian Ocean have been reviewed, among others, by [Turner 2012 ].
In general, changes in column-averaged cloud top height might be explained by changes in cloud cover in different altitude layers. When looking at the trend in annual cloud fraction anomalies (not shown here) a constant decreasing tendency is suggested. This is consistent with long-term changes derived by other instruments [Stubenrauch et al. 2013] for the same region. In the bottom row of Fig. 14 the breakups in summer (JJA) and winter (DJF) months are portrayed. Cloud fraction trends don't exhibit seasonality and are not correlated with the seasonal Indian monsoon because the trends over R1 and R2 are commensurate and have equal sign, which wouldn't be otherwise. This finding also complies with [Norris, 2001] .
Moreover, the question whether a change in cloud parameters (fraction, optical thickness and top height) translates into a change in columnar water vapor (due to the assumption in the algorithm of ghost column under the cloud) has been recently addressed by [du Piesanie et al., 2013] . They analysed SCIAMACHY water vapor columns and cloud products, generated with the same algorithms of the datasets used in this work (AMC-DOAS, Noel et al., 2004 , Noel et al., 2005 ; SACURA, Rozanov and Kokhanovsky, 2004) . The authors showed that water vapor columns are influenced neither by changes in cloud fraction nor in cloud optical thickness. The dependence of H 2 O total column on changes in cloud top height has been explored for cases with CF 0.9. Even for these very cloudy scenes, a change in CTH of ≈ 450 m over 17 years can't explain the decrease of ≈ −0.85 g/cm −2 above the Arabian Peninsula for the same time span. This argument rules out algorithmic artifacts due to the shielding of water vapor by clouds and points to a real process, that presumably takes place over the northern Indian Ocean." (Action, Conclusions, l. 400-407) The following paragraph has been rewritten.
"Preliminary analysis of the trends seen over North Africa and Arabian Peninsula suggests a semi-direct aerosol effect on clouds. Natural and anthropogenic soot particles have an impact on cloud top height, modulating insulation and water evaporation over the Indian Ocean. Subsequently, during the winter phase of the Indian Monsoon, transport of moist air masses over the arid Arabian Peninsula exerts a negative feedback and decreases statistical significance of clouds' vertical displacement. In fact, this effect has been already seen over Europe during the economic, industrial and infrastructural adjustments following the fall of the East Bloc (Devasthale et al., 2005) . However, this topic deserves in-depth investigation, which we defer to a later publication."
Answer to Anonymous Referee #2
1) The title is misleading, because the presented observations are only capable to determine cloud top height of a sub-sample of clouds: those which are optically thick (cloud optical depth > 5) which correspond probably to about slightly less than half of all clouds. Especially many high-level clouds are missed, because these are mostly semi-transparent. It would have been helpful for the reader to present this fact in the beginning, with a cloud fraction for low-level, mid-level and high-level clouds.
In fact, in the abstract (line 7) is stated upfront that the algorithm is based on the retrieval of cloud properties for "for optically thick clouds". This is because, within the asymptotic theory of radiative transfer, direct sunlight is neglected and the diffusive limit is reached at cloud optical thickness equal 5.
Moreover, the spectrometers used in this work, despite their known limitations, offer some unique features (such as long-term coverage and spectral resolution) and we think that our analysis is still a useful contribution to the task of cloud remote sensing and climate modeling, exactly like every other cloud data set available.
Indeed, as acknowledged by the referee, our data sets are interesting to explore thick clouds, not all clouds. Thus, in this spirit, we hope to provide our results to the scientific community, which will enrich and debate them.
(Action) No change.
The word 'trends' in the title is also misleading, because the authors show that within the uncertainties no linear trends can be found. [Chandler and Scott, 2011 ] offer the following definition: "Trend is long-term temporal variation in the statistical properties of a process, where 'long-term' depends on the application". Among all statistical properties which describe time series, for the mean value and its temporal change the word 'trend' has been also proposed in past textbooks ( [Chatfield 2003 ] and [Kendall and Ord 1990] ). Therefore, it seems that trend can be used even if significance has not been found. Moreover, the length of this data set (17 years) exceeds the length of other data sets, whose analysis has been already termed trend analysis (e.g., [Marchand 2013]).
2) The authors have shown in an earlier paper (Fig. 4 , Lelli et al. 2012 ) that a bias in cloud top height is still optical depth dependent for optical depth larger than 5, especially for ice clouds, when water clouds are situated beneath (which happens quite often according to CALIPSO-CloudSat analyses, especially in the tropics).
These cases are excluded from the analysis, owing to the forward model which assumes singlelayer clouds. The text accompanying [Lelli et al., 2012, Fig. 4 ] reads (Sec. 3.2, p. 1556): "Given that our model assumes single-layered clouds, we would then reject retrievals flagged -3-, above a limit height of 5 km".
The algorithm flags -3-those retrievals exceeding the operational limit of geometrical thickness of 11 km and indicates the heterogeneity of the cloud scene (as demonstrated by [Rozanov et al., 2004] ). In addition, it is clearly stated that retrievals flagged 3 (for a CTH > 5 km) are discarded (Sec. 4.1, p. 1561 , "Data selection" in [Lelli et al., 2012 ).
For an additional quantitative proof that the CTH bias is not correlated with COT error, see the answer to the interactive comment by van Diedenhoven.
3) The data used from three different instruments have different foot print sizes, with a quite coarse spatial resolution. Especially the foot print size of GOME (320 km x 40 km) does not seem to be adequate to study low-level clouds, because these may appear at smaller horizontal extent. In this case a decrease in height might be linked to a decrease in horizontal extent of low-level clouds within the foot prints.
Despite the coarse footprint of GOME (as correctly pointed out by the referee), we are persuaded that the instrument has potential for the assessment of CTH long-term changes, given that CTH has been deseasonalized separately for each instrument. Our opinion is based on the following evidences: (a) the good overlap at the beginning of 2003 with the anomaly time serie of SCIAMACHY, which has a considerably finer footprint; (b) the GOME capability to detect the ENSO event in 1997-1998, just as good as the GOME-2 (which is again a finer-grained instrument) sensitivity for the ENSO event in 2011.
4) When using different instruments for trend analysis, calibration is also important as already indicated by B. van Diedenhoven in his interactive comment.
Please, see the appropriate answer to the short comment by van Diedenhoven.
(Action) No change.
Points 1-4 indicate that it will be very difficult to use these datasets for a linear trend analysis (and why should cloud trends be linear?) in cloud height. Indeed, the authors show that within the uncertainties no linear trends can be found. The maps with trends and their significance are difficult to believe, considering the possible optical depth, vertical structure and foot print size dependent biases listed in points 1-3.
Clearly, we disagree with the conclusions given by the referee. While is not completely true that no trends have been found, because physically consistent patterns can be detected on a regional scale, we think that our retrievals are accurate enough with respect to: optical depth dependency (pt. 2 of this answer; answer to interactive comment by van Diedenhoven); calibration errors (answer to interactive comment by van Diedenhoven); and spatial resolution issues (analysis of anomalies).
In addition, we would like to provide more insight on the suitability of a linear model for the assessment of trends in CTH, despite the fact that it might be out of scope for this work.
We note that the condition of normality is reasonably satisfied even in the region of highest autocorrelation (i.e. Central-East Pacific, Niño 3.4 index region), as can be seen in the left plot of Fig. (3) , where an analytical gaussian PDF (red curve) has been fitted to the trend distribution. The right plot of Fig. (3) displays the theoretical residual quantiles (estimated after regression with the linear model and application of the parameter estimatesα andβ of Eq. 3 of the manuscript) against the sample distribution of global CTH anomalies. Since the majority of points cluster about the straight line, the linear model seems to be a reasonable assumption, given that the autocorrelation functions of Fig. 4 of the manuscript drops almost to 0 after one month.
Therefore, the major process that still can influence the time serie is the quasi-stationary ENSO. [Laken et al., 2012] indirectly came to similar conclusions, while analysing the effect of solar activity on cloud altitudes with MODIS Terra and Aqua measurements (on the decadal time scale). [Norris 2005 ] comes to the same conclusion as well. The ENSO periodicity is still matter of on-going research (as an example, see [Solomon and Newman 2012] ) and it is not the focus of the present paper. (Action, Title) The word "Linear" has been added to the title. (Action, Fig. 5, page 21) The left plot of Fig. 3 has been added to the figure with the trend PDF over the Central East Pacific (Action, Fig. 6, page 21) The right plot of Fig. 3 has been added as new figure. (Action, Sect. 3, l. 202-213) The following paragraphs have been added.
"We note that the condition of normality is reasonably satisfied even in the region of highest autocorrelation (i.e., Central East Pacific, 170 • W • -120 W • , 5 N • -5 S • ), as can be seen in the right plot of Fig. 5. Moreover, Fig. 6 displays the theoretical residual quantiles, estimated after regression with the linear model and application of the parameter estimatesα andβ of Eq. 3 against the sample distribution of global CTH anomalies. Since the majority of points cluster about the straight line, the linear model seems to be a reasonable assumption, given that the autocorrelation functions of Fig. 4 drops almost to zero after one month. Therefore, the major process that still can influence the time serie is the quasi-stationary ENSO. Laken et al. (2012) indirectly came to similar conclusions, while analysing the effect of solar activity on cloud altitudes with MODIS Terra and Aqua measurements. Norris (2005) comes to the same conclusion as well. The ENSO periodicity is still matter of on-going research (Solomon and Newman, 2012) and it is not the focus of this work."
Answer to B. van Diedenhoven I would like to provide a specific comment to the paper "Trends in cloud top height from passive observations in the oxygen A-band" by L. Lelli, A. A. Kokhanovsky, V. V. Rozanov, M. Vountas, and J. P. Burrows (acpd-13-31409-2013) . It is not my intent to provide a full review of the paper.
In Figure 1 of their paper, Lelli et al. show time series of cloud top heights retrieved using oxygen A-band measurements of GOME, SCIAMACHY and GOME-2. Offsets between the time series are apparent. The authors hypothesize that this may be due to differences in sensor footprint sizes.
However, I think the presence of calibration errors is a far more likely explanation for these offsets. In our paper van Diedenhoven et al. (2005) , we tested the calibration of GOME and SCIAMACHY measurements in the oxygen A-band by retrieving surface pressures in cloudfree conditions and validating them using meteorological data. Over a wide range of surface albedos, a consistent positive bias of 20 hPa in the SCIAMACHY results, compared to those of GOME, was apparent in the data. Furthermore, the GOME results agreed much better with the validation set after accounting for the effects of aerosol on the retrievals. For an average cloud height of 6 km and a atmospheric scale height of 7.4 km, a 20 hPa offset would translate in a ?0.3 km negative bias in the SCIAMACHY cloud top height, which seems very consistent with the offsets in the global results shown in Figure 1 .
In van Diedenhoven et al. (2005), we interpreted this offset as resulting from an off-set (rather than scaling) bias in the oxygen A-band measurements and recommended adding 0.86% of the continuum reflectance at 756 nm to the SCIAMACHY reflectance measurements in the oxygen A-band. This correction is apparently consistent with a correction advised by Noël (2004) at the University of Bremen. If these conclusions are accepted it appears that GOME-2 has a greater calibration offset than SCIAMACHY. I would recommend taking such calibration errors into account when interpreting the data.
We acknowledge that in the manuscript no information was given on the version of L1 data used for the generation of the L2 cloud record. For instance, at the time of processing, the ingested SCIAMACHY L1 data were version 7.03, consolidation degree U (year 2010). These L1 data already contain the necessary radiometric key data for correction of calibration offsets pointed by van Diedenhoven et.al, 2005. Please, look at the newest version of the applicable technical note [Noël 2005]) for the actual key data. In its revised form, the manuscript will contain information on the version of L1 data as well as the version of cloud fraction used.
Additionally, we provide Fig. 4 . Here the SACURA algorithm's sensitivity to three different calibration errors is portrayed. The input radiance in the O 2 A-band represents a single-layer cloud placed at 5 km (top) and 4 km (bottom altitude) for a optical thickness of 20. COT is set equal to 20 because its global distribution peaks about this value (see [Lelli et al., 2012 , Fig. 19, p. 1565 ). Solar zenith angle is set equal to 60 • with a dark underlying surface. From top to bottom of Fig.4 , the relative error (%) in COT, the absolute error [km] in CTH and CBH are plotted, respectively. For the black curves, the radiance is perturbed only at λ=758 nm. For the red curves, a constant offset has been added in range 758-772 nm, meaning a shift of the whole band. For the blue curves, a wavelength-dependent offset has been added to the whole band. The spectral behavior of the calibration error has been taken from [Noël 2005, Fig. 9, p. 35] and is considered linear from λ=758 nm (± 0.86%) throughout λ=772 nm (± 0.80%). Clearly, this last error parameterization is also the most realistic, as compared to the single-channel per-turbation in the continuum outside the band. From Fig. 4 , some conclusions (relevant to the scope of this paper) can be drawn:
(1) Spectral-dependent calibration errors have almost no impact in the retrieved CTH. The CTH bias (mid plot, blue curve) is stable about a value of ≈ 250 m, which is the error introduced by the forward model (please, see [Lelli et al., 2012, Fig. 1, p. 1556] ). This is a feature of the algorithm, which is based on spectral ratios and on the concurrent fit of CTH and CBH.
(2) In case of calibration errors, CBH is the influenced parameter. The bottom plot clearly shows that CBH becomes noisier.
(3) The COT error doesn't affect the retrieved CTH.
Therefore, we think that the primary role in the shifts among time series of absolute values (Fig. 1 in the manuscript) is played by the different spatial resolution among the instruments and not by radiometric calibration.
(Action, Sect. 2, l. 59-68) The following paragraph has been added.
"At the time of processing, GOME L1b data were in their version 4.00 and SCIAMACHY L1b version 7.03 with consolidation degree U. GOME-2 L1b data for time window 01/2007-12/2009 were in reprocessed stage, while near-real time data have been used for 01/2010-05/2012. Cloud fraction is obtained from broadband Polarization Measuring Devices (PMD) measurements with the Optical Cloud Recognition Algorithm (OCRA) (Loyola and Ruppert, 1998) . For GOME, cloud fraction is delivered in bundle with L1b data, while cloud fraction for GOME-2 is taken from the off-line L2 reprocessed dataset made available by DLR in the framework of EUMET-SAT's O3M Satellite Application Facility. Cloud fraction for SCIAMACHY has been calculated at University of Bremen with the in-house OCRA implementation." "When I meant the title is misleading, I would suggest to modify the title to: 'Trends in top height of opaque clouds from passive observations ... ', to point out that only a sub-sample of clouds is studied (which is ok); the authors replied that this is written in the abstract, but it would make the title more consistent with the analysis.
In addition, the authors use further sub-sampling by discarding certain cases (depending on a quality flag). I strongly recommend showing the fraction of rejections or the fraction of clouds kept for the analysis out of all detected clouds as function of time, to study variations not only in cloud height of the sub-sample but also to see if the studied sub-sample (of homogeneous opaque clouds) stays constant." Kind regards, Svenja Lange
(a) Title
The optimal title would also contain informations on the time span covered by the analysis, as well as on the type of sensor used (i.e., spectrometers) because also imagers are equipped with the oxygen A-band (e.g. MERIS). However, all these informations are provided to the reader right after the title, within the first few lines of the abstract, as it should be. For these reasons, we think that the title is well balanced.
(b) Sample size
If we correctly guess the concern of the referee, the issue is whether the time series of retrievals (i.e., counts) used for the analysis is stable. Other said, if the studied sub-sample is populated enough to provide statistical robustness and/or if the algorithm performance degrades in time. To this end, many aspects deserve attention.
First off, please note that in view of Eq.
(2) in the paper, the monthly-sampled columnar CTH is already weighted with the relative local (i.e., for each height bin) retrieval counts. This is because spatial resolution differs among the instruments (see below). In this way, possible inhomogeneities in the CTH sample size are already taken into account.
Second, it is worth stressing that a cloud retrieval algorithm can't suffer from lack of statistical representativeness due to limited number of observations, since clouds cover on average ≈ 65% of the globe, at any given time and location. For instance, this is not true for remote sensing of aerosols, for which cloud clearance is of uppermost importance. What is regarded as disturbance in the trace gases and aerosol communities, here is the signal.
Third, the oxygen A-band is located in the NIR. Past experience has shown that the spectrometers used in this work do not almost suffer from degradation in this spectral range, whereas UV bands are more prone to degradation. More important, what matters in the exploitation of the A-band is the ratio between the line core around 761 nm and the continuum at 758 nm. Holding cloud properties constant within a ground pixel, this ratio stays quite stable in time, making the A-band a "self-calibrating" spectral window. For these reasons the SACURA algorithm, due to its design, benefits from the inherent stability of the A-band.
Obviously, the time series of observations have been investigated prior to preparation of the paper. Figure 5 shows the occurrences of the quality flags (see Table 2 for their meaning) for the complete dataset of the three instruments as function of cloud fraction (left column), cloud optical thickness (mid column) and cloud top height (right column). The corresponding statistics are given in Table 3 . Table 3 shows also that the number of usable retrievals increases and the relative number of rejections drops as function of instrument. In Figure 6 the time series of the relative sample sizes used for the derivation of the anomalies (Fig. 11 of the manuscript) are portrayed. It can be seen that the sub-sample is stable, as function of time, for each instrument.
We think that the discussion above stems from well-known facts and, if added, would divert the reader from the current flow of the paper. Therefore, no change will be introduced in the manuscript.
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Global cloud field as derived from GOME, SCIAMACHY and GOME-2 Figure 5 : Quality flag statistics of cloud property retrievals used for the analysis, normalized to the total number of retrievals. Note that missing values in the histograms stand for quality flag 0 ("no retrieval") and aren't written to the output. The studied sub-sample is populated with black, red and green retrievals, given a CTH < 5 km. Sub-sample of SACURA retrievals GOME SCIA GOME-2 Figure 6 : Time series of relative counts in the latitude belt ±60 • used for the calculation of the anomaly time series.
