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                              Preface 
     As mathematical models of such physical phenomena that have 
 some random characters in their features, problems on partial differ-
 ential equations with random coefficients have been studied by  numer-
 ous physicists and mathematicians in recent years. Especially the 
 equations of hyperbolic type have been extensively studied in con-
 nection with problems of wave propagation in random media. Studies 
 on this subject have been mainly concerned with the equations whose 
 coefficients are assumed to be smooth, or to have other nice proper— 
 ties' from the viewpoint of mathematics. However there are prob-
 lems in physics ,or in engineerings where we can not expect those 
 nice properties on the coefficients. For example, it is customary 
for the engineers to think of the "white noise" as a random dis-
 turbance which enters into the observations of signals or some 
 physical quantities. Also in physics, there are problems where we 
 must take account of the effects of the Brownian motion as the 
 results of the thermodynamical phenomena. A part of these phenomena 
may be represented by partial differential equations with the white 
 noise as their coefficients. 
      The purpose of this dissertation is to study the initial value 
problems of partial differential equations of the first order with 
 the white noise as their coefficients, as interesting but extra- 
 ordinary cases of those in the theory of "wave propagation in random 
media". Our interests will be restricted to the problems of the 
 following two typical equations ;
v
 (I), A partial differettial equation which has the white noise 
      as an  external random force term. 
(II), A partial differential equation which has a "diffusion 
      process" as its characteristic line. 
As'a preparation for studying these subjects, we shall intro-
duce the new types of stochastic integrals and will investigate 
their properties in some detailes. 
     The author wishes that this dissertation will contribute to 
the theory of wave propagation in random media as a mile-stone. 
Shigeyoshi OGAWA 
             Kyoto, Japan 
             March 1975.
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           CHAPTER I INTRODUCTION 
1. 1, Problems in the Theory of Wave Propagation in Random Media. 
     The theory of wave propagation in random media which is con-
cerned with the wave motions in random media, has its origin in 
practical problems of radio wave propagation through the atomosphere 
and ionosphere, sound wave propagation in the ocean, light trans-
mission through the atomosphere, etc.. It is a rather fresh field 
of applied mathematics and physics where the most of work has been 
done  only  in the last two decades by numerous mathematicians and 
physicists, such as L. A. Chernov ([ 3 ]), U. Frisch ([ 9 ],[10]), 
J. B. Keller ([24],[25]), V. I. Tatarski ([40]) and so on, (we can 
obtain an almost complete survey and references on this subject in 
U. Frisch [10] or in L. A. Chernov [3]). From the viewpoint of 
physics, problems in the theory are devided into the following two 
typical cases ; (i) Problems on wave propagation in continuous 
random media such as the turbulent fluids. (ii) Problems on scatter-
ing of waves by randomly distributed scatterers, (cf., Silver [36]). 
In this dissertation, we are mainly concerned with the problems in 
the former ccLs_e . 
     In general, the wave motion in a continuous medium can be de- 
scribed as a function of•space and time which satisfies.a linear 
partial differential equation of hyperbolic type with variable co-
efficients, as a consequence of the physical laws governing the 
wave motion. Thus in mathematical formulations, problems on wave
- 1 -
propagation in continuous random media are reduced to those on 
linear partial differential equations with random functions as their 
coefficients. Since a partial differential equation with random 
coefficients is no more  than .a family of nonrandom differential 
equations depending on a random parameter which assignes to each 
equation its frequency of realization, it may seem that the theory 
is properly included in the theory of nonrandom partial differential 
equations with variable coefficients. However, as was pointed out 
by many authors (U. Frisch [10], J. B. Keller [24]), we can expect 
to find out more about random problem than that found merely from 
individual nonrandom problems, because the final purpose of the 
random theory is essentially different from that of nonrandom theory. 
To explain this is to explain the reason why did the randomness be 
introduced into the problems. The reasons are quite the same as 
those for other theories of random phenomena; (i) In practical situa- 
tions, we can not expect to have the complete knowledges about the 
physical quantities in the phenomena, except the statistical charac-
ters of them. Therefore the problems must be analyzed in a statis-
tical manner. (ii) Even though we can get the complete knowledges 
on them, it may be of no worth or impractical to solve the reduced 
random equations, since in most cases(e.g., wave propagation in a 
turbulent medium) the coefficients of equations may be too complicat-
ed to apply the nonrandom theory of partial differential equations. 
In other words, the final purpose of the random theory is in the 
determination of statistical characters. of random wave motions and 
- 2 -
not in a precise determination of wave motions. 
     The determination of statistical characters of  a random wave 
motion is difficult in most  cases, because the wave motion depends 
nonlinearly on the coefficients that bring the randomness into 
the equation. In order to get the equation which a specified moment 
of the random wave must satisfy, the various approximation technics 
were introduced for this aim. These technics are not rigorous in 
a mathematical sense but produce the results that compare well with 
the experiments and are called " dishonest methods ", or " nearly 
dishonest methods " following the terminologies of J. B. Keller and 
U. Frisch. (The " honest method " is a direct method in which first 
e we solves the individual nonrandom equations and d^termines its 
statistical quantities at the second step.) These dishonest methods 
are the followings ; The diagram method which was introduced by 
Bourret [1], and extended by U. Frisch [11], the random Taylor ex-
pansions, the method of smoothing which was introduced by Primas 
[35] and Tatarski-Gertsenshtein [41], etc.. Nowadays, it is under-
stood that one of the most important problemsin the theory is to 
just}fy these approximation technics or is to introduce a more con-
venient technic which will cover wider regions than these technics. 
     We have given a short sketch of the theory from the viewpoint 
of applied mathematics. The random theory is also a fruitful and 
interesting one from the viewpoint of physics. In fact there are
- 3 -
phenomena that can be understood well through the random theory such 
as the energy transfer between the different wave modes of a random 
wave (K. Hasselmann  [l4]), the stochastic acceleration in plasma 
physics (P. A. Sturrock [39]), etc.. Since the theory is based 
on the mathematical theory of stochastic partial differential equa-
tions, it can be applied to other physical problems that are also 
reduced to the problems concerning stochastic equations. It is of 
  course a tedious thing to explain each of these sujects. There- 
fore we terminate this section only by noting that 
       the theory is considered to have a close correspondence with 
the theory of non-equilibrium statistical mechanics, via the analog-
ies, both physical and mathematical, (cf., J. Frisch [10]). 
    ~o
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1. 2, Problems in the Dissertation. 
     We have explained in the previous section an outline of the 
theory of wave propagation in random media to find that problems in 
the theory are reduced to those of partial differential equations 
with random coefficients. We will consider  in  this dissertation 
the partial differential equationswhich have the "white noise" as 
their coefficients, and will study the initial value problems of 
these equations from the viewpoint of the theory of wave propagation 
in random media. 
     The equations that are treated in this dissertation are the 
followings ; 
CASE I),atu(t,x;w) + a(t,x)axu(t,x;w) 
= A(t,x)u(t,x;w) + b(t,x)W(t,w) . 
CASE II),atu(t,x;w) + {a(t,x) + W(t,w)}-------axu(t,x;w) 
                                   = A(t,x)u(t ,x;w) + B(t,x) . 
         where W(t,w) is a stochastic process that is called the
         white noise. 
e ' S
peaking forma , each of these equations may represent respec-
tively a phenomenon of wave propagation in such a random medium that
- 5 -
is disturbed by the white noise which enters into the transmission 
medium as an external noise, and a phenomenon of wave propagation 
in a random medium that fluctuates as a consequence of the instabili-
ty of the medium  itself, (due to a thermodynamical reason, for exam-
ple). However in such interpretations there must be some comments 
on each case because they include the white noise which is an un-
reasonable quantity from the viewpoint of physics. Mathematically, 
the white noise can be understood as a derivative of the Brownian 
motion process in the sense of random distributions (cf., K. Ito [19]), 
which does not have an ordinary function as its sample path. 
Therefore, following this consideration, it may be possible to under-
stand these formal equations also in the sense of random distribution. 
But we do not employ such a procedure because it may fail to conserve 
the physical correspondence between the interpretations for each 
equation stated above and the equations defined in such a procedure. 
We wish to understand these equations as mathematical idealizations 
of those which have a precise meaning as usual stochastic partial 
differential equations explained in the previous section and which 
can be considered to describe some physical phenomena. In other 
words, we /?S , each of these equations\to understand as a limit 
equation of the followings respectively. 
CASE I)'at------- ua(t,x;w) + a(t,x)ax.ua(t,x;w) 
                             A(t,x)ua(t,x;w) + b(t,x)ddtZa(t,w).
- 6 -
 w/ 
CASE II)'aatua(t,x;w) + {a(t,x) +ddtZa(t,w)}aaxua(t,x;w) 
= A(t ,x)ua(t,x;w) + B(t,x) , 
           where {Za(t,w),t 30} is a family of approximation processes 
a>0 
           to the Brownian motion process Z(t,w), each of which has 
           some nice properties from the viewpoint of physics, (a.s.
            smoothness, for example). 
     Thus in order to study the equations in CASE I and II keeping 
some realities in discussions, it is necessary to set a natural def-
inition of solutions. Namely the first problem in this dissertation 
is 
P. 1) : To set a natural definition under which the solution of 
       each equation in CASE I and II can be understood as a limit, 
       in a sense, of each corresponding solution of approximate
rr 
      equation in CASE I and II . 
It will turn out to be clear in later discussions that the above 
problem is reduced to a problem of defining the new types of stochas-
tic integrals which can be characterized as a limit of a sequence 
of the random Stieltjes integrals with respect to a family of approxi-
mation processes {Za(t,w), t^0}
a-1 
     After setting a natural definition of solutions, we shall be 
concerned with the next problem. 
- 7 -
P. 2), The existence and the uniqueness properties of solutions 
      of the initial value problems of these equations. 
     Following the general schem in the theory of wave propagation 
in random media, we shall investigate the statistical properties of 
solutions . At this stage, we will treat the different   types  of 
problems in each Case. 
CASE I). The author studresthe equation beeing stimulated by the 
recent progresses in the statistical theory of communications or in 
the theory of stochastic controls where it seems to be customary to 
postulate the " hypothesis of the additive noise " which-describes 
that a signal transmitted is received as a sum of a certain noise. 
The author wishes to check the validity of this hypothesis and 
investigate the statistics of the additive noise, that is, the 
third problem in this case is 
             To give a precise definition to the notion of the addi- P. 3)(I). 
        ,tive noise and to study the statistical properties of it 
         in the linear system considered. 
CASE II). As an application of the theory of wave propagation 
in random media to the theory of nonequilibrium statistical mechanics, 
it was pointed out by many authors that there is a close analogy 
between the random wave motion and the motion of Brownian paricle 
which is suspended in a heat bath, (cf., U. Frisch [10], Ford-Kac-
Mazur [8] ). The author expects the equation in this case to serve 
- 8 -
as a mathematical description to this 
to stand for a transportation equation 
tity carried by a diffusion particle. 
 the following
          . Does the mean value P. 3)(II) 
equation ?
of a
analogy, or in other words, 
of a certain physical quan-
  So it is desirable to check
solution satisfy a parabolic
       The dissertation is devoted 
  problems .
to the discussions on these
- 9 -
 1. 3 Outline of the Dissertation  . 
     In this dissertation we are concerned with the problems ex- 
plained in the previous section. The dissertation consists of 
six chapters, conclusion and references. It can be devided 
into two parts. The first half (Chapter II, III ) is concerned ' 
with the theory of B-derivatives and the new types of stochastic 
integrals of stochastic processes, which will provide us an answ-
er to the problem, P. I). The latter half (Chapter IV, V) is 
concerned with problems in wave propagation in random media which 
correspond to the problems, P.2), P.3)(1), P.3)(II). 
     Herein we describe the outline of each chapter. 
     In Chapter II, we shall introduce the notion of B-derivatives 
of stochastic processes and discuss the properties of the deriva-
tives and B-differentiable processes. We shall show a conjugate 
relation between the stochastic integration and the B-differentia-
tion, and establish assertions concerning the integral representa-
tions of B-differentiable processes. Throughout the discussions 
in this dissertation, the results obtained in this chapter will 
serve as preliminaries. 
     In Chapter III, we shall introduce the new types of stochas- 
tic integrals {J (f), 0.5k.511, which include the Ito's integral 
                                                                  + asan example. Among them we restrict our attentions toJ 1(f) 
                                                '2
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 Ro 
and show the relation between the integral and the limit of a 
sequence of random Stieltjes integrals. We shall also compare the 
integral with other types of stochastic integrals such as the integr-
al of Stratonovich and that of Stratonovich-Fisk. We will find in 
later discussions (Chapters IV,V) that the theory developed in Chap-
ters II, III provides us an answer to the problem P.1). 
     In Chapter IV, we shall consider an initial value problem of 
the partial differential equation in CASE I, and establish the ex-
istence and the uniqueness theorems of solutions. On the basis of 
these results, we shall consider the problem P.3)(1) and introduce 
a precise definition of the additive noise of a linear system. 
After the discussion on the additive noise, we shall apply it to an 
exemple and find that there is a situation where we can estimate the 
values of variables of the transmission line by a practical observation 
of the additive noise. 
     In Chapter V, we shall consider an initial value problem of the 
partial differential equation in CASE II. We shall show the existence 
of solutions and verify that the averaged function of a solution con-
structed by the characteristic method becomes also a solution of an 
initial value problem of a linear parabolic (heat) equation, (P.3)(I1)). 
     In Chapter VI, we shall discuss . the uniqueness question of 
stochastic solutions of the. equation in CASE II. We will generalize 
the equation to a system of equations of the same type, and will es-
tablish a theorem concerning the uniqueness of averaged functions. 
     The conclusion of this dissertation will be noted in Chapter VII 
and references will be -:.4pund:.. t-. the end of this dissertation. 
                                  - 11 -
     The context of Chapter II is mainly taken from the published 
papers [33],  [29] of the Proc. Japan Acad., and partly from the 
published paper [31] of Z.Wahrscheinlichkeitstheorie, Chapter III 
from the published paper [30] of Proc. Japan Acad., Chapter IV from 
a paper in preparation [32], Chapter V from the published papers 
[31] and [33], Chapter VI from a paper [34] which is to appear in 
this year.
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1.  4 Comments on Notations and Terminologies. 
     In this dissertation, we shall extensively be concerned with 
discussions on stochastic processes, which will sometimes be called 
"random processes" or "random functions" . When we consider a 
stochastic process /Xt(w), tEI(I is a certain interval in R1), 
it is always assumed to be  R1-valued and defined on a probability 
space (Q,37 ,P). For a notational convenience, we shall often 
write them as Xt(w), X(t,w) or X(t) when there may be no possibility 
of confusions. Moreover, throughout the discussions, we shall use 
the following terminologies : 
(1), Expectations; The notation E{(Xt(w))a} will stand for 
      the expectation of the quantity (Xt(w))a with respect to 
       a prescribed probability measure P. 
(2), Equalities; It is meant by the equalities between 
       stochastic processes that relations are valid in the sense 
       of the "stochastic equivalence". Namely the notation
" X(t ,w) = Y(t,w) " is equivalent to the statement 
       " P{X(t,w) = Y(t,w)} = 1, for each t. " 
(3), Continuities; A stochastic process {Xt(w), t¢I} will 
       be called "stochastically continuous on I" providedthat 
       for an arbitrary positive number E, there exists a positive 





P{IXt(w) - Xs (w)I > c } < e for any t, s (It -sI<6), 
  in the interval I 
       A stochastic process {Xt(w), t>,0} is also called 
   " continuous in Ln(S2)-sense", or equivalently " Ln(Q)- 
  continuous"when it posseses the property ; For an arbitra-
  ry positive number c, there exists a positive number 6 
  which assures the inequality E{IXt(w) - Xs(w)In} < e 
  for any t, s (It -sI < 6) in I. 
   Separabilities; Stochastic processes are assumed to 
  be separable in this dissertation, (cf., J. L. Doob [6]). 
   Especially, when we write an equality between stochastic 
   processes, we always understand it to hold between separ-
   able versions of each stochastic process, if necessary. 
   Discontinuities; When we say that a stochastic process 
{Xt(w), t - I } has no discontinuities of the second kind 
  on the interval I, we intend to mean by this that the 
   stochastic process Xt(w) has left, and right-hand limits 
Xt-(w), Xt+(w) with probability one at each t in I. 
For the other special concepts about stochastic processes, 







etc., we should refer to some texts 
L. Doob [6], or K. Ito [21]).
on probability
- 15 -
         CHAPTER II B-Derivatives of Stochastic Processes. 
2. 1. Introduction. 
     As the classical calculus of integration and  differentiations' 
did in the theory of Newtonian mechanics, the theory of stochastic 
integrals and of stochastic differential equations may have a great 
deal to do with problems on stochastic dynamical systems, especially 
of those which have the Brownian motion as an element. In fact, 
we can find its application fields in such stochastic theories that 
are concerned with dynamical systems which possess the randomness in 
their features (e.g., the theory of stochastic controls, H. Kushner 
[26]), and in problems of statistical mechanics of particles that 
are suspended in a heat bath, (cf., S. Chandrasekhar [2], A. Einstein 
[7], Ornstein-Uhlenbeck [42]). However we can not be sure on the 
realities of such theories that are developed on the base of the 
Ito's theory of stochastic differential equations, while the theory 
of Brownian motion was originated from the purely physical considera-
tions. The reasons which prevented the theory of Ito from the 
vivid applications to physical problems, may be that the theory it-
k 
self is in so far a state to admit any physical interpretations, 
and that the theory is not convenient to work with for such practical 
purposes. For example, there are not any notion of-differentiation 
which have a right to exist in itself in the theory of stochastic• 
differential equations, though it is customary for us to describe 
a physical phenomenon using a notion of differentiation. (We should 
remind ourselves that the differential formula in the theory of Ito 
                                   - 16 -
  mean to say nothing more but symbolical abbreviations  of stochastic 
  integral equations.) 
       In this chapter we will consider a differentiation of stochastic 
processes with respect to the Brownian motion as a first step to 
  make the Ito's theory to be applicable to the physical problems. 
  As fora differentiation of stochastic processes, the discussions 
  on it are very rare except those works of K. Ito [18], E. Nelson 
  [28] and D. Isaacson [15]. In his monograph, " Dynamical Theory 
  of Brownian Motion", E. Nelson introduced a notion of "mean deriva-
  tive" of stochastic processes which corresponds to a usual notion 
  of velocity in Newtonian mechanics. D. Isaacson considered in his 
  paper [15], a derivative of a stochastic process with respect to a 
  martingale. He considered the differentiation only of such°a 
stochastic process-that is represented by a stochastic integral with 
  respect to a prescribed martingale, and verified that the differentia-
  tion of a stochastic integral yields a stochastic process that is 
  the integrand of the integral. But he did not verify the complete 
  duality between these operations. That is , he did not consider 
'such a inverse problem; " Does the integration of the derivative 
  yield an original stochastic process ?" 
       Hereafter we will introduce a notion of B-derivatives of 
stochastic processes, and will investigate in some detailes the 
  properties of B-derivatives and B-differentiable processes in the
- 17 -
next section, 2.2. In section 2.3, we shall consider about  the 
duality between the stochastic integration and the B-differentiation. 
As a consequence of the consideration on the question of duality of 
these operations, we shall give two propositions which are concerned 
with the integral representations of B-differentiable processes. 
     The contents of this chapter are full expositions of those which 
were included in the author's ealier publications S. Ogawa [29], [31], 





2. 2. B-Derivatives of Stochastic Processes 
                             1 
     Let {Z(t,w), t>0} be an R -valued Brownian motion process 
defined on (St, F, P), a complete probability space, and letNst 
be the smallest c-algebra generated by {Z(T,w)-Z(s,w), s<T<t}. 
  Definition 2. .1 Let xt(w), t>0 be an R1-valued,a? 0 
                                                           t]x- 
measurable stochastic process. If for a positive integer nothere 
                                        T exists a ochastic processX
t(w)((t,i~)E [0,11><Q)satisfying 
                                                            the following conditions D:l) 'L D.3), we shall call this "the 
B+-derivative of Xt(w) in the L2
n-sense" and denote the relation 
by 
                Xt(w)_++ Xt(w) . 
zt 
D. 1) Xt(w) is Igto,t3 x)\/..Cit - measurable 
D. 2) E{IXt(w)I2n} is bounded on [O,T] 
D. 3) lim E { 1 { X(w) - Xt(w) -Xt(w3(zs(w) - zt(w).)}}2n= 
          s+t 
          for any 't in [O,T]. 
And if Xt(w) has a B+-derivative in L2
n-sense, on a certain 
interval [a,b], we will say that Xt(w) is B+(M2
n)-differentiable 
on the interval [a,b]. 
                                     19 -
0, ,
    For  a  t  T]x  Af  T - measurable (0<T<+c) stochastic process 
Yt(w) (0<t<T) its derivative with respect to the Brownian 
motion Z(t,w) is defined in a similar way: If there exists a 
stochastic process Yt(w) (0<e<t<T) satisfying the following 
ti ti 
conditions D.l) ti D.3), we will call this the B -derivative of 
Y(w) in L2n-sense on an interval [e,T] (0<e<T), 
D. 1) Yt(w) is _LtT]xAl- measurable for t E [e,T]. 
D. 2) E{IYt(w)I2n}is bounded on [E,T]. 
D. 3) lim E{ ------1{Y(w) -Y(w)- Y(w)(Z(w) -Z(w))}}2n 
   slhttstts 
     And the relation between Yt and Yt will be denoted in 
                  Yt(w)_Yt(w) 
                             t 
     The notation ------is based on the following f act. 
t 
(Example 1). Let x(s'x)(t,w) (tom s>0) be the diffusion process 
determined by the following Ito's stochastic integral equation, 
t 
(2.1). x(s'x) (w) - x =(tJa(T ,x(s'x) (w) )dt +  b(r ,x(s'x) (w )d T 
   ss 




where a(t,x) and b(t,x) are  such functions that are bounded and 
continuous in t, Lipschitz-continuous in x. 
     The solution x(s'x)(w) is ^ V sx 6s ,-measurable in (t,w) 
for any fixed s, and is B+(M2n)-differentiable on any finite inter- 
val [s,u].with the following derivative, which is not difficult to 
verify ; 
                    (s'x)(w)= b(t
, x(s'x)(w))•  ~
t 
Since the diffusion process x(s'x)(w) is N sx [s,t] - 
measurable in (s,w) for any fixed t, we can also consider its 
B--derivatives. By a slight computation, we will see that 
it is B (M2n)-differentiable in s (n, a positive integer), and 
that the derivative is given as the solution of the following 
stochastic differential equation. 
(2.3) Xt(s,w) + b(t,x) =  ax(u,X(t'x)(u,w)) Xt(u,w)du 
                         +.S.1)x(u,X(t,x)(u,w)) `(u,w)dZ(u,w), 
 whereXt(s,w) _~X(t'x)(s,w). 
                             Z
s
- 21 -
     The next proposition assures that these derivatives are well 
defined. 
 Proposition 2. 1If a xot                          Co,t7 t(([t,T].11~T 
measurable stochastic process  Xt(w) is B+(B )(M2
n)-differentiable 
then its derivative -------X(w) (X(w)) is uniquely                  Z
t t -6"Ztt 
 determined up to stochastic equivalence. 
i (Proof Proposition 2. 1) Let Yt(w)and Yt(w) be B+-
derivatives of a stochastic process Xt(w) in L2
n-sense. 
Then, from conditions D.l) and D.2) we have for any s>t the 
next 
    E{IYt(w)-y2(w)121-112n                   }=(2n-1)':E[IYt(w)-Y2(w)I 
.x E(  (Z
s(w)- Zt(w)))2nl }]. 
Applying the Schwarz's inequality, we get 
                        KE{ 1 Xs-x-Y1(Zs-Zt)}}2n 
+ KE{ 1  Z Xs-Xt-Y1(Zs-Zt)}}2n 
, where K is a positive constant. 
Taking s sufficiently close to t in the above estimate, we
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  obtain E{(Yt(w) - Y2(w))2n} = 0 for any fixed t by virtue of
   condition D.3). For the case of  B  -derivatives, we will obtain 
   the same conclusion in a similar way. And this completes the 
   proof of Proposition. 
        As for the degrees of momenta in B±-differentiations, we 
   have the following 
A(0(CB X.rt)-      Proposition 2. 2(i) If a                               [0 ,t t[t,T] T 
   measurable stochastic process Xt(w) is B+(M2
n) (B (M2n)) 
   differentiable for a certain positive integer n, at t, then the 
   stochastic process Xt(w) is also B+(M2
m) (B (M2m))-differentiable 
   at t for m=1, 2, ..., n-1, and derivatives coincide: with each 
                                                                                   n 
   other up to stochastic equivalence. (ii) If a stochastic process 
Xt(w) is B+(M2) (B(M2))-differentiable at t, with the derivative 
Xt(w) and if the following quantity 
       E {------1Xs- xt - Xt(zs- Zt)}}2n• 
( or E {------1 {Xt- Xs - Xt(Zt - Zs)}}2n) ^t-s 
   remains finite for any s?t (t>>-s); then the same result as (i) 
   holds for the process Xt(w). 
   (Proof of Proposition 2. 2 ) It may suffice to verify the 
   assertions (i), (ii), in the case of B+-derivatives. 
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     Let us put 
(2.4)  S(S,t) = 1 {xs(w) - Xt(w) - Xt(w) (zs(w) - Zt(w))} 
• for a fixed t and for an arbitrary point s(-t), where Xt(w) 
is the B+-derivative, mentioned in each assertion. 
(i) By an application of the H8lder's inequality, we have 
                                        n n-2 
    E {(8(5,t))2(n-1)}<[E {((s,t))2(n-2)}n--2]n 
n 2 
                              x [ E{(8(s,t))2} 2 ]n 
           n-22 
                    < [ E {( S(s,t))2n}] n x [E{IcS(s,t)!n}]n 
            n-2 
C                     _<[E {( (C(s,t))2n}]nx [E{(c>(s,t))2n}]n 
  here we have used the Schwarz's inequality at the last step. 
The estimate above shows that if X(w) is B+(M2
n)- differentiable 
at t with the derivative Xt(w), then it is also B+(M2(n-1)) 
differentiable with the same derivative. The assertion of (i) 
follows from a successive usage of the estimate and from Proposition 
2.1. 
(ii) Since we have 
 (CC1l     E{~O(s,t)In} < [E{(O(s,t))2(n-1)} ]2 x [E{( v(s,t))2}]2 
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therefore from this estimate we get the following 
 n-1n-21 
   [E{( 6(s,t))2(n-1)}] n 5 E{( b(s,t))2n} n x CE{(6(s,t))2}]n . 
The assertion (ii) is a direct consequence of this inequality and of 
the result of Proposition 2.1.Q. E. D 
     As for the computational rules in the B-differentiation,.we 
have the following assertion which is easy to verify. 
  Proposition 2. 3 (i) If the functions , ft(w) and gt(w) are B+(or 
B )(M2n)-differentiable, then the linear combination C1ft(w) + C2gt(w) 
(C1,C2;constants) is also B+(B)(M2n)-differentiable and their deriva- 
tives satisfy 
(2.5),a{C1ft(ui)+ C2gt(w)} = C1 a  ft(w) + C2a  gt(w) .
a Zta Zta Zt 
(ii) If the functions ft(w), gt(w) are B+(E )(M4n)-differentiable, 
then the product (ft•gt)(w) is B+(B )(M2
n)-differentiable and the 
derivatives satisfy the following 
(2.6).a (ft'gt)(w) = ft(w)a gt(w)gt(w)a ft(w) • 
   a zta zta zt 
     Now let us investigate the properties of B-differentiable pro-
cesses. The-first thing that we can say is the following 
  Propositio 2. 4. If a stochastic process {Xt(w), t?0} is BT(B ) 
(M2n)-differentiable (nil) on the interval [O,T], then the process 
is stochastically right (left)-continuous at any t in [O,T]. 
(Proof) We will give a proof only for the B+-differentiable case. 
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    From condition D.3), we know that for a fixed  t0( -E [O,T] ) 
and an arbitrary positive number E , there exists a positive 
number d such that, 
    E { (xt - xt - xt(zt- zt ))2n}<_E (t - to)n 
      000 
for any t in [t0,t0+ 6] , where Xt(w ) =+ X(w ). 
                                       3z 
Therefore 
(2.7) E { (Xt - Xt )2n} < ( E + A )( t - t0 )n, 
0. 
where A = (2n -1):: E{IXtI 2n}which is finite by virtue of 
                                      `0 
condition D.2). 
On the other hand, from the Tchebychev's inequality, we have 
   P {I XtXtI >E}< --------12n ( E+A)( t - t0)n, for 6>t-t0> 
0 which states that Xt is stochastically right-continuous at t = t 
                                                                 Q. E. D. 
     The estimate '(2.7) seems to say that a stochastic process
which is BT( B )012
n)-differentiable for n3 2, is almost surely 
right-continuous(or left-continuous). However, it is hard to 
that, because the constants in the estimate depend on the point 






     In order to yield a almost sure continuity of a B-differentiable 
stochastic  process, it may be necessary to assume that the 
expression (2.7) holds uniformly. in t0. That is, we are reached 
to the following. 
 Definition 2. 2 A x ~0( x/V)-measurable 
                        [O,t]t [t,T ]T 
stochastic process Xt(w) is called uniformly B+(B )042' n) 
differentiable on the interval [0, T] if it satisfies D.1), 
    ~N 
D.2) ( or5.1),D.2)) and the followings respectively 
D3)' limsup E {------1{ Xs(w) - Xt(w) - Xt(w)(Zs(w) - Zt(w))1}2n= h~00<s-t-<h 
                    Ost-<T
D. 3)' limsup E {------1{ Xt(w) - Xs(w) -Xt(w)(Zt(w) - Zs(w))}}2n'            11+0 0<t-s5h 
oStsT 
     It is obvious that a uniformly, B+(B )(M2n)-differentiable 
process is also BT(B )(M2n)-differentiable with the same 
derivatives. 
 Proposition 2. 5 A separable and uniformly B+(B )(M2n)- 
differentiable stochastic process (n>2) is almost surely continuous. 
(Proof) Let Xt(w) be uniformly B(M2n)-differentiable on 
the interval..[O,T], with Xt(w).. its derivative. Then, from 
condition D.3)', we know that there exists a positive number 6 
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for any positive number  e, such that 
    E {(Xs - Xt -Xt(Zs - Zt))2n} < 
holds for any s>t, (s-t<6, 0<t<T).
e(s-t)n
     Therefore we have 
(2.8) E {(Xs- Xt)2n} < (e+A)(s-t)n 
for any s>t (s-t<8) 
     Since the uniformly B+(M2n)-differentiable process is 
stochastically continuous by virtue of Proposition 2.4, and since a 
measurable, stochasticaly continuous process has no discontinuities 
of the second kind, the stochastic process Xt(w) has both 
left-hand and right-hand limits at any point in [O,T]. 
    Let N(e) be the number of points t at which IXt+0 - Xt-OI> 2e 
t~ holds. Let us consider a family of partons { p(n)}= {0<tln)< 
t2n<...<t
nnT} of the interval [O,T] which possesAes the property 
lim max (t(n)tin)) = 0. and let N(n)(e) be such t at 
n- 1<i<n 
    N(n)(E) _ #{i; 1 X(ti+l) - X(t(n))1 > e } 
Then it is clear that lim N(n)(E) 3 N(e), and that
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 EN(n)(E)  _  Y  P  {IX(ti+l  -  X(tin))I >E } 
 i=1 
On the other hand, for a sufficiently large n that yields 
max (ti+l- t(n) ) < 6, we have from (2.8) the next 
1<i<n 
(2.9) P {IX(t(n)) - X(t(n))I >£}<(£+A) (t(n) - t(n) )n . 
      i+l1
E2n 1+1 
Therefore, we have 
    lim EN(n)(E) < lini 7( E+A) (t(n). - t(n) )n = 0 
  n--nn=pE 2n1+1 i 
by virtue of condition D.2). 
     Hence, we know by the Fatou's lemma, 
0 EN(E) < E lim N(n)(E) < lim EN(n)(e) = O. 
n—n- 
     That is, N(E) = 0 with probability one for an arbitrary 
positive number E. This completes the proof. 
The necessary and sufficient condition for a E+(B )(M2
n)-
differentiable process to be a uniformly B+(B )(M2
n)-differentiable 
process iS unknown. But we can show a sufficient condition in 
the next proposition whose result will perform a helpful role 
throughout the discussions in this dissertation. 
  Proposition 2. 6 If an almost surely continuous stochastic 
process Xt(w) is B (M2n)-differeL::iable (nil) on the interval 
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 [0,T], and if its B+(M2n)-derivative is almost surely continuous 
 on [0,T], then Xt(w) is uniformly BI-(M2n)-differentiable on 
[0,T]. 
 (Proof) Let us put &(t,^) = E[(cc(s,t))2n], where S(s,t) is 
 a quantity defined in(2.5). 
     Then the continuities of Xt(o) and Xt(0) yield that the 
 function E(t,^) is continuous in t (06t4s) for a fixed s 
 and is continuous in s (t~s$T) for a fixed t. 
 Therefore the next function E(t,^), 
E(t,^) for 05tcsST 
6(t,^) = 
             0otherwise 
 is continuous in (t,^) on the rectangle, since we have 
lim 8(t,^) = 0 for any fixed t. In fact, if it is not a 
s..t 
 continuous function, then its discontinuity must occur in 
 such a manner; t0, such that (t0-o,t0)-E(t0,t0)1> E (>0)
-30-
that is, we must have  lim E(t,t0) > a for some t0 and a(>0). 
t T t0 
On the other hand, for an arbtrary positive number El( <a), 
there exists a point t1 <t0 such that IE(t1,t0)-E(t0-0,t0)I 
E1by virtue of the continuity of 'E(t,^) in t. That is, 
we have E1+ e(t0=0,t0) > E(tt0) > E(t0-0,t0) -El> a- E1. 
Since a is a positive constant and since we have e(ti,t1) = 0 
this contradicts the assumption of continuity of E(t,^) in s. 
Therefore e(t,^) is a uniformly continuous function on [0,T] 
[0,T]. 
     Hence, for any positive number E , there exists a positive 
number 6 such that 
(2.10) IE(tl,s1) - E(t2,s2)I < E for any pairs (tl,s1), 
(t2,s2) such that It1 - t2 I < 6,Isl- s2 < 6. 
Thus taking si = t2 = s2 we obtain from (2.10) the follow-
ing relation;
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 c(t2,t1) = c(t2,t1) < c for any 0 < t1 - t2 < 8, 
and this completes the proof. 
(Remark) The assumption of almost sure continuity of Xt(w) 
may be too strong. In fact we have the following exemple. 
Exemple Let ft(w.) be a random function such that 
(i) ft(w) is°3[0t]xJVt- measurable, 
T` 
(ii)  E[(ft(w))2] dt < . 
0 Then it is clear that the following stochastic process 
(2.11), Ft(w) =fs(w) dZ(s,w), 
                 0 is B+(M2)-differentiable for almost every t in [0,T]. 
Moreover, we can see that if the function ft(w) is L2(0)-
continuous on [0,T], then the stochastic process Ft(w) is 
uniformly B+(M2)-differentiable on [0,T]. 
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2. 3. Integral Representations of  B+-differentiable Processes. 
     In the previous section, we have investigated some properties 
of B-derivatives and of B-differentiable stochastic processes. 
Especially in the final example, we have checked that the 
B+-differentiation performs like a dual operation of the stochastic 
integration. Here we are concerned with a further discussion 
on this duality, that is,we are interested in the following 
inverse problem; "Let Xt(w) be a uniformly BT(M2
n)-differentiable 
stochastic process with 3 t(w) its B+-derivative. Then does 
the stochastic integration ofXt(w) with respect to the Brownian 
motion process Z(t,w), yield the original process X (w)?". 
     It is easy to propose counter examples to this conjecture, 
however we have the following case. 
  Proposition 2. 7 If a square integrable mantingale 
{Xt,AO} is uniformly B+(M2n)-differentiable on a interval [a,b] 
for some n(-1), then the stochastic process has a integral 
representation as follows;0 
t 
(2.12) Xt(w) - Xa(w) =Xs(w) dZ(s,w)., a.s. for each t in [a,b] 
                                a (Proof) It suffices to check that the relation 
t S(t) = E {(X(w) - X
a(w) -X(w) dZ(s,w))2= 0 
                                          a 
                                  - 33 -
holds for each t.
    Let {A(n); 
of partitions of 
condition,  lim 
n->
(2.13) 8(t)
a=t1n)< t2n) <...< tnn)= t}n=lbe afamily 
the interval [a,t] that satisfies the 
max (ti+ltin)) = 0. Now e have, 
1-<i<n 
                           t = E{( r (X (n)X(n)) -\Xs(w) dZ(s,w))2}-  
  1=1 t.t.ti 
a
     n (
n)(n)'~'(n)(n)2   2E{( (X(t() - X(ti)-X(zi)AiZ))} 
        i=1 
          t
                                 n 
+ 2E {( X (w) dZ(s,w) -X(t~n)) A,(n)Z)2} 
si=1 1 
             a
where An). = Z(t1+1'w)-Z(tn),w).
     It is obvious 
(K. Ito [21]), that 
arbitrary positive 
(2,.14) E {( 
a for all n>nl.
from the definition of sttichastic 
 there exists a positive'number n1 
number c, which yields
vn 
X
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     On the other hand, the uniform  B+(M2n)-differentiability of 
Xt(m) assures the existence of a positive number n2, such that 
         (n)(n) v (n) (n)(n) (2.15)E {(x(t1
+1 ) - x(ti ) - X(ti) LiZ )21  < e(ti+l- t 
for an arbitrary e>0, and for all n>-n2. 
     Hence, from (2.13), (2.14) and (2.15), we obtain the next taking 
sufficiently large n>nl, n2 
(2.16)S(t) < 2e (1 - (t-a)). 
     The arbitrariness of E in (2.16) yields the result. 
Q. E. D. 
(Remark) The + )vkL (2.12) shows that the assertion of 
(Proposition 2.5) , which is-concerned •wiflt he continuity of B+-
differentiable processes, still remains valid for uniformly 
B+(M2)-differentiable processes, provided that they are square 
integrable mantingales, with respect to a family { ~} t=0' 
     In order to proceed a consideration to more general case, 
it seems to be neccessary to introduce the notion of "mean 
derivatives of stochastic processes" which was proposed by ° 





  Definition An R1-valued, BrO,t]XJtf-0t- measurable 
stochastic process  {Xt(w), t*[O,T]} is called M-differentiable, 
if it satisfies the followings: 
(M.1) Each Xt(w) is in L1(S-2) and t>Xt(w)is continuous 
    from [0,T] into L1(SZ). 
(M.2) For each t in [O,T], 
DX(t,(0) = lim E{X(t+h,w )-X(t,w) I „r0 } 
h>0+J~ 
1 
     exists as a limit in L (S.) and t>DX(t,w) is continuous 
     from [0,T] into L1(0). And the random variable DX(t,w) 
     is called the "mean forward derivative of X(t,w)". 
          Heareafter we will shortly call DX(t,w) "the M-derivative 
     of Xt". Since DX(t,w) is defined as above, it is of-course 
ik0 - measurable for each t. 
  Proposition 2. 8 If a stochastic process {X:(w), t10} 
is uniformly B+(M2n)-differentiable (n?1) and M-differentiable 
on a interval [a,b], with X(t,w), DX(t,w) its B+-, h-derivatives 
respectively,2   y,and if DX(t,w), is Riemann integrable in L(SZ)- 
sense , then it has the integral representation of the following 
type. 
tt 
(2.17) X(t,w) - X(a,w) =DX(s,w)ds + X(s,w)dZ(s,w) 
     aa 
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 , almost surely for each t in  [a,b).
(Remark)Here it must be 
exists as a Riemann integral 
is continuous in L1(a).
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On the other hand, we have
- 140 -
    n(
n)J (2
.19)L E{(x(ti(+n)1)-X(ti)-X(t(n))6i(n) Z 
 1=1 
                                       t(n) 
                                                    1+1 
                                        -DX(s ,w)ds )2} 
                                     t(n) 
             (n)(n)(n)(n)2            2{(X(t
i+l) - X(ti)-X(ti) ~iZ )} i=1 
t(n) 
i+1 
+ 2 E {(DX(s,w)ds)2} 
i=1
t(n) 
     Taking 7% s #Ici.erai_iy Pry e ., we can make the terms of the 
right hand side arbitrarily small by virtue of the uniform 3+(M 2
n 
 differentiability of X(t,w) and the Riemann-integrability 
of DX(t,w) in L2(Q)-sense. By this reason, together *.,;ith 
estimates (2.18),(2.19) and the following lemma, we complete the 
proof. 
(Lemma) (E. Nelson) Let {Xt(w), t?0} be an M-differentiable 
stochastic process on an interval [a,b]. Then we have 
    E {X(t,w) - X(a,w)Ia=E {DX(s,w)ds~J'~ a }. 
a 
     For the proof of Lemma, we can find it in E. Nelson [28]
)-
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We can find a similar result in E.  Nelson's monograph ([28]). 
The result that he obtained is as follows. 
  Proposition (E. Nelson) Let a M-differentiable stochastic 
process {Xt(w), t>0} satisfy 
       [X(t+ t)-x(t)]20                       •(2.20)62(t)=lim E {AtI~~ t} 
dt>0+ 
           exists in L1(C) and is L1(C)-contimuous in t and 
           such that 62(t) > 0 for almost every t in [0,T],
     Then, the next relation holds for any t in [0,T]. 
        ~'tt (2
.21) X(t,w) - X(0,w) = V DX(s,w)ds + S(s)dZ(s,w). 
     0 0 
     Comparing this with our result, we get the following 
assertion which states a sufficient condition for a M-differentiable 
process to be uniformly B+(M2n)-differentiable on [0,T]. 
  Proposition 2. 9 Let {Xt(w), t?0} be M-differentiable 
process,( differentiable on [0,T]). Then the stochastic process 
{Xt(w), t>0} is uniformly B+(M2)-differentiable, if it satisfies 
the Nelson's condition (2.20). 
the 
     In other words
Aproposition above tells us, that our result 
in Proposition 2. 8 is more general than that of E. Nelson.
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2.  4. Concluding Remarks 
                                     1W
e are restricted our attentions to R—valued stochastic 
processes. The extensions of discussions to a multi-dimensional 
case may be carried directly. Let us try to set up the things 
for a multi-dimensional case. 
     Let X(t,w) = (X1(t,w), X2(t,w), ..., Xn(t,w)) be an Rn-
valued stochastic process, and let Z(t,w) = (Z1(t,w), Z2(t,w), 
• • • , Zm(t, w) ) be the Rm-valued Brownian. motion processes, c.:1 c ` .ent A;cx 
are independent of ach other . We construct a a-field )1bt, 
by Ar_N- }, where 1(1)is the smallest a-field 
i=1 
generated by the sets {Z1s(w), s;t} . Then the direct analogy 
to the one-dimensional case, will lead us to the next 
  Definition.For a B[0,t]XA(t measurable stochastic 
process {Xt(w), t>0). if there exists a random marti:: 
t(w) = {Xtj(w), t30}i, each components of which atisfies                    ,j 
following conditions. 
(M.1) Xi': (w) (i=1,2,...,m, j=l,2,...,n) is 0..[0,t]XArt-measurable 
(M.2) E1';(w)12 is bounded on [O,T]. 
(M.3) For each t in [O,T], the next holds. 
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 lim E{II1 (Xs - Xt - (Xt)(Zs - Zt ))II2n} = 0 , 
sjtR 
m 
where {(Xt)(Zs-Zt)}i=1Xt1J (ZS- Z) and 
j=1 
                  n 
    II Z II2= IZi12 for any Rn-valued vector Z. 
       Rn 1=1 
cr equivalently, 
(M.3)` lim E {{------1 (X1 - xi - X1j (Zj - Zj ))}2} = 0 
    s+t s t 1=1 t s t 
                                 for i=1, 2, ..., n. 
    Then the matrix (Xt) = {Xt} is called the B+(M2)-
derivative of Xt(w), and the process {Xt(w), t>0} is called 
B+-differentiable on [O,T]. 
     To see that the definition is a natural one, we consider 
the following. 
 (Example ) Let Xt(w) be the solution of the following 
stochastic integral equation. 
   tt 
(2.22) Xt(w) - XO= A(s, Xs(w))ds + B(s, Xs(w))dZs 
00 
where XOis an Rn-vector, A(s, X
s(w)) = (A1(s, Xs(w)), ..., 
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(w)
 An(s, Xs(w))) and B(s, Xs(w)) is an nxm matrix { Bij(s, Xs(w))}1<_isn 
                                                                     <j<m and Zt~(w)is the transposed vector f Zj(w).- 
     Under the sufficient conditions on regularities of A and B, 
we can see that Xt(w) is B+(M2)-differentiable with the following 
V d
erivative matrix Xt(w), 
(2.23)Xt(w) = {B~5(t, Xt(w))}1<i<n • 
1<j <m 
     In this case, we may be able to establish various assertions 
as in one-dimensional case. However it is not yet known whether 
there are special phenomena which are inherent in such a multi-
dimensional case. 
     We may also be able to extend the discussions for cases of square 
integrable martingales. The author expect that analogous consider-
ations on such cases, may produce various fruitful results such 
as, the integral representations for a certain additive process 
or a Markov process. But the investigations on them are still 
in a "terra incognita".
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CHAPTER III. The New Types of Stochastic Integrals. 
3. 1. Introduction. 
     In his famous articles [16], [17], Professor K. Ito introduced 
the theory of stochastic integrals and originated the theory of 
stochastic differential equations which are now well known as the 
Ito's theory of stochastic integrals and of stochastic equations. 
Starting from his works, the theory of  stochastic differential 
equations has been developed and used in various directions, not 
only by pure mathematicians but also by apllied mathematicians who 
are interested in the analyses of random phenomena. Especially 
in some fields of technology such as stochastic controls, or 
statistical theory of communications, the theory of Ito has been 
extensively apllied to investigate the problems about stochastic 
dynamical systems whose behaviors are characterized by the following 
Langevin types N.,,  stochastic equations of ; 
(^ 1),EdaX(t) = f(t, X(t) ) + g(t, X(t) W(t,w) , 
x(o) = X00 
     where W(t,w) is a random process, called the "white noise" by 
engineers. 
     In such fields of applied mathematics, it has been customary 
to start discussions on the dynamical system , regarding that the 
formal expression (* 1) is the symbolical notation of the following 
stochastic integral equation ;
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   tt 
 (C 2) X(t,w) — X0 =S f(s, X(s,w))ds + g( , X(s,w))dZ(s;w) , 
0 0 
    where {Z(t,w) , t 0} is a Brownian motion process, and the 
     second term on the right hand side is the Ito's stochastic 
     integral. 
     Once th  mathematical interpretation to the formal expression 
(* 1) had been given as above, it was a direct application of the 
Ito's theory to study the problems in random systems. Though the 
theory of Ito was not introduced for the aim of representing the 
physical phenomena, no one had been careful of the physical fidelity 
of such mathematical treatment until 1963. Questions on the 
physical fidelity were first considered by the russian mathematician 
R. L. Stratonovich in 1963 ([37]). His answer to the question was 
that a stochastic differential eqation (C 1), which was understood 
via the interpretation (*2), could be regarded as an approximative 
expression to those corresponding random equations which had so 
nice properties from the viewpoint of physics, or engineerings 
(*:3) dt X(t) = f(t, X(t)) + g(t, X(t)) ------dtZ(t,w) 
      where {Z(t,w) t ;0} is a random process which is so meaningful 
     from the viewpoint of physics that the expression (C 3) can be 
     understood as a family of deterministic equations, and stands 
    as an approximation process to Z(t,w). And where f(t,x) is 
    a function which depends on f(t,x) and g(t,x) in (* 1). 
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 Moreover in 1966, he introduced a new type of stochastic 
integral, called nowadays "the Stratonovich's integral", by which 
we can regard the equation (* 2) , understanding the stochastic 
integral in the sense of Stratonovich, as an approximative expression 
of the following 
(" 4), dtX(t) = f(t,X(t)) + g(t,)(t))--Z(t,w) 
when the quantities X(t), f(t,x), g(t,x) and Z(t,'W') are. assumed 
to be R1-Valued functions. 
     On the other hand, the question on the fidelity was also studied 
by E. Wong and M. Zakai independently. In 1964, they published a 
series of papers [43], [44], where they considered the relation 
between the solution of Ito's differential equation and that of the 
family of random equations 
(* 5)dX(n)(t,w) = f(t,X(n)(t,w)) + g(t,X(n)(t,w))d  Z(n)Ct, dtdt 
                                                                   ( n = 1, 2, ... 
      where {Z(n)(t,w), t%0}n1is a family of stochastic processes 
     which converges to the Brownian motion process Zt,w) as n tends 
     to infinity, and each of which has a piecewise smooth sample
function. 
They, studied the convergence of the sequence of stochastic 
processes {X(n)(t,w), 0 5 t < T}n=1 and found that , under certain 
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w) 
),
 kind_ of assumptions on regularities of f(t,x), g(t,x); the sequence 
converges in the mean to a limit {X.(t,w), O tST; which is stochas-
tically equivalent to the solution {X(t,w). 0.5.-LT) of the following 
Ito's integral equation 
('` 6), X(t,w) — X = {f(s,X(s,w)) +1             0J
JJ2ggx(s, 1(s,w))} ds 
0 
                                  + i g(s, X(s,w)) dZ(s,w) . 
0 
     The equation (C 6) is equivalent to the eouation.(* 2), if we 
understand the stochastic integral in (` 2) in the sense of Stratonovich 
Thus their result suggests to us that the fidelity cf mathematical 
procedures in such random problems, stated above, is assured as far 
as we take the stochastic integrals in the sense of Stratonovich. 
( Remark ) It must be noticed that the above statements on the 
question of physical fidelity are valid only for the one-dimensional 
cases, (cf., T. Nakamizo [27]). 
     As we have explained above, the stochastic integral of 
Stratonovich serves as a nice tool for the understanding of practi-
cal problems. However it has been pointed out that the integral 
of Stratonovich admits a so narrow class of integrable functions 
that it is hard to apply to many of interesting problems, (cf., 
G. Kallianpur- C. Striebel [22]). In fact, we will find it to
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be inapplicable to the problem treated in  Ci~aoter V. 
     In 1970 the author published a paper cn this subject (S. Ogawa 
[30]), and there he succeeded to introduce the new-types of stochas-
tic integrals which improved away such disadvantage of the integral 
of Stratonovich. This chapter is devoted to the introduction of 
the author's'new-types of stochastic integrals, which is a full 
exposition of the paper [30], and a part of [31]. The discussions 
are developed in the following manner 
In Section 3.2, we will introduce the new-types of stochastic 
integrals, starting from the considerations on the convergence of 
a sequence of Riemann sums of a random function. Among these 
integrals, we will extensively be interested in the integral of 
index 1/2, since it admits such a remarkable property that it can 
be understood as a limit of a certain sequence of random Stieltjes 
integrals. The details_ on this fact will be explained in Section 
'3.3. In Section 3.4, we shall compare our integral with the other 
types of stochastic integrals, namely, the integral of Stratonovich, 
  the integral of Stratonovich - ,Fisk type which was. introduced 
by Professors G. Kallianpur and C. Striebel in 1971. We shall state 
some concluding remarks on this subject in the final section, 3.5.
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3. 2 The New Types of Stochastic Integrals  . 
     Let  {Z(t,w), t:0} be an R1-valued Brownian motion process and 
let JV s (t3s30) be the smallest a-algebra generated by the sets 
{Z(u,w) — Z(s,w), s;u;t}. Let2 be the class of random functions 
f(t,w), defined on [O,T]xS2 (O<T<oo), satisfying the followings ; 
_4. 1), f(t,w) is 6a[O,t]x/v 0-measurable, where (73[0, t] is 
        the Borel field on the interval [0,t]. 
    2),B,{ Sf2(5,w)ds}  < 00 
             O 
     We call a family of partitions {p(n) ; 05ton}< t(n)<•.• <-c(n)~ 
on the interval [O,T], "canonical" if lim m a x n(ti+l—t
in))  < 
                                              n -> co O;i;n-1 
and if p(n)C A(n+1) 
      Let us begin with the consideration on the convergence of the 
following sequence of Riemann sumsof a function f(t,w) in the class 
—4 • 
      (k)n-1(n)(n)(n)(n) (3.1)J
n(f)(w) = f(ti+ kTi){ Z(ti+l,w) — Z(ti,w)} , i=0' 
       where t(n~                 i= t(n)i+l- t(n) and k is a nonnegative constant 
i such that 0 < k 1 .
T)
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      As for the convergence of the  sequence {J(k)(F)}`~ ,it is well                                                        n=1 
 known that if the constant k is equal to. zero, the sequence 
   0>^  {Jn(F)n=lconverges in the mean to the limit0(f) , which coincides 
T with the Ito's stochastic integralf f(t,w)dZ(t,w). However for 
0. 
 a general case(k 0), it Is hard to know whether the sequence converges 
 or not unless an additional condition is supposed on f(t,w). The 
 difficulty of the problem lies in the fact that each random variable 
f(t(n)+ kT(n))(i= 0, l,•••, n-1) is not independent of he correspon-
ding increment (Z(tiyl,w) — Z(t(n),w)) (i=0, 1,••,n-1): So it 
 seems to be necessary to set one more condition which describes the 
way of dependence of f(t,w) on the process {Z(t,w), t.0} . 
      Hence we are led to the following 
 Definition  . We will call that a random function f(t,w) belongs 
 to the class +([0,T]), if it belongs To the class„,y and satisfies 
 the next condition ; 
.4. 3), f(t,w) is uniformly B'(M )-differentiable on interval 
[0,T] and its13-I.-derivative f(t,w) is Riemann-integrable 
         on [o,T] in L2(0)-sense. 
      Now we have 
                                                                                 r.+
Theorem 3. 1 . For a random function f(t,w) in ([0,T]), the 
 sequence of Riemann sums {J
nk (f)}n_1converges in the mean to 
                                     - 52 -
the limit.k(f)(w), which satisfies the followingnel:_ioc, 
                                                                            T ,, (3.2). 1.1.m J(k)(f) =t+(f)(w)jk(f)(w)  + kff(t,w)dt 
n } co0 
        where J 0(f)(w) is the Ito's integral cf f(t,:6) on [O,T] 
       and the second term, is the Riemanri integral of f(t,w) = 
3
1 f(t,w) in L2(52)-sense. 
a'zt 
( Proof of Theorem 3.1 ) Let us nut 
                                               n-1
   6(w) = J(k)(f)(w) — J(0)(f)(w) —rlt(n))( a(rl)Z)(.~(n)z) 
nnn 1i,k i
=0 
 ;here nin)Z Z(ti+l'w) —Z(tin),w) and o~nkZZ(trn)+ '_i",w)                  9 1 
— Z(tin),w). 
     From the definition of J(k)(f)(w), we have 
                               n 
       n-1(
n) (Pt)(n)`!In) (nl
.,)~:n) 6
n(w) = { f(ti-+ kr i) —1.(ti-) — f(t: )A.ki n.Z .  i =0' 
Apllying the Schwarz's inequality, we obtain 
   2r.-1(n)(n)(n)(n),() 9   E{6(0) 5 n c E{(f(t.+ kT.) --f(t) — -(t.)s.Z)- 
                                                   x (GL)                                                    (n)21
- 53 -
In fact, we have 
      n-1 ~(n)(n)(n)(n)~ 
 E{(f(ti)( ~i
kZAiZ—kTi))2    i=0' 
     n-1 2'i(
n)(n)(         :{f(ti)E{( ~ikZ•Z.n)Z — kT(n)
i)2Cr)rl i=0I.; t(n) 
i + 2 E{f(ti)f(t
j)( Aj,kZAjZ— ktj) i j 




f2(n)(n)(n)(n)2'/'0 = Elf(t i)E{(~ikZ•L~iZ—kT.)I}} i=0'-at(n) 
i n-1 v 
= E{f2(t(n))}(k2 + k)(T(n))2(k2+k).T° a x (T 
                                     1 i=0 
                                                            v
( N7supE{f(t, 
 which means that the equality in (3.4) holds. 
     The assertion of Theorem is a direct consequence of 
(3.3), (3.4) and the estimate below, 
                                 T v
E{( J(k)(f)(w) —J+(f)(w)—kJ~f(t,w)dt )2 } 





   3E{bn(w)} + 3E{(Jn0)(f)(w)   0(f)(w) )2} 
+ 3E{{n~1f(tin))pinkZ•pin)2                               Z — k~(t,w)dt} 
i=00 
     Thus we have obtained the family of stochastic inte:rals 
{ k(f)(w), 0,k,1} for functions in/ ([0,T]) . Hereafter we 
will callJk(f)(w), " the stochastic integral of index k "_ 
It is clear how (3.2) yields the definition of the stochastic intev-
ral of index k over any subinterval [s,t] in [O,T]. And it is also 
clear that the stochastic integral of index k has the usual properties 
as an integration. Namely, we have the following assertion which 
is easy to verify. 
 Proposition 3. 1. Let f(t,w) and g(t,w) be functions in the 
class+([0,T]). Then we have for any constants C1,C2the next 
(3.5), 61k( Clf + C2g ) = C1  k(f) + C2 v` k(g) 
 and for any point u in [s,t] (C[O,T]), 
(3.6) f f(v,w)d(k)Z(v,w) _ , f(v,w)d(k)Z(v,w) ± S f(v,W)d(k)Z(v,w) 
 ss~. 
, where the .notation f d(k)Z(v,w) means the stochastic integral 
of index k.
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     narbitraryfunctionfus,              yf(t,w) inf~}   Fora([O,i']),let ~~put 
 t 
 (3.7). F(t,w) =f(s,W)d(k)Z(s,w), (t T). 
0 
Then our theorem tells us that the stochastic process {F(t,w), 
O,tST} is almost surely continuous in t and posseses the derivatives 
DF(t,w), ---------- F(t,w) . Moreover, we know that the derivatives 
aT zt 
satisfy the follwoing 
a+ a+  (3
.8), DF(t,w) = k ( F(t,w) ) . 
a+Z+ Zt 
     On the other hand,- we can prove that the condition above 
completely characterizes those stochastic processes that are repre-
sented in the form of the stochastic integral of index k . 
 Proposition 3. 2. If a stochastic process {X(t,w), 0;t} is 
differentiable and twice uniformly B (M4)-differentiable on an 
interval [O,a]. And if the derivatives satisfy (;,.8) for any t in 
ti 
[O,a], then tere exists a stochastic process {X(t,w), O,t} -:hich 
belongs to the class4+([O,T]) and satisfies the next 
(3.9). X(t,w) — X(0,w) = 5 X(s,w)d(k)Z(s,w), a. s. for each t. 
0 ( Proof of Proposition 3.2 ). For the proof, we notice that 
the assertion of Proposition 2.8 also holds for such stochastic 
processes whose M-derivatives are Riemannintegrable in L1(2)-sense. 
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( In fact we did not make use of the continuity of  M-derivatives 
in the proof of Proposition 2.8, except +or yiel 141 the property that 
the derivative is Riemann integrable in L1(c)-sense.) 
    BecauseX(t,w) belongs to A+([0,T]) and thus ------X(t,w) 
a+zt 
is Riemann integrable on [O,a] in L2(S2)-sense, the derivative 
DX(t,w) is also Riemann integrable on [O,a] in Li(S2)-sense by 
virtue of (3.8). Hence we know from Proposition 2.8 and the 
remark stated above, the validity of the following 
  X(t,w) — X(0,w) = j DX(s,w)ds + j X(s,w)d(0)Z(s,w) . 
    0 0 
This completes the proof, since we have DX(t,w)= k --------X(t,w) . 
                                                   3+Zt
- 58 -
3. 3 The Stochastic  Integral  J 1/ 
     In the previous section, we have obtained the family of 
stochastic integrals {J1k(f), 0':k:11 which includes -the Ito's 
integral as its special case. Among these, we are extensively 
interested in the stochastic integral of index 1/2 , because it 
has a few nice properties from the viewpoint of applied mathes-natics 
as we shall see from now on. 
    Let { A(n)} be a canonical family of partitions on the 
interval [O,T] and let {Z(n)(t,w), 0,t<T}
n_1-be the family of 
stochastic processes defined in the follwoing manner : 
                             (n) 
     (n)4Z(n)(n) (3.10) Z(n)(t,w)  = Z(ti,w) +(
n)(t—ti), for ti-<t 
T 1 
        (n~ (n) -(n)(n)(n)(n)       where T
iti+lti 'AiZ= Z(ti+l,w) — Z(ti,w) 
     and {tin)}1-1-F A(n) 
Then it is easy to verify that each stochastic process {Z(n)(t,w), 
O:t.T} has an almost surely piecewise smooth sample function and 
that the sequence {Z(n)1 converges in the mean, uniformly in t, to 
the Brownian motion process Z. That is, we have 
(3.11). lim sup E{( Z(t,w) — Z(n)(t,w) )2} = 0 . 




    LetIf(n)(t,w)} n-1 be a family of random functions each  of 
which is defined on  Ox [O,T] and satisfies the following conditions ; 
f.l)f(n)(t,w) is(I,.,,x,''t;~O-measurable, where [t]=t.1 
       [t]i+1 
       when tin):t <ti+1 , (i = 0, 1, 2, .., n-i) 
f.2)There exists a function f(t,w) in+([0,T]) , such that 
lim sup E{(f(t,w) — f(n)(t,w))2} = 0 . 
n -)-00 O;t;T 
     We may regard the stochastic process {Z(n)(t,w), 0t<T} as 
a physically meaningful modification of the B-rownian motion process 
{Z(t,w), t;0} since we know that the family has a so nice properties 
mentioned before. The random functions are therefore understood 
as those which might be expected to appear in the stochastic problems 
when we represent random phenomena using the stochastic process 
{Z(n)(t,w), 0~t..T} as a physically natural modification of the Brown-
ian motion. 
In. this chapter, we are interested in the question of the 
convergence of the sequence of random Stieltjes integrals {S(f(n))}
n=1 
each of which is defined as follows ; 
(3.12),S(f(n))(w) = j f(1,)(t,w)dZ(n)(t,w) 
0 (n) 
                       n-1 A.ti+1        Z
f(n)(t,w)dt 
i=0 T(n) t(n) 
                                    - 60 -
and we are also interested in the relation between the  integral 
J 1/2(f) and the limit of {S (:f (n)) }nif it exists. 
                                                                                                                                                                      . 
    We will call that a family of random functions {f (n) (t , w) } _ 
has the property a, if there exists a sequence of random functions 
{f(n)(t,w)}
n-1which satisfies the following conditions ; 
(a,l),f(n)(t,w) isLCt]x1p[t1su=ab                                                    -r~~caa~^Gle 
(a,2),E{(f(n)(t,w))4} < 00 , for any t(3 0). 
(.a, 3)~lim max s upE                            { 1 {f(n)(p' ) — r(n)(p) —r(n) (p) 
       n°pkA(n)pt.CP
,P(n)]Tp 
x G() Z}= 0 , 
P 5P 
        where p(n) is the nearest right point of p in4n)and 
Tp =P— P, QPn)pZ= Z(n)(p',w) — Z(n)(p,w) . 
Here we must notice that a sequence of such random functions 
{f(n)(t,w)}n-1may not be uniquely determined. However the limit 
of the sequence'{f(n)(p,w)}n=1~is determined uniquely for any fix- 
ed p in A(n), if it exists. In fact, if we let{g(n)(p,w)}n=1be 
another sequence at point p; then we have 
    E{(f(n)(p,w)—;,g(n)(p,u))2} = E{--~((n)(p,w) —g - (p,w))A(n) 
                                                          (n) 
P 
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(n) .
 <  27{-------- 1  (f(n)(p(n)) —f(n)(P) —(,)(_)(n)Z 
   (n) 
T P 
+ 2E{1--------------- (f(p(n))— f~'(~~)—g(n)(D);,~n)Z)` 
(n) -
                                T 
    where T(n) = p(n) —p and A(n)Z = Z(n)(p(n),c) — Z(n)(p,w). 
From the estimate above and the condition (c,3), we conclude the 
uniqueness of the limit . 
 Theorem 3.2 Let {f(n)(t,w)}`° be a family of random functions 
                                      n=1 
satisfying conditions f.l), f.2) and the following 
f,3) ; The family {f(n)(t,w)}
n-_^has the propetya, and each 
          component of random vectors {{f(n)coo-,~(")}}n-1 
          satisfies the relation ; lim max E {(fgin)(p,w) — 
                                           n - (n) 
  V2Vt 
          f(p,e)) } = 0 , where f(p w) = -------- f(tw) 1 cal 
Zt t=P 
           f(t,w) is the function just described in the condition 
f.2). 
     Then we have 
(3.13),l.i.m 'S(f(n))(w) _'J1~(f) . 
   -~~2  n
     For the proof of this theorem, it is necessary to check the 
following assertion_. 
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(t,w) — Z(n)(t(n) ,w))dt
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 For a sufficiently large n, we have the 'following estimate. 
 E{f(n)(t) — f(n)(t(.n)) — f(n)(tin))(Z(n)(t,w) — Z(n)(t(n}w))}4 
( t—t(n))'e(T(P)) 
                      (n)  for any fixed t in [tin),ti+1)' by virtue ofcondition f.3), 
 where e(•) is a nonnegative function such that lim e(T(n))= 0 . 
n i 
  Hence, 
n-1                                  1 15) E{(nn(w))2} n (Tin))2•e2(Tin)) 
                          i=0 
                                            n-1
n•maxT. L e2(-.)r. 
i=0 
  On the other hand, we have the following 
T 
16). E{( S(f(n)) (/ 0(f)—2Cf(t,w)dt )2} 
                          j
0 
3E{(nn(w))2} + 3E{(nC1f(n)(t(n))A(n)Z — 0(f) )2} 
i=0 
    (n) 
      + 3E{(t(n)n-1 Ai()f(n)(t(n))i+(Z(n)(t,w) — Z(n)(tin),w))dt 
      i=0 Tit(n) 
                                              i 
                                        T
— 
2f(t,w)dt )2} . 
                                      0 
 conclusion of the theorem follows from the estimate above, (3.16) 
15) and Lemma, since we have 





E{(Cf(ri)(t(n)  G 
i=0' 
n-1 
  2 lim E{( (f 
n — i=0 
n-1 
  + 2 lim E{( 
n - i=0 
= 0 , 







t(n)) — f(t(n)))A(n)Z )2) 
(n))Ain)Z - ~l%'0(f) )2}
Q.E.D
( Remark). We have proved the assertion of the theorem under 
the condition f.2). However the discussions in the proof tells us 
that the assertion also holds under a slight weaker condition as 
follows ; 
f.2)', There exists a function f(t,w) in (LO,T]), such that 
      n-1 (n) (n) (r) 2 (n) 
    lim E{ (f (t. ) — f(t.-) ) }T. = 0. 
  n i=0
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3.  4, Comparisons with Other Types of  Stochastic Integrals. 
     In the previous section, we have introduced a family of 
stochastic integrals( k(f), O,k;l} , and established the theorem 
stating that the integralJ 1/(f) can be understood as a limit 
                           2 of a sequence of random Stieltjes integrals. In this section, we 
compare the integral of index1/2 with other types of stochastic 
integrals. 
     For a continuous function f(t,x) which has a 'continuous deriva-
tive f
x(t,x), Stratonovich studied the convergence of the following 




n(f) = f[t~2(X(t-)+X(t.+,))]DiZ , i=0 
(_, = l,2,..) 
     where {A(n); O~t(n)< t(n)< •••<t(n'< T}`° is a family of 0 1
n n 
partitions on [O,T] providing lir r.. a _-: (t~n) — t~n)) 0, 
n ~G,i.ri-1 
     and where {X(t,w), t;0} is a classical diffusion process 
    defined by 
(3.18), dX(t,w) = a(t, X(t,w))dt + b(t, X(t,w))dZ(t,w) 
As a result of this consideration, he reached the following 
Theorem..(R. L. Stratonovich). If a(t,x) and b(L,x) are continu-
ous functions, and if f(t,x) admits the following condition ; 
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           E{f2(t, X(t))b2(t,  X(t))}dt < 
0 
then the sequence {R
n(f)} converges in the mean to the following 
limit, 
T 
(3.19). 1.i.m Rn(f) =j0(f)+2\f          n(t, X(t))b(t, X(t))dt   -)-J 
                                  0 
     On the base of this fact,.he introduced the new type of 
stochastic integral which he called "a symmetrized integral", 
in the following way ; 
(T (3.20), (S)-  f(t,X(t))dZ(t,w) = (I)- j f(t,X(t))dZ(t,w) 
 00 
                                          f
x(t,X(t))b(t,X(t                                                           
^ a 
( Remark ) The notations (S)-, (I)-, mean that the integrals 
are taken in the sense of Stratonovich, or Ito respectively. 
     For a class of such random functions that are integrable in 
the sense of Stratonovich, it is easy to check that they are also 
integrable in our sense when they satisfy 
(3.21)(i).E{f (t,X(t))} <(0t.T) 
(3.21)f(t,x) — f(s,x)I C(x)Is>2') 
            where C(x) is such that E{C4(X(t))}dt < w. 
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flat .
Moreover we can see that for such a  random function both intagrals 
coincide with each other, since the random function f(t, X(t)) is 
uniformly B+(M4)-differentiable on [O,T] with f
x(t,X(t))b(t,X(t)) 
its B+-derivative. In other words, if we restrict our attentions 
to such random functions that are represented in the form f(t,X(t)) 
our integral has a less wide class of integrable functions than 
that of the Stratonovich However our integral is applicable to 
a more general types of random functions than the ltratcncvich's. 
Namely the integrable class of functions in our case is not 
restricted in the classical diffusion processes while the integrable 
class is so in the Stratonovich's case. 
     After the author's publication on this subject, Professors 
G. Kallianpur and C. Striebel proposed an analogous idea of 
defining the stochastic integrals, which was a direct application 
of Fisk's results, (D. L. Fisk [12]). Let us give a short sketch 
of their integral following Kallianpur-Striebel [23] . 
     For continuous quasi-martingales {N(t),3t}, {m(t),54t1 cn 
a probability space ( S2, 5, P) ,({71 is an increasing family of 
t t30 
4"-fields each of which is included in 7), D. L. Fisk studied the 
convergence of the following limit ; 
              ln--1(3.21),(F)- N(t)dM(t) =2p-1im{N(ti+l) \(tiny)} 
0'                               n-i=0 
                                      x{(t) —M(t(TO)} ,                                                           +1 
                                    - 69 -
and obtained the next 




. N(t)dM(t) = (I)- ' N(t)dM(t) 
 00 
n-1                               + 2p-lim A°n)rrA~n)ty,l, 
                                                     n-* i=0 
where p(n)N = N (t~n))—N(t(n))A(n)M = Mt~.)) — (t(n)) 
    i 1 1 1+1 1 1'i 11 1+11_ 
and N1(t), M1(t) are martingale-parts of the corresponding quasi-
martingales, (cf., D. L. Fisk [12]). 
Kallianpur and Striebel applied this result to the following quasi-
martingales 
(3.23), dM(t) = al(t)dt + bl(t)dZ(t), dN(t) = a2(t)dt ,- b2(t)dZ(t) 
where ai(t),b.1(t) (i=1, 2) aresuch that 
 TT 
(3.24)Elai(t)Idt,SE{b.       ,sr(t)}dt.<°'(1=1,2) , 
 00 
and they reached the following 
 Theorem. (Kallianpur- Striebel) 
TTT 
(3.25)(F)- N(t)dM(t) _ (I)-) N(t)dM(t) +2 :1b1(t)b2(t)dt 
000 
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     They called this the  "Stratonovich-Fisk integral", and appli-
ed it to a problem on nonlinear filterings of stochastic processes. 
Let us compare this with our integral J 1/(f). For a convenience 
                                   2 of discussions, we consider the case where dM(t) = dZ(t). 
Then we have from (3.25), the following 
  TTT 
(3.25)',(F)-CN(t)dZ(t) = (I)- N(t)dZ(t) +2b2(t)dt , 
         J 000 
which coincides with our integral when b2(t) is continuous in L(Q)-
sense. On the other hand, it is obvious that there is a stochastic 
process which is integrable in our sense but not in the sense of 
Stratonovich-Fisk, because the uniformly B+(M)-differentiable 
                                                4 processes do not necessarily have the Ito's differential formula. 
In other words, the integrable class is not restricted to quasi-
martingales in our case. As for the relation between the in-tegral 
of Stratonovich and that of Stratonovich-Fisk, it is also clear 
that they coincide with each other when the random function f(t,X(t)) 
admits the Ito's differential formula, (i.e., the function is conti-
nuous in t and=.has a continuous derivative fX
x(t,x) ). 
     Summing up the discussions in this section, we can say that 
the degrees of usefulness of these three types of integrals depend 
on the individual situations of problems to which they are applied.
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3. 5Concluding Remarks. 
     In this chapter we  have  introduced the new types of stochastic 
integrals and investigated their properties in some details:. 
Among the assertions established here, Theorem 3.2 is the most 
important one. The theory of stochastic differential equations 
has its own manner of considerations which is quite different from 
c those in other deterministic theories such as the theory of partial 
differential equations,.of ordinary differential equations. The 
author thinks that it is this difference which prevented those 
deterministic theories from the direct application to the random 
problems that are concerned with the Brownian motion, or in return, 
prevented the theory of stochastic differential equations from the 
vivid applications to the practical random problems. At this 
point , the author expects the theorem 3.2 to perform as a bridge 
between the stochastic theory and those deterministic ones, since 
it establishes the relation between the stochastic integral and the 
sequence of random Stieltjes integrals each of which admits a 
physical interpretation. 
     In the course of discussions, we have seen that the notion of 
B+-derivatives acted an important role. Followingthe same consider-
ations in this chapter, it is natural to expect that the notion of 
B--derivatives will be used in the definition of the "time-reversed 
integral". We finish this chapter with a comment on this subject. 
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    Let  f(t,w) be an R1-valued random function which is TB 
Ct,T] 
    t 
k  ` 
T-measurable and satisfiesS'E{f2(t,w)ldt < co. 
0 
     Then the definition of the Ito's integral can not apply to 
such a random function. However it is not difficult to verify the 
convergence in the mean of the sequence {S (f)}9 each element of 
which is given as follows ; 
                          n-1 
S
n(f) = f(ti+l)lin'Z , ( n = 1, 2, ...). i=0 
We denote this limit as J 0(f) and call " the time-reversed integral", 
because we can consider,with the definition of stochastic integral, The 
stochastic equation TT 
       -X(t,w) + x = Sa(s,X(s,w))ds + S b(s,X(s,w))d Z(s,w) , 
tt 
which may represent a backward development in time of a diffusion 
process. 
     As a modified form of the time-reversed integral•, 0(f), we 
can define the integral d k(f) (0:k:1) ,as a limit in the mean of
the following Riemann sums, 
             (k)(f)=nClf(t(i
i-in)kT(n))a(n)Z .        G i=0 
In fact it is not difficult to verify the convergence of the sequence 
{s(k)c° when the function f(t,w) is uniformly B (M4)-different- 
n n=14 
iable on [0,T] with a derivativeywhich is Riemann integrable in 
L2(0)-sense. Following a similar consideration in this chapter 
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we 
the
may find that 
 relation  ; 
 k(f)
the limit of the











CHAPTER IV Wave Propagation in Random Media  (I). 
" Wave Propagation in the Presence of the White poise . " 
4. 1. Introduction. 
     In this chapter we are concerned with the statistical pro-
perties of random wave motions that propagate in transmission 
media into which the "White noise" enters as an external dis-
turbance. The problem is stimulated by recent remarkable pro-
gresses in such theories of stochastic systems as the theory of 
stochastic controls, the statistical theory of communications, etc., 
where it is desired to analyze behaviours of some practical systems 
with random disturbances. The stochastic process "white noise" 
may be one of the most popular mathematical concept which is employed 
to represent external disturbances, especially in theories where 
one works with the , concept of "observations of signals in the presence 
of noises". When a stochastic process is introduced to represent 
a: random external disturbace, it seems to be customary in those 
theories to employ the following hypothesis as a convenient starting 
point for discussions ; 
Hypothesis of the additive noise : A signal (or any physical 
quantity in a practical system,) is observed as the sum of a certain 
noise and the original signal which is transmitted. 
     Therefore it may be important, and interesting as well, to 
investigate the statistical propertics of a stochastic process which 
is observed as an additional noise to the pure signal as a result of 
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the presence of the white noise in the transmission medium. 
Problems of such kinds can be formulated as those of wave  propaga-
tion in random media. The wave motion in a randomly disturbed 
medium is represented mathematically as the random function which 
satisfies a partial differential equation with a random coefficient. 
Hence in this chapter we are concerned with an initial value problem 
of the partial differential equation with the white noise as an 
external force term. Moreover we will restrict our attentions 
to an equation of the first order for the brevity of considerations, 
     Hereafter we will give a precise formulation of the problem in 
the next section,4.2. In section 4.3, we will establish theorems 
of the existence and the uniqueness of solutions. There we will 
find that a unique solu-:on is given in an explicit form. And in 
section 4.4, we shall give a precise definition of "the additive 
noise of a linear system" which may be different from that is employed. 
in the usual theory of stochastic-communications but is a convenient 
definition from the viewpoint of mathematics, and we will discuss 
its statistical properties with an example. "The additive noise 
of a linear system" is a stochastic process which is inherent in the 
linear system and propagates following the same law by which the pure 
signal propagates and grows up to be a random wave motion. We 
will finish discussions with some concluding remarks which will be 
stated in the final section, 4.5. 
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 0
 4. 2 Formulation of The Problem. 
     Generally speaking, a transmission medium through which a signal 
propagates is characterized mathematically by a partial differential 
equation of hyperbolic type. Therefore the wave motion which pro= 
pagates in such a medium that is disturbed by the white noise, can 
be represented as the random function that satisfies a partial differ-
ential equation with the white noise as an external force term. 
For the brevity of considerations, we restrict ourselves to the sto-
chastic partial differential equation of the first order. 
     Hence our problem may be reduced to the initial value problem 
of the following formal equation ; 
(4. 1)au(t,x; w) + a(t,x)a  u(t,x; w) = A(t.,x)u(t,x; w) 
atax 
                                              + b(t,x) Z(t, w) 
                                                    dt 
, with the following initial data 
(4. 2), u(0,x; w) = u0(x) , 
      where Z(t, w) is a standard Brownian motion process and ------dtZ(t, w) 
     stands for its formal derivative, namely, the so called "white 
      noise". 
     Since the white noise is such a stochastic process that does 
     not have . ordinary functions as its sample path and therefore
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     must be understood in a sense of random distributions 
     (cf., K. Ito  [191 or Gel'fand-Vilenkin [13]), the formal 
     equation (4.1) must be interpreted as the equation of 
     random distributions, while equations treated in the theroy 
     of wave propagation in random media, usualy have a precise 
     meaning for each fixed parameter. 
     On the other hand, when we use the white noise in problems of 
applied mathematics, it is customary to recognize it as a. mathe-
matical idealization for some physical quantities. Therefore 
also at this time we wish to consider the equation as a mathe-
matical model for those phenomena which are to be represented 
by the following type of equations; 
                                                                              0 (4.3)atu(n)(t,x; w) + a(t,x)axu(n)(t,x; co) 
                = A(t,x)u(n)(t,x; w) + b(t,x) ------
d.t, cv) 
       where {Z(n)(t,w), t?0}
n-1 is a family of random functions 
     each element of which has some nice properties from the 
     viewpoint of physics (e.g., the almost sure smoothness, etc.), 
     and converges in a certain sense to the Brownian motion 
     process Z(t,w) as n tends to infinity. 
     Hence for a setting of a natural definition of solutions 
of equation (4.1), it may be desirable that solutions of (4.1) 
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could be understood as a limit of those approximate random 
functions  u(n)(t,x;w) which satisfy equations like (4.3). 
Keeping this in mind, we give the definition of solutions by the 
following. 
  Definition A random function u(t,x;w) which is defined 
on S2 xG(Gis the slab {(t,x); t [O,T], xER1} ), is       [O
,T][O,T] 
called the solution of the intial value problem (2.1), (2.2), 
if it satsfies following conditions; 
S. 1) u(t,x;c) is a function which is continuous in each 
t and x with respect to the L2(0-norm, and is in the class 
2 L
loc( 0 xG[O,T]). 
That is, for any compact set M included in G[O
yT], u(t,x;w) 
satisfies the next 
               E { u2(t,x;w)dtdx} < 00 .           ...0
M S. 2) For any continuously differentiable function v(t,x) 
which has a compact support in G[O
,T] , u(t,x;w) satisfies the 
following equation with probability one, 
       SvL(u)dtdx = {vt +(av)x + Av} udtdx + 
(iCO,T)G[O,T] 
                   + vb dZ(t,w)dx + ( v(0,x)u 
      Gj R1                           [0
,T] 
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0
(x)dx = 0
where the  second term on the right hand side means
ST              vbdZ(t,w)dx = dx v(t,x)b(t,x) dZ(t,w) 1 G[0,T] TR0
5and the i tegralv(t,x) b(t,x) dZ(t,w) is the Wiener int gral. 
               0 
     In the course of later discussions it will turn out to be clear 
that the definition is a natural extension of that of a weak solution 
of an equation like (4.3).
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 4.  3. The Existence and the Uniqueness of Solutions 
     In this section, we are concerned with the problems of existence 
and of uniqueness of solutions. Similary to those in initial value 
problems of linear equations, the problem of uniqueness in our 
case is also reduced to thesame problem for linear homogeneous 
equations. However, as we have given the definition of solutions 
in a somewhat implicit form, it is not an obvious question 
to establish the uniqueness property. 
     We begin with the next 
Lemma I. If the functions a(t,x), A(t,x) and f(t,x;w), 
which are defined on the slab G[3
%T] and on S2 xG[0,T], satisfy 
the following conditions, 
(c.l), a(t,x) is continuous in t and is of C2-class in x. 
 (c.2), A(t,x) is continuous in t and is of C1-class in x. 
 (c.3), f(t,x;w) is almost surely a smmoth function in (t,x) 
            and has a compact support in G [O
,T]' 
Then, the next final value problem 
(4.4)v(t,x;w) + a x { a(t,x)v(t,x;w) -F A(t,x)v(t,x;w) 
= f(t,x;w), 
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(4.5) v(T,x;w)  = 0 , 
almost surely has a solution v(t,x;w) which has the same 
property of f(t,x;w). 
(Remark) Since the function f(t,x;w) has the properties 
mentioned in (C.3), we can regard the equation (4.4) as a family 
of partial differential equations each of which is deterministic. _ 
Thus by the word "a solution of (4.4)", we convince it to mean 
such a random function that satisfies (4.4) in a usual sense 
for each fixed random parameter. 
(Proof of Lemma 4. 1) For the proof, it suffices to see 
that the following function v(t,x;w) has all the desired 
properties. 
  TT 
(4.6)` v(t,x;w) =f(s, X(t,x)(s);w) exp {-A(r,x(t,x)(r))dr}ds, 
  ts 
where A(t,x) = a
x(t,x) + A(t,x) and X(t,x)(s) (0<t<s<T) is 
the solution of the following equation. 
(4.7) X(t,x)(s) - x = a(r, X(t,x)(r))dr, 
which has a;unique solution by virtue of the condition imposed 
on a(t,x). 
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    With this preparation, we can establish the next 
  Theorem  4. 1. (Uniqueness), If a(t,x) and A(t,x) are the 
functions described in Lemma 1, and if there exists a solution to 




(Proof of Theorem 4. 1) Let u1(t,x;w) and u2(t,x;w) be 
ti 
solutions of the problem, and let us putu(t,x;w) = ul(t,x;w) 
- u
2(t,x;w). 
           ti 
     Then u(t,x;w) is a function that is continuous in t and 
x in the L2(0)-norm, and that satisfies the following equation with 
probability one for any smooth function v(t,x) which has a 
compact support in G10
,T]' 
(4.8)v{L(ul) - L(u2)} dtdx 
G[O
,T] 
{vt + (av)x + Av} u dtdx = 0. 
G[O
,T] 
     Let us define 
(4.9) uh (t,x;f)) =ph(t-s, x-y) uM (s,y;w) dsdy 
G[O
,T] 
, where Ph is a two-dimensional molifier with radius h, 
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and  uM(t,x;w) is a function that is defined for a compact c 
set M(C: G[0
,T]) by the following 
(4.10); u (t,x;w) = u(t,x;w), for (t,x) in M 
= 0otherwise . 
    Then uh(t,x;w) is a function which is almost surely 
smooth in (t,x) and has a compact support in G, 
Following the previous lemma, we know that there exists a 
function vh(t,xw) which is almost surely smooth in (t,x), 
has a compact support in G[O
,T], and satisfies the relation 
                    NM (vh)t + (avh)x + Avh = uh with probability one. 
Now v(t,x) in (4,8) being arbitrary, we have 
(1.8)'uh u dtdx = 0, 
G[0,T] 
with probability one , by the substitution of vh(t,x;w) 
into v(t,x) in (3.5), regarding that v(t,x) is a reali-
zation of vh(t,x;w)
-8)4-
     On the other hand, it is not difficult to see from the defini- 
tion of uh that the relation  limuh(t,x;w) = uM(t,x;w) holds 
h -> O 
with probability one for each fixed (t,x).. From this fact , we 
can obtain, with the help of the Fatou's lemma, the following 
relation ; 
0 = lim E[ (uh) udtdx] =E[(uM) u dtdx] 
h 0 G[O
,T]G[0,t] 
      = E[ (u)2 dtdx] . 
And this completes the proof. 
     In what follows, we are going to establish the existence 
theorem of solutions. The idea for this aim is to apply the 
characteristic method which is well known in the deterministic 
theory of partial differential equations. But in our case, 
we must introduce a certain technic because the equation con-
tains the white noise. which is not an oridinary random func-
tion. 
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      In order to  establish the existence theorem, we consider a 
family of stochastic processes which approximates the Brownian 
motion process Z(t,w). 
     Given a family of partitions { A(n); Ost(n)< t2n><... 
<t(n) 5 T} n-1of the interval[0, T] which has aproperty,
-lim ax (titltin)) = 0, we construct a family of stochastic 
n- 1-<<i<n-1 
processes {Z(n)(t,w), 0;t;T}n-1in the following manner; 
(4.11) Z(n)(t,w) = Z(tin),w) + Ain)Z -----------(n)1 
i 
                                 for t.€ [tin), ti
+l 
        (n)(n)(n)(n)(n) (n) 
    ,where AiZ=Z(ti+l'w)-Z(t11)                                  ,w),2i=t. - ti . 
      As for this family of stochastic processes, it is easy to 
see that each element connverges in the mean to the Brownian 
motion process, as n tends to infinity and that the convergence 
is uniform in t. Moreover, we can see that each element of the 
family has such a nice property from the viewpoint of physics 
as the almost sure piecewise-smoothness. 
  Lemma 4. 2 For a piecewise continuous function f(t) 
(t-E[O,T]), the following sequence of the Stiltjes integrals 
tSn(f)n-1 , the n-th term of which is defined by 
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i 
    Hence, we obtain lim E {82( A(n))} = 0 , by virtue of the 
n-0 
piecewise continuity of f(t). 
    This completes the proof because the Wiener integral of f(t) 
is defined in the following way, 
      T 
n-1 
        f(t) dZ(t,w) = lim Y f(s.) An)Z , 
0n-)-.0 i=1                       1 1 
                          with s..E fit.,t. 
I.i+1 
, and is not affected by the choise of pointssin)(i=1, 2, ..., 
n-1), 
     Now let us consider the following initial value problem, 
corresponding to the original problem (3.1), (3.2). 
(4.15) '^.,atu(n)(t,x;w) + a(t,x).~xu(n)(t,x;w) 
                   = A(t,x) u(n)(t,x;w) + b(t,x) 
ttZ(n)(t,w),                                              cl
(4.16) u(n)(O,x;w) = u0(x) 
Since` the stochastic process Z(n)(t,w) which is defined in 
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 (4.11), almost surely has a piecewise smooth sample function, the 
equation (4.15) almost surely has a meaning as a partial differential 
equation of the first order for each fixed random parameter w. Thus 
we can apply the theory of partial differential equations to the 
present case, that is, we have the next 
'Proposition 4. 1, If the functions a(t,x), b(t,x), A(t,x) 
and u0(x) satisfy the following conditions, 
(C.4) a(t,x) is continuous in t and lipschitz-continuous in 
x on G[O
,T]' 
(C.5) A(t,x) and u0(x) are continuous functions on G[O,T]' 
(C.6) b(t,x) is continuous in t and piecewise continuous in 
x on G[0,T]. 
     Then there exists a unique solution of the problem (4.15), 
(4.16) and the solution u(n)(t,x;w) also satisfies the following 
integral equation; 
(4.17) u(n)(t,x;w) - u0(X(t,x)(0)) 
                  t 
              = A(s, X(t,x)(s))u(n)(s~X(t,x)(s)~w)ds 
                 0 
t                          + Sb(s, X(t'x)(s)) dZ(n)(s,w) 
•0 
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      where  X(t'x)(s) (05s<t<T) is a solution of the following 
                           t 
(4.18). x - X(t,x)(s) = a(r, X(t'x)(r)) dr . 
                                    s (Remark) (i) By the terminology "a solution of the problem", 
we intend to mean such a random function u(n)(t,x;w) that is 
almost surely continuous in (t,x) and that satisfies the following 
relation with probability one for an arbitrary smooth function 
v(t,x) which has a compact support in G[0
,T]' 
(4.19)v(t,x) L(n)(u(n)) dtdx 
G[O
,T] 
S.{ vt+ (av)x + Avu(n) dtdx 
G[O
,T] 
                    +vb dZ(n)(t,w) dx 
G[O
,T] 
                               + v(0,x) u0(x) dx 
R1 
= 0 - 
0 
(ii) In order to yield only the existence of solutions, we 
can replace condition (C.4) by a weaker one, (cf., E. D. Conway 
[4]). 
     The verification of the assertion is not difficult and is 
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omitted here. However we must notice that the solution can be 
written in an explicit form as follows; 
                                         t 
 (4.20), u(n)(t,x;w) = u0(X(t'x)(0))exp{SA(s, X(t' )(s)) ds} 
                                       0 t.t 
           + b(s, X(t'x)(s)) exp{ A(r,X(t'x)(r)) dr} dZ(n) 
  0s 
0 
     As for this solution, we have the next 
  Lemma 4. 3 . For any fixed (t,x) in G[0
7T], u(n)(t,x;w) 
converges in the mean to a function u(t,x;w) , which is the 
unique solution of the following integral equation. 
(4.21) u(t,x;w) - u0(X(t'x)(0) 
                  t 
               = A(s, X(t'x)(s)) u(s,x;w) ds. 
                 0 
t 
                             + b(s, X(t,X)(S)) dZ(s,w) 4 
                               0 
                           I 
       where X'(t'x)(s) (0ss-tsT) is the function mentioned 
     in (3.15). 
(Proof of Lemma 4. 3,) Suppose that there exists a unique 
solution u(t,x;w) of (4.21). Let us put u(t,r,x;w) = u(t, 
X(r'x)(t);w) for any fixed r(?t). Then it is easy to see            




that the function  u(t,r,x;w) must be a solution of the 
following equation, which is derived from (4.21) by the 
substitution of X(r'x)(t) into x, 
(4.21)'u(t,r,x;w) - u0(X(r'x)(0)) 
t A(s, X(r'x)(s))u(s,r,x;w) ds 
0 t 
t b(s, X(r'x)(s)) dZ(s,w) . 
0 
     On the other hand, it is easy to see that if equation (4.21)' 
has a solutionu(t,r,x;w) which is continuous in r(->>t) in 
L2(S2)-sense, then the function u(t,r,x;w) satisfies the equation 
(4.21). It is also not difficult to see that a solution of (4.21) 
if it exists, is unique in the sense of L2(f) for each fixed 
t and x. Therefore the question of the existence of a unique 
solution of (4.21) is reduced to the question of the existence 
of a solution u(t,r,x;w) of equation (4.21)' which is continuous 
in r(>t) in the sense of L2(c). 
    Applying the differential formula of Ito (K. Ito [20]), 
we have, 
t 
dt[u(t,r,x;w) exp {- A(s, X(r'x)(s)) ds } ] 
                                       •0 
t 
  = exp {-A(s,'X(r'x)(s))ds}'b(t, X(r,x)(t)) dZ(s,w). 
             0 
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Thus we have, 
 t 
    u(t,r,x;w) =  u0(X(r'x)(0)) exp{ A(s, X(r,x)(s)) ds} 
                                  0 
   .tt 
              + b(s., X(r,z)(s)) exp{ A(p, X(r'x)(p)) dp} dZ(s,w) 
0s 
     Since the function above is continuous in r(>t) in the 
sense of L2(2), we know that equation (4.21) has a unique 
solution which is given in an explicit form as follows 
(4.22)u(t,x;w) = l,i..mu(t,r,x;w) 
r--->t 
t, 
                  = u
0(X(t'x)(0)) exp{ A(s, X(t'x)(s)) ds} 
1 0 
t _t 
+ b(s, X(t'x)(s)) exp{ A(p, X(t,x)(p)) dI dZ(s,w)..... 
   0s 
     Applying the result ';of Lemma 4.2 to these functions (4.20),(4.22) , 
we complete the proof of the proposition. 
(Remark) Throughout the proof, we have used the fact that" 
                                            .t• 
the Wiener integralb'(s, X(r'x)(s)) dZ(s,w) is continuous 
    S in r in L2(St)-sense for0"each fixed t and x. The verification 
of this fact is not difficult and is omitted here. 
    We are now in the position to state 
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• 
  Theorem 2   .(Existence) Under the conditions (C.4) - (0.6), 
the initial value problem (4.1), (4.2) has a solution u(t,x;w) 
and the solution satisfies the stochastic integral equation (4.21). 
(Proof of Theorem 4. 2.) It may suffice to prove that the 
solution of (4.21) satisfies the condition S.2). For the 
solution of (4.21), we put 
            vL(n) dtdx = {vt + (av)x + Av} u dtdx 
G[O
,T]G[O,T] ' + f by dZ(t,w) dx 
• G[O
,T] 
                             + ir v(0,x)u0(x)d  .
•t=0 
Then' we have from (4.19), the following relation. 
E { vL(u) dtdx }2 = E {%(u-u(n)) dtdx 
G[0
,T]G[0,T] T 
                              + dx (bb dZ - by dZ(n))} 
           Rl 00 
ti 
       where v = vt + (av)x + Av . 
1 Applying the Schwarz's inequality, 
T
              < 2u(E1) [ ITv(x) dx v2 E {(u-u(n),)2} dt 
E10 
TT + Sdx E {vb dZ - vb dZ(n)12 ] 
      Ela0 
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2
  where E1 is 
some t in  [0, 
is a measure 
E { vbdZ-
    0 
< 2 { 
      < 2 {
< y-
Therefore we 
lim dx E l 
n-~ E 
1 
  by virtues of 
convergence. As 
with the help of 
n tends to infin 
Hence we have ob
   set such that El= {x; v(t,x)0 , 
u(E1) is its Lebesgue measure and 
of the set {t; v(t,x) #0} for a fixed x 
(T 
    vb dZ(n) }2 
   0 
t(n) 
n-1 A(n)Z 1+l 
vb)2dt + E(l(
n)vb dt)2}          E(.2, T
i(n) t
i 
                  t(n) 
n-1i+l 








s   Lemma 4 
.  for 
1p f Lemma 





 dZ(t,w) - 
.2. and the 
the remaining 
  4.3) that it 
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 T 





     0 , for 
sure 7 (x ) 




,w)r = d 
 bounded 
is easy to see 
ds to zero as
    E  { vL(u) dt dx}2 = 0, for an arbitrary test function 
G[O
,T] 
v(t,x) , and this completes the proof. 
     It must be remarked that the same assertions of'Theorem"1 
and 2, also hold for the initial value problem of equation (4.1) 
with such an initial data u0(x;w) that is continuous in the 
sense of L2(1), since considerations stated in this section 
do not be affected by this modification. 
     Therefore we have the following assertion as a corollary 
of Theorem 4.1 and Theorem 4.2. 
    Corollary Let a(t,x), b(t,x), A(t,x) and u0(x;w) 
be such functions that satisfy the following conditions° 
(C.l)' a(t,x) is continuous in t and of C2-class in x with 
           such a derivative a(t,x)x which is bounded on the 
          slab G[O
,T]' 
(C.2)' A(t,x) is continuous in t and is of C1-class in x, 
          in G[O
,T]' 
(C.3)' b(t,x) is continuous in t and piecewise continuous 
            in x, 
(C.4)' u0(x;w) is a stochastic process which is in the class 
           L21
oc(QxR1), moreover is continuous in the sense of 
L2(Q). 
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                                  0
    Then the initial 
 (4.23) u(0,x;w) = 
has a unique solution 
follows; 
(4.24) u(t,x;w) =
value problem of equation (4.l) with 
u0(x;w) 
, which is expressed in an explicit form as 
u0(X(t,x)(o);w) exp{' A(s, X(t} x)(s)) ds 
0 
tt 




 4. 4. Statistical Properties of the Additive Noise 
     From now on, we are interested in statistical effects of a 
presence of the white noise in such linear systems that are charac-
terized by equations like (4.1). In a practical sense, the problem 
which has been treated in this paper may be interpreted as follows; 
          "Assume that a signal u
0 was transmitted at time zero 
through a time-varying channel in which the signal travels 
     with a velocity a(t,x), with an atte-nuation rate A(t,x) 
     and is disturbed by the white noise that enters into the 
     system as an external disturbance. Then in what kind of 
     form does it be observed when it reaches to a receiver ?" 
     In the previous section we have proved that the initial value 
problem (4.1), (4.2) has a unique solution and the solution can 
be written in an explicit form; 
t 
    u(t,x;w) = u0(X(t'x)(0)) exp{ A(s, X(t,x)(s)) ds} 
                                0 
   t.t 
             + b(s, X(t'x)(s)) exp{ A(r, X(t,x)(r)) dr}dZ(s,w). 
0s 
     Also in a practical sense, it may seem to be interpreted 
as follows, 
(i) The first term of the solution represents a signal 
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form which the receiver might expect to observe when there are 
no disturbances in the transmission line. (In  Pact, it is a 
solution of thesame problem of the equation with b(t,x) = 0.) 
(ii) The second term represents, therefore, a noise that is 
observed as a result of the presence of the white noise in the 
transmission line, and may correspondlto a quantity which is 
called "the additive noise" in the statistical theory of commu-
nications. 
     However such interpretations are not faithful to the 
practical situation, since we have u(0,x;w) = u0(x), which 
means that there are not any noises in the transmission line at 
time zero, while in a practical system, we observe a signal and 
a noise at any time and any place. Speaking rigorously, then 
problem that we have studied corresponds to a situation where the 
system, together with an external noise, were at an absolutely 
calm state when the original signal was set to travel at time 
zero and all the things begin to move as soon as the signal 
begins to travel. 
     As stated in 4. 1, we wish to treat the case where there 
exists, and existed through whole of the past, an external noise 
in the system. Following the condiderations explained above, it 
may turn out to be clear that the correct form (in a practical 
sense) of the observed signal is given as a solution of the 
initial value problem of equation (4.1) with the following initial 
data, 
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 (4.25) u(0,x;w) = u0(x;w) = u0(x) + N(0,x;w) 
       where N(0,x;w) is a noise observed at time zero and at 
     x in R1. 
By the quantity N(0,x;w) we wish to represent a noise which is 
in the system as a cosequence of the constant existence of the 
white noise, and we also wish to determine it as a special value 
of a stochastic process {N(t,x;w), x4R1 <t< co} , each of 
specified values of which repersents a noise observed at (t,x). 
     Hence we are led to the next 
Definition. We shall call a stochastic process N(t,x;w) 
             1 (-co <t < co, xER ) an "additive noise of the linear system L", 
provided 
N.1), N(t,x;w) is continuous in x in the sense of L2(0), 
         for each fixed t. 
N.2)~sup2E {(N(t,x;w))2} < 
      (t,x)ER 
        The next relation holds with probability one for each N.3)1 
         t, s and x, 
(4.26) N(t+s, x;w) = L(s) N(t,x;w) , 
        where L(s) (s?0) is a mapping defined by 
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 t+s 
(4.27) L(s) N(t,x;w) = N(t, X(t+s,x)(t);w) exp{ A(p, X(t+s,x)(p)) 
t 
     •t+st+s              + b(p , X(t+s,x)(p)) exp{ A(q, Xt+s,x)(q)) dq}dZ(p,w) 
tp 
    It must be noticed that the mapping L(s) (s>0) has such a 
property that L(t)u0(x) = u(t,x;w) which is the solution of 
our original initial value problem. We will call such a stochastic 
process N(t,x;w) an "additive noise", because it satisfies the 
next 
  Proposition 4. 2.Let {N(t,x;w), -°°<t<°°, xtR1} be an 
additive noise. Then under the assumptions (C.1)' - (C.4)' 
on coefficients a(t,x), b(t,x), A(t,x) and u0(x), the initial 
value problem of equation (4.1) with the initial condition (4.25) 
has a unique solution u(t,x;w), which can be written as follows; 
    u(t,x;w) = L(t)(u0(x) + N(0,x;w)) = v0(t,x) + N(t,x;w) 
r , where v0(t,x) is a solution of the following problem, 
(4.28) (v0)t + a(v0)x = Av0,with v0(O,x) = u0(x) . 
(Proof of Proposition) Since N(t,x;w) is continuous in x, 
in L2(S2)-sense, the assertion is.a direct consequence of the 
previous corollary. 
0 
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dp }
                                                                                                                                                                                                                            
• 
     As a convention to study the additive noise, we extend the 
domain, on which  a(t,x), b(t,x) and A(t,x) were defined, to R2 
preserving the continuity properties that were imposed on them 
in Corollary. 
  Proposition 4. 3 If the functions a(t,x), b(t,x) and 
A(t,x) satisfy the following conditions, 
A.1) A(t,x) < 0 on R2 , • 
  tt 
A.2) supb2(s, X(t,x)(s)) exp{2 A(p, X(t'x)(p)) dp}ds < co, 
          (t,x)ER2 -00 
s in addition to those mentioned before. 
     Then there exists a unique additive noise and it iJs given 
in the next 
  tt 
(4.29) N(t,x;w) =b(s, X(t'x)(s)) exp{ A(p, X(t'x)(p)) dp}dZ(s,w). 
    -~s 
(Proof of Proposition 4. 3) From (4.26) and (4.27), we have 
for any fixed s(t), 
     N(t,x;w) = L(t-s) N(s,x;w) 
            = N(s, X(t'x)(s);w) exp{ A(p, X(t'x)(p)) dp} 
s
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 t 
 Ct            + b(p, X(t,x)(p)) exp{ A(q, X(t,x)(q)) dq}dZ(p,w)   sp 
     Letting s-0--~,we have the expression (4.29) as a cosequence 
of assumptions (A.1), (A.2) and the condition(N.2). 
     On the other hand, it is easy to see that the stochastic 
process N(t,x;w) given in (4.29) satisfies all the conditions 
(N.1) - (N.3). (4, E. D. 
     As for the statistical properties of the additive noise, 
we have the next proposition, which is a direct consequence 
of the theory of Wiener integrals (cf. K. Ito, [20]). 
  Proposition 4. 4 The additive noise {N(t,x;w), -<t<°°, 
x6Rl} which is derived above, is a Gaussian process in t for 
each fixed x, that has the following quantities. . 
(i) E{N(t,x;w)} = 0 for each (t,x). 
(ii) E{N(t,x;w) N(s,x;w)} = R(s,t;x) 
                                min(s,t)
                         = b(p, X(s'x)(P)) b(p, X(t,x)(P)) 
                                                              —co J 
                                     t 
                            x exp{ A(q, X(t,x)(q)) dq 
P 
s 
                             + A(q, X(s'x)(q)) dq}dp. 
P 
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      It may be of no use to investigate more about the statistical 
 properties of N(t,x;w), unless the practical situation where 
 a phenomenon occurs is specified. So we will finish the discussion 
 with the next 
 (Example). Let us consider the case where a(t,x), b(t,x) 
 and A(t,x) are such that, 
 (1) a(t,x) = a0(>0),(2) A(t,x) _ -A0 (<0), 
 (3) b(t,x) = b0 for x<D (a constant) 
= 0 otherwise. 
      This example may correspond to a case where the signal 
 propagates with a constant velocity a0 through an area disturbed 
 by the white noise. Since the functions described above satisfy 
 the conditions (A.1), (A.2) in Proposition 4. 3. and assumptions 
 in Corollary, we know that there exists a unique additive noise 
N(t,x;cj) following Proposition 4. 3.. 
      Applying the formula (4.29) to this case, we have the 
 expression of the additive noise as follows; 
• 
                 (D,x) 
      N(t,x;w) = exp( -A0(t,-s)) dZ(s,w), 
-oo 
     where (D,x) = min (t, ttDax ). 
                               0
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     For each specified x, this represents a velocity of the 
 Ornstein-Uhlenbeck process. Hereafter we fix x = x (>D). The 
covariance function of this specified process is 
                  b2 
(4.30), R(s,t) =2Aexp(2A0(D-7)/a0) exp(-AOls-t1). 
                   0 
     Therefore it is a stationry Gaussian process with the 
following power spectrum. 
(4.31) S(X) =  R(T) exp(-iXT) dT 
                b0                  2
            =exp(2A0(D-x)/a0) ----------212 , 
                                  A+X         0 
    where R(T) = R(s,t)(ls-t l=T ). 
     Since the covariance function R(T) tends to zero as T tends 
to infinity, the additive noise at x=R, N(t,x;w)', has an 
ergodicity of the mixed type (cf. K. Ito [20]). Therefore it 
is possible in a practical situation to estimate the variables 
D, A0,a0,and b0by making the function R(T) in the following 
manner, 
R(T)= lim21N(t,R;w) N(t+T,x;w) dt , 
T-°° -T 
using the observation datas of the noise.
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  4. 5. Concluding Remarks 
       Starting from discussions on the initial value problem of 
  a linear stochastic partial differential equation with the white 
  noise as an external force term, we have reached to a precise 
  notion of "the additive noise of a linear system". As we have 
  explained in this paper, it means a noise which is inherent in 
  the linear system considered. Following the results in this paper, 
  we have something to refer to the statistical theory of communi-
  cation. The first thing is about the hypothesis of the additive 
  noise. Considerations in 4.3 and 4.4, make us to say that in such 
  a linear system, the hypothesis must be slightly changed as 
  follows; "transmitted signal  u0 is observed at (t,x) in the form, 
  L0(u0)tN(t,x;w)",where L0(u0) is a transformed signal, that
  one might expect to receive when one assumes that there are no 
  external random disturbance in the transmission medium. However, 
as we have seen in Proposition 3, to know the transformation 
  mechanics u0-L0(u0) exactly is to have the complete knowledges 
  on the statistical properties of the additive noise. Therefore 
  it seems to be someVhat impractical to employ the hypothesis. 
  But the example in 4.4, encourages us to say that there is a 
  situation where it is possible to estimate the transformation 
  law L0(•) by a practical observation of the additive noise. The 
  author thinks that at this point the "analysis of noises" has
  its raison d'être.
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      The second thing is that the hypothesis of the additive 
 noise may be valid only for such linear systems that possess  the 
 randomness as a result of the existence of an external random 
 disturbance. 
     For example, it may fail to be valid in such a li
near 
system where there is a fluctuation in a physic
al quantity which 
is inherent in the medium, (cf. S. Ogawa [313). In such cases , 
the signal carries the noise whose statistical ch
aracters depend 
closely on the wave form of the pure signal tra
nsmitted. This 
may suggest us the necessity of an information theor
y where the 
noises are supposed to be dependent on the signals . 
     When the author refered to practical problems or situations 
in this paper, he considered of those in the statistical theory 
of communications, especially the problems in the "satelite 
communications"- However, the analysis developed here, may be 
applicable to other random problems. For example, the analysis 
of a network of electrical circuits (e.g., the electrical circuit 
that is composed as a model of the "nerve axon"), in which each 
unit includes a resistence that generates a constant noise due 
to the thermodynamical reasons, may offer us an interesting 
problem related to the analysis in this paper.
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CHAPTER V Wave Propagation  in Random Media, ( II ) 
5. 1. Introduction 
     Partial differential equations with random coefficients 
and the related problems were proposed by many mathematicians 
and physicists in connection with the analyses of random 
phenomena. Among these, the random transpostation equations 
were studied extensively by many authors, such as J. B. Keller 
[24], U. Frisch [10], and so on, in order to establish powerful 
tools for analysis of wave propagation in random media., and 
other related physical problems (see, for example, U. Frisch [10]). 
     In this article, we introduce the following equation as a 
simple ultimate case of these random transportation equations, 
(5.1)atu+{a(t,x) +daZt(w)}                                        axu = A(t,x)u + B(t,x), 
and discuss the Cauchy problem for this equation with the initial 
data 
(5.2) u(0,x;w) = u0(x) 
where in the equation (5.1), {Zt(w), t>0} is the R1-valued 
Brownian motion process andddZt(w) is its formal derivative, 
namely the so called "White noise".
- 108 -
     The author thought of the equation (5.1) as a limit case 
of the following random equation 
 (5.3)  8t + n(t,x;w)ax= A(t,x)u + B(t,x), 
     •-o 
where the random process n(t,x;w) is taken to be somewhat regu-
lar, so that for each fixed random parameter w, the equatiom 
has a definite meaning as a partial differential equation of 
the first order. It is well known that an equation of type 
(5.3) represents a phenomenon of wave propagation in a random-
ly fluctuated medium, with n-1(t,x;w) its index of reflaction. 
However, since the white noise is a physically unreasonable 
notion, the author does not know whether the same interpreta-
tion for the formal equation (5.1) is appropriate or not. The 
author's motivation for such a problem is not in showing a 
mathematical treatment for a problem of the wave propagation 
in random media. The author is motivated by the following 
primitive question; "Is it possible to consider a partial 
differential equation which has a diffusion process as its 
characteristics ?", or in other words; !'Is it possible to 
construct the solution of a Cauchy problem of a linear para-
bolic equation by the characteristics method ?" In section 
5.2, we will give the definition of the solution and show the 
existence theorem, which is the main theorem in this chapter. 
Moreover in section 5.3, we will•derive the equation which 
the averaged quantity of our solution, constructed in the 
proof of the theorem, must satisfy. We will find in 5.2 that
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our definition of the solution is given as a limit formula of 
the usual definition of the weak solution for equations of 
type (5.3). Unfortunately, the uniqueness problem remains un-
solved. However, the results obtained in section 5.2,ensures 
us to say that the equation (5.1) has a diffusion process as 
its characteristic line in  .sense and it is possible to con-
struct a solution of the Cauchy problem of a linear parabolic 
(heat) equation by the characteristic. method. These facts 
may suggest to us that a linear parabolic equation and a linear 
partial differential equation of the first order are not essen-
tially different from each other in a stochastic sense. The 
situation will be more clarified when we rewrite the formal 
random equation (5.1) into a stochastic partial differential 
equation using a B-derivative of the random function u(t,x;w). 
But we must notice that this is no more than a conjecture, 
because we have not established the uniqueness of solutions. 
The details about this fact will be explained in the final 
section, 5. 4.
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5. 2. Definition of the solution and the Existence Theorem 
  Definition We will call the random function u(t,x;w) 
which is defined on the slab  G[
O,T] _ {(t,x); t.[O,T], x-GRl} 
the solution of the Cauchy problem for the equation (5.1) with 
initial data (5.2), if u(t,x;w) satisfies the following condi-
tions; 
u.l) For every fixed (t,w) (-E [O,T] x 2), u(t,x;w) is a 
         Borel measurable and locally bounded function of x. 
                                                                 tu.2) For any fixed x, u(t,x;w) belongs to the class.. 
u.3) For any continuously differentiable function n (t,x) 
        with compact support (supp n CG[O
,T]), the next relation 
        holds with probability one; 
                 T 
(5.4){nt + ( na)xju(t,x;w)dt      SRldx 
 0 
                          T             +Cdx nxu(t,x;w)dZt(w) 
R1 0 
T 
                       + dx {Au(t,x;w) + B} ndt = 0 
R1 0 
(Remark) Here the stochastic integral is taken in the sense 
of J 1(f). Hereafter w  will denote the above equation (5.1) 
shortly by 
T 
              dxC L(u)dt = 0. 
R1 0 
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•
 u.4) u0(0,x;w) = u0(x)(with probability one). 
    We will see in the later discussions that the condition u.3) 
is a natural extension of the definition of a weak solution for 
the stochastic partial differential equation of type (5.3). 
     We are now in the position to state our 
  Theorem . If the functions a(t,x), A(t,x), B(t,x) and 
u0(x) satisfy the following conditions; 
A.1) a(t,x), A(t,x) and B(t,x) are continuous on GLO
,T]. 
A.2) a(t,x), A(t,x), B(t,x) and u0(x) are twice continuously 
         differentiable in x, and all the derivatives of these 
are bounded Qn G[O
,T]' 
     then the next system of stochastic integral equations has a 
    unique solution with probability one and the solution 
     u(t,x;w) is also a solution for the Cauchy problem (5.1) ti 
     (5.2), 
                 (t,x) t .(t,x) (t,x) 
(5.5)u(t,x;w) - u0( (0) ) = {A(T,E (T) ) u(T, (T );w) 
0 
                                        (t,x) 
                                   + B(T, (T) )} dT,
           (t,x) 
    where (s) (0<s<t<T) is a solution of the following,
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        (t,x). (t,x) 
(5.6) -  E (s) + x =a(T,  (r) )dT + Z(t,w) - Z(s ,w). 
s 
     The proof of this theorem is devided into two parts. In the 
first part, we will show that the system of equations (5.5), (5.6) 
has a unique solution and that the solution u(t,x;w) satisfies 
conditions u.l), u.2), and u.4). In the second part we will show 
the remaining assertion of Theorem. Before going to do that, we 
must notice that we are solving (5.6) in s for a fixed t, (that 
                                                        (t,x)
is, we are solving (5.6) backward). Therefore the process {E (s), 
s<t} determined by (5.6) is the "time reversed process" of the 
,1,(t,x) 
diffusion process {E (s), s>t} which is determined by 
      (tx)S(t5x) 
(5.6)' (s) -.x=a(T,E(T) )dT + Z
s(w) - Zt(w). 
t 
     The theorem states that the original problem (5.1), (5.2) 
is partly reduced to solving the integral equation (5.5) via the 
solution of (5.6). The readers should notice about the close 
analogy between our theorem and the usual theory of partial 
differential equation of first order. In this sense we will call 
                        (t,x) 
the stochastic process (s), s-<t} the "characteristic line 
through (t,x)" of the equation (5.1), though the equivalence 
between the original Cauchy problem and the system of equations 
(5.5) and (5.6) has not yet been established. 
(Proof of Theorem (1) ) As for the existence and the uniqueness 
of solutions of (5.5) and (5.6), there will be no need to demon-
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strate the proof since it is a usual routine work using the method 
of successive approximation. In the course of doing so, it will 
                                    (t,x) 
turn out to be clear that he process  { (s). s;t} isX't X 
3[s,t]xR1 - measurable in the triple (s,x,w) for each fixed 
t, and therefore u(t,x;w) is iNr~ ) j[0 t] R1-measurable in 
t 
                                                            (t,x) 
(t,x,w ) since u(t,x; w) is a Baire function of the aggregates 1 E (s) , 
 s ;t} . We are now going to verify that u(t,x;w ) satisfies the 
                                                              (t,x)
condition (u.2). It is easy to see that the stochastic process (s) 
is uniformly B+<M4)-differentiable. on [s,t] for each fixed s and x, 
and that tha derivative ct(s) is given as the solution of the following 
(t(t,x) (5
.7),~t(s) + 1 = —rax(T , E (T))~t(T )d T 
                   J S 
     Solving this, we have 
t (t
,x) 
(5.8) ct(s):-exp( — ax(T , E (T) )dr ) . 
s 
     In fact we have from (5.6) and (5.7), 
(t+h,x) (t,x)tt(t+h,x) (t,x) 
    (s) E (s) —(s)(Ztth Zt) _ — { a( T, E (T) )— a(T , E (T) ) 
                                                 (t,x) 
—a
x( T, (T) )c (T)(Zt+h Zt)} 
tth (t+h
,x) 
                                   — a( T, E (T) )dT , (h> 0).
                                                                                  0 
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 x, and since 
t, we conclude
(5.10)
     Now 
Levinson
(5.11)
 lim F(h) = 
h-r0 
applying the 










which yields with (5.10), lim E{(D 
h+0 
s (<t). Since the solution of (5. 
in t, we see from above, together 
         (t,x) 
6, that (s) is uniformly B+(M4 
     Let us pututi(r,t,x;w) = u(r, 
Then we can rewrite (5.5) as 
                          (t,x) 
(5.5)' u(t,t,x;w) - u0(C (0) ) _
Codington-
(t-s)}
  L,^))4} = 0 for any fixed 
   is almost surely continuous 
with the previous Proposition,2 






    (t,x) ti 
, (T) )u(T,t,x;w) 
(t,x) 
+ B (T , (T) ) }dT . 
0
     By virtue of the uniqueness property of the solution of (5 
                           ,(s,x)(t))(sx) which implies the quality(q) _'(q) 
(almost surely for any 0q<-t5.^), we get the following 
     ti(s,x)   (s,x) -~ (
5.12), u(t,s,x;w) - u0( (0)) ={A(T,E (T) )u(T,s,x;w) 
                                  0 
                                           (s,x)
t B(T, (T) )}dT , 
     (almost surely for sat ). 
     Hence we have 
s (
s,x) 
(5.13), u(s,x;w) - u(t,x;w) = {A(T,E (T) )u(T,s,x;w) 
t 
                                         (s,x) 
                                + B(T,E (T) )}dt
titi 
t u(t,s,x;w) - u(t,t,x;w) . 
     The relation above shows that u(t,x;w) is uniformly B+(M4 
                                       ti 
differentiable for any fixed x, ifu(t,s,x;w) is uniformly 
differentiable in s for any x and that the derivative is given 
  t+ 
(5.14)+u(s,x;w)_+u(t,s,x;w) 
    3Zt3 Z s=t 





we know that the derivative is given as the  solution of the next 
                            (s,x) S 
(5.15) u(t,s,x;w) = u0'(E (0) )e(0) 
                      t (
s,x) 
t A(T,E (T) )u(t,s,x;w) dT 
                       0 
                  t(
s,x) 
                       + {A
x(T, (T) )u(t,s,x;w) -. 
                        0 
                                         (s,x) 
+ B
x(T,E (T) )}CS(T)dr, 
     where 
+ ti 
              u(t,s,x;w) =au(t,s,x;w) 
                          a+z                               t
     and 
                    d              u0'(E) =du0(E)
     Since the solution u(t,s,x;w) of (5.15) is almost surely 
continuous in t, s, we know from (5.14) and Proposition 2.6 that 
u(t,x;w) is uniformly B+(M4)-differentiable on the interval. 
[0,T] for any fixed x. 
     Now we have checked the conditions u.1), u.2) and u.4) for 
the solution u(t,x;w) of (5.5) except the localy boundedness 
in x. However it is obvious that u(t,x;w) is bounded in x. 
We can see this by making an usual apriori estimate of u(t,x;w). 
0 
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In order to check the remaining condition u.3), we will prepare 
some lemmas. 
     We consider the Cauchy problem for the following random 
equation. 
(5.16)~tun(t,x;w)+ a~(t,x;w) axun(t,x; w)
 = A(t,x)  u
n(t,x;w) + B(t,x) , 
(5.17) un(O,x;w) = u0(x)a.s. , 
wherea n(t,x; w) = a(t,x) +daZ(n)(w)and 
(Z(n)(w), tz0} is the approximate process of Brownian motion 
which was defined in (4.11). Since the stochastic process 
daZtn)(w) almost surely has apiecewise continous sample ath, 
the equation (5.15) has a definite meaning as a partial differential 
equation for each fixed parameter w. 
     Now as for this problem we have the following 
  Lemma 5. 1. Under the same assumptions on.a(t,x), A(t,x), 
B(t,x) and u0(x), 
(i) the following system of equations almost surely has a 
unique solution. 
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(5.18)
(5.19)
               (t,x) 
 u
n(t,x;w) - u0(n (0))
(t,X) 
- E
n (s) + x =
(0 <_ s <- t <- T),
t 
  a(T 
s and
= {A(T , 
0 




En (T))un(t,n (T);w) 
(t,x) 
n (T))}dT , 
(n)) 
Zt(w)- Z(n(w) ,
(ii) the solution u
n(t,x;w) is also a weak solution for 
the Cauchy problem (5.16)ti (5.17), namely the next relation 
holds with probability one . 
TT (
n) 
(5.20),dx {nt + (na)x}undt+
ldx nxundZt(w)             Rl    0R0 
                          r T 
                       +dx \ {Aun + B} dt = 0 
Rl•))) 0 
for an arbitrary function n(t,x) which is continuously differ-
entiable and has a finite support. 
                                              (n)
(Proof of Lemma 5. 1.) Since the approximate process Zt(w) 
almost surely has a piecewise continuous sample function, it will 
be obvious from the assumptions A.1), A.2) that the equations 
(5.18), (5.19) almost surely has a unique solution. The remaining 
assertion (ii) will be verified using the theorm of E. D. Conway 
(Theorem 2 in E. D. Conway [ 4]). Q. E. D.
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     Following the discussions of E. D. Conway ([  4]), we can 
write the explicit form of the solution u
n(t,x;w) of (5.18); 
                (t,x)t(t,x) 
(5.21) u




                   + 
J B(s,En (s)) exp{ A(T,En (T))dT}ds. 0
s 
     As for this solution we have the next 
  Lemma 5. 2. 
(i) The function (5.21) converges in quadratic mean to the 
solution of (5.5) uniformly in t for each fixed x. 
(ii) For each fixed x, the function u(t,x;w) and the family. 
{u
n(t,x;w)}n=1 satisfy the conditions f.l) •\, f.3) (in Chapter 
III). 
(Remark) From the result (i), we know the explicit formula of 
the solution u(t,x;w) of (5.5), that is; 
              (t,x)t(t,x) . 
(5.22) u(t,x;w) = u0(E (0)) exp{ A(T,E (T))dT 
0 
                  t(t
,x)t (t,x) 
                    + B(T,E (T)) exp{ A(s,E (s))ds}dT. 
    0T 
(Proof of Lemma 5. 2.) First we notice that for any fixed t 
                         (s,x) (<<s) and x
, the solution En(t) of (5.19) converges uniformly 
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                     (s,x) 
in s to the solution (t) of  (5.6), in quadratic mean. Let 
us put 
ti(s,x) 
u(t,s,x;w) = u(t, (t);w), 
                       (s,x)     u
n(t,s,x;w) = un(t, (t);w) (sat), 
then we have 
ti(s,x) (s,x) ti (5
.23) u
n(t,s,x;w) - u0(Cn(0)) = {A(T, n('r) )un(T,s,x;w) 
                                  0 
                                              (s,x)
                                    + B(T,E
n(T) )}dT . 
     For an arbitrarily fixed s (it) we get from (5.12), (5.23) 
and the assumptions A.l), A.2) the following inequality; 
  Lti(s,x) (s,x) 
     lu(t,s,x;w) - un(t,s,x;w)l < U11E(0) -n(0) 1 
                                      (s,x) (s,x) 
+ (A1U0+ M0) lE (T) - n(T) ldT 
                                 0 
                      t
       vti 
                + M0 lu(T ,s,x;w) - n(T ,s,x;w) ldT 
0 where Al= suplAxl,U1= suplu'l,M0= max(suplAJ, sup1Bj), 
and U0 is a constant such that U0 ? suplunlfor all n20, which 
are all finite. 




  tiA,22,(s,x) (s,x) 
E{lu(t,s,x;w) - un(t,s,x;w)l} .* 3U1E{l(0) -  En(0) 
                 2t (s,x) (s,x)2     + 3T(A1U0+ M0)E{lE (r) - n(T)l}dT 
0 t 
     + 3M20TE{lu(T,s,x;w) -u n(T,s,x;w)121dT . 
             0 
 Applying the Gronwall-Belman's lemma, we obtain 
 E{lu(t,s,x;w) - un(t,s,x;w)12} 
             2(s,x) (s,x)22         3[U1E{lE (0) - Cn(0)l}+ T(AlUO+ M0)2 
               T (
s,x) (s,x) 2          x E{ l E (T) - CI(T) l }dT ] exp (3M0Tt) • 
 0 
 Thus we have 
lim sup E{lu(t,x;w) - un(t,x;(012} 
n4°0 te[O,T] 
          = lim sup E{lu(t,t,x;w) - un(t,t,x;w)12} 
n-}°° t E [ O , T ] 
 for any fixed x. 
     It is sufficient to check the condition f.3). 
u
n(t,s,x;w) (s2t) be the solution of the following 
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12)
=
               (s,x)t(s,x) 
 (5.24) un(t,s,x;w) = uT(n(0) )n(0) + A(T,n(T))un(T,s,x;w)dT 
                                         0 
        t(
s,x)ti(s,x) 
+{Ax(T,n(T))un(T,s,x;w) + B(T,n(T))}~n(T)dT, 
0 where~n(r) is the solution ofthe following 
s (
s,x) 
(5.25),~n(r) + 1 = - ax(T, n(T)Xn(T)dT . 
ri 
     After a formidable computation we find that the sequence of 
random functions {u
n(t,t,x;w)}n=1posseses the properties a.1) 
'i, a .3). Therefore the proof will be completed when we show the 
next 
                      Ivpx•w) - ux;w)I2} = 0° (5.26),lim max ••.E{u(,p,n(p,p,.
n4o° p~(n)                 A 
     Since it is only a routine work to check (5.26) and is 
omitted here. The reader can get the conclusion using the 
Gronwall-Bellman's lemma, the boundedness of5(t),5(t) and 
the following fact; 
lim sup {Ic(t) - e(t)I21 = 0, 
n4.°° s->t 
   for any fixed t (sat).Q. E. D.
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  Lemma 5.3 For any compact set G in R1, the next holds . 
 CT T)) 2 limE{u(t,x;w)dZt(w) —  dx =0n-°° G0 ç0u(tx;w)dzw)} 
                                     where u(t,x;w) and u
n(t,x;w) are the functions just mentioned in 
Lemma 5.2. 
( Proof of Lemma 5.3 ) We notice that the convergence of the 
following 
    lim max s u p E {---------1 { u
n(p' ,x; w) — un(p,x; w) n-)-03 
p{ A(n)pt CP,P(n)] viP(n) 
4 
                                  —u
n(p,x3k1)( z(Pn) — z(Pn))1} = 0 , 
is uniform in x, since the convergence of the following limit is also 
uniform in x for any fixed s (; p), 
(p',x) 4   lim max s u pL'i-----------/1.  {En(s) —n(s)—cn(s)(Zpn)— ZPn)}}  n-Pk a(n)p'E Cp,p(n)] ^' p(n) 
= 0 . 
Therefore for an arbitrary positive number E. there exists a positive 
integer no such that for any integer m( :n0), the next holds for any 
pair (p,p') (p E p(n) , P'£ CP, p(m)] ), 
                                                           4
(5.27) E{--------1 {um(p',x;w) — um(p,x;w) —um(p,x;w)(Zpm)--Zpm))}}< E 
^; -pt 
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Let us make an estimate of the quantity
 T 
 N( u) = E u 
nn 





(5.28)                fn-1 N( un ) = E{ 





   u (t,x;w) 
t(n) n 
 t(n)











































,x;w) )dt ) 1
 un(t~n,x;(.0 )dt )
nCl
d2 T (n) + 2nCl 




x { ( T (n))3
t(n) 
 1+1 




(t,xyw ) — u (t.n 
n 1
,x;w)
    1 
)dt }
x { ( T (n))3
(n) t
j+1 




(t,x; w) u (t. ,x; w)) dt }
4
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 , where  do = s u p Iun(t,x;w)I .
(t,x)E Go,T] 
Taking sufficiently large n, which assures 





),x;w)} 4 {8 e(t— t
the inequality (5.27) 
, we have 
(n))2(t— t.4 
                               ) 
    24(t—t.         
(T(n))2  




















n) d2 T + 2               i >j










     On the other hand we know from equations (5.18), (5.24) and the 
assumption A,2) that the families of random functions {un(t,x;w)rn=1 
and{un(t,x;cJw)}te-                  n1 are uniformly bounded on G~0T~for any fixed. 
hence from the inequality above we know that the quantity N( un ) 
is uniformly bounded in x. Since the same fact is true for the 
    (T2 
quantity N( u ) = E{\u(t,x;w) dZ(t,w)} , we get the conclusion                       111
0 
by the theorem of bounded convergence and the result (ii) of Lemma 5.2. 
                                                                      Q. E. D.
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dx ( udZt(w) — 
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dx CA( u — un)dtI 
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of the assumption A,2), and G = { x;  n(t,x) 
u(G) is its Lebesgue measure and xn(x) is 
the set {t; n(t,x) 0} for a fixed x in R1 
Lemma 5.3 is not violated by replacing u and 
respectively, we get from the estimate above 
Lemma 5.3 and 5.2 
T 2 
            •E{ I dxnL( u )dtj } = 0 
            R10 
This completes the proof of our theorem. 






for some t in [o,T1} 
Lebesgue measure of 
Since the result of 
by nu and nun 
 the preceeding 
•
            •
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 -  ! 
5. 3, The Equation for the Averaged Solution . 
    Let us put u(t,x) = E {u(t,x;w)} , where u(t,x;w) is the 
solution just constructed in our theorem. The aim in this section 
                                                         ti 
is to derive the equation which the averaged quantityu(t,x) must 
satisfy. 
     For the brevity of considerations, hereafter we suppose that 
tititi 




     Then we have 
                                                     (t+h,x) 
h u(t+h,x) -u(t,x)]=h-E{ u(t+h,x) - u(t, (t) )} 
                                  (t+h,x)(t+h,x) 
+hE{u(t, (t) ) - u(t, E (t+h))} 
, for 0, t, t+h5 T . 
It is easy to verify that the first term on the right hand side 
tends to A(t,x)u(t,x) + B(t,x) as h tends to zero. As for the 
second term, we have by the Taylor expansion, 
  1(t+h,x)(t+h,x)      E{u(t, E (t) ) - u(t, E (t+h) )} 
(t+h,x) (t+h,x) =hE{ux(t,x)( E (t) — E (t+h) )} 
      1 1L(t+h,x) (t+h,x)2 
        hE{2uxx(t, Oh(E (t)-E (t+h))} 
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 (t+h,x) 
    where 0hE = x + 0( E (t) — x) (0: 05 1). 
% 
     Since u
x(t,x) and uxx(t,x) are bounded, we get by taking the 
limit h -+0, 
               (t+h,x) (t+h,x) lim hE{u(t,E (t) )-u(t,E (t+h) )}_—a(t,x)ux+2lxx. 
 h +0 
     Thus we have reached the following
   Proposition . 
a solution of the 
(5.30) „4....c1:, + 
(5.31) u(0,x) = u





             2








     From this result we know that what we have done is an 
tion for the Cauchy problem of a linear parabolic equation 
viewpoint of that of a partial differential equation of the 
order, via the notion of a stochastic characteristic  . In 
present case we used as a stochastic characteristic through 
                              (t,x) 
(t,x), the stochastic process { c(s) , s; t} which is the 
reversed process of the diffusion process determined by (5. 
In this sense we may say that a parabolic equation like (5. 










5.  4, Concluding Remarks. 
     In this chapter we have treated the problem using the notion 
of B-derivateves and the new type of stochastic integral. The 
                                                                               0 necessity of these tools is based on the definition of our problem 
which was given as an analogy, in a stochastic sense, to the 
usual definition of the weak solution of a partial differential 
equation. The author thinks that there may be another way of 
consideration for such a problem." However he thinks that our 
approach is a natural one as far as we consider the equation (5.1) 
to be an ultimate case of these equations of type (5.3). At the 
first moment the author wished to establish the equivalence between 
a linear parabolic equation of type (5.30) and a stochastic linear 
partial differential equation (5.1) which is an equation of the 
first order in its form. But it remains as a conjecture, since 
we do not know the uniqueness of the solution. However, we have 
found that it is possible to construct a solution of a linear 
parabolic equation by the characteristic method and that an equation 
of type (5.1) is the equation which has a diffusion process as its 
characteristic line. 
     We finish the discussion with a comment, which will give us a 
light to the question of understanding a linear parabolic equation 
in a sense of partial differential equations of the first order.
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     Let us consider the same problem for the following equation  : 
                                                                               0 
 dZ (5.31) at u +  dt ax u = Au . 
Then,following our Theorem, we have the solution which can be 
written as follows ; 
                (t,x)  (t,x) 
(5.32) u(t,x;w) = u0( (0) )exp { A(T, (T) )dT }, 
                                   0 
              (t,x) 
      where (T) = x + Z(T,w) — Z(t,w) , (T :t). 
     Computing the B+-derivative of this solution, we find that 
u(t,x;w) satisfies the following 
(5.33).u(t,x;w) +a—u(t,x;w) = 0 . 
a+Zax t 
     This is a partial differential equation of the first order 
and has a definite meaning. The previous proposition tells us 
ti 
that the;function u(t,x) = E {u(t,x;w)} is a solution of the next; 
                        2 
(5.34)at------ u=2a2u + A(t,x)u,u(0,x) = u0(x) . 
                        ax 
     The equation (5.33) suggests to us that a linear parabolic 
equation can really be reduced to a partial differential equation 
of the first order by replacing the time scale dt by dZ(t,w).
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    However it also states that the time scale dZ(t,w) is too 
large to catch u(t,x;w)  precisely, while the scale dt is too small. 
Because we know that the equation (5.33) with initial data u0(x) 
does not have a unique solution. In fact it is easy to check that 
                           (t,x) 
the function u(t,x;w) = u0( E (0) ) is also a solution for the 
same problem. It will be of interest in its self to investigate 
additional conditions which will yield the uniqueness of a solution 
of such stochastic partial differential equation. All the problems 
are postponed to the next occasion.
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           CHAPTER VI Uniqueness of Solutions of  Brownian 
                         Particle Equations. 
 6. 1. Introduction 
       In chapter V, we have introduced a stochastic partial differential 
equation, that we want to call "a brownian particle equation" 
following [33] and [34], and we have considered the Cauchy 
problem of this type of equation ; 
(5.1)atu + [a(t,x) +atZ (w)7 -----axu = A(t,x)u + B(t,x), 
(5.2) u(O,x,w) = u0(x)• 
We have established a theorem for existence of solutions by con-
structing one following the method of characteristics. But 
we have left the uniqueness problem unsolved, which ds still 
difficult to give a rigorous answer because of the implicite-
ness of the definition of solutions. 
       However, one of the important purposes of our theory is 
to know a certain equivalence between equation's of parabolic 
type and those of the first order, a special case of hyper-
bolic equations. For equations like (5.1), this aim is 
achieved by taking the expectation of the stochastic solution 
constructed in Theorem(Chap.V). In other words, it is not 
necessary to give a uniqueness theorem in a rigorous Sens,. 
but it may be sufficiant for the present aim to assure the 
uniqueness of the expectations of solutions. The essential
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ides in what follows is to introduce a class of solutions 
called  "characteristic", which really characterizes the sto-
chastic solutions of (5.1)-(5.2) whose expectations solve a 
parabolic equation. In other words, the problem of unique-
ness in this sense is reduced to the same problem of solutions 
of corresponding parabolic equations. 
       In the following, we consider the Cauchy problem of a 
                                                                                  0 
system of Brownian particle equations ; 
(6:1)-5@"—u1+[a1(t,x) + di dtZt(w)]------axu1. 
N _A ..(t,x)u~+ B1(t,x), 
j=1 
(6.2) u1(O,x,w) = u0(x)(t,x,w)-E[O,TJxR1xQ 
where di(i =1,2,..,N) are real constants. 
Definition A random function u=1N                                                  (u,...,u) is called a
solution of the problem (6.1)-(6.2) provided that each element 
u1 of u satisfies the conditions (u,l),(u,2) in Chapte._ V, 
and that 
(u,3)' For any continuously differentiable function v = 
(v1,..,vN) with compact support, such that v1(T,x) =0 (i =1,. 
N), the function u satisfies the next relation with proba-
bility one 
  N f TN (6.3);[ fdx I ; viui + (aivi)xui + ( --- A..v3)u1+ B v1 
i=1 R1 0tJ=1 
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1dt
                rT         + d!dx{ viuidZt +$vi(O,x)ui(x)dx ] = 0. 
     R1JOR1 
6.2. Characteristic Solutions. 
       In the last section of Chapter V, we have remarked 
that the solution of (5.1)-(5.2), constructed by the charac-
teristic method, satisfies the relation (5.33). Conversely 
we can use this relation to characterise a class of solutions 
whose expectations become solutions of corresponding para-
bolic equations. 
Definition 6.2. A solution u of the problem (6.1)-(6.2) 
is called characteristic, if it satisfies the following 
(6.4); E[ $ v u1 - divxu'ldtdx] = 0 (i =1,..,N) 
G[O,T] 
whereul= ------aZu1and v is an arbitrary test function. 
                t 
       Now we have 
Theorem 6.1; (i) The expectation w(t,x) = E u(t,x,w) of 
a characteristic solution w of (6.1)-(6.2) solves the follow-
ing problem 
                                     2
------ ii()------di a2i 
       atw+ at, xaxw=2w 
(6.5); /+E A.wj + Bl 1
J=11J
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 l  w1(0,x) = u1(x) (i =1,..,N). 0 
(ii) Conversely if a solution u of (6.1)-(6.2) is such 
that the expectation w = Eli solves the problem (6.5), 
then u must be characteristic. 
Proof. (i) Taking the expectation of both sides in (6 .3), 
we find 
                   T
(6.3)'; E [ dxt vliw1 +(a1v1)xw1 + ( ---- A..vi)w' + B1v11dt    1-1 R1 0j-1 
    dT         +1 S
RfO vXt +Sv1(0,x)u)dx] = 0.  R1 
Since the function u is characteristic, the relation above 
with the condition (6.4) yields the conclusion. 
(ii) Comparing the equation in (6.5) with (6.3)', we get 
the conclusion. Q. E. D. 
       As for the existence of such solutions, we have 
Theorem 6.2. If the functions a1(t,x),Ai.(t,x), B1(t,x) 
and uo(x)(i,j=1,..,N) satisfy the same conditions stated in 
(A.1) and (A.2) of Theorem in Chapter V. Then there exist 
a characteristic solution of (6.1)-(6.2) and its expectation 
is the unique solution of (6.5). 
      The proof of this theorem is given in the same way as 
that of Theorem in Chapter V. 
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 6. 3. Comments ; (i) Theorem  6.1 does not deny the exist- " 
ence of a solution of (6.1)-(6.2) which is not characteristic 
but solves the Cauchy problem of another system of parabolic 
equations. Therefore it is interesting and important to 
study the following 
Problem; Does there exist. a solution non-characteristic of 
the problem (6.1)-(6.2). 
To study the problem above is to ask if the characteristic con-
dition is independent of the system of equations (6.1). For 
the moment, the author does not have a good answer for it but 
he thinks that the existence of non-characteristic solutions 
is very little probable. However the answer may be, we can 
speak of the equivalence between two types of equations, 
limitting the class of stochastic solutions to be characteris-
tic. 
(ii) Because the white noise Z is a random distribution, it 
may be more convenient to treat brownian particle equations 
as equations of random distributions. In fact, the definition 
of solutions or the characteristic condition suggest a neces-
sity of the study in this direction. However, one of the main 
difficulties of this idea is that we must treat the product of 
two random distributions like uxZ. The author is sure to 
overcome this point with the help of the theory of distributions 
and of the theory of B-derivatives.
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              CHAPTER VII. CONCLUSION 
        We have studied the problems P.1), P.2) and P.3)(I),P.                                                  (I)' 
    in this dissertation and obtained almost complete answers to them. 
    In this chapter, we summarize the main results. 
        In Chapter II, we have considered the differentiabilities of 
    stochastic processes with respect to the Brownian motion process,
    and established some properties about B-differentiable processes, 
    such as the almost sure (or, stochastic) continuities of the pro-
    cesses. We have also considered the integral representations of 
    B+-differentiable processes and obtained a similar result to that 
    obtained by E. Nelson. Our result states that the B1-differenti- 
    ation and the stochastic integration are the dual operations to each 
    other; Given the M- and  B+-derivatives of a square integrable sto-
    chastic process Xt, we can reconstruct this process by the integra-
    tions of these derivatives. 
         In Chapyer III, we have introduced the new types of stochastic 
    integrals which are connected with the Ito's integral,(the rela-
    tion (3.2)). Among those integrals, we have investigated the pro- 
   perties of the integral(97 (f) in some details and found the re-
    lation between this integral and the limit of a sequence of random 
   Stieltjes integrals. We have also refered to other types of sto-
    chastic integrals, namely the integral of Stratonovich and that of 
    Stratonovich-Fisk, and we have compared them with our integral of
   index % to find that these integrals coincide. with each other 
    for a class of random functions. Moreover we have found that our
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integral is applicable to such functions that do not admit the 
differential representation of Ito, while the other integrals are  not . 
 so. 
     In Chapter IV. we have studied the initial value problem of the 
partial differential equation with the white noise as an external 
random force. The existence and the uniqueness of solutions were 
established, moreover the explicit form of this solution was obtained . 
Based on these results, we have considered the question on the validi-
ty of the hypothesis of the additive noise in those stochastic theories 
such as the theory of stochastic controls, the statistical theory of 
communications, etc.. As a result of considerations on the practical 
meaning of the unique solution, we have reached to give a precise 
definition of the additive noise and investigated its statistical pro-
perties. Applying the result to an example which correspondsto a 
simple situation in a communication system, we have found that there is 
a situation where we can estimate the variables of the transmission 
medium by the observation of the pure noise. 
     In Chapter V, we have studied the initial value problem of the 
partial differential equation including the white noise as its co-
efficient (the Brownian particle equation) and shown the existence 
of solutions by constructing one .. wFtli the characteristic method. 
We have found that the average of this constructed solution satisfie.Q 
parabolic equation and that the solution represents a figure of a 
heat flow rather than that of a wave, while the solution of the pre-
vious problem (Chapter IV) still conserves the figure of a wave. 
                                     - 141 -
As a consequence, we have  found that a parabolic equation has a 
diffusion process as its characteristic line. 
     In Chapter VI, we have given an answer to the question of unique-
ness of solutions of a system of Brownian particle equations. Our 
results state that all the characteristic solutions of the problem 
have the same. average which satifies a parabolic equation. In other 
words, we can assure the uniqueness of the average of solutions limit-
ting ourselves to the class of characteristic solutions. 
     Throughout the discussions, we have restricted our attentions to 
the one-dimensional cases. The author thinks that the extension of 
discussions to multi-dimensional cases may not be carried in the di-
rect ways. Moreover he thinks that the extensions to a more general 
case will offer us new problems and will produce fruitful results. 
     We have considered the problems in Chapters IV,V and VI as those 
of wave propagation in random media. However, as we have explained 
0 in the first chapter, the results obtained in this dissertation may be 
applicable to other physical problems. As for the applications of 
our theory, we have numerous ideas to imagine but not so much of re-
sults to express. Because the theory of stochastic partial differen-
tial equations with the white noise as their coefficients have been 
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