On the existence of nonlocal, periodic solutions for a fourth-order system  by Hsü, In-Ding
,oURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 66, 416-426 (1978) 
On the Existence of Nonlocal, Periodic Solutions for a 
Fourth-Order System 
IN-DING Hsti* 
University of Alberta, Edmonton, Alberta, Canada T6G 2GI 
Submitted by J. P. LaSalle 
1. INTRODUCTION 
A Turing-like model for studying the behavior of arbitrarily cross-coupled 
systems of cooperative components where outputs control one another’s 
activities but not the substrates of the activities was provided by Glass and 
Kauffman [l]. They chose to study the behavior for an N compartments model, 
where the component producing A is in compartment 1 and that producing B 
is in compartment N. They hypothesized that the following finite difference 
equations model the behavior of such a system: 
q = XASlj[i - S,(B(j))] - y&j) + p,JA(j - 1) + A(j + 1) - WjL 
AXi) - = VN~~BW)) - rdW + ,4W - 1) + W-t 1) - 2W1, At (1) 
40) = A(l), AW + 1) = A(N), B(O) = B(l), B(N+ 1) = B(N), 
where j = 1, 2 ,..., IV, h, is an inhibition rate constant, hs is an activation rate 
constant, ya and ye are decay constants, pa and ps are diffusion coefficients, and 
S,(x) and S,(x) are Sigmoid-like functions which determine the rates at which 
components iz and B are produced, respectively. 
By numerical calculation, Glass and Kauffman [l] found evidence that there 
is a limit cycle for system (1) when N = 4. We shall analyze the behavior of the 
two-compartment Glass-Kauffman model, using the system of differential 
equations, that is, the continuous analog of the finite difference system, instead 
of the finite difference equations themselves. Let x1 and x2 be the concentrations 
of the chemical A in cells 1 and 2, respectively, and let x3 and xq be those of 
chemical B in the cells 1 and 2, respectively. 
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Thus system (1) becomes 
2’1 = --Y&1 + PA(% - Xl) + &[I - SA(%)I, 
% = -Y‘4Xz + PA@1 - 41 
3i”, = -‘yex, + cLB(% - x3), 
(2) 
$4 = -‘yBx4 + pBk3 - x4) + hBsB(x,)> 
where Ya , YE, @A , pB , xA , and A8 are positive parameters ma S,(x) and S,(X) 
are positive, strictly monotonically increasing functions defined on [0, co) such 
that S,( 00) = S,( co) = 1. For example, in many experiments, rates of synthesis 
are fitted well by the Hill function 
H(x) = xnp + ey, 
where 71 and 0 are positive, and also by the error function 
(3) 
where 0 and w are positive constants. 
There are six adjustable parameters yA , ye , pA , pa , h, , and A, as well as 
two adjustable functions S, and S, in system (2). To simplify the algebraic 
computations, we make the further requirements that yA = ya =d y, pA = 
pB =d II, and S,(x) = S,(X) =d S(X). P recisely, these restrictions were made 
by Glass and Kauffman in computing the limit cycle numerically. We shall do a 
global analysis for this special case. Under certain sufficient conditions we find 
a positive invariant subset (torus) in which every trajectory is oscillatory, and 
we prove that there exist at least one nontrivial periodic solution in Theorem 11 
by using the Brouwer Fixed Point Theorem. This method was mentioned by 
Pliss [4] and recently used by Hastings and Murray [2] to prove the existence 
of periodic solutions for a third-order autonomous system. We also show that 
this system cannot have nontrivial periodic solutions if AA and A, are smali in some 
sense in Section 4. We discuss some implications for physiology in the last section. 
2. GLOBAL TRAJECTORIES AND EQUILIBRIUM STATES 
Under our assumptions, system (2) becomes 
4 = -y*1+ PC% - Xl) + k4[1 - S(x,)l, 
2, = --‘yxz + &I - x2), 
k3 = -YX3 + CL+4 - x3), 
d = -Yx4 + &3 - 3Eq) + hBS(x,), 
where S(X) = H(x) or E(x). We first find a globally attracting region. 
(5) 
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LEMMA 1. The box Q which is dej&ed by 
0 .< x1 ) 3% < ur and 0 <x3, x4 d WY (f-3 
is a positive invariant set with respect to system (5). Indeed, any trajectory originating 
in R;’ enters into the interior of Q eventually. 
Proof. From the vector field (5), it is easy to see that any trajectory originating 
on the faces xi = 0 (i = 1, 2, 3, 4) enters the interior of Q. It is also easy to 
prove that 
$ (xl2 + x2”) < 0 if A‘4 x1 or x2 3 - 
Y 
and 
$ (x32 + x42) < 0 if XL3 x3 or x4>--. 
Y 
Thus the conclusions of Lemma 1 are clear. 1 
LEMMA 2. There is a unique equilibrium state xe of (5) in box Q. Moreover, 
components xze and x3e of xe are bounded as follows: 
P < X2e d 44/Y, f=(P) G X3e < b/Y, (7) 
where P = ,4# - Wb/~l/(r~ + 2~4, h = &Mr2 + 2rr-d). 
Proof. A point xe is an equilibrium state of system (5) if and only if 
and x2e and x3e satisfy the equations 
S(x3) = 1 - (Y2 + &CL) X2&!4Ph (8) 
x3 = A?@2MY2 + av)- (9) 
Since S(x) is positive strictly increasing and S(W) = 1, from (S), we see that x3 
strictly decreases from + cc to zero as x2 increases from zero to some positive 
value (less than &/(y2 + 2yp)). On the other hand, from (9), we see that xQ 
strictly increases from &J(O)/(y” + 2yp) to &,/(y2 + 2yp), which is positive, 
as x2 increases from zero to co. Thus there is one and only one intersection of the 
curves described by (8) and (9). Thus the conclusions of Lemma 2 are easy 
to obtain by using Lemma 1 and Eqs. (8) and (9). 1 
There are 4-parameters as well as one adjustable function S(x) in system (5). 
It is not difficult to derive sufficient conditions on the parameters or on function S 
such that the linearized matrix A(y, p, X, , &,) of (5) has two eigenvalues with 
SOLUTIONS FOR FOURTH-ORDER SYSTEM 419 
positive real parts and two others with negative real parts. We prove one set of 
such sufficient conditions. 
LEMMA 3. If y, h, , hB , and p are positive and 
wX3e) w%.e) > 4(r2 + 2”/t”)(Y + PY/hAJP2, (10) 
then A(y, p, AA , hB) has two eigenvalues with positive real parts and two others 
with negative real parts. 
Proof. The 4-eigenvalues of A(y, p, 0, , AB) are c+ 3 i/3? , j = 1, 2, with 
al=-(y+CL)+p2+p(p2+ C1C2XJg)l’y, 
012 = -(y + p) - y (p2 + p($ + C,C,X,h,)l’y, 
p1 = /32 = 7 (-p2 + p(p2 + C1C2hAAJ.p)1'2, 
where c, = S’(xse), c, = s’(x,“). The function oj is always negative. It is easy 
to see that a1 is positive if (10) holds. 1 
3. EXISTENCE OF LARGE PERIODIC SOLUTIONS 
From Lemma 3, there are certain ranges of the parameters y, CL, X, , and )\B 
such that the matrix A(y, p, h, , hB) has two eigenvalues with positive real parts 
and two others with negative real parts. From now on we shall assume that this 
is the case for our discussion. For convenience, we divide the region 0 < xi , 
x2 < AA/r of the x,x,-plane into four parts around the equilibrium xe as follows: 
(See Appendix.) We similarly define four parts I’, II’, III’, and IV’ for the region 
0 < x4 , x3 < he/y of the x,x,-plane (by x1 -+ x, , x2 -+ xs , X, + X,). We write 
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A x B for the Cartesian product of two subsets A and B of the x1x2- and x4x3- 
planes, respectively, and we define the boxes B, = (Iu II) x IV’, B, = 
II x (I’ u II’), II, = (II U III) x II’, and B, = IV x (II’ u III’). We set 
B = B, u B, u B, u B, . To apply the Brouwer Fixed Point Theorem, we 
prove the following seven lemmas: 
LEMMA 4. The stable manifold of the linearized system of (5) is a two-dimen- 
sional hyperplane E in R4. Moreover B n E = {xe>. 
Proof. There is a linear transformation T such that 
-; 81 0 0 
T-‘Ah P, A, ,A4 T = 
i i 
o1 2 i2 ; , 2 
0 0 32 a2 
where 01~ & i& and % f ij12 are eigenvalues of A(y, II, A, , A,) with 01~ =
-(y + p) + 29 ) 012 = -(y + p) - 2W,/2, p* = p2 = 216,/2, Is, = 
(,u~ + p($ + dld,)1/2)1/2, 6, = (-p2 + &2 + dld2)1/2)1/2, dl = hASI(xae), and 
d, = ~,S’(X,~). Moreover, T is defined by 
0 
0 -(2d2)1’2 p 0 
W1’2 62 -(d2)1’2 6, -(d2)1’2 8, -(d2)1’2 6, 
Let x - xG = TV. Then the linearized system of (5) becomes 
(11) 
By our assumption in this section, it follows that 01~ > 0 and 0~~ < 0. Hence the 
stable manifold of (I 1) is the v,v,-plane: q = 0, ve = 0. Thus, the first con- 
clusion of Lemma 4 is clear. 
To prove the second conclusion, it suffices to prove that all the nonzero 
vectors of the v,v,-plane in x-space do not lie in B. The v,v,-plane is spanned by 
the two independent real vectors 6, and E4 which are the third and fourth column 
vectors of T, respectively. By the definition of B, , a nonzero vector (2, , 2, , 
* xs , Z4)i lies in B, if and only if it satisfies the conditions 
It is easy to see that there is no nonzero linear combination of es and 6, such 
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that (12) holds. Thus B, n E = (x”}. W e can similarly prove Bi n E = (xe} 
for i = 2, 3,4. j 
From the proof of Lemma 4, we may define a sylinder C, by the inequality 
which is a cylinder parallel to the stable manifold with radius 01 > 0. Here v1 
and u2 are the components of v = T-l(x - P). We have 
LEMMA 5. The trajectories of (5) go outward at the surface of C, n B ;f 01 
is su$Gntly small. 
Proof. On the surface of C, n B, we have 
f (01~ + ~2”) = 24(q2 + ~2”) + 4 u 12>, (14) 
where v = T-‘(x - Y), x is solution of (5). Since B is closed, bounded set and E 
is spanned by 6s and +7d vectors and B n E = {xe}, o( 1 v 1”) = o(q2 + w2”) for any 
ZJ E B. Thus by (14) the conclusion of Lemma 5 is clear. 1 
LEMMA 6. The components x1 , x2 (or xq , x3) of a trajectory in region IV (or 
IV’) cannot go into the interior of the region III (or III’). Moreover, they leave IV 
(or IV) to I(OY I’) only ifx, < xze (0~ x2 > xS6). 
Proof. The conclusions are clear (by observing the vector field of (5), see 
Appendix) if (x1 , x2) # (xle, xPe). Now suppose (x1 , x2) = (x1”, x2”). Then 
kz = 0 and %2 = @, . Thus (x1 , x2) either enters region IV or enters region II 
if 4 # 0. However, if f, = 0, then xs = xae, 2, = kI = 0 and Z2 = t~jr, = 
-~2hAS(~,e) 4 . Thus (x1, x2) either enters region IV or enters region II if 
f, # 0. But ks = 0 and X, = xse imply xq = xqe; that is, x EE xe. Thus the 
components of x1 and x2 of a trajectory of (5) cannot go into the interior of region 
III and I if (x1 , x2) = (zcre, x2e). Simila r argument applies to the components x, 
and x, of a trajectory in region IV’. 1 
We also easily have the following lemmas. 
LEMMA 7. The components x, and x, (or xp , x8) of a trajectory in region II 
(OY II’) cannot enter into the interior of region I(or I’). Moreover, they leave II (OY II‘) 
to enter III (0~ III’) only ifx, 3 xze (0~ x2 < xZe). 
LEMMA 8. The components x, and x2 (ot xq , x3) of a trajectory in region I 
(or I’) may go to region II (or II’) and IV (or IV’). But they enter info the interior of 
IV (or Iv’) only ifx, > x2e (or x2 < xpe). 
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LEMMA 9. The components x, and x2 (OY x4 , x3) of a trajectory in region III 
(OY III’) may enter region IV (or IV’) and II (OY II’). But they enter the interior qf 
II (or IT) only ifxs < xSe (or x2 2 x2e). 
By using Lemmas 4-9, we prove the following important lemma. 
LEMMA 10. If a is su@ciently small, then the set B\C, is a positive invariant 
subset with respect o the vector$eld (5). M oreover, the trajectories in B\C, proceed 
from box to box in the sequential order 
Proof. Suppose a trajectory originates in B,\C, . Then the components x4 
and X, lie in region IV” and x2 < xac. Hence, by Lemma 6 they cannot leave IV 
before the components x1 and xa enter II; that is, the trajectory cannot leave B, 
to enter any other boxes except B, . On the other hand, x1 and x2 lie in region 
I u IV and xa < xae. Thus by Lemmas 6 and 8, either (xl(t), x2(t)) -+ (xi@, ~a~) 
as t -+ co or x,(tJ > xae for some to > 0. But that (xl(t), x2(t)) -+ (xla, xZe) as 
t -+ 00 implies (x4(t), x3(t)) -+ (xqe, x 3 e) as t -+ CO (by observing the vector field 
of (5); see Appendix). However, by Lemma 5, x(t) cannot cross C to approach 
xe, Hence (xl(t), x3(t)) does not approach (xre, xZe). Thus x,(t,,) > xSe for some 
to > 0. That is a trajectory originating in B,\C, must enter B,\C, . Similar 
conclusions hold for a trajectory originating in B,\C, , B3\Cti , and BQ\Ca, . 1 
From Lemma 10, it follows that for sufficiently small 01 > 0, a trajectory y(O) 
starting on face F which between B,\C, and B,\C, remains in B\C, and proceeds 
from box to box. Hence y(T) E F for some T > 0. Face F is defined by 
xle < Xl < UY, x2 = x2e, -(Y + IL) Xl + t% < -(r + CL> Xl" + PZe, 
0 < x3 < x3e, 0 < x4 < xpe, -b + P)X4 + P3 3 -ty+ P)Xqe + PX3e, 
and 
VI2 + v22 > 42 (v = T-l(x - xe)), 
which is a bounded subset of the three-dimensional hyperplane. It is easy to 
prove that F is homeomorphic to a star-like set and thus is homeomorphic to a 
three-dimensional unit ball. Thus the Brouwer Fixed Point Theorem applies. 
THEOREM 11. Corresponding to any given (y, p, hA , h,) such that A(y, p, 
X, , X,) has two eigenvalues with positive real parts and two others with negative 
real parts, system (5) has at least one nontrivial periodic solution. 
Remark. There are other boxes: III x IV’, III x I’, IV x I’, I x I’, 
I x II’, I x IIP, II x III, and III x III‘. A trajectory originating in any one 
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of these boxes either enters Bi or approaches xe or proceeds from box to box in 
thesequentialorder+III x IV’+III x l’-+IV x I’--+I x I’-+I x II’-+ 
I x IIT+II x III’-+III x IIF+III x IV’-+ . . . . 
4. NONEXISTENCE OF PERIODIC SOLUTIONS 
In the last section, we proved that condition (10) is a sufficient condition such 
that system (5) has nontrivial periodic solutions. By using a result of Lazer [3], 
we are able to find a necessary condition for this to occur. We state Laxer’s 
theorem [3, p. 2171: 
THEOREM A. Let A(t) = (aij(t)) b e a complex (n x n)-matrix-valued function 
with elements continuous on the real line such that A(t + T) = .A(t) for some 
T > 0. If we define 
ri=i: IGWI, 
i=l 
Ci = @+@e(adt)) - Yi(t>>, 
+i 
4 = y$Re(adtN + yi(t)), 
then every characteristic exponent of the system 2 = A(t)x is contained in one of the 
closed strips 
Si: ci < Re(z) < di , i = 1, 2 ,..., n. 
To apply Theorem A, we first estimate the region of periodic solutions 
whenever they exist. We prove 
LEMMA 12. If (xlO(t), x2(t), xSO(t), x*O(t)) is aperiodic solution of (5), then 
Proof. It is easy to see that 3ir > 0 whenever x1 < h,[l - ,S(x,/y)]/(y +p) 
and g4 > 0 whenever x4 < h,S(h,/y)/(y + p). Thus the conclusion is clear by 
the second and third equations of (5) and Lemma 1. a 
THEOREM 13. Let 
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If A, < y/M, and A, < y/M, , then system (5) has no nontrivial periodic solution; 
so that A, > y/n/r, or A, > y/M, is a necessary condition for the periodic solutions 
to exist. 
Proof. Suppose (5) has a nontrivial periodic solution P(t). Then the first 
variation equation with respect to x0(t) is given by 
/-(Y+P) P --x‘ps’(xsO(t)) 0 
ff= 
t 
P -(Y + P) 0 
0 0 -cYO+ IL) 
x. (15) 
0 bw2Yt>> CL -(Yp+ P) i 
By the assumptions, Lemma 12 and Theorem A, all characteristic exponents of 
(15) have negative real part. However, 2(t) is a periodic solution of (15). There 
exists at least one characteristic exponent of (15) with a zero real part. Thus we 
get a contradiction and the proof is complete. 
5. IMPLICATIONS FOR PHYSIOLOGY 
Both the sufficient condition and the necessary condition involve the derivative 
s’(x). This indicates that the important qualitative behavior (oscillation) of this 
model is sensitive to s’(x). From our results, it also appears that the inhibition 
rate constant and the activation rate constant cannot be too small if the function 
S(X) and the other parameters are given (if periodic oscillations are to exist). This 
information may provide a new insight to the physiologist. 
APPENDIX 
-(y + p)x, + px2 = 4-l + crbce, + Fe2 
i 
- 
0 
* Xl 
FIG. 1. Vector field of vectors x1 and x2 when x3 < xac. 
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x2 
-(y + p)x, + px2 = -(j + !J)x”, + $2 
t 1 m 
FIG. 2. Vector field of vectors x1 and x2 when xQ > x3’. 
FIG. 3. Vector field of x4 and xQ when xe < xze. 
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4-r + /.4x4 + i-lx3 = -(, + Ihe4 + iix”3 
px4 (Y + I-c)x3 = 0 
x3 = xe 3 
-N X4 
0 
FIG. 4. Vector field of xp and xa when x2 > xzc. 
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