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Abstract 
For each n >~ 3 let F, denote the set of all integer vectors f=  (Jl,f2 ...... /n) with 
l ~<fl ~f2 ~< '"  ~<f, ~< n - 1 for which there exists a set {xl, x2 . . . . .  x,} of n points in the 
plane such that each xi has exactly f~ different distances to the other n -  1 points. Thus, 
f 3 = {(1, 1, 1), (1, 2, 2), (2, 2, 2)}. We determine all n-point configurations for n 4 7 that minimize 
~Jl over F, and show that min{~f~:fsFa} = 24. We note that every small n except ne [8, 91 
has a subset of the triangular lattice among its sum-minimizing configurations, and conjecture 
that subsets of the lattice minimize ~f~ for all large n. 
I. Introduction 
The distance count of a point in a finite planar set is the number of different 
distances from that point to the others. We consider •,, the minimum, over 
all n-point sets, of the sum of the distance counts for the points in the set. The 
problem was discussed previously in [-2, 6, 9]. Obviously 5~3 = 3, which is the count 
sum for the vertices of an equilateral triangle. We identify y ,  and all n-point 
configurations that attain it for n ~< 7, prove that )~s = 24, and speculate on specific 
values of ~, for slightly larger n. We recall, but have nothing new on, the situation for 
large n. Erd6s [5] noted many years ago that there is a constant c such that every 
/ 
point in a ..N x . j~ section of the integer lattice has no more than cn/v' log n different 
distances to the others. Hence ~, < cn2/1,/ i~. This was noted also in Erd6s [6], 
where it is conjectured that S,  > c'nZ/x/~°g n for some positive constant c'. The 
conjecture remains open. The best lower bound we are aware of is ~, = O(n 7'~) from 
Corol lary 5.6 in [2]. 
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Let Z, for n ~> 3 be the family of all n-point planar sets, and for each 
X = {Xl, x2, ..., x,} in Z, let fx(xi) be the distance count of xl in X. We write 
ix  = (fx(x,), fx(x2) . . . . .  fx(x,)) 
with the points indexed so that 1 ~fx(x l )  ~fx(x2)  ~ "" <~fx(x,) ~ n - 1, and refer 
to fx as X's count vector. The family of all count vectors at n is 
V,= {fx: XE)&}. 
Clearly, F3 = {(1, 1, 1),(1,2,2),(2,2,2)} and, omitting parentheses, we find that 
F4 = {1122, 1222, 1223, 1233, 1333}w{/jkl: 2 ~ i ~<j ~< k ~< I ~< 3}, but a simple char- 
acterization of F, for large n is well beyond reach. We often suppress X and write 
f=  (f~,f2, --. ,f,) or f=fa f2  . . . f , ,  1 <~fa <~ "'" <~f, <~ n - 1. 
We have many questions about specific features of F, for n = 3,4, ..., but few 
answers. What is the minimum value off3 fo r fe  F,? Given k, what is the largest n for 
whichf, ~< k for somefe  F.? And how many different f are possible fo r fe  F,? Erd6s 
and Fishburn [11] shows that maxv f {fl,f2, ... ,f. }1 exceeds about (0.6)n for large n, 
and Csizmadia and Ismailescu [4] increases the lower bound to (0.7)n. These and 
related problems are discussed in Erd6s [8]. See also [1, 3, 7, 10, 13] for a variety of 
unsolved problems on the geometry of finite sets. 
Our concern here is 
~ .  = min ~ fi 
.feF. i=1 
and configurations of n points that attain ~, for small n. Configurations that can be 
mapped into one another by similarity transformations (rotation around a point, 
reflection about a line, translation, and uniform rescaling) are regarded as equivalent. 
The following theorem summarizes our main results. Parallel results for count sum 
minimization when the n points are the vertices of a convex polygon are noted in 
Fishburn [12]. 
Theorem 1. (•3, ~4, Zs, ~'6'  ~'~'7' ~'8) ~--- (3, 6, 10, 15, 19, 24). Each ne{3, 4, 7} has only 
one configuration that attains ~n. Fig. 1 identifies all configurations that attain ~, fo r  
n <~ 7, and one that attains ~ s. 
The 8-point configuration i Fig. 1, which we first heard of from Heiko Harborth, 
seems to be the only one that attains 2s = 24, but we do not prove uniqueness in this 
case. The next section proves Theorem 1 on the basis of two supporting theorems for 
configurations that havefl = 1 or f l  = 2. The supporting theorems are proved in later 
sections. 
Let 
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the usual tr iangular or hexagonal  lattice. F igure 1 shows that each 2n for n ~< 7 is 
attained by a subset of L•. We conjecture that this is true also for all large n. But it is 
not true for n = 8, where the min imum count sum for an 8-point subset of L A is 26, or 
for n = 9, where the min imum sum in L~ is 31 and y, 9 ~< 30: see Fig. 2. We know of no 
other exceptions. F igure 2 shows the smallest count sum configurations we are aware 
of for 10 ~< n ~< 13, and all are in L I .  
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2. Supporting theorems 
The burden of proof of Theorem 1 is borne by two composite theorems. The first 
considers configurations in which n - 1 points lie on a circle centered at the other 
point. R, denotes the vertex set of a regular n-gon, and R + e g,+ 1 is R, plus its center 
point. Other special notations in the following theorem are clarified in Fig. 3. Recall 
that we arrange the distance counts in a count vector f=  (fl,f2 . . . .  ,f,) so that 
f~ <~fz <~ "'" <~f,. 
Theorem 2. Suppose X e Z,, n >1 3 and f l  = 1: 
(a) I f  J3 = 1 then n = 3 and X = R3. 
(b) I f f2 = 1 and n >1 4 then n = 4 , f= (1, 1, 2, 2), and X = RR3. 
(c) f=  (1, 2, 2, 2) if and only if Xe{Rf ,  A4, B4}. 
(d) I f  f4 = 2 and n >1 5 then n = 5, f=  (1, 2, 2, 2, 3), and X equals R~ minus two 
vertices of  R 6 adjacent o a third vertex. 
(e) I f  f6 = 3 and n ~ 6 then either 
(i) n = 6 and X is either R~ with f=  (1, 3, 3, 3, 3, 3) or Eo (Fig. 1), i.e. R~ minus 
one vertex with f=  (1, 2, 3, 3, 3, 3), or 
(ii) n = 7, X = R~ and f= (1, 3, 3, 3, 3, 3, 3). 
(f) minf2 = [ (n - 2)/2 ] and minf3 = [- (n - 1)/2 ]. 
Our second supporting theorem deals with configurations that have minimum 
distance count 2. 
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Theorem 3. Suppose X e Z,, n ~> 5 and f l  = 2: 
(a) I f  f s = 2 then n = 5 and X = R~. 
(b) I f f4  = 2,f5 > 2 and n = 5, then X is one of  the right three co~gurat ions in the 
top row of  Fig. 4. 
(c) I f f 4 = 2 and n >~ 6, then n = 6,f5 =f~, f6e  {4, 5}, and X is one of  the confi,qura- 
tions in the middle row of  Fi 9. 4. 
(d) I f  f3 = 2, f6 = 3 and n>t6,  then n=6,  f=(2 ,2 ,2 ,3 ,3 ,3 )  and X is one of  E1 
through E 7 in Fig. 1. 
(e) I f  f3 = 2 and n >7 8, then n = 8 , f= (2, 2, 2, 4, 4, 4, 5, 5) and X is one of  the two 
configurations in the bottom row of  Fig. 4. 
(f) f=  (2, 2, 3, 3, 3, 3, 3)¢F7. 
(g) f = (2, 2, 3, 3, 3, 3, 4)for n = 7 can occur in at least the three ways shown in the top 
row of  Fig. 5. 
(h) I f  f2 = 2, f3 = 3 and n = 8, then min y~f/= 26. Four configurations that attain 
this are in the middle row of  Fig. 5. 
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(i) (2, 3, 3, 3, 3, 3, 3) 6 Fv. I f  the count-2 point in this count vector has the same distance 
to four of the other six points and another distance to the remaining two, then X is one of 
the configurations in the bottom row of Fig. 5. 
We conclude this section with a proof  of Theorem 1, given Theorems 2 and 3, and 
with remarks on theunique-conf igurat ion question for n = 8. 
Theorem 2(a) implies Theorem 1 for n -- 3, parts (a) and (b) of Theorem 2 imply 
Theorem 1 for n = 4, and Theorem 1 for n = 5 is implied by Theorems 2(a), 2(b), 2(d) 
and 3(a). 
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Suppose n = 6. If f l  = 1, Theorem 2(f) says that f3 /> 3, so the smallest conceivable 
~f i  in view of Theorem 2(b) has f = 1 2 3 3 3 3. This f has j~, = 3, and Theorem 2(e) 
shows that it is attained only by Eo. Suppose f l  = 2. If f4 = 2, Theorem 3(c) and the 
middle row of Fig. 4 give Y,f t> 16, so Y,6 = 15 is attained only by f= 2 2 2 3 3 3 in the 
seven ways noted by Theorem 3(d). 
Suppose n = 7. If f l  = 1, thenf2 ~> 3 by Theorem 2(f), so the smallest conceivable 
Z.~ has f  = 1 3 3 3 3 3 3 which, by Theorem 2(e)(ii), obtains if and only if X = R6 ~. We 
have y.f,. = 19 for R~-. Suppose f l  = 2. By Theorem 3(a)-(c), f4 ~> 3. Therefore, the 
smallest possible y,f~ has either f = 2 2 2 3 3 4 4 by Theorem 3(d), o r f  = 2 2 3 3 3 3 4 by 
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Theorem 3(f)-(g), o r f  = 2 3 3 3 3 3 3, and in each case }2f/= 20. Here R + is the unique 
minimizer of y r .  at n = 7. 
Suppose n = 8. When f l  = 3, min 52f = 24 by the configuration in the lower right of 
Fig. 1. If f l  = 1, Theorem 2(f) implies that y f  >~ 28. Suppose f l  = 2. If f3 = 2 then 
52f- = 28 by Theorem 3(e). If f2 = 2 and f3 > 3 then y,f~ ~> 28. Iff2 = 2 and f3 = 3 then 
~J~ ~> 26 by Theorem 3(h). It follows that we can have }~f/< 24 only if 
f=  23333333.  In fact, 
(2, 3, 3, 3, 3, 3, 3, 3)¢ Fs. 
Suppose otherwise and let x be the count-2 point. Assume that x has one distance to 
c~ >~ 4 of the other seven points and another distance to the remaining fl = 7 - 
points. I f(e, fl) is either (6, 1) or (5, 2), we can remove two points to obtain f l  = 1 at 
n = 6 with f6 = 3. By Theorem 2(e)(i), the remaining six points form R~, or R + minus 
one vertex. However, it is easily seen to be impossible to add two points to either 
configuration so that f=  23 3 3 3 3 3 3 after the additions. We conclude that 
(c~, fi) = (4, 3). We now remove one of the fl points and apply Theorem 3(i) [see also 
3(f) and preceding parts] to conclude that the remaining seven have one of the 
configurations in the bot tom row of Fig. 5. However, it is impossible to add one point 
to either so that f = 2 3 3 3 3 3 3 3 after the addition. It follows that 2 3 3 3 3 3 3 3 ~ F8 
and hence that 28 = 24. 
If the following two things are true, then the lower right configuration in Fig. 
1 uniquely attains y~s = 24: 
(A) (2, 3, 3, 3, 3, 3, 3) at n = 7 is possible only if the count-2 point satisfies the 
condition of Theorem 3(i): 
(B) (3,3, . . . ,  3) at n = 8 occurs only with the configuration on the lower right 
of Fig. 1. 
The difficulty for (A) is the proof  of impossibility for f=  2 3 3 3 3 3 3 3 when the 
count-2 point has one distance to three points and another distance to the other three. 
We have verified this, but the proof  is inordinately long and will not be given here. 
When (A) holds, any addition of an eighth point to a configuration at the bottom of 
Fig. 5 that preserves f l = 2 forces at least two others to have counts of 4 or more and 
yields Zf~ ~> 25. The status of (B) is open as far as we know. 
3. Proofs of Theorem 2 
We assume throughout his section that X e Xn, n ~> 3 and f l  = 1. The frequency 
vector for x e X is the vector (cq, ~2 . . . .  ) of non-increasing positive integers that sum to 
n - 1 such that exactly ~1 points in X are one distance from x, exactly ~2 in X are 
a second distance from x, and so forth. 
(a) Iff3 = 1 then X is obviously R3. 
(b) Suppose f l  =f2  -- 1. The circles centered at these two points with radii equal to 
the distance between them intersect only at the two other points shown for RR3 in Fig. 3. 
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(c) Suppose[= 1222.  Let X = {a, b,c, x} with a, b and c on a circle centered at x. 
If two of a, b and c form an equilateral tr iangle with x, we obta in [ i f  and only i fX  is A4 
or  B 4 in Fig. 3. If no two of a, b and c form an equilateral tr iangle with x, and if a, h and 
c do not themselves form an equilateral triangle, then some vertex has distance count 
3, so the only way to get [ i s  R~-. 
(d) The hypotheses, including n ~> 5, in conjunction with (b) show that.[[ = 1222 .... 
Remove all but the first four points for£  By (b) and (c), these four among themselves 
have[  i1~ = 1122 o f f  (2) = 1222.  The top row of Fig. 6 shows the possible 4-point 
configurations in • points with plausible positions for a fifth point © on the circle that 
might preserve a distance count of 2 for each • on the circle. Up to symmetries, the only 
© that do this are those denoted by t, and these cases identify only R2 minus two 
vertices of R6 adjacent o a third vertex, w i th [  = 12223.  The only conceivable addit ion 
to this 5-point X that might preserve f l = 1 and[ ,  = 2 is another vertex of R6, but, as 
shown in the bottom row of Fig. 3, such an addit ion has /  = 1 2 3 3 3 3. 
(e) Assume n ~> 6 with f l  = 1 andfo = 3. By (b),f2 ~> 2. Suppose j2 = 2. Because the 
point for J2 = 2 must be equidistant from three others, we can assume that the four 
• points of RR3 on the top left of Fig. 6 are in X withj~ = 2 for the top point. We can 
add only two more points to complete X. They must be on the circle at the same 
distance from the top point. Only a and b as marked on the figure are satisfactory. 
Otherwise: if the two new points were near the top of the circle, a side • would have 
distance count 4; if they were below the lwo side • but not at a and b, a new point 
would have a different distance to each of the four •. We conclude that j2 = 2 implies 
n = 6 with X equal to R + minus a vertex of g 6 and f = 123333.  
Assume henceforth for (e) that f2 = 3 with f = 133333 .... Suppose ~7 = 6. Then 
X = R + y ie lds [  but it is the only X that does so. To see this, we note first that every 
vertex with Ji = 3 has frequency vector (2, 2, 1) or (3, 1, 1). Suppose x e X has frequency 
vector (3, 1, 1). Then it must be like the top • on the top left of Fig. 6, with RR3 included 
in X. If any of a, t and b there is also in X, we are forced into R~ minus a vertex to avoid 
an[  >~ 4, and this cont rad ic ts / '=  133333.  We must also avoid a point between h and 
the right • because very such point has a different distance to each •. Then, if a fourth 
point on the circle (fifth point for X) is between the top • and the right 0, it must be on 
the perpendicular bisector of those two (see © near the top) to ensure f,. = 3, but this 
forces the sixth point of X to lie at b or between b and the right o. And if the fourth point 
on the circle is between t and b, the left • has count 3 only if the sixth point of X is at a. b. 
or between the top • and the right 0, all of which give contradictions. 
G iven. / '= 133333,  we conclude that every point with)'i = 3 has frequency vector 
(2, 2, 1). Suppose a 2 frequency for such a point, say x, uses the center and a point y on 
the circle: see the lower left of Fig. 6. The analysis of the preceding paragraph forbids 
c and c' from X. The other 2 frequency in (2,2, 1t for x requires a pair such as {d,d'~, 
~'~, o ' t  ¢ " " ')  , ~, ~ j, or t J , J  J on the lower middle of Fig. 6. With {d, d' I, we also need a point like e' 
or [ '  for y's other 2 frequency, but then d's distance count exceeds 3. We cannot use 
{e,e'} because the count for e' exceeds 3. And with { j2.[['}, we also need a point like 
d or e for y's other 2 frequency, but both have counts that exceed 3. 
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We conclude fo r f  = 1 3 3 3 3 3 that every 3-count point has frequency vector (2, 2, 1) 
and neither 2 frequency involves the center point. When the center is removed, we 
have a convex pentagon with frequency vector (2, 2) for each vertex, so the pentagon 
must be Rs, as shown on the lower right of Fig. 6. 
Suppose finally for (e) that n ~> 7 w i th f  = 1 3 3 3 3 3 .... When all points in X except 
those for the first sixf~ are removed, we are left with either R~- or R~" minus a vertex of 
R 6. It is clearly impossible to add any points to Rs's circle and maintain f6 = 3, and 
the only addition to R~- minus a vertex that preservesfa = I and f6 = 3 is the missing 
vertex. Hence the hypotheses of this paragraph old if and only if X = R~. 
(f) The conclusion for f2 is implied by the fact that the lexicographically greatest 
frequency vector attainable for a point in X on the circle centered at the point for 
f l  = 1 is (3, 2, 2,2, ... ) with final component  2 if n is even and 1 if n is odd. Then 
minf3 t> minfz  = [- (n - 2)/2 7. I fn  is odd, we get minf3 = minf2 with central angle of 
60/[(n - 1)/2] degrees between adjacent points on the circle. If n is even, it is easily 
seen that minf3 = minf2 + 1. It follows that minf3 = [-(n - 1)/2-]. 
4. Lemmas for f1=2 
We begin our analyses for f l  -- 2 with two lemmas that clarify situations for f4 = 2. 
The perpendicular bisector of the line segment [x, y] between points x and y is 
denoted by lxy.  We assume as usual that X ~ Z,. 
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Lemma 1. I f  fx <~ 2, f4 = 2 and n = 4, then X is one of" the configurations described in 
the ,first row of  Fig. 7. 
Proof. Given f4 = 2 and n = 4, every point in X is equidistant from at least two others 
and is therefore involved as a vertex of an isosceles triangle in X. If three points in 
X form an equilateral triangle, the fourth must be on a perpendicular bisector of a side 
and can be anywhere on the bisector that is unoccupied: see Fig. 7(a). 
Assume henceforth that X has no equilateral triangle. If two isosceles triangles in 
X share a side [x, y] that is not one of the two equal-length sides for either triangle, we 
obtain the situation of Fig. 7(b): with z and w the other points, we must have xz  = xw 
to avoid distance count 3 for x and y. 
Assume henceforth that neither (a) nor (b) obtains. Let x, y, z~X describe an 
isosceles triangle with xy  = dl and xz  = yz = d2 as illustrated on the bottom of Fig. 7. 
We assume, with no loss of generality, that xt  = dl and yt = d2 for the fourth point t. 
To avoid an equilateral triangle and have count 2 for t, we require tz = dl. This is 
feasible for points t and not for t', as marked on the figure, with suitable adjustment of 
dl and d2 for the cases of d2 > dl (left) and d2 < dl (right). The resulting feasible cases 
use only two distances overall, and by the distances configuration and reference to the 
top of Fig. 3, it follows that X must be R5 minus a vertex. [] 
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Lemma 2. Suppose f l <~ 2,f~ = 2, n = 5, and some four points in X describe a configura- 
tion ( RR 3, R ~, A4 or B4) in the top row of Fig. 3. Then X is one of the four configurations 
in the top row of Fig. 4. 
Proof. If removal of one of the five points in X leaves configuration RR3, R +, A 4 or  
B4, then restoration of the point, supposing f4 = 2, gives a five-point configuration 
with at most one f~ > 2. The top drawings in Fig. 4 show all ways that we can add 
a point to the 4-point configurations with f~' = 1 and f2 = 2 so that at most one f~ 
exceeds 2. We verify this in two steps. 
The first step looks for ways to add a fifth point to RR3, R~, A4 or B4 so that its four 
points retain distance counts of two or less. The key vertices of RR3 for this step are 
the two count-2 vertices. It is easily seen that the fifth point, which has count 3 or 4, 
can be placed only in the two ways shown on the upper left of Fig. 4 to preserver = 2 
for the original count-2 vertices. Each of R~, A4 and B4 has three count-2 vertices that 
use the same two distances. Hence, the fifth point must lie on the perpendicular 
bisector of a side of the (2, 2, 2) triangle. The dashed lines in the top row of Fig. 8 
illustrate the possibilities. 
In the resulting 5-point counts, the count of the added point is underlined. 
There are two cases in which f4 ~< 2 and all four original points have f ~< 2 
after the addition. They are 2222_3 for A 4 and 22223 for B4, which also appear 
on the top right of Fig. 4. We also see three cases in which an original point 
goes to count 3 and the fifth point has count 2, but all three are already present in the 
top row of Fig. 4. 
The second step generalizes this by allowing one of the original four points to 
exceed count 2 after the addition, and looks for ways in which the added point has 
count 2. The bottom row of Fig. 8 considers possibilities. The open-circle additions to 
RR3 preserve the count of 2 for the top vertex of RR3, but force count 3 for the bottom 
vertex. Because all additions also have count 3 (or more), no new cases with f4 ~< 2 
arise. The additions to the other three cases on the bottom of the figure are designed to 
preserve at least two of the original count-2 vertices and involve different distances 
from those two to the fifth point. The fifth point has count 3 or 4 in all cases. Two of 
these, labeled x and and y, happen to preserve all three original count-2 vertices and 
therefore should have appeared in the first step. Indeed, cases x and y are mirror 
images of the two examples on the top right of Fig. 4. [] 
5. Proofs for Theorems 3(a)-(e) 
We assume throughout this section that X e Z,, n ~> 5, and f l  = 2. 
(a) Assume that f l  =f5 = 2 and n ~> 5. Suppose n = 5. I fa  point in X has frequency 
vector (3,1), we can delete some point to get f '  = 1222 or f '=  1122, which by 
Theorem 2(a)-(c) gives a configuration i  the top row of Fig. 3. Lemma 2 then yields 
the contradiction that f5 >~ 3. 
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Hence every point has frequency vector (2, 2) when fl =j5 = 2 and n = 5. Because 
each point has one distance to two others and another distance to the final two points, 
the deletion of any point leaves f '  = 2 2 2 2. By Lemma 1, a representation o f ) "  
conforms to the top row of Fig. 7 and not to the top row of Fig. 3. Frequency vector 
(2, 2) implies that the fifth point lies at the intersection of the perpendicular bisectors of 
two line segments for disjoint pairs of the four points for f ' .  If Fig. 7(b) obtains, the 
fifth point lies at the center (t), which forcesji >~ 3 for the others. If Fig. 7(a) holds, the 
fifth point is either on the vertical line or at another intersection of perpendicular 
bisectors, and (2, 2) will be violated for other points. I-Also see the ensuing proof of 
Theorem 3(b).] This leaves only Rs minus a vertex forf ' ,  and here we satisfy (2, 2) for 
all points if and only if the fifth point completes the regular pentagon. Hence X = Rs 
when J'l = f5 = 2 and n = 5. 
Suppose n >~ 6. Delete all but the first fivefpoints. Theorem 2(d) and the result just 
proved say that R5 remains. But it is impossible to add a point to R5 and preserve 
f = 2 for all its points, so n 7> 6 yields a contradiction. 
(b) Assume that f l  =f4  = 2,f5 ~> 3 and n = 5. Lemma 2 tells us that the right three 
configurations in the top row of Fig. 4 satisfy" these restrictions. Suppose there are 
others. Then, by Lemmas 1 and 2, deletion of the.]'5 point leaves f '  = 2 2 2 2 with 
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a representation that conforms to the top row of Fig. 7 but not the top row of Fig. 3. 
Let Y = {x, y, z, t} have such a representation. We claim that it is impossible, except 
for Rs, to add a fifth point to Y that preserves f~ = 2 for the other four points. 
Situations of Fig. 7(a) for Y are shown in the top row of Fig. 9. To preserve count 2 
for x and y, the fifth point (up to symmetry about the vertical) must be a © point. 
Every such © gives the contradiction that z or t (or both) has count 3. We omit full 
details but note one delicate case, namely when t is near z and the fifth point is v in 
Fig. 9. Because t and v are equidistant from x, whereas z and v lie on a circle centered 
at y, if t is slightly above z then z t  < zv  < tv, and if t is slightly below z then z t  > zv  > tv. 
The only way to prevent count 3 for z or t is to place t at one of the four positions 
disallowed by the top row of Fig. 3. 
Situations of Fig. 7(b) for Y are shown in the bottom row of Fig. 9. The left diagram 
is a square with xy  = zt;  the right two have xy  > z t  and tx  va tz.  All positions for the 
fifth point (up to symmetries) that preserve distance count 2 for x and y are shown by 
©. As long as the forbidden tx  = tz  is avoided, t has count 3 when an © is added. 
Finally, if Fig. 7(c) obtains for Y, every fifth point besides the missing vertex of R5 
forces a point in Y to have count >/3. Hence no configurations other than the three 
on the top right of Fig. 4 satisfy the hypotheses of Theorem 3(b). 
(c) Assume that n/> 6 and f l  =f4  = 2. Let Y be the five-point set for f l  throughfs. 
Theorems 2 and 3(a)-(b) imply that Y is R5 or a configuration in the top row of Fig. 4. 
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The addition of a sixth point to R5 increases at least three vertices to count 3. It is 
easily checked that each configuration in the top row of Fig. 4 admits one way to 
position a sixth point symmetrically to the point whose count exceeds 2 so that the 
four with count ~< 2 havef~ = 2 after the addition. The resulting six-point sets appear 
in the middle row of Fig. 4. Because the additions exhaust symmetries that preserve 
.~ ~< 2 for i ~< 4, further additions violate J4 = 2. 
(d) Assume that n >~ 6,f3 = 2 and f6 = 3. Theorems 2(e) and 3(c) imply thatfbegins 
with 222333,  We will show that if n = 6 then X is one of E1 through E7 in Fig. 1. It is 
easily seen that a seventh point added to any one of those configurations forces J; ~> 3 
or f6 ~> 4. Hence our hypotheses imply n = 6. 
Given f= 222333,  each count-2 point has frequency vector (4, 1) or (3, 2). 
We suppose until later that there is at least one (4, 1) frequency vector. Let 
x denote its point, and let y be the one of the other five points, for the ~1' 
in (4, 1), that is not on a circle centered at x that contains four other points of X. Let 
Y = X \{y} .  Obviously, y cannot also be a (4, 1) point, so that any (4, 1) points besides 
x must be in Y and, by Theorem 2(b), must have frequency vectors (3, 1) within Y. The 
following three cases consider the original frequency vectors of the two count-2 
besides x. 
Case 1: Both have frequency vector (4,1). These points have frequency vectors (3, 1) 
within Y, and therefore Y has the configuration shown in Fig. 10(1). There is only one 
way to position y that will change ach (3, 1) to (4, 1). It is noted in the figure and yields 
conf igurat ion  E 2 in Fig. 1. 
qy oy' (3,1) 
, / ~ t Z Z 
~ ~~b a@b ~ t  
z also a '~_ / /gb '  on circle 
(1) (2) (3) (4) 
,,L2 ,,',3 ":'--. 
b 
O~ 
.'" Y3 
o.  z~ Y4 
y~ x . . t - - . _  'xJa ~" 
~z ~, ¢,.. 
Yl 0 . c~ 
Y2 ~" Y4 
(5) (6) (7) (8) 
Fig. 10. 
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Case 2: One count-2 point besides x has frequency vector (4, 1); the other has (3, 2). 
Let t denote the (4, 1) point, with count (3, 1) in Y, and let a, b and z be the other three 
points on x's main circle: see Fig. 10(2). 
Suppose y is not the original (3, 2) point. Then the (3, 2) point can be presumed to be 
a or z. Its frequency vector in Y is (3, 1) or (2, 2). If(3, 1) obtains, the original (3, 2) point 
must be a, and we get the picture of Fig. 10(1) with z on the left. The only feasible 
position for y is shown there as y', but then z has count 4 in X and we get 
a contradiction. Suppose the (3, 2) point goes to (2, 2) in Y. Then it cannot be z, so 
again it is a, and z must be at the bot tom of the circle in Fig. 10(2) to give a the 
frequency vector (2, 2). But then y, which is on the circle through x centered at t, has 
count 4 or 5, another contradiction. 
We conclude for Case 2 that y is the original (3, 2) point. However, there is no other 
point on the circle through a, b and x centered at t that has frequency vector (2, 2) or 
(3, 1) with respect to {a, b, x, t}, so this is impossible. Consequently, Case 2 is 
impossible. 
Case 3: Both count-2 points besides x have frequency vector (3, 2). At least one of 
these, which we denote by z, is in Y. We refer to the other as e and consider three 
subcases as follows: 
3A. y = ~; z has frequency (3, 1) within Y; 
3B. y = c~; z has frequency (2, 2) within Y; 
3C. y 4: ~, so c~ and z are both in Y. 
3A. See Fig. 10(3). Because y has frequency (3, 1) or (2, 2) within {y, a, b, x, z}, it is at 
one of the © positions in the figure. In either case, it is impossible to get (3, 2) 
frequencies for both y and z when the missing point in Y is positioned on the circle. 
Hence this subcase is impossible. 
3B. We begin with Fig. 10(4) where z has frequency (2, 2) within Y. One of the 
2 frequencies for z is {x, t}. The other consists of two points on the circle equidistant 
from z, which we illustrate by {a, b} and {a', b'}. We denote these henceforth as a and 
b: they are on the same horizontal line with a left of b. 
Where is y? It cannot be equidistant from x, z and t, for then it has different 
distances to a and b. Suppose y is equidistant from a and b. Then it is on the vertical 
line through x and z and, since it must be equidistant from two points in {x, z, t}, it 
must be midway between x and z. But then it is not equidistant from a, b and t. 
Therefore, y is not equidistant from a and b. We conclude that y has one distance to 
two points in {x, z, t} and one in {a, b}, and a second distance to the two remaining 
points. Also, because z has frequency vector (3, 2), we need either zy  = zx  or zy  = za. 
Point y is on one of lines L1, Lz and L3 in Fig. 10(5), but is not at the center c of {x, 
z, t} or midway between x and z. Because two circles intersect in at most two points, if 
y is on L3 then it must have distances other than yz  to a and b, a contradiction. Hence 
y is not on L3. 
Suppose y is on L2. The circle through x and t centered at y intersects the circle of 
Fig. 10(5) at one point other than t. That  point is a i fy  is above c or below p, and it is 
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b if y is below c and above p. There is one point on L 2 a bit below z that gives yz = yb, 
and a second point on L 2 below the xt line and above p where yz = ya. Only these two 
have frequency vector (3, 2) for y, However, both give z a frequency vector of (2, 2, 1 ). 
Therefore, 3' is not on L2. 
Suppose y is on L1, the horizontal through t. As y moves to the right along Ll,  we 
encounter point Yl at which both y and z have frequency vector (3, 2). However, at 
3' = Yl, a also has frequency vector (3, 2) and the configuration is the third one in the 
middle row of Fig. 4 with f=  222244:  t and b are the count-4 points. As y moves 
right from Yl, we find a second position to the right of the xz line but left of c at which 
y again has frequency vector (3, 2). However, z has frequency vector (2, 2, 1) at that 
point. No other points on L1 have frequency vector (3, 2) for y, and we conclude that 
y is not on L1. 
We conclude that subcase 3B is impossible. 
3C. In this case, y has count 3 and ~ and z in Y have count 2 and frequency vector 
(3, 2). Their frequencies are (3, 1) or (2, 2) within Y. If both are (3, 1), Fig. 10(1) obtains 
and there are two positions for y on the vertical through x that change each (3, 1) to 
(3, 2). However, the other • points on the circle have count 4 for those y's. 
Suppose the frequency vectors within Y of z and ~ are (3, 1) and (2, 2), respectively. 
This yields Fig. 10(6). Point y must be on the circle through b centered at z and have 
distance ~x or at to ~. It follows that y is one of the © points, but they have count 4 or 
5 to the others, so this case also is impossible. 
We conclude for subcase 3C that :~ and z have frequency vector (2, 2) within Y. II 
follows that Y has configuration (7) or (8) in Fig. 10. 
If Fig. 10(7) obtains, y is in {y~, ... , ~v4~ t to provide frequency vectors (3, 2) for ~ and 
z. We have E~i fy  = Yl, and E7 i fy = Y2: see Fig. 1. At y = y3 , f= 222244 and X is 
the third set in the middle row of Fig. 4. When y = y~, its count exceeds 3. 
In Fig. 10(8) obtains, y is in {yl, . . .  ,Y4}.  We have E5 i fy = y~, and E6 if), ~ 3'2- At 
Y = Y3, f = 2 2 2 2 4 4 and X is the middle right set in Fig. 4. When y = Y4, its count 
exceeds 3. 
Thus Case 3 yields the four configurations for f=  2 2 2 3 3 3 in the third row of 
Fig. 1. 
This completes our analysis for Theorem 3(d) when some point in X has frequency 
vector (4, 1). Assume henceforth for (d) that each of the three count-2 points has 
frequency vector (3, 2). We denote the count-2 points by 1, 2, 3, and the count-3 points 
by 4, 5, 6. The proof  for the present case divides into two main parts as follows: 
Part I: points 1, 2, 3 are the vertices of an equilateral triangle; 
Part II: points 1, 2, 3 are not the vertices of an equilateral triangle. 
Part I. We show first that a fourth point does not form RR3 in conjunction with 1, 
2, 3. Suppose to the contrary that {1, 2, 3, 4} forms an RR3: see the top left of Fig. 11. 
Because points 1 and 3 have a three frequency (are equidistant from three others) 
within RR3, they must lie on -1-56 for their two frequency. That is, points 5 and 6 are on 
opposite sides of the line through I and 3 and have the same distance to that line. 
Assume, without loss of generality, that 5 and 6 are below 1. Then they must be as 
(2) 
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shown in Fig. 11 (1)for point 2 to have frequency vector (3, 2). The result is the second 
configuration i the middle row of Fig. 4 and hasf  = 2 2 2 2 5 5, thus contradicting our 
basic assumption that f = 2 2 2 3 3 3. 
We now consider specific subsets of X whose points are equidistant from 1, or 2, or 
3. Let i(A)(B) indicate that the points in A are equidistant from i, and similarly for the 
points in B. Because at most one point can be equidistant from three others (so A or 
B can be 456 for at most one i in {1, 2, 3}), we can presume 
1(236) (45), 
2(13 )(6 ), 
3(12 )(6 ), 
where 6 in the second and third lines adheres to the result of the preceding paragraph. 
The observation just made for 456 and the symmetry thus far in 4 and 5, allows the 
presumption that 4 joins 1 and 2 in the third line. This gives 
1 (236) (45), 
2(13 )(46 ), 
3(124) (56), 
leaving open only the status of 5 in the second line. 
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Suppose that 2(13)(456). Then 1, 2 e 445 and 2, 3 ~ _k56: see Fig. 11(2), where the 
perpendicular bisector illustrations ignore the placements of 4 and 6 on the circles for 
1(236) and 3(124). In fact, it is impossible to position 4, 5 and 6 satisfactorily. For 
example, if 4 is placed somewhere on its circle, then the ± restrictions determine the 
positions of points 5 and 6, and 6 will not lie on its circle. 
This reduces the equilateral situation of Part I to 
1(236)(45) 12= 13=23=16=25=34,  
2(135) (46) 14=15,24=26,35=36,  
3(124) (56) (45, 46, 56 unspecified). 
In Fig. 11(3), 4, and 4b lie on 112 at distance 13 from point 3. Because the first 
paragraph of the Part I proof rules out the O points for 4, 5 and 6, any other 
placement of 4 or 3 equidistant from 1, 2 and 4 will force 4 to have different distances 
to each of 1, 2 and 3. Similar remarks hold for 5, and 5b on 413 and 6, and 6b on 423. 
lf4a obtains, 1(45) and 2(135) imply that 5 is at either 5, or 5c, and 2(46) and 1(2361 
imply that 6 is at either 6a or 6c. Then 3(56) requires either (5, 6) = (5,, 6,) or (5, 
6) = (5,., 6,,). The frst pair for (5, 6) gives E1 in Fig. 1; the second identifies the third 
configuration i the middle row of Fig. 4, where f = 2 2 2 2 4 4. If 4h obtains, a similar 
analysis shows that f = 2 2 2 3 3 3 requires (5, 6) = (5b, 6h), which gives E3 in Fig. 1. 
To complete the account for Fig. 11(3), we summarize what happens as 4 goes 
around its circle. Each placement of 4 determines two points on the 5-circle for 
14 = 15, and two points on the 6-circle for 24 = 26. When we plot the distances from 
point 3 to the two 5-points and two 6-points, we trace out four curves as 4 rotates 
around the 4-circle. There are precisely eight positions for 4 at which a point-5 curve 
crosses a point-6 curve, i.e., where 35 = 36. Two of the eight give E1 and E3, four yield 
configurations withf  = 2 2 2 2 4 4, and the other two comprise odd cases of J; = 2 with 
count 5 for point 5. 
Part lI. We now assume that 1, 2 and 3 are not the vertices of an equilateral 
triangle. For definiteness, assume that 12 ¢ 13 and 21 ¢ 23. We can also presume that 
1 is equidistant from 2, 4 and 5, and that 4 and two others are equidistant from 2. The 
open possibilities for point 2 yield four main cases: 
A. 2(145)(36)] 
B. 2(146)(35)~ 
C. 2(346)(15)[ 1(245)(36) is fixed henceforth, 
D. 2(345)(16)) 
We show that none has an X with f = 2 2 2 3 3 3. 
IIA. { 1, 2, 4, 5} has configuration RR3 with count 3 for points 1 and 2, which are on 
436 because 2(36) and 1(36). Then, by symmetry, points 3 and 6 have the same 
distance count, a contradiction. 
IIB. We have 1(245)(36) and 2(146)(35): see Fig. 12(1), where 3 is on L1, L2 or L 3 
because it must have the same distance to at least two of 1, 2 and 4. If 3 is equidistant 
(1) 
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from 1, 2 and 4, then it lies at c and the resulting positions for 5 and 6 (determined by 
13 = 16 and 23 = 25) force those points to have counts that exceed three. We can 
therefore presume that one of the following holds for point 3: 
B1. 3(125) (46), 
B2. 3(456)(12), 
B3. 3(145) (26), 
B4. 3(156) (24). 
The last two of these split l and 2, i.e. 3 (1 _) (2 ) ,  and account for the fact that points 
2 and 3 cannot both be equidistant from all of 1, 4 and 6. Cases B1 and B2 have 3 on 
LI, B3 has 3 on La, and B4 has 3 on L 2. 
B1 has 13 = 23- -35  = 25 = 16, which includes equilateral triangle {2, 3, 5}. 
Fig. 12(2) shows the four possibilities for this triangle when 3 is on L1 and 5 is on its 
circle. To satisfy 16 = 25 and avoid frequency vector (4, 1) for point 3, we must put 
6 on the opposite side of the line through 1 and 2 from 5. The illustrated numbered 
case for 3, 5 and 6 satisfies the (3, 2) frequency vector for points 1, 2 and 3, but point 
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6 has count 5. Each of the other three possibilities for [2, 3, 5} gives 5 or 6 a count that 
exceeds 3. 
B2 has point 3 on L1 equidistant from 4, 5 and 6. It also requires 
13 = 23 = 25 = 16. These jointly occur only at the point marked 3 in Fig. 12(2). But 
then 5 (upper right) and 6 have count 4, and f = 2 2 2 3 4 4. 
B3 requires 13 = 34 = 35 = 16 and 23 - 36 = 25 with 3 on La. Fig. 12(3) shows the 
three places on L 3 for 3 at which 13 = 34 = 35 and 23 = 25. In each case 5 has 
different distances to each of 1, 2, 3 and 4. 
B4 requires 13 = 35 = 36 = 16 and 23 = 34 = 25 with 3 on L2. Fig. 12(4) shows the 
only case in which { 1, 3, 6} forms an equilateral triangle, then the only position for 5 at 
which 23 = 25. But then 1, 5 and 6 are not equidistant from 3. 
IIC. We have 1(245)(36) and 2(346)(15), so {1, 2, 5} forms an equilateral triangle 
and, because 1 and 2 lie on L36, 3 and 6 are equidistant from the line through 1 and 
2 and on the same horizontal: see Fig. 13(1). The figure shows that if 3 is equidistant 
from 1 and 2 (on 112) and if 3 or 6 is at the center of { 1, 2, 5 }, then this center point has 
a 4 frequency and is midway between 5 and the other member of {3, 6}. So all of the 
following are contradictory, given 3 e 112:3 equidistant from 5 and 6; 3( 125); 3 (126). 
4 on ~ ircle 
2 
6;3~ 6 
I =3  
(1) 
48 "~ 
(3) 
Fig. 13. 
~2s / 
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It follows that 3 cannot have frequency vector (3, 2) when it is on ~-12. Hence 31 ¢ 32 
and, by analogy to IIA and IIB under permutations on {1, 2, 3} and {4, 5, 6}, 
we conclude that 3 relates to the others as 3(1__)(2_). Moreover, 3 lies on either 
Lzs or L15. 
Suppose 3e-1-25, so 3(146)(25). Then 13 = 34 = 36 = 16, so {1, 3, 6} forms an 
equilateral triangle, and 23 = 35 -- 24 = 26: see Fig. 13(2). There are three positions 
for point 3 along 125 that give 31 = 34 and 23 = 24 (see a, b, c in the figure), but in 
each case point 4 has a distance count of four or five. 
Suppose 3e±as.  Then {2, 3, 6} forms an equilateral triangle and we have 
3(145) (26): see Fig. 13(3). Point 3 has two places on &15 where 23 = 24 and 31 = 34 
(see a and b), but 4's count exceeds 3 in each case. 
IID. We begin with 1 (245) (36) and 2(345) (16). If 31 ¢ 32, analogies with pervious 
II cases rule out all situations for 3 except 3(145) (26). In this case, 1, 2 and 3 are on 
-[-45, and we get {1(245), 2(345), 3(145)} in two equivalent ways: 
1 
or 3 
2 3 (12 <23) 
1 2 (13<12) 
With the 1 2 3 order (12 < 23) we require 6 on the circle centered at 2 with radius 1 2, 
and on the circle centered at 1 with radius 1 3. However, these two circles do not 
intersect, so we have an impossibility. The case for order 3 1 2 (13 < 12) is similar, so 
3(145) (26) is impossible. 
Suppose henceforth for IID that 31 = 32. Then one of the following holds: 
D1. 3(456) (12), 
D2. 3(126)(45), 
D3. 3(124)(56), equivalent to 3(125)(46). 
D1 implies that 1, 2 and 3 are on ±,5 with 3 midway between 1and 2. Then 1 (245) and 
2(345) give 
o l' 
o 5 
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and 21 = 26 and 13 = 16 force 6 to a © position, with a count that exceeds 3. D2 also 
requires 1, 2 and 3 on a line. It also implies that { 1, 3, 6} forms an equilateral tr iangle 
with 2 on -1-16, which contradicts point  2 on the line through 1 and 3. 
D3 implies that {2, 3, 4} forms an equilateral triangle: see Fig. 13(4). It has 12 = 14. 
which puts 1 on A_24 at la or I b. If 1, is used, 13 = 16 and 21 = 26 put 6 at 6, (the other 
intersection is on the circle centered at 3), where its count exceeds 3. If lb is used, 
6 = 6h, where its count again exceeds 3. 
This completes the proof  for Part  II and our verif ication of Theorem 3(d). 
Remark.  As noted in Theorem 3(e), there are two cases of n ~> 8 for which 
f l  =f2  =fa  = 2. They appear  in the bot tom row of Fig. 4. The configurations in 
Fig. 14 i l lustrate cases off3 = 2 with n = 7. We do not claim that this list for f3 = 2 
and n = 7 is complete. 
Proof  of (e). We assume that f3 = 2 and focus on the possibi l ity of n >~ 8. We denote 
by x and y any two of the three points in X with count 2, and let a and b be the 
intersection points of the circles with radii xy  centered at x and y. We analyze cases 
according to the roles of a and b. Many  cases force n ~< 7 as will be noted. 
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Case 1: a, beX and a has count 2: see Fig. 15(1). All other points in X must be on 
the two circles centered at a. Intersections of circles centered at x, y and a that use only 
the distances introduced thus far, are identified by the centers of the circles. Because 
y has new and different distances to the ax points, at most one of those two can be in 
X. If one is used for X, we get additional ay intersections (denoted by o for the upper 
ax  point), and at most two of all the ay intersections have the same distance from x. 
This is true in particular of the top O and the lower marked ay when the upper ax  is 
used, and in this case n = 7 with the first configuration in the top row of Fig. 14. The 
same configuration is possible if the lower ax point is placed in X. All other 
possibilities for X, including those that use none of the ax and ay marked points, have 
n ~< 6, and include E2 and the first two configurations in the middle row of Fig. 4. 
Case 2: a, b e X and neither has count 2. Let z denote a third count-2 point. It must 
have only two distances to the points in {x, y, a, b}, so ze  {c, c', d} in Fig. 15(2). I fd  is 
used for count 2, no further additions are possible and n = 5. If c or c' is used for 
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count 2, we can do no better than n = 6 by using both, which give the initial 
configuration in the middle row of Fig. 4. 
We assume henceforth that X has no RR3 configuration with count-2 points x and 
y as in Cases 1 and 2. 
Case 3: a~X,  bCX and a has count 2: see Fig. 15(3). The preceding assumption 
rules out the "no" intersections. Suppose e ~ X. This gives second distances for x and 
y, and other points must be at the xy intersections ©. (We omit O at the bottom.) The 
best we can do with a second distance from a is ~ = 6, with X either E 3 or  the middle 
right configuration in Fig. 4. By symmetry, the only alternative is ~ ,  [~, /~ c~X - ~). 
Then n ~< 5 unless we use second distances that produce E1 or the third configuration 
in the middle row of Fig. 4. 
Case 4: a ~ X, b ¢ X and a does not have count 2. Let z be a third count-2 point. We 
can presume z lies on ±xy or on ±,~.. 
Suppose z e ±xy: see Fig. 15 (4), which shows the intersections obtained from z with 
the x and y circles. When z is above those circles, an xz point can be in X only if the 
distance from y to that point equals the distance from y to z. This occurs for Fig. 15(4) 
only if z is a bit higher than shown, so that the xz  points are on the same vertical. This 
allows n = 8 and yields the bot tom left conf igurat ion of Fig. 4. As z moves down ±.,~,, 
we can get E~ with n = 6 when it is slightly below the line between x and y. Fig. 15(5) 
shows z at the middle of tr iangle xya, which automat ica l ly  allows a' ~ X along with 
either [~,/~} _~ X or {7, c~} _c X, but not both when a second distance from z is used. 
This yields the n = 7 configurations on the lower left of Fig. 14. Finally, when z is at 
distance xy below a, we obtain the n = 6 configuration on the middle right of Fig. 4. 
Suppose z~Z,y :  see Fig. 15(6). When z is as shown there, it determines both 
distances from z and a second distance from y. Then v. ~ X is automatic,  and we obtain 
{[:~, 7, (~} -~ X from a second x distance for the n = 8 configuration on the bottom right 
of Fig. 4. Omission of a point gives the n = 7 pictures on the middle right of Fig. 14, 
and a shorter second x distance and a longer second x distance generate E7 and the third 
configuration in the middle row of Fig. 4, respectively. The other interesting place- 
ments o fz  are on the x circle of Fig. 15(6) below y and on the y circle to the right ofa.  
The first of these yields the n = 8 conf igurat ion on the bot tom left of Fig. 4; the second 
gives another construct ion for the n = 7 configurations on the lower left of Fig. 14. 
Case 5: a ¢ X, b ql X. Because f l  = J2 = 2 implies n ~ 10 (count intersections) and we 
exclude a and b, n ~< 8 for Case 5. In fact, when we exclude all equilateral triangles that 
have two count-2 vertices, which are covered by previous cases, n ~< 7, and n = 7 only 
for the configuration at the bot tom right of Fig. 14. Let z denote the third count-2 
point. When x, y and z are on a line, it is easily seen that the noted configuration is the 
only way to have n ~> 7. 
Suppose x, y and z are not on a line. We distinguish two cases. In the first, some 
point in X is equidistant from two of x, y and z. This is i l lustrated in Fig. 15(7t for 
u c ±xy. By symmetry, u and u' have the same count, and v, v', w and w' have the same 
count. If n = 8 and a third point  has count 2, then at least four points have count 2 
However, Theorem 3(a)-(c) then implies that n ~< 6, a contradict ion,  so in fact n <~ 7 
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It is possible to have n = 7 in this first case, but only if some equilateral triangle has 
two count-2 vertices, as in various configurations in Fig. 14. 
In the second case, no pair of points in {x, y, z} form the base of an isosceles triangle 
in X. In particular, triangle xyz is scalene and determines both distances for each of x, 
y and z. Let uv denote the circle through u centered at v. Then the only points in 
X besides x, y and z would be at the triple intersections yxmZyC~xz and xynyzc~z~. 
Because x, y and z are not on a line, each triple intersection occurs at most once, so 
n~<5. 
6. Proofs for Theorem 3(f)-(i) 
(f) Let X = {x, y, a, b, c, d, e} with x and y count-2 points. We suppose that 
a through e are count-3 points and will show that this is impossible. That is, 
f=  2233333 is not in Fv. 
We note first that it is impossible to add a point to a six-point configuration in 
{E0, . . .  , E7} of Fig. 1 so that f = 2233333 after the addition. The closest we can 
come fo r f '  = 123333 at E0 is 1333333 for R +. For E1-ET, we need to preserve the 
three count-3 points with an addition, and this can be done (E,, Es) but only at the 
expense of introducing a higher-count point in the manner shown at the top of Fig. 5. 
The following two consequences of the observation i the preceding paragraph, and 
our supposition that f = 2233333, will guide the rest of the proof: 
C1. If c~ and fl are two points in {a, b, c, d, e}, then ~fl = ~7 for some 7~X\{fl}. 
C2. Each of x and y has frequency vector (4, 2) or (3, 3). 
If C1 fails, then removal of a point, say fl, reduces f to 222333,  or an impossible 
smaller six-pointf' .  This is a contradiction because 222333 cannot be extended to f  
For C2, suppose x has frequency vector (5, 1). When the point with frequency 1 is 
deleted, it follows from Theorem 2(e) that the six-point remainder is R~- or R~- minus 
a vertex, and neither can yield f when a seventh point is added. 
We show next that x and y cannot form the shorter diagonal of an RR3 configura- 
tion. Suppose otherwise with a and b the other points of RRa: see Fig. 16(1). Because 
x and y cannot both be equidistant from c, d and e, C2 implies that one of them has 
frequency vector (4, 2). Assume this for x. We use the notation of Part I of the proof of 
Theorem 3(d) to assume without loss of generality that 
x(abcy)(de) 
and either 
I. y(abex)(cd), or 
II. y(abx)(cde). 
We can assume also that c is on the upper half of Cx in Fig. 16(1). Because c has only 
three distances to the points in {a, b, x, y}, it must be at Ca, c2, c3 or c4. In addition, C1 
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implies that some point is on Ca and some point is on C5. If c = c4, c satisfies this C1 
requirement. Otherwise, either e is distance xy to the right of y and I holds for y, or 
one of d and e is on C, and the other is on Cb. 
Suppose c = cl. Then d is on Cy (the circle through c centered at y), and e must be at 
distance xy to the right of y. But then e's count exceeds 3, so c = cl is impossible. 
Suppose c = c2, or c = Ca. Because c's count exceeds 3 if d or e is to the right of y. 
d and e must be on cy where it intersects Ca and C5 near c4. But then c again has 
a count that exceeds 3, so ce {c2, c3} is impossible. 
Suppose c = c4, so c forms an equilateral triangle with a and b. Then d, which is on 
the circle of radius c4y centered at y, is also on one of x,,, a,, and Yc. (Recall that xc is the 
circle through x centered at c.) It is easily checked that these positions force d's count 
to exceed 3, so c = c, is also impossible. We conclude that both a and b in Fig. 16(1t 
are not jointly in X. 
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We suppose next that x and y have frequency vector (3, 3). We can then assume 
either 
I. x(yab)(cde) or II. x(yab)(cde) 
y(xac) (bde) y(xcd) (abe). 
Suppose I holds, so bsyx ,  CSXy and d, escxnby:  see Fig. 16(2). The positions used 
there for b and c violate C1 (distance de is not repeated) and make some counts exceed 
3. The two ways of coming closest o f  = 2 2 3 3 3 3 3 occur when b s ±ay and c s ±,,x, 
and are shown at the top of Fig. 5. Two other possibilities (with count 4 for a, and 6 for 
b and c) are on the lower left of Fig. 14, but all symmetric placements of b and c, for 
which d, e E ixy, have at least one point with count 4 or more. If by ~ cx, then d and 
e are not on ±xy (when I cxnbyl = 2), and the asymmetry of the situation again forces 
some count to exceed 3. 
Suppose II of the preceding paragraph olds. Then x, y s Lab = ±ca and e ~ cxnay: 
see Fig. 16(3). Interesting cases include the second and third configurations in row two 
and the bottom right configuration (e in middle) in Fig. 14, but all have points whose 
counts exceed 3. Figs. 16(4)-(6) show the ways for ab = ay and ab = ax. When 
ab = ay, Fig. 16(4) shows the possible (c, d) positions o that the counts of a and b do 
not exceed 3, but in both cases the counts ofc and d exceed 3. Fig. 16(5) shows one way 
for ab = ax and positions for c and d that keep the a, b counts from exceeding 3. At 
(cl, dl), all of a, b, cl, dl have count 3 for the six points, but e does not exist since 
cxna~. = 0; at ((22, d2) , c2's count is 4. And in Fig. 16(6), the other way for ab = ax, the 
counts for the cz exceed 3 in their six-point situations. 
Hence II fails to produce f unless ab ~ {ax, ay} and, symmetrically, cd(~ {cx, cy}, in 
which case a has three distances to {b, x, y} and c has three distances to {d, x, y}. 
Therefore, to keep counts from exceeding 3, 
ac, ad, ae s {ab, ax, ay}, 
ca, cb, ce ~ {cd, cx, cy}. 
By the structure of {a, b, c, d} in Figs. 16(3)-(6), we have ac < ad, ca < cb, and either 
ab < ad or cd < cb. Assume for definiteness that ab < ad. Then adz  {ax, ay}. It is 
easily seen that ax < ad, and therefore ad = ay. Moreover, ac < ad implies ac ~ {ab, 
ax}. Fig. 17(1) illustrates these two possibilities. The inner verticals have ac = ax; the 
outer, a'c' = a'b'. In both cases, d's count exceeds 3. This concludes the proof that 
x and y cannot both have frequency vector (3, 3). 
Assume henceforth that x has frequency vector (4, 2). We need to consider two main 
cases: 
III. x(yabc)(de) IV. x(abcd)(ye)  
y(xa ... )(bc ... ) y(xad ... )(bc ... ). 
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Case I I I  for y reflects the earlier RR3 elimination, and IV uses the fact that two points 
(x and y) cannot both be equidistant from three others. 
Suppose I I I  holds. Figures 17((2)-(4)) show the three ways that b and c have count 
~< 3 in {x, y, a, b, c}. With the earlier elimination of RR3 for x and y, the two O in (2) 
and (4) are the only ways of placing d (or e) on circle %. in (2) (4) so that no count 
exceeds 3 for {x, y, a, b, c, O}. 
Suppose Fig. 17(2) obtains. If d = O then y(xad)(bce), and e cannot be placed 
because dx lies inside cy, We therefore require y(xa)(bode), so x, y e Ld~, with d, e ccy. 
There are no (d, e) positions on cy that preserve count 3 for a and b. 
Suppose Fig. 17(3) obtains. Then y(xa)(bcde), so again d, e e c~. with x, y e ±,l~. In 
this case, all (d, e) placements on cy that preserve count 3 for c violate CI with respect 
to de. 
Suppose Fig. 17(4) obtains. If d = O, xe = xd will force a or c to have count 4. 
Otherwise, y(xa) (bcde), so d, e ~ c~, with x, y ~ ±de. The lower one of d and e, say e, must 
be at one of the two e points in the figure so that it does not increase c's count beyond 
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3. However, the left (d, e) pair increases c's count to 4 because of d, and the right (d, e) 
pair gives a and e counts that exceed 3. Hence case III cannot give f = 2 2 3 3 3 3 3. 
Suppose IV holds. I fy(xade)(bc),  IV is isomorphic to a subcase of III, so assume for 
IV that 
x(abcd)(ye), 
y(xad) (bce). 
Then x, ye  A-,a = -Lbc and eeyxc~cy. We assume, without loss of generality, that a is 
above d and b is above c and, by the symmetry of the situation, that e lies on or above 
the horizontal ine through x and y. Figures 17(5) and 17(6) show ad = ax and 
ad = ay, respectively. Because y is equidistant from a, d and x, these two figures are 
unique in {x, y, a, d} up to 180 ° rotation around the vertical through x, and f is 
unattainable in each case. In particular, b must be left of the point marked t to have 
yxc~by ~ O, and cd = cv or cd = 7d will be impossible, violating C1, unless Fig. 17(5) 
has b = t and e right of x, in which case a and d have count 4. 
Thus ad q~ {ax, ay}. Our earlier RR3 proscription also rules out ax = ay, so a has 
different distances to d, x and y. We therefore require ace  {ad, ax, ay}. Cases of 
ac = ad and ac = ax are shown in Figs. 17(7) and 17(8), respectively. We violate C1 in 
Fig. 17(7) for the points on the circle unless {y, a, b, c, d} forms Rs, in which case e's 
count exceeds 3. When Fig. 17(8) obtains, CI is violated for cd. This force ac = ay, 
which gives a similar violation of C1. Hence a's count is at least 4. 
This completes our analysis of IV and the proof of Theorem 3(f). 
(g) The four count-3 points in the configurations at the top of Fig. 5 form a square, 
and each has f = 2 2 3 3 3 3 4. 
(h) We assume that f2 = 2,f3 = 3 and n = 8. I f~f i  ~< 25 then X has at least three 
count-3 points, and if~f~ -- 26, which is true for the four configurations in the second 
row of Fig. 5, then X has at least two count-3 points because 22 3 4 4 4 4 4 has sum 27. 
Our proof of min ~f  = 26 looks for configurations with three or more count-3 points. 
We find exactly one, but its full f is 2 2 3 3 3 3 5 5 with count sum 26. 
Let x and y be the count-2 points. Each has frequency vector (6, 1), (5, 2) or (4, 3). 
Suppose x has frequency vector (6, 1). Then if y is one of the six points on x's main 
circle, it has at least three distances there. And ify is the odd '1' for x, then its 2 count 
makes it equidistant to three of the 6 on x's main circle and forces y = x. Hence (6, 1) is 
impossible. Similarly, if x has frequency vector (5, 2) then y is one of the '5', xy  must be 
the shorter diagonal of an RR3 configuration, and the other two points on x's main 
circle are equidistant from y. Thus, each ofx and y has frequency vector (5, 2) or (4, 3), 
and if (5, 2) then the restrictions just noted apply to the other count-2 point. 
Suppose x has frequency vector (5, 2). Let p and q complete RR3 for xy  as shown in 
Fig. 18(1). The other two points on x's main circle must be {r, r'}, {s, s'} or {t, t'} i fX is 
to have at least three count-3 points. 
Suppose {r, r'} obtains in Fig. 18(1). Then p and r have counts 4 and 3, respectively, 
in the six-point set thus far, so the final two points are added to preserve the 3 count 
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for r and/or r'. The other points that do this and have distance yx or yr to y are a, a', 
b and b' in Fig. 18(2). Because x has count 2, we must use {a, a'} or {b, b'}. The first has 
f = 2 2 3 3 5 5 5 5 with sum 30, and the second has f = 2 2 3 3 3 3 5 5 with sum 26. The 
latter is shown in the second row of Fig. 5. 
Suppose {s, s'} obtains in Fig. 18(1), so all four of p, q, s and s' have count 3 in the 
first six points. It is not possible to preserve the 3 counts of s and s' with additions 
because there are no triple intersections not already occupied for allowed circles 
centered at y, s and s'. There are two feasible ways to preserve the three count of s (but 
not s'), shown by {a, a'} and {b, b'} in Fig. 18(3). Both havef  = 2 2 3 4 4 5 7 7 with sum 
34. The only way to approach the min imum sum is to preserve the 3 counts of p and q, 
and this can be done only with additions that create equilateral triangles for (p, y) and 
(q, y). The resulting configuration is at the far right in the second row of Fig. 5 and has 
f =- 2 2 3 3 4 4 4 4 with sum 26. 
128 P. Erdbs, P. Fishburn /Discrete Mathematics 175 (1997) 97-132 
Suppose {t, t'} obtains in Fig. 18(1). Then p and t have counts 4 and 3, respectively, 
thus far, so we focus on preserving the 3 count of t and/or t'. The only near-minimum 
configurations that preserve the 3 counts of both and are shown by {a, a'} and {b, b'} 
in Fig. 18(4). For {a, a'},f= 22334455 with sum 28. And {b, b'} is similar to the 
{b, b'} case of Fig. 18(2) with f=  22 3 333 55 and sum 26. 
This completes our analysis of frequency vector (5, 2) for x and, symmetrically, for y, 
so we assume henceforth that both have frequency vector (4, 3). We now label the 
other six points by 1-6 and identify the four possible situations that can arise for x and 
y as follows: 
I. x(yl  2 3)(4 56) 
y(xl 26)(345) 
III. x(yl 2 3)(4 5 6) 
y(xl 4)(2 35 6) 
II. x(yl 23) (4 56) 
y(xl 5 6)(2 34) 
IV. x(yl  2)(345 6) 
y(x34) (1 25 6). 
We consider each in turn. Some secondary details will be omitted. 
1. Points 1 and 2 are similar to p and q above, 3x = xy, 6y = xy, and x, y ~ _l_,5. 
Figures 18(5) and (6) illustrate cases in which 4 and 5 are and are not on the vertical 
line through 1 and 2. By adjusting 4 and 5 near the points shown in Fig. 18(5) so that 
31 = 34 = 3y (cf. the third configuration in the second row of Fig. 5), we get 
f = 2 2 444 44 4 with sum 28 and can do no better. The asymmetric case is worse. For 
example, if 14 = lx and 24 = 21, then f= 22445667 with sum 36. 
II. Points x, y and 1 form an equilateral triangle, and x, Y~'±23 = -[-56 with 
4~5S~2~,. We approach sum 26 only under bilateral symmetry with 23 = 56 and 
4 ~ ,±~y. The sum minimizers are the two at the bottom of Fig. 4 (x and y on the same 
horizontal) with f = 2 22 44 4 55 and sum 28, and the configuration of Fig. 18(7) that 
has f = 22 3 344 5 5, also with sum 28. 
III. Again, x, y and 1 form an equilateral triangle, and x, Y~'±23 = -[-56. Now 
4 e 5x~xy. Configurations with partial bilateral symmetry have the minimum sum of 
27. There are two of these: see Figs. 18(8) and (9). 
IV. Our last case has x, yE ±22 = -1-34 = --[-56. Given x and y, placement of point 
5 determines the positions of the others. Figure 19 gives examples, the first two of 
which exhibit bilateral symmetry around "±xy and around the line through x and y. In 
such cases, 5 and 6 have the same count, and 1, 2, 3 and 4 have the same count. As 
point 5 moves along ±xy, we obtain the middle configurations in the second row of 
Fig. 5 with sum 26 as well as the first two in Fig. 19 with sum 32. A case with 5 ¢ -l-xy 
appears in the right of Fig. 19. It shows that two points can have count 3, but the sum 
there and in other asymmetric cases is well above 26. 
(i) Le t f  = 2 33 3 3 3 3 with frequency vector (4, 2) for the count-2 point x. We show 
that the only configurations that attain this are the two at the bottom of Fig. 5. 
Let 1-6 denote the count-3 points in X, assume that x(12 34)(5 6), and consider 
ways that 1-4 have distance counts within Y = {x, 1, 2, 3, 4} of 3 or less. We let 
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T signify an instance of an equilateral triangle in Y that uses x and two points in { l, 2, 
3, 4}. The possibilities for Y are partit ioned as follows: 
I. Yhasno  T, 
II. Y has exactly one T, 
III. Y has an RRs, i.e., two T's that share a side, 
IV. Y has two T's but no RRs. 
We assume in our analysis of each case that I 4 have counts that do not exceed 
3 within Y, and we look for placements of 5 and 6 on a second circle centered at x that 
produce f for the entire set. 
I. Because each point in { 1, 2, 3, 4]. is equidistant from two others, these four 
points must form R 4 or  Rs minus a vertex: see Figs. 20(1) and (2). A third possibility is 
an equilateral triangle for {1, 2, 3} with 4 on the perpendicular bisector of a side, but 
this is an instance of III. To have counts that do not exceed 3, points 5 and 6 must lie 
on two or more perpendicular bisectors (possibly coincident) of line segments in Y. 
Sample placements are indicated by O in Figs. 20(1) and (2). However, all such points 
(not on the circle) force one or more points in { 1, 2, 3, 4} to have a count that exceeds 3. 
Hence I cannot occur under the hypothesis for (i). 
II. Let {x, 1, 2} be the only instance of T. To avoid III, neither 3 or 4 is equidistant 
from 1 and x, or from 2 and x, and to avoid IV, {x, 3, 4} is not an instance of 7'. 
Figures 20(3) and (4) show realizations of II when 3 ~ 2_ 1 ~, with positions for 4 denoted 
by O, and Figs. 20(5) and (6) show the only other possibilities for II. Every point of [ l, 
2, 3, 4} in Figs. 20(3)-(6) has count 3 within Y, and careful considerations of the 
geometry of the eight cases show that il is impossible to add another point without 
increasing one or more of those counts. We omit the details. 
III. Let Ix, 1, 2, 3} form RRs. Point 4 must be on a perpendicular bisector of a line 
segment between two points in {x, 1, 2, 3}. The four distinct possibilities for 4 are 
shown in Figs. 20(7)-(9). Point 4 = 4a is the only count-3 point in Y in Fig. 20(7), and 
5 and 6 must lie on one of the three circles centered at 4. They must also be on at least 
two perpendicular bisectors for Y. The only points that satisfy these constraints are 
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the two that complete R~-, but both are on x's main circle. The two cases hown in Fig. 
20(8) have count 3 within Y for each of 1, 3 and 4, and no points can be added for 
either without increasing the count of at least one of 1, 3 and 4. The final case, in Fig. 
20(9), has count 3 within Y for points 3 and 4 = 4d. The only points not on x's main 
circle that maintain those counts and lie on at least two perpendicular bisectors for 
Y are marked ~ and ft. But neither the ~ pair nor the fl pair yields f because the new 
points have count 4. 
IV. Let {x, 1, 2} and {x, 3, 4} be the instances of T. With RR3 excluded, Figs. 21(1) 
and (2) show the only two ways that two points in { 1, 2, 3, 4} have count 2 within Y. 
The only additions to Fig. 21 (1) that preserve the 3-counts of 1 and 4 within Y and lie 
on at least two perpendicular bisectors for Y are a, b, c, and two more points on -L2a 
below point 2. Because x has the same distance to a, b and c, we consider two of them 
for points 5 and 6. Point c and a or b is unsatisfactory because c would have count 4, 
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but a and b fit perfectly and give the configuration for f on the lower left of Fig. 5. 
Similar considerations for Fig. 21(2), where the count-3 points within Y are 2 and 3, 
show that only additions a and b suffice as points 5 and 6. The result is f and the 
configuration on the lower right of Fig. 5. 
We note in passing that if all of a, b and c are added to Figs. 21(1) and (2), their 
8-point count vectors are 2 3 3 3 3444, for a sum of 26. However, if c is positioned 
differently on -[-23, we get the lower right configuration of Fig. 1 which was used 
earlier to verify }~s = 24. 
Places for {x, 3, 4} relatively to {x, 1, 2 I, that differ from Figs. 21(1) and (2) and their 
similar configurations, have count 3 for each point in {1, 2, 3, 4} within Y. We 
illustrate two cases in Figs. 21 (3) and (4). In Fig. 21 (3), the only additions that preserve 
count 3 for 1-4 are where -[-23 intersects the circle, which yields R;-. In Fig. 21(4), 
where angle 2x3 is 30 °, the only additions that preserve the initial 3 counts are the four 
points on the square. If a and b, which are equidistant from x, are used as 5 and 6, their 
counts in X are 4, so the resulting count vector is 2 3 3 3 3 4 4. 
As triangle {x, 3, 4} moves around x's main circle with {x, 1, 2} fixed at the bottom, 
we continue to get a pair of points like the ~'s in Figs. 21(3) and (4) that lie on _1_23 and 
preserve the counts of 3 for the points in {1, 2, 3, 4}. No other such points arise for 
count preservation except when angle 2x3 is a multiple of 30 °. The special things that 
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occur  for those cases a l low the fo l lowing count  vectors: 2333333 at -30  ° 
[Fig. 21(1)], 2 3 3 3 3 4 4 at 30 ° [Fig. 2l(4)] ,  2 3 3 3 3 4 4 at 60 ° [Fig. 20(9)], 2 3 3 3 3 3 3 
at 90 ° [Fig. 21(2)], and 1 3 3 3 3 3 3 at 120 ° [Fig. 21(3)]. Hence  case IV yields the two 
vers ions fo r fnoted  in Theorem 3(i), but  no others. 
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