Bayesian modeling is now ubiquitous in problems of large-scale inference even when frequentist criteria are in mind for evaluating the performance of a procedure. By far most popular in literature of the past decade and a half are empirical Bayes methods, that have shown in practice to improve significantly over strictly-frequentist competitors in many different problems. As an alternative to empirical Bayes methods, in this paper we propose hierarchical Bayes modeling for large-scale problems, and address two separate points that, in our opinion, deserve more attention. The first is nonparametric "deconvolution" methods that are applicable also outside the sequence model. The second point is the adequacy of Bayesian modeling for situations where the parameters are by assumption deterministic. We provide partial answers to both: first, we demonstrate how our methodology applies in the analysis of a logistic regression model. Second, we appeal to Robbins's compound decision theory and provide an extension, to give formal justification for the Bayesian approach in the sequence case.
Introduction
Suppose that we observe an n-dimensional random vector,
where Θ = (Θ 1 , ..., Θ m ) T is an unknown vector of m parameters Θ i ∈ T ⊆ R of interest and p is a known function. In a large-scale study, m is large and, importantly, Θ i (but not necessarily y i ) are in a sense treated symmetrically by p. The task is to use the observations, Y = (Y 1 , ..., Y n ) T , Y i ∈ Y ⊆ R, to make certain decisions regarding each parameter Θ i or, more generally, regarding only the Θ i in a subset of parameters selected after viewing the data. For example, in a multiple testing problem, for each i = 1, ..., m we decide whether to reject the null for Θ i or not (the latter equivalent to "insufficient information to decide"). In sign classification, for each i = 1, ..., m the decision may be one of "positive", "non-positive" or "insufficient information". If effect size is the matter, we will be interested in giving a point or interval estimate for each Θ i , i = 1, ..., m, or only for Θ i corresponding, for example, to the K largest estimates.
Even when intended for situations with nonrandom Θ i , modern methods for largescale inference often formally add the assumption that the Θ i are exchangeable random variables,
where g(θ ) = g(θ) if θ is a permutation of θ. Two general approaches differ in the way they treat g. In the empirical Bayes approach, (2) is usually specified by
independently for i = 1, ..., m, whereg is nonrandom and unknown to some extent. The hierarchical Bayes (or "fully Bayes") approach takes Θ i to be conditionally i.i.d. giveñ g (this is in fact the only way to achieve exchangeability in (2) for every m, see Hewitt and Savage, 1955) , which is assigned a fully specified (i.e., known) distribution. Maybe the most famous example is the James-Stein estimator, which addresses a frequentist problem but has an empirical Bayes interpretation (appearing already in Stein, 1962) as well as a hierarchical Bayes interpretation (see Lindley and Smith, 1972) .
The James-Stein estimator is indeed a prototypical example for an empirical Bayes method (Efron, 2012 , opens his textbook with this example), but, more precisely, it is a parametric empirical Bayes procedure, meaning thatg above is assumed to belong to a parametric family of distributions. A nonparametric empirical Bayes approach is more ambitious, in that it modelsg as a member of some large nonparametric family. Nonparametric empirical Bayes methods for estimation problems are old and new at the same time, admitting a long list of modern references (Jiang and Zhang, 2009; Koenker and Mizera, 2014; Efron, 2016 , are few of many examples), but also going back to the pioneering work of Herbert Robbins (e.g., Robbins, 1956 ) and relates to a seminal paper by Kiefer and Wolfowitz (1956) . There are basically two approaches to the nonparametric empirical Bayes problem, f -modeling and g-modeling. The first is applicable when the functional of g of interest, usually a Bayes rule, depends on g only through the mixture f (y) = p(y; θ)g(θ)dθ; in that case, it is possible to estimate the functional directly using an estimatef , although analytical properties of the functional are not automatically preserved, see Koenker and Mizera (2014) . The second approach tries to recover the mixing distributiong in the first stage, and then plug the estimate into the functional of interest. Here, the first stage is essentially pursuing the nonparametric MLE (NPMLE, hence the connection to Kiefer and Wolfowitz, 1956) , but approximations to the exact NPMLE are usually sought for efficiency, both statistical and computational. Because observations arrive on the y-scale rather than θ-scale, g-modeling is more challenging, but, on the upside, it is more flexible as any functional of g can be estimated by substituting g for g. Moreover, analytical properties of the functional are obviously preserved.
In the special sequence model, where the likelihood (1) simplifies to
independently for i = 1, ..., m, if we take Θ i to be i.i.d. as in (3), then Y i is (unconditionally) independently distributed accodring tof i (y) = p i (y; θ)g(θ)dθ. There is substantial existing work offering f -modeling empirical Bayes methods in the sequence model. Estimation of location parameters has been considered in Zhang (1997) ; Brown and Greenshtein (2009); Efron (2011) ; Koenker and Mizera (2014) relying on Tweedie's/Brown's formula for the posterior mean; and Kwon and Zhao (2018) develop their own formula for estimating multiple unknown variances. For hypothesis testing, most of the existing empirical Bayes methods also model on the y-scale, for example Efron et al. (2001) ; Efron (2008) ; Sun and Cai (2007) ; Sun and McLain (2012) . Still, f -modeling is limited even if we restrict attention to the sequence model. For example, if we want to classify the sign of Θ i or estimate a credible interval for Θ i , f -modeling is not as useful. With g-modeling, on the other hand, this is straightforward once we have an estimate ofg, because we can then plug it into Bayes's rule to estimate the posterior distribution at any given y. In the sequence model, efficient g-modeling programs have been proposed, e.g., in Dicker and Zhao (2016) ; Efron (2016) . As soon as we move away from the sequence model, however, the "deconvolution" problem becomes much harder, and we not aware of any methodological work done in that direction.
In this paper we offer nonparametric hierarchical Bayes methodology to address large-scale inference problems. The modeling of the data can be considered a nonparametric equivalent of a random-effects model. Specifically,g itself is treated as a random draw from a hierarchical Beta model that encompasses a very rich class of piecewise constant densities, but at the same time features strong regularization through (marginal) dependence. Our point of view is nevertheless frequentist: the parameter Θ in (1) is assumed nonrandom, and using (2) is just a legitimate choice of the statistician in devising data-dependent decisions.
For the sequence model (4) we thus offer a fully Bayes alternative to existing gmodeling empirical Bayes methods, for example those of Jiang and Zhang (2009) ; Efron (2016) . When applying our methods in the sequence model, we give special attention to the problem of testing a composite null hypothesis. Specifically, we focus on cases where Θ i in (4) are location parameters and the task is to test, for i = 1, ..., n,
Vs.
A standard method that controls the false discovery rate (FDR) in this problem is the Benjamini-Hochberg (BH) procedure applied to one-sided p-values; for example, when Y i ∼ N (Θ i , 1), this amounts to feeding the BH procedure with P i = 1−Φ(Y i ). However, because H 0i is composite, methods that learn (estimate) a mixture distribution for the nulls are potentially much more powerful (Sun and McLain, 2012) . To support our frequentist perspective, we provide a justification for employing Bayesian methodology even when Θ i are nonrandom, through the connection to compound decision theory. While the basic connection between compound decision problems and a "marginal" Bayesian problem is by no means new (Robbins, 1951; Zhang, 2003) and has even been extended beyond the symmetric sequence case (e.g., Weinstein et al., 2018) , we provide a new result.
But our methods are more broadly applicable than existing deconvolution-based methods, in that they are not limited to the sequence model. Indeed, we demonstrate how our methods apply in a case where there is no reduction from (1) to (4). Specifically, we implement our hierarchical Bayes methods to analyze data from a logistic regression model in which Θ is the vector of model coefficients β, and Y i ∼ Bernoulli(µ i ) for µ = Xβ. Our shrinkage estimates achieve a very substantial reduction in the mean squared error compared to other methods, for example the 'debiased' estimates of Sur and Candès (2019) .
The paper is organized as follows. In Section 2 we provide some theoretical foundation for our methods, taking a compound decision viewpoint in the case of the sequence model. We review Robbins's original idea, and propose an extension of the compound decision framework to selective inference. Section 3 describes our methodology in detail. The first example, focusing on testing of composite nulls in a normal sequence model, is presented in Section 4. Section 5 follows with the second application in a logistic regression model, where the focus is on estimation. We conclude with a short discussion in Section 6.
A compound decision perspective
Before describing our hierarchical Bayes methodology, we would like to provide some theoretical basis. In this section we motivate the hierarchical Bayes/empirical Bayes modeling for the problem from an entirely frequentist perspective-at least for a special case of the sequence model referred to in the Introduction. More specifically, suppose that the likelihood can be written as in (4) withp i ≡p. We call this the symmetric sequence model. Then we show that if we frame the inferential task as a compound decision problem with an appropriate loss, then the oracle versions of the Bayes procedures we implement exhibit an appealing optimality property for every fixed Θ.
As mentioned above, our results in this section are stated only under the symmetric sequence model. Extensions do exist, however. For example, the non-symmetric case where each independent Y i is observed along with a covariate, say ϑ i , can be in a sense reduced to fit the symmetric sequence model by applying the ideas of Weinstein et al. (2018) .
Throughout this section, then, assume that Θ i are nonrandom and, unless specified otherwise, that
independently for i = 1, ..., m. In a large-scale study we are going to observe the Y i and make individual decisions regarding all or some of the Θ i , where, loosely speaking, there is some symmetry in the problem with respect to the Θ i . Of course, if we want to speak of the adequacy of any decision rule, we have to first formalize the problem. A decisiontheoretic framework was proposed by Robbins for the case where we are interested in making a decision about each of the m coordinates. Thus, let δ be a rule mapping the observed vector y to m individual actions δ(y) = (δ 1 (y), ..., δ m (y)) ∈ A m , one for each of the original coordinates. The loss incurred is the average of the individual losses,
where L(a, θ) is some loss function defined over A × T . Accordingly, the risk of δ is
Robbins called a problem that can be cast as above a compound decision problem, cf. Robbins (1951) . His ingenious observation was that, if we restricted attention to separable decision rules, meaning that δ i (y) =δ(y i ) for a common (but arbitrary) functionδ : Y → A, then the risk can be written as
where expectation in the last term is taken over (Z, Ω, U ) jointly distributed according to
In words, the compound risk for the original m-dimensional problem can be written as the Bayes risk for a single copy of the problem, where the parameter has the empirical distribution of the original (nonrandom) Θ i . Unless specified otherwise, whenever we refer to Z and Ω throughout the manuscript, it should be understood as the pair with the specific joint distribution induced by (9). It is now obvious that the Bayes rule,
is the optimal separable rule, in the sense that it minimizes (7) over all rules of the restricted form. Note that this optimality is for every Θ, a much stronger notion than, for example, minimaxity. Of course, the problem is that t * depends on Θ, so it is not a legal procedure but rather an "oracle" rule. However, this dependence is only through the empirical distribution of the Θ i , say G m , which can be replaced by an estimate ofg under a postulated model given by (6) and (3) withg unknown and nonrandom. This is exactly the nonparametric empirical Bayes setup, and the pursuit to recoverg is colloquially known as the deconvolution problem. Once we obtain an estimate G m , we can plug it into (10), now viewed as a functional of G m . See Zhang (2003) for a more comprehensive account. A compound decision problem classically entails that a decision is made for each of the original m parameters. Suppose now that we have a (predetermined) selection rule I, taking Y as its input and outputting a subset I(Y) = I ⊆ {1, ..., m} of indices corresponding to selected parameters. We can consider a selective version of the compound decision problem, where decisions are made only for the selected coordinates. Thus, let δ S be a rule that returns a vector δ S (y) = (δ S 1 (y), ..., δ S m (y)) ∈ A m with δ S i (y) set to an arbitrary element of A if i / ∈ I. The loss incurred is now taken to be
and, correspondingly, the risk is
Now restrict attention to marginal selection rules by requiring that
where Γ is some fixed measurable subset of Y. If the selection rule is marginal and the decision rule is separable, then the risk (11) is equal to
We are again interested in the ruleδ S * that minimizes (12) overδ S for a given Γ. We now show how this question fits the framework of Yekutieli (2012) , which will, in turn, reveal the optimal solution. Yekutieli (2012) proposed selection-adjusted Bayesian inference, where in his framework there is some "ordinary" loss function but, crucially, the Bayes risk is computed with respect the selection-adjusted joint distribution of the parameter and the data. He considers the different cases of a "random parameter", "fixed parameter" and a "mixed parameter", that give rise to different selection-adjusted joint distributions. Now define
to be the selection-adjusted joint distribution of (Z, Ω), the subscript Γ used to distinguish it from the unadjusted joint distribution. Writing (12) as
we see that (12) and
differ only by the constant P(Z ∈ Γ). Yekutieli (2012) calls (14) the average risk incurred in selective inference for Ω, and shows in general that it is minimized by taking for each z the actionδ S * (z) that minimizes
over a, where he defines
But for the selection-adjusted joint distribution in (13), we have, for z ∈ Γ,
, which is the same as the (unadjusted) posterior distribution of Ω given Z = z, where (Z, Ω, U ) were defined when discussing the non-selective case. We conclude that the optimal separable rule is again (10) regardless of Γ.
In what follows, we apply the general results above to specific tasks in large-scale inference. Thus, for hypothesis testing, confidence interval construction and point estimation, we pose the problem in the usual or selective compound decision framework above. For each case, we will need to instantiate the general framework by specifying the action space A and elementary loss function L, and whether the usual framework or selective framework applies. We then identify the best separable rule. Note that we cannot directly use the optimality results of, e.g., Sun and McLain (2012) , because these assume Θ i are random.
1. Testing for positive effects. Of central interest in this paper is the problem of multiple testing for composite nulls. Specifically, for testing (5) we consider the risk (7) with the elementary loss function
as in Sun and McLain (2012) . Above, the action a = 1 corresponds to rejecting the null, and a = 0 means we decide not to reject. By (8), the posterior expected loss for any fixed Θ is
is the local false discovery rate. It is now easy to see that the best separable rule is
In the examples of the following sections we work in a Neyman-Pearson (NP)-like framework, where the objective is to design powerful tests subject to some Type-I error rate control. Hence, it would add to the appeal of the solution in (16) if we could justify it within a NP framework. The connection between the compound decision problem and the NP problem was studied carefully in Sun and Cai (2007) and Sun and McLain (2012) . Specifically, Sun and McLain (2012) show for any m and when Θ i are i.i.d., the two problems are equivalent in the sense that there exists λ > 0 such that (16) is not only the best (i.e., orcale) rule for the compound decision problem, but it is also best in the sense that it minimizes the expectation (over Θ) of
} over all tests that reject H 0i whenever t(Y i ) ≤ τ for some function t(·) and a constant τ , and control the expectation of
Because we have translated the compound decision problem for fixed Θ to a marginal problem where Ω is random, we can apply the result of Sun and McLain (2012) with m = 1 and arrive immediately at Corollary 1. Consider the collection of all (separable) tests that reject H 0i whenever t(Y i ) ≤ τ for some function t(·) and a constant τ . Then, among tests in this class that have smaller or equal mFDR, (16) has minimum mMDR.
Remark. It is easy to show that mFDR = P Θ {Ω ≤ 0 t(Z) ≤ τ } exactly for any fixed Θ, and a similar calculation applies for mMDR. For example, this follows from Theorem 1 in Storey (2002) with m = 1, after rewriting mFDR in terms of (Z, Ω). This identity can be used to obtain a direct proof of Corollary 1, that is, without appealing to Sun and McLain (2012) . In fact, using the identity above we can show that the corollary holds in a stronger sense, namely, when allowing any separable rule.
2. Selective interval estimates. In large-scale studies, it would often be of interest to give interval estimates for Θ i selected after viewing the data. Take A to be the set of all measurable subsets of Y, and consider the loss
where |A| is the Lebesgue measure of A (if A is an interval, this is simply the length). The posterior expected loss for any given A is
Candidates for minimizing the posterior expected loss are clearly only "highest posteriordensity" regions, namely, subsets of Y that have the minimum Lebesgue measure among all regions that capture the same posterior probability. The latter property can be considered a Neyman-Pearson "equivalent" of decision-theoretic optimality for the loss function above, and is a natural criterion to pursue.
3. Selective point estimates. Sometimes we want to give point estimates for Θ i selected after viewing the data, e.g., Efron (2011); Reid et al. (2017) . If the selection rule is marginal (as defined earlier), then, by the argument above, the optimal separable rule for squared loss is the "usual" Bayes rule, i.e., the posterior expectation.
The L level hierarchical Beta model
The hierarchical Beta model is a sampling scheme we use for generating distributions with density functions that are piecewise constant on subintervals of [a min , a max ] ⊆ R with endpoints a = (a 0 , a 1 , ..., a I ), where I = 2 L and a min = a 0 ≤ a 1 ≤, ..., ≤ a I = a max . The model consists of the following components.
a. Independent Beta random variables. The basis of the sampling scheme is a sequence of I − 1 independent Beta random variables, φ l,j ∼ Beta(α l,j , β l,j ) with l = 1, ..., L and j = 1, ..., 2 l−1 .
b. Decision tree. Given the Beta random variables φ = (
, is generated as follows:
c. Probability vector. It is important to note that given φ, index δ(d) may be directly generated as a single multinomial realization with probability vector
), whose components are products of the Beta random variables, defined hierarchically as follows. For the first level of the hierarchy we define π 1,1 = 1 − φ 1,1 and π 1,2 = φ 1,1 . For the second level of the hierarchy we define
, and π 2,4 = φ 2,2 · π 1,2 . In the l = 3, ..., L level of the hierarchy, for j = 1, ..., 2 l−1 we define π l,2·j
Step function pdf. Given a probability vector π = (π 1 , ..., π I ) and endpoints vector a = (a 0 ≤ a 1 ≤, ..., ≤ a I ), we define a distribution with a pdf that is a step function whose values are the components of π at sub-intervals that are specified by the components of a,
In Figure 1 we provide a schematic for a L = 3 level hierarchical Beta model. The schematic reveals that all node probabilities are sums of lower level node probabilities; for L < L, levels l = 1, ..., L of the hierarchical Beta model form a L level hierarchical Beta model; the probabilities cumulative sums sequence for level L ,
Generative model for the data
For our analysis we assume that Y = (Y 1 , ..., Y m ) are generated by the following hierarchical model. Definition 1.
1. For l = 1, ..., L and j = 1, ..., 2 l−1 , generate iid φ l,j ∼ Beta(1, 1).
4. Generate Y ∼ p(y; Θ).
Remark. Let P S = P S (a) denote the subset of distributions with pdf's that are step functions on intervals whose endpoints are the components of a and density 0 for θ / ∈ [a min , a max ]. The one-to-one mapping in (17) between probability vectors and distributions in P S allows us to specify a distribution on P S . For π S ∈ P S corresponding to probability vectors π, D hBeta (π S ) is the density that the generative model assigns to π. Note also that in the generative model of Definition 3 we may equivalently sample Figure 1: Schematic of L = 3 hierarchical Beta model. φ 1,1 , φ 2,1 , ..., φ 3,4 are independent Beta random variables. For l = 1, ..., L and j = 1, ..., 2 l , probability π l,j is the product of the Beta random variables on the edges connecting it to the root node (solid black circle). The probabilities at level L specify the step function pdf:
Θ i from the distribution whose pdf is the step function (17). This yields an equivalent representation for the model in Definition 3: sample π S ∼ D hBeta (π S ) and then for
∼ π S and then sample Y ∼ p(y; Θ).
In the next sections we derive expressions for the conditional distribution of the hierarchical Beta model, first given the parameter vector Θ, and then given (only) the data vector Y. To do so we define a set of indicators that encode the outcomes of the generative model.
= 1 and N i l,k = 0 for all other k ∈ {1, ..., 2 l }. In particular, N i L,k = 1 if and only if δ i = k. We also define
Posterior distribution for the no-noise case
The no-noise case refers to the case that we get to observe Θ 1 , ..., Θ m without noise. Observing Θ 1 , ..., Θ m , yields index vector δ = (δ 1 , ..., δ m ) and determines the node counts N l,k for l = 1, ..., L and k = 1, ..., 2 l−1 . Notice that in the generative model of Definition 3, for l = 1, ..., L and k = 1, ...,
. This means that in the nonoise case the posterior distribution of hierarchical Beta model in Definition 3 is a L-level hierarchical beta model with φ l,k ∼ Beta(1 + N l;2,...,k−1 , 1 + N l;2,...,k ).
Remark. In addition to the step function intervals
For l = L, ..., 1 and j = 1, ..., 2 l−1 , we recursively join two intervals at a time, thus defining I l−1,j = I l,2·j−1 ∪ I l,2·j . Per construction, the hierarchical Beta model assigns probability π L,j to to I L,j . The recursive additive relation that π l−1,j = π l,2·j−1 + π l,2·j , implies that the hierarchical Beta model further assigns probability π l,j to interval I l,j . While the multiplicative relation that π l,2·j−1 = π l−1,j · φ l,j , implies that φ l,j is the conditional probability of I l,2·j−1 given I l−1,j and that 1 − φ l,j is the conditional probability of I l,2·j given I l−1,j .
In our hierarchical Bayesian approach π l,j is estimated by its expectation E(π l,j ). In the generative model of Definition 3, π l,j is the product of l i.i.d. Beta(1, 1) random variables, thus its expectation is (1/2) l . We have shown in the previous subsection that the conditional distribution of φ l,j given Θ is Beta(1 + N l,2·j−1 , 1 + N l,2·j ), with expectation E(φ l,j |Θ) = (1 + N l,2·j−1 )/(2 + N l−1,j ). Thus our updated estimate for π L,j is E(π L,j |Θ), given by the product of the expectations of the L corresponding Beta random variables. In Examples 1 and 2 we compare our estimator with the empirical probability mass function estimator, N L,j /m. Example 1. In this simulated example, Θ consisted of 1000 i.i.d. U [0, 1] components. For L = 1, , ..., 20, we study the performance of the density estimator for the hierarchical Beta model,
We conducted a simulation study with 10 5 runs to evaluate our estimator. In each run, we consecutively generated L random variables: N 1 ∼ Binom(1000, 1/2), and then for l = 2, ..., L, we generated N l ∼ Binom(N l−1 , 1/2). As a j − a j−1 = (1/2) L , our estimator was given by
In Figure 3 we display the standard deviation of our density estimator. The simulation mean for our estimator was practically 1. We compare our estimator to the empirical probability mass function (PMF) estimator for the density:
In this example N L,j ∼ Binom(1000, (1/2) L ). Therefore this estimator is unbiased and has standard deviation
Example 2. In this simulated example, Θ consisted of 1000 iid sampled from a mixture of a N (0, 0.1 2 ) distribution truncated to the interval [0, 1] and two uniform densities:
For L = 10, we studied the hierarchical Beta estimator E(π L,j |Θ) for Pg(I L,j ), on the regular grid on [0, 1], a i = i/1024 for i = 0, 1, , ..., , 1024. We evaluated our estimator in 10 4 simulation runs. In Figure 4 we display the simulation mean, and the simulation mean plus standard deviation, for our estimator and for the empirical probability mass function estimator: N L,j /1000.
Posterior distribution for the noisy case
In this subsection we derive the posterior distribution of π and Θ for the general case that we only get to observe Y, and provide an algorithm for sampling it. For brevity we replace N L,k with N k and define the counts vector N = (N 1 , ..., N I ). For n = (n 1 , ..., n I ), with n k ∈ {0, 1, ..., m} and n 1 + ...
In the generative model of Definition 3, N|π is M ultinomial(m, π). Therefore, all δ ∈ A(n) have the same conditional probability given π and thus also marginal probability of being generated in the model of Definition 3. We denote this probability P(δ; n).
We express the posterior distribution of π as a sum over all I m possible values of δ,
Where π|δ is the posterior distribution of π for the no-noise case we derived in the previous subsection. The equality in (18) is because the conditional distribution π|δ On the Y-axis we show the simulation mean and simulation mean plus simulation standard error for the two estimators: the green curve corresponds empirical probability mass function estimator N L,i /1000; the blue curve corresponds to hierarchical Beta estimator E(π L,k |Θ).
and the probability P(δ) are the same for all δ ∈ A(n). Expression (18) reveals that the distribution π|Y is a mixture of hierarchical Beta models with the mixture weights given in the curly parentheses. While we may analytically derive each mixture weight in (18), assessing all I m mixture weights is unfeasible. In practice we evaluate the posterior distribution of π by Gibbs sampling algorithms for which we further derive the conditional distribution of Θ given Y and π,
where
In the hierarchical Beta model Θ i are conditionally independent given π. In the special case that Y i ∼p i (y i ; θ i ), as (Θ i , Y i ) are also conditionally independent given π, we may express
In Definition 2 we provide the Gibbs sampling algorithm for the sequence model Y i ∼p i (y i ; Θ i ) that we implement in Section 4 and 5 (??). In Step 3 we use the fact the conditioning on Θ corresponds to evaluating π for the no-noise case. For the logistic regression implementation in Section 6 we modify the sampling algorithm for the general case, that is, when the sequence model does not hold.
Definition 2. Algorithm for generating posterior samples (π
2. Repeat steps 3 and 4 for g = 1, ..., G.
For
); use the Beta random variables to compute π (g) .
Example 3. In this simulated example Θ consisted of 1000 i.i.d. components sampled from the truncated normal-uniform mixture of Example 2. However, we further generate Y, with
For L = 10, we studied the hierarchical Beta deconvolution estimator E(π 10,j |Y) for Pg(I 10,j ), on a regular grid with 1024 intervals on [−0.2, 1.2]. We evaluate the posterior mean of π 10,j with the Gibbs sampling algorithm 2. Our initial value for π (0) is a Dirichlet random variable with concentration vector α = (1, ..., 1). We evaluated the posterior mean of π 10,j with 20 independent runs of the Gibbs sampler, each consisting of 150 iterations. From each run we recorded iterations 51−−150, thus providing us with 2000 posterior realizations of π 10 = (π 10,1 , ..., π 10,1024 ). In Figure 5 we display the truncated normal-uniform mixture density (red curve) and the posterior mean density estimator E(π 10,j |Y)/(1/1024) (green curve). Recall that the components of π 6 = (π 6,1 , ..., π 6,64 ) are given by partial sums of the components of π 10 π 6,j = π 10,(j−1) * 16+1 +, ..., +π 10,(j−1) * 16+64 .
Thus, we may compute posterior realizations of π 6 by partial sum of the posterior realizations of π 10 . The blue curves in Figure 5 are posterior mean density estimator E(π 6,j |Y)/(1/64). In Figure 6 we display the realized values of of 4 out of 64 of the components π 6 in two runs of the Gibbs sampler. 
Application I: a simulation for the normal case
Our first example is a simulation study, where we take
for i = 1, ..., m = 10 4 , and the primary task is to test, for each i, the composite null hypothesis
We consider multiple testing procedures that reject H 0i whenevert(Y i ) ≤τ , where the mappingt(·) itself and the thresholdτ may depend on the data Y. We aim for procedures (t,τ ) that, for any fixed Θ, approximately control the false discovery rate,
.
Among tests that control the FDR, we prefer procedures that have smaller Type-II error, here measure by the missed discovery rate,
In practice, FDR and mFDR (defined earlier) are usually very close when selections are not too rare. Because we anyway do not insist on exact control of FDR, we will be content with procedures that approximately control mFDR instead of FDR. On a similar note, we allow ourselves to measure power via mMDR instead of MDR.
We generate Θ once, such that Θ i are i.i.d. from the probability mass functioñ
Then, using α = 0.1 and holding Θ fixed throughout, for each of K = 100 simulation rounds, we sample the Y i from (21) and compare five different multiple testing procedures on their (estimated) FDR and power. The five methods are described below.
Oracle Bayes. This is the optimal separable rule of Section 2, which we now write down explicitly for the current example. Let φ(z) be the density of a standard normal variate, Φ(z) its cdf, andΦ(z) := 1 − Φ(z). If the target mFDR level is α, then the oracle Bayes rule rejects H 0i whenever fdr(Y i ) ≤ τ * , where
and where τ * is the largest value of τ such that
is less than or equal to α. Now, by inspection of (23), we see that fdr(y) is decreasing in y no matter the values of Θ 1 , ..., Θ m . We conclude that the the oracle rule rejects H 0i whenever Y i ≥ y * , where y * is the value of y such that
is equal to α.
Hierarchical Beta. This is our proposed method. We apply the algorithm described in Section 3 with L = 7 levels and grid a = (a 0 = −5 < a 1 <, ..., < a I+1 = 5). Specifically, for each y, we (i) use the Gibbs sampler to obtain posterior samples of π, then (ii) for each posterior sample of π, compute an estimate Fdr(y) as the posterior probability P{Ω ≤ 0 Z ≥ y} under Ω ∼ M ultinomial(1, π), and finally (iii) take the average of these estimates as the final estimate for Fdr(y). We reject H 0i whenever Y i >ŷ * , whereŷ * is the smallest y such that Fdr(y) ≤ α.
Deconvolution (delta). The deconvolution methods of Efron (2016) are used to estimate a probability mass function for Θ i under the postulated model given by (4) and (3) withg treated as deterministic. In the terminology of Section 3, this amounts to estimating π where π is now treated as deterministic. We set pDegree = 7 and compute the estimate ofg with the optional argument deltaAt = 0, that tells the program to estimate a point mass at zero. To estimate a cutoff we proceed similarly as in the previous item.
Deconvolution. Same as the previous item, except we set deltaAt = NA, that tells the program not to treat any of the grid values specially.
Benjamini-Hochberg. We run level-α BH on the one-sided p-values
Table 1 displays average FDR and power for the different methods. For power we simply display the average number of rejections (instead of MDR). We note that the Gibbs algorithm we implement is very unstable: to obtain more trustworthy results in Table 1 , it is recommended to run the sampler more than once for each realization of Y, and average somehow, because the initialization can make a big difference in the outcome. We can see that the oracle and the Hierarchical Beta method both have FDR close to the nominal level 0.1. Hierarchical Beta seems to have larger power than the oracle, but this is only because there are realizations of the experiment where the former selects a cutoff resulting in a huge number (> 1000) of selected parameters. BH is very conservative and so is the deconvolution method with delta at zero, whereas the deconvolution without special treatment of zero is too liberal. Because in this example all five methods use the "right" test statistic Y i , the differences in performance have to do only with the choice of the threshold. BH loses a lot of power because it anticipates uniform p-values under the null, while many of the null P i are stochastically much larger than uniform. In that sense, the reason for which BH can be improved is different here than, for example, in Sun and Cai (2007) , who capitalize on the fact that in their setup the optimal statistic fdr(y) is not monotone in y.
Figures 6a and 6b show estimates of the local FDR and the "tail area", respectively, for the testing methods (excluding BH) and for a single realization of the experiment. The vertical colored tick marks in Figure 6b are the estimated cutoffsŷ * for the different methods. Each of the figures also includes credible intervals (shaded area) for the Figures 7a and 7b show point estimates and interval estimates for the same single realization of the experiment. Interest lies only in the 58 observations corresponding to null hypotheses rejected by the Hierarchical Bayes method, Y i ≥ŷ * = 3; this region is indicated by darker curves in both subfigures. The true parameter values for selected observations are indicated with dark orange points. The green line in the figure, representing the oracle, is instance-optimal in the sense of Section 2 for estimating the underlying parameters. The shrinkage (posterior mean) estimates produced by the Hierarchical Beta method and the deconvolution method (with delta at zero) are quite similar, both following the oracle Bayes rule closely for smaller values of the observations. For the selected observations, there is quite a big difference as compared to the oracle: the blue and purple lines in Figure 7a do shrink the naive estimatê Θ i = Y i substantially, but not enough. Figure 7b shows (estimated) 95% highestposterior-density credible intervals produced by the Hierarchical Beta method in blue, versus level-0.05 FCR-adjusted (symmetric) intervals of Benjamini and Yekutieli (2005) in black. Oracle "intervals" are not shown in this figure only because these are unions of at most 6 discrete points (on which the posterior mass concentrates), and displaying these might affect the appearance of the plot. The blue intervals are much shorter than the black ones, but also feature an entirely different shape; for example, they are not always contained in the black intervals. For this realization of the experiment, the true Θ i for selected observations were all covered by the blue intervals, whereas the black intervals missed one out of the 58 selected parameters.
(a) Point estimates for selected observations. 
Application II: hierarchical Bayes modeling for high dimensional logistic regression
In this section we consider a case in which model (1) may not be reduced to a sequence model (4). The components of Y are binary outcomes,
, for µ n×1 = Xβ for an observed design matrix X n×m and unknown vector of parameters, which we denote by β k×1 . We will implement our methodology on three simulated examples taken from Sur and Candès (2018) .
For our analysis we assume that Y is generated by the following hierarchical model.
Definition 3.
Step 3 of the sampling algorithm in Definition 2 we relied on the fact that in the sequence model, conditional on π the posterior distribution of Θ i depends only on X i . To derive a sampling algorithm for β i for the model in Definition 3, we further condition on the values of the other components of the parameter vector β (i) = {β j : j = i}. Thus we may express
where f (y|β i , β (i) ) is the probability of observing Y = y in the logistic regression model and f (β i |π) = f (β i ; a, π). Thus in the Gibbs sampling algorithm for the logistic regression examples, we replace
Step 3 of the algorithm of Definition 2 with the following sampling steps of the conditional distribution of β (g) given π (g) and Y = y.
The initial value of the coefficient vector is the maximum-likelihood estimate (MLE), β (1) = β M LE , and the initial value for the probability vector π (1) is the empirical mass
(i) ).
Applying the hierarchical Bayes approach in simulations
We apply our approach to the three simulated examples of Sur and Candès (2018) . In all three examples n = 4000 and k = 800. The components of X n×k are independent N (0, 1/n). In Example 1, β consists of 100 replicates of −10, 100 replicates of +10 and 600 replicates of 0. In Example 2, the components of β are iid N (3, 4 2 ). In Example 3, the components of β are with equal probabilities independent N (7, 1) or set to 0. We implemented a hierarchical beta model with L = 6 levels yielding step functions with I = 64 values and set a min = −24 and a max = 24. Thus in the probability scale the support of our step functions is from 3.8 × 10 −11 = exp(−24)/(1 + exp(−24)) to 1 − 3.8 × 10 −11 = exp(24)/(1 + exp (24)). In our Gibbs sampler we assign β j a grid of 1280 = 64 * 200 equally spaced possible values in [−24, 24] . For Examples 1 and 2, we ran the Gibbs sampler a single MCMC simulation consisting of G = 1000 iterations, iterations 101 to 1000 were used to evaluate the posterior distributions. For Example 3 we ran the Gibbs sampler 10 independent MCMC simulations each consisting of G = 150 iterations, we aggregated iterations 51 to 150 from each simulation and used the ensemble of 1000 iterations to evaluate the posterior distributions.
Results for Example 1
In Figures 1 and 2 we display the Gibbs sampler distribution of π = (π 1 , ..., π 64 ). For this example 403 of the 600 LASSO estimates for the β i = 0 coefficients were set to 0; the LASSO estimates for all β i = −10 coefficients were negative; the LASSO estimates for all β i = 10 coefficients were positive. In Figures 3 and 4 we compare the three estimates of β. The MSE for estimating β, 800 i=1 (β i −β i ) 2 /800, was 31.2 for the MLEβ = β M LE , 6.0 for the LASSO estimateβ = β LASSO , 3.0 for hierarchical Beta estimateβ = β hBeta . In Figure 5 we display the 95% hierarchical Beta credible intervals, which in our simulation cover 792 of the 800 components of β. In Figure  6 we compare three estimates for the success probabilities p = (p 1 , ..., p 4000 ), with
The MSE for estimating the linear predictor µ was 5.13 forβ = β M LE , 1.07 forβ = β LASSO , 0.56 forβ = β hBeta . The MSE for estimating p was 0.0394 for
the Bayes rule for estimating p is its posterior mean. For Gibbs sampler iteration g,
. Thus we may compute yet a fourth estimate for p, the mean of p (101) , ..., p (1000) . The MSE for estimating p for this estimate was 0.0134.
Results for Example 2
In Figure 7 we display the Gibbs sampler distribution of π = (π 1 , ..., π 64 ). For this example 63 of the 800 LASSO estimates were set to 0. In Figure 8 we compare the three estimates of β. The MSE for estimating β, was 33.4 for the MLEβ = β M LE , 12.8
for the LASSO estimateβ = β LASSO , 5.6 for hierarchical Beta estimateβ = β hBeta .
In Figure 9 we display the 95% hierarchical Beta credible intervals, which in this simulation cover 751 of the 800 components of β.
Results for Example 3
In Figures 10 we display the Gibbs sampler distribution of π = (π 1 , ..., π 64 ). For this example 410 components of β were 0, 167 of the LASSO estimates for these components were set to 0; of the remaining 390 coefficients, 11 of the LASSO estimates were set to 0. In Figures 11 we compare the three estimates of β. The MSE for estimating β, was 77.3 for the MLEβ = β M LE , 6.8 for the LASSO estimateβ = β LASSO , 4.7 for hierarchical Beta estimateβ = β hBeta . In Figure 12 we display the 95% hierarchical Beta credible intervals, which in our simulation cover 740 of the 800 components of β.
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Gibbs sampler disribution of Cofficient distribution CDF
Interval center CUMSUM of Interval probabilityhBeta post mean hBeta CI Oracle−Beta eCDF Figure 14 : Example 2 -Gibbs sampler distribution of the cumulative sum of the 64 interval probabilities. The blue curve is the mean of the cumulative sums of π (g) , g = 101, ..., 1000; the dashed blue curve are 2.5% and 97.5% quantiles of the 900 cumulative sums; the green curve is the empirical distribution of β. 
Interval center CUMSUM of Interval probabilityhBeta post mean hBeta CI Oracle−Beta eCDF Figure 17 : Example 3 -Gibbs sampler distribution of the cumulative sum of the 64 interval probabilities. The blue curve is the mean of the cumulative sums of π (g) ; the dashed blue curve are 2.5% and 97.5% quantiles of the 1000 cumulative sums; the green curve is the empirical distribution of β. 
Discussion
Hierarchical modeling is a well known approach for facilitating sharing of information between (conditionally) independent observations. Here we proposed a hierarchical Beta construction to implement in essence a flexible, nonparametric random-effects model. We analyzed the model and derived convenient expressions for posterior dis-tributions, and demonstrated its effectiveness in different simulated examples. Where most work in large scale inference assumes a sequence model, we consider a more general setup that encompasses, for example, generalized linear models. We view this work as another step towards building a more extensive toolbox-methodological, theoretical and computational-for analyzing large-scale data. Many challenges remain. On the theoretical side, establishing meaningful oracle benchmarks beyond the symmetric sequence model, will allow to formalize notions of optimality in a broader sense than that associated with the classical compound decision paradigm. As implied by our terminology, we advocate here the approach of Robbins where asymptotic instanceoptimality is sought, meaning that we compete with the best (restricted) rule for the actual underlying Θ rather than resorting to worst-case (minimax) analysis. On the methodological aspect, we would be interested in the future to extend the applicability of the hierarchical Beta model to even more general situations than (1), where the likelihood is Y ∼ p(y; Θ, η),
where η ∈ R q is a vector of unknown nuisance parameters. This includes, for example, the linear regression model, where we customarily do not know σ. One route that we would like to explore, is to treat σ as a nonrandom parameter, and obtain a likelihood profile for σ, so that in generating each point on that graph we effectively know the value of σ-bringing us back to the more amenable situation (1). Finally, an R package is being written for easy and faster implementation of the methodology.
