Fiducials in the form of intersecting straight lines are used to align the target in the final target chamber of the National Ignition Facility of Lawrence Livermore National Laboratory. One of the techniques used to locate these lines is the Hough transform. When two lines intersect at a 90 degree angle, it is tempting to orient the lines to horizontal and vertical directions. There are other possible angles at which the lines may be oriented. One question that arises while designing the fiducials is whether there is a preferred angle or range of angles that leads to higher accuracy. This work attempts to answer this question through detailed computer simulation.
INTRODUCTION
The National Ignition Facility (NIF), currently under construction at the Lawrence Livermore National Laboratory, is a stadium-sized facility containing a 192-beam, 1.8-megajoule, 500-terawatt, ultraviolet laser system for the study of inertial confinement fusion and the physics of matter at extreme energy densities and pressures [1] . The alignment of this high energy pulsed laser is a critical process requiring accurate measurement. If the beam alignment is not performed properly, expensive optics could be damaged. An automatic alignment (AA) system was designed and implemented to ensure successful delivery of high energy pulse in each of the 192 beams. Currently, 16 beam lines are operational. All the 192 beams will be operational by 2010, which is the start of the National Ignition Campaign.
Fig. 1: TAS CCRS
A typical image of a target chamber fiducial is shown in Fig. 1 . The algorithm needs to find the intersection of the two orthogonal lines that are located to the right of the thick vertical line at the center of Fig. 1 . In this paper, we artificially create these lines with various line thicknesses and rotations to evaluate the effect of these variables on the accuracy of the position measurement. One of the challenge of the simulation is to identify the effect of discretization of the line drawing algorithm on the measurement accuracy.
BACKGROUND
Hough transform (HT) is a technique for detecting features of a particular shape within an image [2, 3] . In one application of HT, it allows detection of lines in an image. In practical implementation of Hough transform [3] each line is represented by two parameters, namely θ − r , which are the distance and the angle of the normal to the to-bedetected line from the center of the co-ordinate system as shown in Fig. 2 . With these parameters the equation of the r θ value will appear to have a high peak in the accumulated Hough space, which will be proportional to the number of pixels belonging to the line. Detecting the peak in the Hough space detects the straight lines with the corresponding ) , ( i i r θ value. A polynomial interpolation in the Hough domain near the peak is used for the peak detection [4, 5] 
THE ALGORITHM
In order to determine an optimal orientation angle of two intersecting lines analyzed by the Hough transform, pairs of intersecting lines of varying angle and shading were created and analyzed through a line generation algorithm. Given an intersection point, the algorithm generated 81 pairs of lines at orientation angles between -2 and 2 degrees of step size 0.05 degrees for each unique line shading scheme. The lines were chosen to be 9 pixels wide, because this width matched most closely with test image from the NIF facility. As shown in the block diagram of Fig. 3 , each loop of the algorithm drew a horizontal and a vertical line 90 degrees apart at a given orientation angle, performed a Hough transform on the lines to determine the intersection point, compared this intersection point with the actual predetermined intersection point, and saved the absolute distance between the two as the error in pixels for the orientation angle. The error for each orientation angle and for each shading scheme was stored in an array for further analysis. Two different techniques were used for line drawing. In one case, the theoretical line equation is used to light up pixels after rounding the x,y values. In second case, 2 neighboring pixels may be lit up depending on the distance of the line from the two pixels. For a particular pixel, the pixel intensity varies inversely with the distance from the pixel center to the line. If the line passes between two pixel centers, then the intensity will divide inversely proportional to the distance from the respective pixel centers. This is specifically useful when the line is moved by a fraction pixel. In the former case, the fraction moves may not lead to a new line for certain angles, as we shall see later. A 30 degree line passing through the pixel (2,2) is depicted in Fig. 4 . When the line passes through the pixel center, the pixel gets the full intensity of 200 counts (such as pixel 2,2 in Fig. 4 , assume the lower left lighted pixel is 0,0). If it is away from the center pixel, it losses part of intensity to the pixel it is next nearest. The intensity is linearly distributed between two pixels. The line generation algorithm performed seven different line shading levels for 9-pixel width lines. Both the unshaded 1-pixel line and 9-pixel wide lines are depicted in Fig. 5 . Shading was applied in a descending fashion from the center of the line outward and was symmetric on each side. The center of the line was always set to the maximum brightness level of 255 and showed up as white. A brightness level of 0 showed up as black. Shading levels ranged from no shading to extreme shading where the edges of the line were almost black. Five of the shading levels used a linear shading method such that adjacent pixels outward from the center decreased in brightness in a linear fashion. For example, a shading level of 0_60_120_etc would mean that the center would be at a brightness level of 255, pixels that were one pixel away from the center would be at a level of 195, pixels that were two pixels from the center at 135, pixels that were three pixels from the center at 75, and pixels at four pixels from the center at 15 ( Shading, E0_10_20_etc Shading, F -0_60_120_etc Shading, G -SinX / X Shading, H -1 pixel-width, no shading. All lines are 9-pixels wide except for H. F and G look narrower, because their outer pixels are approximately the same brightness as the background. All shading was symmetric on either side. B-F shading decreased linearly outward from the center. G shading decreased according to the function SinX / X from the center. The Hough transform algorithm measures the position of each line separately. Each line produces a peak value corresponding to the line strength in the Hough plane as shown in the onset of Fig. 3 . The locations of these peaks are determined after applying a polynomial interpolation through the peak values. Similarly, the parameters for the other line is also measured. The algorithm then numerically calculates the intersection of the two lines using the parameters for each line. Next we discuss the results from a single pixel line and the 9-pixel lines.
SIMULATION RESULTS
Single pixel line pairs with 81 different angular orientation are generated centered around (320,240) rotated at 0.05 degree intervals starting from -2 degree up to +2 degree. As stated earlier, the error is the difference between the input intersection point and that calculated by solving the parametric line equations and generated by the Hough transform algorithm. First, the error when the intersection points are two neighboring integer pixel locations are calculated as shown in Fig. 9 . For each angular orientation, 25 different error terms are generated. The statistics in terms of min, max and mean errors generated by these 25 pair points are depicted in Fig. 9 . One surprising result is that the highest error appears to be in the 0 degree slope lines for the 25 intersecting points. We further investigated this result.
We compared the image at 0 degree angle and intersecting at an integer location with those images at 0 degree but at other intersection points. The sum of the absolute value of the difference (between the image at integer and at those at fractions) image divided by the maximum possible pixel value (255) is listed below for the zero degree angle. The 9 zeros in the first three rows and columns indicate that the lines intersecting at 8 different locations are identical to those intersecting at the (320,240) location. Thus these 9 points, when calculating the error, had used 9 different absolute locations as the correct intersection but are getting the same result from the Hough transforms algorithm. Thus the error will be increasing as the intersecting point moves away from the integer location. This means that only one out of these 9 results are really correct from a simulation point of view. In fact for a single pixel line at 0 degree angle only 4 out of 25 results are valid. Twenty one of the results are not valid, which results in an escalation of error at the 0 degree orientation as depicted in Fig. 9 . Note that at other angles there are fewer lines that are similar to the line passing through the integer intersection as indicated by the image difference in terms of number of pixels as shown below. 186  382  584  780  264  446  640  834  1032  526  708  904  1100  1294  758  942  1136  1328  1524  1020  1204  1402  1592  1786 It is possible to have similar discretization effect on the angle which may cause the error to go up for certain angles. One way the angle discretization is improved is through interpolation of the Hough domain data. In any case, it may be noted that the mean error is usually under 0.2. This number could be reduced by half (to 0.1) by using a Hough transform with higher resolution, however, at the expense of increased computational time. Currently, 720 points are used in the angular direction in the Hough domain. Surprisingly, the same discretization effect is observed in the case of 9-pixel lines as shown below. 186  382  584  780  264  446  640  834  1032  526  708  904  1100  1294  758  942  1136  1317  1513  1020  1204  1402  1581  1775 The actual errors at each of these points are shown below. Note that the error in the first 9 locations of the error matrix below increase by 0.2. This is because the first 9 lines are actually identical, where as the theoretical intersection points are changing by 0.2 pixels. Thus the error keeps creeping up as the difference between theoretical and actual intersection widens. To overcome the problem of single pixel lines representing fractional intersection points, the weight sharing scheme as explained in Fig. 4 , is implemented. The error of this new line is evaluated at 36 points between (320,240) and (321,241) with a 0.2 pixel interval. The min, max and average values are shown in Fig. 12 . Compared to the results in Fig. 9 for single pixel lines, the Fig. 12 shows considerable improvement near the origin. It appears that this line favors a 0 degree orientation. However, mean error remains below 0.15 level. It is possible that the high error points are problems arising from a combination of line representation and Hough domain resolution.
ANALYSIS
The Hough transform is being used to locate and update intersecting lines whose intersection point is constantly changing, therefore the simulation tested lines at various fractional pixel location between two integer points. The results show that the error is a function of three variables, position (x,y) and angle.
We have shown how the line drawing algorithm affects the accuracy of the simulation. When lines are drawn using single pixels, fewer unique lines are created when passing through fractional intersection points. As such the error increases. The simulation results are further improved by allowing two pixels to light up, depending on the distance between the line center and the neighboring pixels.
Shading applied to the 9-pixel line proved to be a more effective way to lower the error. Shading lowers the overall error for any line intersection point. This is because when two 9-pixel width unshaded lines intersect, the intersection will actually be a 9 by 9 pixel square with pixels of all the same value. It is difficult for the Hough transform to determine which of the pixels in the 9 by 9 square is the intersection point. When shading occurs, the pixels away from the center of the 9 by 9 square will be dimmer, and the Hough transform will be able to converge on the actual center much more accurately.
SinX / X shading was nearly as effective at lowering the error as the most intense linear shading. SinX / X error was also near that of the 1 pixel width line with no shading. It is unlikely that any shading scheme could produce error much less than that of a 1 pixel width line, because shading a wide line effectively narrows the line for the Hough transform. The more the shading, the thinner the line will appear until all that is left is a 1 pixel width line. Since SinX / X shading is nearly as effective as the best shading methods and because SinX / X shading closely approximates the actual line's natural shading, it seems that for this particular application on NIF, shading will have little effect on improving accuracy and reducing error.
CONCLUSIONS
In this paper, a study is conducted to observe the effect of changing the angular orientation of two perpendicularly intersecting lines. The effects of shading and location of the intersecting point are studied. Two sources of errors are expected. One resulting from the line detection algorithm and the other originating from the line drawing algorithm.
It was shown that when a line is drawn using a single pixel rounding, there are certain rotation angles that should be avoided. The recommendation for a single pixel line is to not orient the line between 0 to 0.2 degree. This is true when the intersection falls on a fractional pixel boundary. Statistically it is most likely to fall on a fractional boundary (Fig.  10) . The only exception is when it falls on an integer boundary, the error is minimum near the origin (Fig. 9) . The source of this error was identified to be the inability of the single pixel line to represent a unique line when fractional movement of pixel occurs. For practical application, this recommendation is only valid if the line drawn is a single pixel line and does follow a rounding based algorithm. On the other hand, if we allow the light to be distributed into two pixels based on the distance from the center of a pixel, then the origin appears to be the better choice (Fig. 13 ). For 9-pixel lines using rounding, the recommendation is similar. If rounding is used and the position of the line can be controlled to be on an integer pixel, then 0 degree seems to be the better choice (Fig. 11) . However, if all possible positions are likely, i.e. both fractions and integer, the zero degree rotation should be avoided and fairly low average error such 0.3 pixels is observed outside this range (Fig. 12 ).
