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Abstract
Assuming geometric Brownian motion as unaffected price process S0, Gatheral & Schied
(2011) derived a strategy for optimal order execution that reacts in a sensible manner on
market changes but can still be computed in closed form. Here we will investigate the
robustness of this strategy with respect to misspecification of the law of S0. We prove
the surprising result that the strategy remains optimal whenever S0 is a square-integrable
martingale. We then analyze the optimization criterion of Gatheral & Schied (2011) in
the case in which S0 is any square-integrable semimartingale and we give a closed-form
solution to this problem. As a corollary, we find an explicit solution to the problem of
minimizing the expected liquidation costs when the unaffected price process is a square-
integrable semimartingale. The solutions to our problems are found by stochastically
solving a finite-fuel control problem without assumptions of Markovianity.
Key words: market impact, optimal order execution, Almgren-Chriss model, robustness,
model uncertainty
1 Introduction
This paper can be read from two complementary perspectives.
From the first perspective, it is a paper on the optimal execution of large orders, which
is a problem that was first discussed by Bertsimas & Lo (1998) and Almgren & Chriss (1999,
2000). The construction of optimal order execution strategies has considerable practical sig-
nificance. As always, strategies to be applied in practice should have reasonable quantitative
∗Support by Deutsche Forschungsgemeinschaft is gratefully acknowledged.
1
and qualitative properties, should be easy to implement, and, ideally, robust with respect to
model misspecification. The first properties are satisfied by the strategy that was derived in
Gatheral & Schied (2011). Assuming geometric Brownian motion as unaffected price process
S0, this strategy was obtained as the minimizer of a cost functional, which can be regarded as
the time-averaged risk of the remaining position. In this paper, we investigate how the optimal-
ity of this strategy (x∗t ) is affected by changes of the distribution of S
0. To this end, we will give
a closed-form solution of the strategy that minimizes the cost criterion from Gatheral & Schied
(2011) if S0 is a general square-integrable semimartingale. Surprisingly, it will turn out that
the optimal strategy coincides with (x∗t ) whenever S
0 is a square-integrable martingale. In this
sense, (x∗t ) is very robust with respect to misspecification of the dynamics of the unaffected
price process and, as a consequence, satisfies most requirements one would have on a reasonable
order execution strategy.
This brings us to the second perspective, from which this paper can be viewed as a case
study in robustness with respect to model uncertainty. The ubiquitous existence of model
uncertainty was first emphasized by Knight (1921), but only few systematic approaches to this
phenomenon exist to date; we refer to Cont (2006) and, for an overview over some material, to
Fo¨llmer & Schied (2011) and the references therein. The present paper adds a further particular
to the literature on model uncertainty, namely the study of robustness with respect to model
misspecification in a stochastic control problem arising in order execution. This feature of
robustness is closely related to the remarkable fact that here it is possible to solve explicitly
a stochastic control problem with fuel constraint without assumptions of Markovianity and
without using partial differential equations.
As a corollary of our main results, we are able to give an explicit solution to the problem
of minimizing the expected liquidation costs in the Almgren–Chriss framework when the un-
affected price process is a square-integrable semimartingale. We find that optimal strategies
always exist and that the drift enters the corresponding formula in integrated form. One can
thus expect that possible misspecifications of the drift may average out. This relatively stable
behavior is in stark contrast to the direct dependence of optimal strategies on the derivative of
the drift in models with transient price impact as found in Lorenz & Schied (2012).
In the subsequent Section 2 we will explain in some detail the background for our study
and we will provide a precise formulation of the problem we are looking at. In Section 3 we
will state our main results. We will start by formulating the results pertaining to martingale
dynamics of the unaffected price process. These results are, however, just corollaries of our main
result, Theorem 2, which provides the closed-form solution of the optimal strategy general
semimartingale dynamics of S0. As a further corollary, we find an explicit solution to the
problem of minimizing the expected liquidation costs when the unaffected price process is
a square-integrable semimartingale. Our formula for the optimal strategy in Theorem 2 is
obtained by first guessing the minimal value of the optimization problem and then applying a
stochastic verification argument to confirm the guess. In Section 4, we have included heuristic
arguments, based on partial differential equations, which show how this guess can be found.
All proofs are provided in Section 5.
2
2 Background and problem formulation
In the continuous-time version of the market impact model of Almgren & Chriss (1999, 2000)
it is assumed that the number of shares in the portfolio of a trader is described by an absolutely
continuous trajectory t 7→ xt. Given this trading trajectory, the price at which transactions
occur is
Sxt = S
0
t + ηx˙t + γ(xt − x0), (1)
where η > 0 and γ ≥ 0 are constants and S0t is the unaffected stock price process. The term
ηx˙t corresponds to the temporary or instantaneous impact of trading x˙t dt shares at time t and
affects only this current order. The term γ(xt−x0) corresponds to the permanent price impact
that has been accumulated by all transactions until time t. The unaffected price process is
usually assumed to be a martingale. There are good reasons, however, why it can make sense
to relax the martingale assumption. For instance, there may be other large traders active in
the market and their trading activities create a drift on top of random market fluctuations; see
e.g., Scho¨neborn & Schied (2009).
Let us now consider an order execution strategy in which an initial long or short position of
X shares is liquidated by time T . The asset position of the trader, (xt)0≤t≤T , thus satisfies the
boundary condition x0 = X and xT = 0. In such a strategy, −x˙t dt shares are sold at price S
x
t
at each time t. Thus, the costs arising from the strategy (xt)0≤t≤T are
C(x) :=
∫ T
0
Sxt x˙t dt
= −XS0 −
∫ T
0
xt dS
0
t + η
∫ T
0
x˙2t dt+
γ
2
X2,
(2)
where we have used integration by parts.
The optimal order execution problem consists in maximizing a certain objective function,
which may involve revenues and additional risk terms, over a suitable class of admissible trading
strategies (xt)0≤t≤T with side conditions x0 = X and xT = 0. The easiest case corresponds to
minimizing the expected costs when S0 is a martingale. In this case, the expectation of the
stochastic integral
∫ T
0
xt dS
0
t vanishes for suitably bounded strategies, and we obtain
E[ C(x) ] = −x0S0 +
γ
2
x20 + ηE
[ ∫ T
0
x˙2t dt
]
(3)
In this setting, minimization of the expected costs was first considered in Bertsimas & Lo (1998)
in a discrete-time framework. A simple application of Jensen’s inequality shows that the unique
strategy that minimizes the expected costs (3) is characterized by having the constant trading
rate
x˙VWAPt = −
x0
T
,
regardless of the particular dynamics of the martingale S0. When, as is usually assumed in
practice, time is parameterized in volume time, such a constant trading rate corresponds to a
VWAP strategy, where VWAP stands for volume-weighted average price.
First problem: Minimize the expected costs E[ C(x) ] when S0 is not a martingale but a
general square-integrable semimartingale.
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Surprisingly, the preceding problem can be solved explicitly in full generality. Our correspond-
ing result, Corollary 2, will be derived as a special case of a more general result, Theorem 2.
To motivate its statement, we need to look into cost-risk criteria that go beyond the expected
costs of an order execution strategy.
Almgren & Chriss (1999, 2000) were the first to point out that executing orders late in
the trading interval [0, T ] incurs volatility risk. They therefore suggested to minimize a mean-
variance functional of the form
E[ C(x) ] +
α
2
var (C(x)), (4)
where α is a risk-aversion parameter. While mean-variance optimization may be appealing to
practitioners due to its common use in finance, this approach has two major disadvantages when
applied in order execution. First, it is not easy to find mean-variance minimizing strategies
unless one restricts strategies to be deterministic and assumes that the unaffected price process
is a Bachelier model,
S0t = S0 + σWt with σ 6= 0 and W a Brownian motion. (5)
In this latter case, calculus of variations easily yields
xMVt = X
sinh κ(T − t)
sinh κT
, with κ =
√
ασ2
2η
, (6)
as the unique deterministic mean-variance optimal strategy. The second disadvantage stems
from the fact that the mean-variance functional (4) is not time-consistent, since it involves a
squared expectation operator. As a consequence, an optimal adaptive strategy computed at
time t = 0 loses its optimality at any later time, even if market conditions remain unchanged.
Another consequence of time inconsistency is that techniques from stochastic optimal con-
trol cannot be applied directly, which greatly complicates the computation of mean-variance
minimizing strategies. We refer to Lorenz & Almgren (2011) and Forsyth (2011).
The time consistency of the optimization problem can be retained for the maximization of
expected utility,
E[U(−C(x)) ],
where U : R → R is a concave, increasing utility function. The strategy maximizing the ex-
pected utility in the class of all adaptive strategies can be characterized by means of a nonlinear
Hamilton–Jacobi–Bellman (HJB) partial differential equation (PDE) with singular initial con-
dition; see Schied & Scho¨neborn (2009) or Scho¨neborn (2011). This equation usually cannot be
solved in explicit form unless U(x) = −e−λx and assumption (5) holds, in which case we recover
(6) as optimal strategy; see Schied et al. (2010). In all other cases, numerical techniques for
solving nonlinear PDEs with singular initial condition will be necessary. Moreover, optimal
strategies may have counterintuitive behavior in reaction to certain parameter changes; see
(Schied & Scho¨neborn 2009, pp. 190-191).
We also refer to Forsyth et al. (2012) for another risk criterion that also leads to a singular
HJB equation, which is similar to the one found in the maximization of expected utility.
To summarize, all of the optimization criteria we have discussed so far have at least one of
the following four disadvantages:
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• they yield only deterministic strategies that do not react on the movement of asset prices;
• they are time-inconsistent;
• their computation requires complex numerics for solving a nonlinear PDE with singular
initial condition;
• or they admit counterintuitive behavior in reaction to certain parameter changes.
These properties are all not desirable from a practical point of view. Gatheral & Schied
(2011) therefore proposed another optimization criterion, which leads to a strategy that is
sensitive to changes in the asset price, that can be easily computed in closed form, and whose
reaction to parameter changes is completely transparent. This optimization criterion is based
on the common practice in risk management to assess the risk of a position of x > 0 shares
as a constant multiple of their current value. Thus, the risk of the asset position xt at time
t is assessed as λ˜xtS
x
t for some constant λ˜ > 0. This constant λ˜ is typically derived from
the Value at Risk of a unit asset position under the assumption of log-normal future returns.
As argued in (Gatheral & Schied 2011, Remark 2.2), one could obtain the same formula (but
perhaps with a different value of λ˜) if Value at Risk is replaced by a coherent risk measure
or by any other positively homogeneous risk measure. The optimization criterion proposed in
Gatheral & Schied (2011) consists in minimizing the following sum of the expected execution
costs and the expectation of the time-averaged Value at Risk of the positions xt held during an
order execution strategy (xt),
E
[
C(x) +
∫ T
0
λ˜xtS
x
t dt
]
.
To simplify notations, we will henceforth consider the minimization of the cost functional
E
[
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt
]
, (7)
which can be easily transformed into the minimization of E[ C(x) +
∫ T
0
λ˜xtS
x
t dt ].
In Gatheral & Schied (2011), the minimization of the functional (7) was considered in the
case where the unaffected price process (S0t ) is a risk-neutral geometric Brownian motion,
S0t = S0e
σWt−
1
2
σ2 t. (8)
It was stated in (Gatheral & Schied 2011, Theorem 3.2) that for γ > 0 the optimal admissible
strategy (x∗t ) minimizing the functional (7) within a suitable class of strategies is given by
x∗t = sinh
(
ν(T − t)
)[ X
sinh
(
νT
) − λ
2ν
∫ t
0
S0s
1 + cosh
(
ν(T − s)
) ds], (9)
where λ = λ˜/η and ν2 = λ˜γ/η. The optimal strategy in the limiting case γ = ν = 0 is given by
x0t =
T − t
T
[
X −
λT
4
∫ t
0
S0s ds
]
, (10)
see (Gatheral & Schied 2011, Theorem 3.1).
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The solutions (x∗t ) and (x
0
t ) are clearly adaptive and react on changes of the asset price.
More precisely, they are aggressive in the money in the sense that shares are sold faster when
stock prices go up. Moreover, in the case γ > 0 we find for the choice λ˜ = ασ2/2γ that
x∗t = x
MV
t −
λ sinh
(
ν(T − t)
)
2ν
∫ t
0
S0s
1 + cosh
(
ν(T − s)
) ds,
where xMVt is as in (6). So (x
∗
t ) liquidates a given asset position fast than the deterministic
mean-variance optimal strategy (xMVt ).
A remarkable property of the optimal strategies (x∗t ) and (x
0
t ) is that they are independent
of the volatility σ of the unaffected price process S0. This feature already indicates a certain
robustness of (x∗t ) and (x
0
t ) with respect to model uncertainty. The second goal of this paper is
to analyze the robustness of (x∗t ) and (x
0
t ) in a systematic manner:
Second problem: In setting up our optimization problem (7), we have assumed that S0 fol-
lows a geometric Brownian motion. But suppose that in reality S0 has different dynamics.
How will this affect the optimality of our strategies (x∗t ) and (x
0
t )?
In the next section, we will approach this problem in two steps. In the first step, we will assume
that S0 is a martingale. In this case, the surprising answer to our question will be that the
strategies (x∗t ) and (x
0
t ) remain optimal whenever S
0 is a rightcontinuous and square-integrable
martingale. In this sense, the optimal strategies (x∗t ) and (x
0
t ) are very robust; their optimality
depends only on the martingale property and not on the particular distribution of S0. In the
next step, we will also drop the martingale property and assume only that S0 is a square-
integrable semimartingale. By formally taking λ˜ = 0, we will then obtain the solution to our
first problem as a special case.
3 Main results
Let us start by formally setting up the optimization problem. All stochastic processes shall be
defined on a filtered probability space (Ω,F , (Ft),P) that satisfies the usual conditions and for
which F0 is P-trivial, i.e., P[A ] ∈ {0, 1} for all A ∈ F0. The unaffected price process S
0 is
assumed to be a ca`dla`g semimartingale that is square-integrable in the sense that
E
[ (
sup
0≤t≤T
|S0t |
)2 ]
<∞. (11)
By X (T,X) we denote the class of all admissible strategies for the problem of liquidating
X ≥ 0 shares during the time interval [0, T ] (analogous statements hold for the problem of
buying a position of X > 0 shares). This class consists of all adapted and absolutely continuous
strategies that satisfy the side conditions x0 = X and xT = 0 and the integrability condition
E
[ ∫ T
0
x˙2t dt
]
<∞. (12)
This condition is clearly necessary for (7) to make sense and to be finite. In fact, it is also
sufficient:
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Proposition 1. Under assumption (11), the cost functional (7) is well-defined and finite for
any x ∈ X (T,X). If, moreover, S0 is a martingale, then the following identity holds:
E
[
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt
]
=
γ
2
X2 −XS0 + ηE
[ ∫ T
0
(
x˙2t + λS
0
t xt + ν
2x2t
)
dt
]
,
where again λ = λ˜/η and ν2 = λ˜γ/η.
We can now state our first result.
Theorem 1. Assume that S0 is any rightcontinuous and square-integrable martingale satisfying
(11). For ν = λ˜γ/η > 0, the unique strategy minimizing the cost functional
E
[ ∫ T
0
(
x˙2t + λS
0
t xt + ν
2x2t
)
dt
]
within X (T,X) is given by (9) and the value of the minimization problem is
min
x∈X (T,X)
E
[ ∫ T
0
(
x˙2t + λS
0
t xt + ν
2x2t
)
dt
]
= E
[ ∫ T
0
(
(x˙∗t )
2 + λS0t x
∗
t + ν
2(x∗t )
2
)
dt
]
= νX2 coth(νT ) +
XS0
ν
tanh
(νT
2
)
−
1
4ν2
E
[ ∫ T
0
(
S0t tanh
(ν(T − t)
2
))2
dt
]
. (13)
For ν = 0, the unique optimal strategy is given by (10) and the value of the minimization
problem is
min
x∈X (T,X)
E
[ ∫ T
0
(
x˙2t + λS
0
t xt
)
dt
]
= E
[ ∫ T
0
(
(x˙0t )
2 + λS0t x
0
t
)
dt
]
(14)
=
X2
T
+
1
2
XS0T −
1
16
E
[ ∫ T
0
(
S0t (T − t)
)2
dt
]
.
The strategies (9) and (10) are independent of the particular law of S0 whenever S0 is
a martingale. This has the immediate consequence that these strategies also minimize the
following robust cost functionals.
Corollary 1. Let Q be any set of equivalent probability measures Q on (Ω,F) under which the
stochastic process S0 is a square-integrable martingale satisfying (11) and for which (Ω,F , (Ft), Q)
satisfies the usual conditions. When ν = λ˜γ/η > 0, the strategy (9) minimizes the cost func-
tional
sup
Q∈Q
EQ
[ ∫ T
0
(
x˙2t + λS
0
t xt + ν
2x2t
)
dt
]
, (15)
and the minimal cost is given by
min
x∈X (T,X)
sup
Q∈Q
EQ
[ ∫ T
0
(
x˙2t + λS
0
t xt + ν
2x2t
)
dt
]
= sup
Q∈Q
EQ
[ ∫ T
0
(
(˙x∗t )
2 + λS0t x
∗
t + ν
2(x∗t )
2
)
dt
]
= νX2 coth(νT ) +
XS0
ν
tanh
(νT
2
)
−
1
4ν2
inf
Q∈Q
EQ
[ ∫ T
0
(
S0t tanh
(ν(T − t)
2
))2
dt
]
.
An analogous statement holds in case ν = 0.
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Remark 1. Let us summarize the positive and negative properties of the optimal strategies
(9) and (10).
+ As shown by Theorem 1, the optimal strategies have a remarkable robustness property:
they minimize the cost functional (7) (or its robust version (15)) for every martingale S0,
regardless of the specific law of that process. If one accepts the cost criterion (7) and the
assumption that the unaffected price process is well-described by martingale dynamics,
then the strategies (9) and (10) will be optimal even in a situation of model uncertainty.
These strategies are therefore robust with respect to model risk.
+ The strategies (9) and (10) are given in explicit form and can be very easily implemented
in practice, without the need for complex numerical methods. Their dependence on asset
prices and model parameters is completely transparent. Also in this sense these strategies
are very robust.
- As a disadvantage, it should be noted that the strategies (9) and (10) can become neg-
ative. In practice, this will just lead to the early termination of the strategy and to the
early liquidation of the asset position. But, as a consequence, the strategy will lose its
optimality property in such a scenario. As discussed in (Gatheral & Schied 2011, Section
4), the probability that strategies become negative will be very small with reasonable
parameter choices. The possible negativity of strategies can thus be seen as an effect
that may be as negligible as the possible negativity of the unaffected price process in the
Bachelier model, which is frequently employed in order execution. ♦
Theorem 1 is in fact a corollary of our next result, which applies to the situation of a general
semimartingale S0. In this case, the optimal strategy can be conveniently written in terms of
stochastic integrals with respect to the semimartingale
Yt := −
1
η
(S0t − S0) + λ
∫ t
0
S0s ds. (16)
To be precise, stochastic integrals starting in t > 0 will be defined as∫ T
t
ξu dYu :=
∫ T
t+
ξu dYu =
∫ T
0
ξu dYu −
∫ t
0
ξu dYu,
and stochastic processes of conditional expectations such as
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣∣Ft ], 0 ≤ t ≤ T,
will be understood as the right-continuous version of this process, which exists since our un-
derlying probability space satisfies the usual conditions.
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Theorem 2. For a general semimartingale S0 satisfying (11), there exists a unique strategy in
X (T,X) that minimizes the functional E[ C(x)+
∫ T
0
λ˜xt(S
0
t +γxt) dt ] within the class X (T,X).
For ν = λ˜γ/η > 0, this strategy is given by
x∗t = sinh
(
ν(T − t)
)[ X
sinh
(
νT
) − 1
2
∫ t
0
E
[ ∫ T
s
sinh(ν(T − u)) dYu
∣∣Fs ](
sinh
(
ν(T − s)
))2 ds], (17)
and the value of the minimization problem is
min
x∈X (T,X)
E
[
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt
]
= E
[
C(x∗) +
∫ T
0
λ˜x∗t (S
0
t + γx
∗
t ) dt
]
=
γ
2
X2 −XS0 + η
(
νX2 coth(νT ) +
X
sinh(νT )
E
[ ∫ T
0
sinh(ν(T − u)) dYu
]
(18)
−
1
4
E
[ ∫ T
0
(
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣Ft ]
sinh(ν(T − t))
)2
dt
])
.
For ν = 0, the optimal strategy is
x0t =
T − t
T
(
X −
1
2
∫ t
0
T
(T − s)2
E
[ ∫ T
s
(T − u) dYu
∣∣∣Fs ] ds), (19)
and the value of the optimization problem is given by
min
x∈X (T,X)
E
[
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt
]
= E
[
C(x0) +
∫ T
0
λ˜x0t (S
0
t + γx
0
t ) dt
]
= −XS0 + η
(
X2
T
+
X
T
E
[ ∫ T
0
(T − u) dYu
]
−
1
4
E
[ ∫ T
0
(
E
[ ∫ T
t
(T − u) dYu
∣∣Ft ]
T − t
)2
dt
])
.
In the proof of Theorem 2 it is actually shown that the respective strategies (17) or (19)
minimize any cost functional of the form
E
[ ∫ T
0
xt dYt +
∫ T
0
(x˙2t + ν
2x2t ) dt
]
,
where Y is an arbitrary semimartingale with
E
[ (
sup
0≤t≤T
|Yt|
)2 ]
<∞.
The specific form (16) of Y is not needed in the proof. Taking Y := 1
η
S0 and ν = 0 thus yields
the following corollary.
Corollary 2. For a general semimartingale S0 satisfying (11), there exists a unique strategy
in X (T,X) that minimizes the expected costs E[ C(x) ] within the class X (T,X). This strategy
is given by
x0t =
T − t
T
(
X −
1
2η
∫ t
0
T
(T − s)2
E
[ ∫ T
s
(T − u) dS0u
∣∣∣Fs ] ds), (20)
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and the value of the optimization problem is given by
min
x∈X (T,X)
E
[
C(x)
]
= E
[
C(x0)
]
=
γ
2
X2 −XS0
+η
X2
T
+
X
T
E
[ ∫ T
0
(T − u) dS0u
]
−
1
4η
E
[ ∫ T
0
(
E
[ ∫ T
t
(T − u) dS0u
∣∣Ft ]
T − t
)2
dt
]
.
Let S0 = S0+M+A be the decomposition of the semimartingale S
0 into a local martingale
M and an adapted process A of locally finite variation. Let us assume for simplicity that A
has integrable total variation over [0, T ]. Then (11) implies thatM is uniformly integrable over
[0, T ] and thus a true martingale. Hence, the optimal strategy (20) can be written as
x0t =
T − t
T
(
X −
1
2η
∫ t
0
T
(T − s)2
E
[ ∫ T
s
(T − u) dAu
∣∣∣Fs ] ds).
Here the drift A enters the optimal strategy x0 basically in integrated form, and so one can
expect that possible misspecifications of the drift may average out. This relatively stable
behavior is in stark contrast to the direct dependence of optimal strategies on the derivative of
the drift in models with transient price impact as found in Lorenz & Schied (2012).
We conclude this section with the following outlook on possible generalizations of our prob-
lem.
Remark 2 (Ambiguity with respect to market impact parameters). Our approach yields ro-
bustness with respect to the law of S0 but it requires that the exact values of the market impact
parameters, γ and η, are known. In reality, these parameters will be uncertain to some degree
as well, but our results say nothing about the robustness with respect to these parameters.
Also, our results rely in an essential way on the assumption that temporary impact is linear. It
is not known to the author how the optimization problem from Gatheral & Schied (2011) can
be solved for nonlinear temporary impact. Nonlinear price impact is often observed in data of
financial transactions; see, e.g., Almgren et al. (2005). It also arises in a natural way when one
attempts to solve our minimization problem under the additional ‘no-buy’ constraint x˙t ≤ 0
for t ∈ [0, T ]. ♦
Remark 3 (Multiplicative market impact model). One of the shortcomings of the Almgren–
Chriss model is that asset prices can become negative when price impact gets too large. To
avoid negative prices, Bertsimas & Lo (1998) proposed the following multiplicative price impact
model,
S˜xt := S
0
t exp
(
γxt + ηx˙t
)
,
where γ, η ≥ 0. Naturally, this model goes well along with geometric Brownian motion as
unaffected price process S0; see also Forsyth (2011) and Forsyth et al. (2012). When defining
C˜(x) =
∫ T
0
S˜xt x˙t dt, one is led to the minimization of the functional
E
[
C˜(x) + λ˜
∫ T
0
S˜xt xt dt
]
. (21)
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When S0 is a martingale, this cost functional can be expressed as
E
[
S0T
∫ T
0
exp
(
γxt + ηx˙t
)
(x˙t + λ˜xt) dt
]
.
Its minimization therefore boils down to the minimization of the classical ‘action functional’∫ T
0
exp
(
γxt + ηx˙t
)
(x˙t + λ˜xt) dt over deterministic strategies x ∈ X (T,X); see also Remark
4.1 in Gatheral & Schied (2011). When S0 is not a martingale, however, the solution to the
problem of minimizing (21) is not known to the author. ♦
4 Heuristic derivation of the solution
The solution to our optimization problems is obtained by guessing the formulas (17) and (18)
for the optimal strategy and value of the minimization problem and by applying stochastic
verification arguments to show that these guesses are correct. In this section, we explain how
the formulas (17) and (18) can be guessed heuristically. To this end, we assume that S := S0
is a diffusion process with dynamics
dSt = σ(St) dWt + b(St) dt,
with sufficiently bounded and regular coefficients σ(·) and b(·). Then, (2) implies that
C(x) =
γ
2
X2 −XS0 −
∫ T
0
xt dSt + η
∫ T
0
x˙2t dt
=
γ
2
X2 −XS0 −
∫ T
0
xtσ(St) dWt −
∫ T
0
xtb(St) dt+ η
∫ T
0
x˙2t dt.
Hence, if x ∈ X (T,X) is sufficiently bounded,
E
[
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt
]
=
γ
2
X2 −XS0 + ηE
[ ∫ T
0
(
x˙2t + xt
(
λSt − b˜(St)
)
+ ν2x2t
)
dt
]
,
where b˜(x) = η−1b(x). We thus define the value function
C(T,X, S) := inf
x
E
[ ∫ T
0
(
x˙2t + xt
(
λSt − b˜(St)
)
+ ν2x2t
)
dt
]
,
where the infimum is taken over all strategies x ∈ X (T,X) for which
∫ T
0
xtσ(St) dWt is a
martingale (by (27) below this is actually the case for all x ∈ X (X, T ) as soon as σ(·) is
bounded). Now we parameterize these strategies x ∈ X (T,X) by their derivative, vt = x˙t,
and let V(T,X) denote the corresponding set of controls. For v ∈ V(T,X) we define xvt :=
X +
∫ t
0
vs ds. Then C(T,X, S) can be written as
C(T,X, S) = inf
v∈V(T,X)
E
[ ∫ T
0
(
v2t + x
v
t
(
λSt − b˜(St)
)
+ ν2(xvt )
2
)
dt
]
.
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Dynamic programming suggests that
C(T − t, xvt , St) +
∫ t
0
(
v2s ds+ x
v
s
(
λSs − b˜(Ss)
)
+ ν2(xvs)
2
)
ds
should be a submartingale for every v ∈ V(T,X) and a martingale as soon as v is optimal. Let
us assume that C is smooth. Then an application of Itoˆ’s formula suggests that C should solve
the following degenerate quasilinear PDE:
CT =
1
2
σ2(S)CSS + b(S)CS +X(λS − b˜(S)) + ν
2X2 + inf
v∈R
(v2 + vCX). (22)
In addition, the fuel constraint
∫ T
0
vt dt = −X required from strategies in V(T,X) suggests
that the value function C should satisfy a singular initial condition of the form
lim
T↓0
C(T,X, S) =
{
0 if X = 0,
+∞ if X 6= 0.
(23)
The intuitive explanation for this initial condition is that a nonzero asset position with no time
left for its liquidation means that the liquidation constraint has been violated. Excluding this
violation requires an infinite penalty; see also Schied et al. (2010) for similar effects in utility
maximization for order execution.
To solve (22), (23), we make the ansatz
C(T,X, S) = νX2 coth(νT ) +Xh(T, S) + g(T, S).
Then
CT = −
ν2X2
(sinh(νT ))2
+XhT (T, S) + gT (T, S)
CX = 2νX coth(νT ) + h(T, S)
CS = XhS(T, S) + gS(T, S)
CSS = XhSS(T, S) + gSS(T, S).
Plugging this into (22) yields
−
ν2X2
(sinh(νT ))2
+XhT (T, S) + gT (T, S)
=
1
2
σ2
(
XhSS(T, S) + gSS(T, S)
)
+ bXhS(T, S) + bgS(T, S)
+X(λS − b˜(S)) + ν2X2 −
1
4
(
2νX coth(νT ) + h(T, S)
)2
.
Since
ν2X2 −
1
4
(
2νX coth(νT ) + h(T, S)
)2
= −
ν2X2
(sinh(νT ))2
− νX coth(νT )h(T, S)−
1
4
h(T, S)2,
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we obtain
XhT (T, S) + gT (T, S)
=
1
2
σ2
(
XhSS(T, S) + gSS(T, S)
)
+ bXhS(T, S) + bgS(T, S) (24)
+X(λS − b˜(S))− νX coth(νT )h(T, S)−
1
4
h(T, S)2.
Equating all terms containing X yields
hT =
1
2
σ2hSS + bhS + λS − b˜(S)− ν coth(νT )h.
As initial condition we take h(0, S) = 0. This initial-value problem can be solved by means of
the Feynman-Kac formula (Karatzas & Shreve 1991, Theorem 5.7.6). To this end, we define
hˆ(t, x) := h(T − t, x) for some fixed T > 0. Then hˆ satisfies the terminal condition hˆ(T, x) = 0
and the PDE
−hˆt + ν coth(ν(T − t))hˆ =
1
2
σ2hˆSS + bhˆS + λS − b˜(S).
It follows from the quoted Feynman-Kac formula that, for t < T and Y is as in (16),
hˆ(t, x) = E
[ ∫ T
t
(
λSu − b˜(Su)
)
exp
(
−
∫ u
t
ν coth(ν(T − r)) dr
)
du
∣∣∣St = x ]
= E
[ ∫ T
t
exp
(
−
∫ u
t
ν coth(ν(T − r)) dr
)
dYu
∣∣∣St = x ]
=
1
sinh(ν(T − t))
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣∣St = x ].
Hence,
h(T − t, St) = hˆ(t, St) =
1
sinh(ν(T − t))
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣Ft ],
and in particular
h(T, S0) = hˆ(0, S0) =
1
sinh(νT )
E
[ ∫ T
0
sinh(ν(T − u)) dYu
]
.
The PDE for the function g is obtained by taking X = 0 in (24):
gT =
1
2
σ2gSS + bgS −
1
4
h(T, S)2.
The initial condition must be g(0, S) = 0. It follows that
g(T, S0) = −E
[ ∫ T
0
1
4
(
h(T − t, St)
)2
dt
]
= −
1
4
E
[ ∫ T
0
(
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣Ft ]
sinh(ν(T − t))
)2
dt
]
.
13
Putting everything together, we obtain
C(T,X, S0) = νX
2 coth(νT ) +
X
sinh(νT )
E
[ ∫ T
0
sinh(ν(T − u)) dYu
]
−
1
4
E
[ ∫ T
0
(
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣Ft ]
sinh(ν(T − t))
)2
dt
]
. (25)
Note that this formula is independent of the particular characteristics σ(·) and b(·) of the
dynamics of S. We therefore may guess that the formula remains true for even more general
semimartingales, which lead us to asserting (18).
Standard arguments in control suggest that the optimal strategy x∗ is defined through that
v∗ that attains the infimum in (22). More precisely, x∗ should be the solution of the ODE
x˙∗t = −
1
2
CX(T − t, x
∗
t , St) = −νx
∗
t coth(ν(T − t))−
1
2
h(T − t, St).
This ODE is solved by
x∗t = sinh
(
(T − t)ν
)[ X
sinh
(
νT
) − 1
2
∫ t
0
h(T − s, Ss)
sinh
(
ν(T − s)
) ds]
= sinh
(
(T − t)ν
)[ X
sinh
(
νT
) − 1
2
∫ t
0
E
[ ∫ T
s
sinh(ν(T − u)) dYu
∣∣Fs ](
sinh
(
ν(T − s)
))2 ds],
and this formula suggested the assertion (17).
5 Proofs
Proof of Proposition 1: Let x ∈ X (T,X) be given. We have
C(x) =
∫ T
0
Sxt x˙t dt =
∫ T
0
S0t x˙t dt+ η
∫ T
0
x˙2t dt+ γ
∫ T
0
(xt − x0)x˙t dt.
The rightmost integral is equal to
γx20 + γ
∫ T
0
xtx˙t dt =
γ
2
x20 =
γ
2
X2.
Hence,
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt
=
γ
2
X2 +
∫ T
0
S0t x˙t dt+ η
(∫ T
0
x˙2t dt+
∫ T
0
(λS0t xt + ν
2x2t ) dt
)
.
(26)
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The first two integrals on the right-hand side of (26) belong to L1(P) by (11) and (12). Next,
the fuel constraint
∫ T
0
x˙t dt = −X and Jensen’s inequality imply that
x2t =
(∫ T
t
x˙s ds
)2
≤ (T − t)
∫ T
0
x˙2s ds ∈ L
1(P). (27)
It follows that also the rightmost integral in (26), and in turn the entire expression (26), belong
to L1(P).
Now suppose that S0 is a martingale. When
∫
xt dS
0
t is a true martingale, our result follows
by applying integration by parts. The martingale property of
∫
xt dS
0
t , however, is not clear
without additional integrability conditions. We therefore proceed as follows. Since we have as-
sumed that the filtered probability space (Ω,F , (Ft),P) satisfies the usual conditions, the right-
continuous martingale (S0t ) is optional; see Theorem 65 in Chapter IV of Dellacherie & Meyer
(1978). Thus, the process (S0t∧T ) is equal to the optional projection of the constant process
t 7→ S0T . Hence,
E
[ ∫ T
0
S0t x˙t dt
]
= E
[ ∫ T
0
S0t dxt
]
= E
[ ∫ T
0
S0T dxt
]
= E[S0T (xT − x0) ] = −S0X,
where in the second step we have used Theorem 57 in Chapter VI of Dellacherie & Meyer
(1982) and the fact that
∫ T
0
|S0t x˙t| dt belongs to L
1(P) due to our assumptions on S0 and x.
This concludes the proof.
Proof of Theorem 2: Let x ∈ X (T,X) be given. Integrating by parts yields∫ t
0
S0s x˙s ds+ η
∫ t
0
λS0sxs ds = S
0
t xt − S
0
0x0 + η
∫ t
0
xs dYs. (28)
Hence we get from (26) that
C(x) +
∫ T
0
λ˜xt(S
0
t + γxt) dt =
γ
2
X2 − S0X + η
(∫ T
0
xt dYt +
∫ T
0
(x˙2t + ν
2x2t ) dt
)
.
Our problem therefore reduces to minimizing the expression
E
[ ∫ T
0
xt dYt +
∫ T
0
(x˙2t + ν
2x2t ) dt
]
(29)
over x ∈ X (T,X). We first consider the case ν > 0 and show that the optimal strategy is (17)
and that the minimal value of the cost functional (29) is
νX2 coth(νT ) +
X
sinh(νT )
E
[ ∫ T
0
sinh(ν(T − u)) dYu
]
−
1
4
E
[ ∫ T
0
(
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣Ft ]
sinh(ν(T − t))
)2
dt
]
.
(30)
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Let us study the various expressions in (30). Integrating by parts and using Y0 = 0, we find
that ∫ t
0
sinh(ν(T − u)) dYu = sinh(ν(T − t))Yt + ν
∫ t
0
cosh(ν(T − u))Yu du
and hence that∫ T
t
sinh(ν(T − u)) dYu = − sinh(ν(T − t))Yt + ν
∫ T
t
cosh(ν(T − u))Yu du. (31)
The right-hand side is square-integrable due to (11).
Let M be a rightcontinuous version of the martingale
E
[ ∫ T
0
sinh(ν(T − u)) dYu
∣∣Ft ] = νE[ ∫ T
0
cosh(ν(T − u))Yu du
∣∣∣Ft ], 0 ≤ t ≤ T,
which exists since the underlying probability space was assumed to satisfy the usual conditions.
Clearly, M is a square-integrable martingale.
Then
Ht :=
1
sinh(ν(T − t))
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣Ft ]
=
1
sinh(ν(T − t))
(
Mt −
∫ t
0
sinh(ν(T − u)) dYu
)
and so
dHt = ν coth(ν(T − t))Ht dt+
1
sinh(ν(T − t))
dMt − dYt. (32)
Moreover, by (31),
Ht = −Yt +
ν
sinh(ν(T − t))
∫ T
t
cosh(ν(T − u))E[ Yu | Ft ] du,
and so
|Ht| ≤ |Yt|+ E
[
sup
t≤u≤T
|Yu|
∣∣Ft ]. (33)
We thus conclude from (11) that
sup
0≤t≤T
|Ht| ∈ L
2(P). (34)
Therefore, we may define N as a rightcontinuous version of the martingale
−
1
4
E
[ ∫ T
0
H2u du
∣∣∣Ft ], 0 ≤ t ≤ T.
We also define
Gt := −
1
4
E
[ ∫ T
t
H2u du
∣∣∣Ft ] = Nt + 1
4
∫ t
0
H2u du.
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It follows that
dGt = dNt +
1
4
H2t dt. (35)
Now let x ∈ X (T,X) be given and define
Ct := νx
2
t coth(ν(T − t)) + xtHt +Gt.
When the theorem is correct, Ct should be the minimal cost (29) for liquidating the position
xt over [t, T ]. Hence
C˜t :=
∫ t
0
xs dYs +
∫ t
0
(x˙2s + ν
2x2s) ds+ Ct
should be a submartingale for any x ∈ X (T,X) and a martingale for the optimal x∗.
Let us first prove the following claim:
sup
0≤t≤T
|C˜t| ∈ L
1(P) for all x ∈ X (T,X). (36)
First, it follows from (28), (11), and (27) that
sup
0≤t≤T
∣∣∣ ∫ t
0
xs dYs
∣∣∣ ∈ L1(P). (37)
From (12) and (27) we get next that∫ T
0
(x˙2s + νx
2
s) ds ∈ L
1(P).
Furthermore, the fact that the function t 7→ t coth t is bounded on [0, νT ] by a constant c
implies together with (27) that
sup
0≤t≤T
νx2t coth(ν(T − t)) ≤ c
∫ T
0
x˙2t dt ∈ L
1(P).
Using again (27) and now (34) gives us
sup
0≤t≤T
|xtHt| ∈ L
1(P).
Finally,
sup
0≤t≤T
|Gt| ∈ L
1(P)
follows from (34) and Doob’s L2-maximal inequality. Our claim (36) now follows by putting
everything together.
Using (32) and (35) we compute
dC˜t = xt dYt +
[
x˙2t + ν
2x2t + 2x˙txtν coth(ν(T − t)) +
ν2x2t
(sinh(ν(T − t)))2
+ x˙tHt
+xtν coth(ν(T − t))Ht +
1
4
H2t
]
dt− xt dYt +
xt
sinh(ν(T − t))
dMt + dNt
=
[
x˙t + xtν coth(ν(T − t)) +
1
2
Ht
]2
dt+
xt
sinh(ν(T − t))
dMt + dNt. (38)
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Hence, C˜ is the sum of a nondecreasing process and a local martingale.
Let us introduce the stopping times
τn := inf
{
0 ≤ t ≤ T
∣∣∣ |xt| ≥ n} ∧ T,
with the convention inf ∅ = +∞. Then∫ t∧τn
0
xs
sinh(ν(T − s))
dMs
is a true martingale for 0 ≤ t < T and n ∈ N. Therefore E[ C˜t∧τn ] ≥ C˜0 = C0. By (36) we may
pass to the limit t ↑ T and n ↑ ∞ and obtain
E
[ ∫ T
0
xt dYt +
∫ T
0
(x˙2t + ν
2x2t ) dt
]
= E
[
C˜T
]
≥ C0. (39)
Note that C0 is equal to the asserted minimal value (30) of our optimization problem.
Since E[ C˜t∧τn ] is nondecreasing in t and n, we have an equality in (39) if and only if
E[ C˜t∧τn ] = C˜0 for all t ∈ [0, T ) and n ∈ N, which by (38) holds if and only if x satisfies the
ODE
x˙t = −xtν coth(ν(T − t))−
1
2
Ht, P-a.s. for almost every t ∈ (0, T ). (40)
When a solution to this equation exists in X (T,X), it will be unique in this class by standard
arguments. Thus, there is at most one optimal strategy.
Note that the strategy (17) can be written as
x∗t = sinh
(
ν(T − t)
)[ X
sinh
(
νT
) − 1
2
∫ t
0
Hs
sinh
(
ν(T − s)
) ds]
and hence solves (40). We show now that x∗ ∈ X (T,X). First, we clearly have x∗0 = X . We
show next that x∗t → 0 as t ↑ T . We have∫ t
0
1
sinh
(
ν(T − s)
) ds = 1
ν
log
(
sinh
(
ν(T − t)
)
sinh(νT )
·
cosh(νT )− 1
cosh
(
ν(T − t)
)
− 1
)
. (41)
As t ↑ T , the right-hand side behaves like
1
ν
log
cosh(νT )− 1
sinh(νT )
+
1
ν
log
1
2ν(T − t)
. (42)
This function belongs to L1[0, T ], and with (34) we get x∗t → 0 as t ↑ T . We finally have to show
that
∫ T
0
x˙2t dt ∈ L
1(P). We know that x∗ satisfies the ODE (40) and that
∫ T
0
H2t dt ∈ L
1(P).
Next, ∣∣x∗t coth(ν(T − t))∣∣ ≤ c1 + c2 ∫ t
0
1
sinh
(
ν(T − s)
) ds · sup
0≤s≤T
|Hs|
2
for certain constants c1, c2 > 0. From (41), (42), and the fact that∫ 1
0
(
log
1
1− t
)k
dt = k!
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for k ∈ N, we thus conclude that∫ T
0
(x˙∗t )
2 dt ≤ c4 + c3 · sup
0≤s≤T
|Hs|
2 ∈ L1(P).
Hence x∗ ∈ X (T,X), and the proof for the case γ > 0 is complete.
The case γ = 0 can be analyzed by passing to the limit ν ↓ 0. To this end, we note first
that for 0 ≤ t ≤ u ≤ T
0 ≤
sinh(ν(T − u))
sinh(ν(T − t))
≤ 1 and lim
ν↓0
sinh(ν(T − u))
sinh(ν(T − t))
=
T − u
T − t
.
It hence follows from the dominated convergence theorem for stochastic integrals (Protter 2004,
p. 267) and (Protter 2004, Chapter V, Theorem 2) that
sup
0≤t≤T
∣∣∣∣
∫ T
t
sinh(ν(T − u)) dYu
sinh(ν(T − t))
−
∫ T
t
(T − u) dYu
T − t
∣∣∣∣ −→ 0 in L2(P) as ν ↓ 0.
Therefore, letting
xνt := sinh
(
ν(T − t)
)[ X
sinh
(
νT
) − 1
2
∫ t
0
E
[ ∫ T
s
sinh(ν(T − u)) dYu
∣∣Fs ](
sinh
(
ν(T − s)
))2 ds],
we have sup0≤t≤T |x
ν
t − x
0
t | → 0 in L
2(P). Passing to the limit ν ↓ 0 in (40) leads to the ODE
x˙t =
−xt
T − t
−
1
2(T − t)
E
[ ∫ T
t
(T − u) dYu
∣∣∣Ft ], P-a.s. for almost every t ∈ (0, T ), (43)
which is solved by x0. Hence, we also have x˙νt → x˙
0
t in dt⊗ dP -measure. It follows that
lim inf
ν↓0
E
[ ∫ T
0
xνt dYt +
∫ T
0
(
(x˙νt )
2 + ν2(xνt )
2
)
dt
]
≥ E
[ ∫ T
0
x0t dYt +
∫ T
0
(x˙0t )
2 dt
]
. (44)
For each fixed ν > 0, the expectation on the left-hand side is given by (30), and the latter
expressions converge to
X2
T
+
X
T
E
[ ∫ T
0
(T − u) dYu
]
−
1
4
E
[ ∫ T
0
(
E
[ ∫ T
t
(T − u) dYu
∣∣Ft ]
T − t
)2
dt
]
, (45)
which is hence larger than or equal to E
[ ∫ T
0
x0t dYt+
∫ T
0
(x˙0t )
2 dt
]
. Finally, the optimality of x0
follows from (44) and the facts that each xν is optimal and that
E
[ ∫ T
0
xt dYt +
∫ T
0
(
x˙2t + ν
2x2t
)
dt
]
−→ E
[ ∫ T
0
xt dYt +
∫ T
0
x˙2t dt
]
as ν ↓ 0 for each x ∈ X (T,X).
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Proof of Theorem 1: When S0 is a martingale and ν > 0,
E
[ ∫ T
t
sinh(ν(T − u)) dYu
∣∣∣Ft ] = λE[ ∫ T
t
sinh(ν(T − u))S0u du
∣∣∣Ft ]
= λS0t
∫ T
t
sinh(ν(T − u)) du
= λS0t
1
ν
sinh(ν(T − t)) tanh
(ν(T − t)
2
)
.
Thus, (30) reduces to (13) in the martingale case. Moreover, (17) reduces to (9), because
tanh
(
ν(T−t)
2
)
sinh(ν(T − t))
=
1
1 + cosh(ν(T − t))
.
This concludes the proof of Theorem 1.
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