In this paper, we consider the model-free reinforcement learning problem and study the popular Q-learning algorithm with linear function approximation for finding the optimal policy. Despite its popularity, it is known that Q-learning with linear function approximation may diverge in general due to off-policy sampling. Our main contribution is to provide a finite-time bound for the performance of Q-learning with linear function approximation with constant step size under an assumption on the sampling policy. Unlike some prior work in the literature, we do not need to make the unnatural assumption that the samples are i.i.d. (since they are Markovian), and do not require an additional projection step in the algorithm. To show this result, we first consider a more general nonlinear stochastic approximation algorithm with Markovian noise, and derive a finite-time bound on the mean-square error, which we believe is of independent interest. Our proof is based on Lyapunov drift arguments and exploits the geometric mixing of the underlying Markov chain. We also provide numerical simulations to illustrate the effectiveness of our assumption on the sampling policy, and demonstrate the rate of convergence of Q-learning.
Introduction
Reinforcement learning (RL) is a framework to solve sequential decision-making problems based on simulations [23] . In this context, an agent seeks to find an optimal policy by repeatedly interacting with the environment, with the goal of optimizing its long-term future reward. This approach has demonstrated tremendous successes for solving many practical problems in several different areas, such as robotics [14] , power management [26] , autonomous driving [20] , and board games [21] .
An RL problem is often modeled as a Markov decision process (MDP), where the underlying transition probabilities are unknown. In an MDP, the state of the system changes in a Markovian manner based on the action taken by the agent. The goal of the agent is to find an optimal policy to select actions so that the expected total future reward is maximized. Since the underlying transition probabilities (environment models) are unknown, traditional techniques from the theory of MDP and stochastic control are not applicable. This motivates model-free approach based on simulations for solving RL problems. Among potential methods, Q-learning, studied in [29] , has been recognized as a promising solution for finding the optimal policy since it does not require any knowledge of the environment model. In particular, Q-learning iteratively estimates the optimal Q-function (state-action value function) based on a sequence of samples generated by applying a fixed policy to the unknown model. The optimal policy is then computed based on the optimal Q-function. This makes Q-learning an off-policy approach since it learns the optimal policy through data generated by a (possibly) non-optimal policy. This further has the advantage that learning can be decoupled from sampling and can be performed using data that is already collected.
Main contributions. The contributions of this paper are threefold. Motivated by the work in [16] , we first provide a new condition on the sampling policy in Q-learning to guarantee the stability of the algorithm, which allows us to explicitly derive the convergence of Q-learning with linear function approximation. Second, we analyze a finite-time bound on the performance of Q-learning without requiring any projection steps under this stability condition. Our key technique is to view Q-learning as a stochastic approximation (SA) algorithm for finding the solution of a suitable nonlinear equation. We then study the convergence rate of such SA under general conditions, which we believe is of independent interest and may be applicable for other problems. Finally, we present some numerical experiments based on the example from [1] that shows divergence of Q-learning with linear function approximation. In particular, we illustrate the sufficiency of our proposed condition on the stability of the algorithm, and demonstrate the rate of convergence.
Unlike the work in [31] , we do not require any projection steps in our finite-time analysis of Qlearning with linear function approximation. Our main motivation is to utilize the recent technique developed in [22] for studying the convergence rate of linear SA with Markovian noise. However, we note that Q-learning is a nonlinear SA even under linear function approximation. Therefore, extending the results in [22] to the work studied in this paper is not obvious. Indeed, our new stability condition on the sampling policy and some properties of Q-learning play an important role in our analysis. More details are provided in Sections 3 and 4.
Markov decision processes and Q-learning
Consider an MDP M = (S, A, P, R, γ), where S = {s 1 , s 2 , ..., s n } is a finite state space, A = {a 1 , a 2 , ..., a m } is a finite action space, and P = {P a ∈ R n×n : a ∈ A} is a set of action dependent transition probability matrices. Moreover, R : S × A → R is the reward function and γ ∈ (0, 1) is the discount factor. The results in this paper may be generalized to the case of infinite but compact state and action spaces. We restrict our attention to finite spaces for an ease of exposition.
At each time k ∈ N, the agent observes the current state S k = s of the environment and takes an action A k = a ∼ π(·|S k ), where π(·|s) is a probability distribution supported on A. Here, π is often referred to as a stochastic policy, and when it is deterministic, we denote π(s) as the action taken at state s under policy π. The system then moves to the next state S k+1 = s with probability P a (s, s ) = P(S k+1 = s |S k = s, A k = a). Moreover, as the transition occurs, the agent receives an instantaneous reward R(S k , A k ). The goal of the agent is to find an optimal policy π * such that its long term cumulative reward is maximized. For solving this problem, we are interested in using the model-free Q-learning method proposed in [29] .
Given a policy π, we define the Q-function associated with a state-action pair (s, a) ∈ S × A as
where the trajectory {(S k , A k )} k≥1 is generated by A k ∼ π(·|S k ) and S k+1 ∼ P A k (S k , ·). In words, Q π (s, a) is the expected cumulative reward starting from state s, taking action a, and thereafter following policy π. It is well-known that the Q-function associated with the optimal policy π * , denoted by Q * , satisfies the following Bellman equation [4, 23 ]
where the expectation is taken w.r.t. s ∼ P a (s, ·), the successor state after taking action a at state s. Once Q * is obtained, an optimal policy π * can be decided as π * (s) = arg max a∈A Q * (s, a) for all s ∈ S, which does not require any knowledge about the transition probabilities, and so is a model-free approach. In terms of finding Q * , Q-learning can be viewed as an SA algorithm for finding the solution of the Bellman equation (2) . In particular, given a sample trajectory {(S k , A k )} generated by a predetermined policy π, Q-learning iteratively updates the estimate Q k of Q * as
where {α k (s, a)} is the sequence of step sizes associated with the state-action pair (s, a). Under some proper choice of step sizes, the sequence Q k generated by Q-learning converges almost surely to Q * as long as every state-action pair is visited infinitely often; see for example [23, 4] .
In this paper, we are interested in the case where the number of state-action pairs is very large, and Qlearning can be intractable due to the curse of dimensionality. To overcome this difficulty, we use lowdimensional approximationQ of Q * , restrictingQ to a linear subspace Q with dimension d mn. While using more advanced nonlinear approximations such as neural networks as in the recent works [17, 30] may lead to more powerful approximations, the simplicity of the linear model allows us to analyze it in detail. In particular, given a set of basis functions φ : S × A → R, ∈ {1, . . . , d} called features, the approximation of Q * , parameterized by a weight vector
With the feature matrix Φ ∈ R nm×d being defined as
we haveQ θ = Φθ. The Q-learning with linear function approximation for iteratively updating θ is then given by
where > 0 is a constant step size. Our goal in this paper is to provide a finite-time error bound for the convergence of (5). Note that unlike the work in [31] , we do not assume a projection step to a predefined set related to the unknown transition probabilities of the underlying Markov chain. Our approach can be extended to the case of time-varying step sizes, which will be explored fully in future work. Finally, as mentioned above, Q-learning can be viewed as a nonlinear SA for solving the Bellman equation (2) . Motivated by this observation, we first study the convergence rate of an SA algorithm for finding the solution of a general nonlinear equation in the next section. By utilizing this result, we then provide a finite-time bound for the convergence rate of Q-learning with linear function approximation in Section 4.
Finite time analysis of nonlinear stochastic approximation
We consider here the problem of solving for θ * ∈ R d in the equation
where X is a random variable with finite state space X and distribution µ, which is either unknown, or hard to evaluate. The function F : X × R d → R is a general nonlinear mapping. To solve this problem, we consider the celebrated SA algorithm proposed by Robbins and Monro [18] . In particular, suppose that we can collect a sequence of samples {X k } of the random variable X. Then, with initialization θ 0 ∈ R d , SA iteratively updates an estimate θ k of θ * as
where > 0 is a (possibly time-varying) step size. A concrete example of this equation is the Q-learning update (5) given in the previous section. Under reasonable assumptions on the nonlinear mapping F , the convergence properties of SA have been studied extensively in [24, 6] under the assumption that the samples {X k } are i.i.d.. On the other hand, when the samples {X k } are obtained from a Markov chain with stationary distribution µ, the asymptotic convergence of SA is provided in [3, 6] using the ODE approach. That is, the sequence {θ k } generated by Eq. (7) is shown to converge to the equilibrium point of the ODĖ
under certain assumptions on the stability of ODE (8) [11, 13] ; see [6] for more details. Usually the ODE method can be used to establish the asymptotic convergence, but does not give the finite-time bounds.
In this section, our goal is to expand the frontier by providing a finite-time bound for SA (7) under Markovian noise. To do that, we start by presenting a sequence of standard assumptions, which is often made in the literature of SA. Throughout this paper, · stands for the Euclidean norm for vectors, and induced 2-norm for matrices. Our assumptions are given as follows. Assumption 3.1. The Markov chain {X k } is irreducible and aperiodic.
Remark 3.1. Assumption 3.1 is often assumed to study the asymptotic convergence of SA under Markovian noise; see for example [6, 4, 23] . By the fundamental theorem of Markov chains, this assumption implies that the Markov chain has a unique stationary distribution µ, and the totalvariation distance between P(X k = ·|X 0 = x) and µ converges to zero geometrically [15] . Assumption 3.2. The function F (x, θ) is globally Lipschitz continuous w.r.t. θ uniformly in x, i.e., there exists L > 0 such that
Remark 3.2. The Lipschitz continuity of F is necessary to study a nonlinear system, e.g., it guarantees that the solution of ODE (8) exists. When F (x, θ) is linear in terms of θ as considered in [4, 22] 
The equationF (θ) = 0 has a unique solution θ * , and there exists α > 0 such that
is necessary to establish the global convergence from θ k to θ * . Since we are interested in obtaining an exponential convergence rate, we make the stronger form in Assumption 3.3. Moreover, this assumption can be viewed as a strongly monotone property of the nonlinear mapping −F .
Before presenting our results, we first provide some intuition. As mentioned in [4] , the asymptotic behavior of SA (7) can be captured by ODE (8) . One way to study the stability of ODE (8) is to find a candidate Lyapunov function V (θ), and consider the time derivative of V (θ) along the trajectory of the dynamical system (8) . In particular, consider a quadratic Lyapunov function V (θ) =
where in the first equality we used our assumption thatF (θ * ) = 0. Now Eq. (10) implies
Thus, any solution of ODE (8) converges to its equilibrium θ * exponentially. Second, we need to "translate" the convergence rate of ODE (8) to the convergence rate of the sequence {θ k } generated by SA (7) . To do that, we rewrite Eqs. (7) and (8) as
The above formula indicates that on average, SA (7) incrementally updates the amount
We would expect that the asymptotic convergence rate of SA (7) to a neighborhood around θ * is also exponential
The reason for converging to a neighborhood of θ * rather than θ * itself is that we are using constant step size. Even if we start at θ * , when the step size is a constant, the estimates θ k wander in the neighborhood of θ * because of the noise in the estimates
can be deduced from Assumptions 3.1 and 3.2. To see this, Assumption 3.1 implies that the total-variation distance between P(X k = ·|X 0 = x) and µ decays to zero geometrically. In addition, under the regularity conditions on the function F (x, θ) provided in Assumption 3.2, we would expect that
Based on this observation, we first formally state the result of (11) in the following lemma. Lemma 3.1. Suppose Assumptions 3.1 and 3.2 hold, then we have
Moreover, for any > 0, there exist constants
, where
(See Appendix A for the proof.) Remark 3.4. Here τ is referred to as the mixing time of the underlying Markov chain, which satisfies lim →0 τ = 0 [15] . For convenience, we drop the subscript in τ in the following.
Next we present our finite-time error bound for SA (7). Theorem 3.1. Consider iterates {θ k } generated by SA (7) . Suppose that Assumptions 3.1-3.3 hold, and satisfies τ ≤ min(
, where α is given in (9), then we have for all k ≥ τ
Sketch of Proof. We consider the quadratic Lyapunov function V (θ) = 1 2 θ − θ * 2 to study the convergence of SA (7), following the idea in studying the stability of ODE (8) . Indeed, since the Markov chain {X k } has a geometric mixing time, one would expect the following for k large enough
where η 1 ∈ (0, 1), η 2 > 0 are constants, which might involve and τ . The existence of η 2 follows from the fact that we are using constant step size in (7). A finite-time bound on the mean-square error of θ k should immediately follow from recursively using Eq. (13) . Based on this idea, we consider
, where the last equality is due toF (θ * ) = 0. Next we bound each term on the right-hand side. For term (a), using (7), we have θ k+1 − θ k = F (X k , θ k ). Due to Assumption 3.2, the norm F (x, θ) grows at most affinely in terms of θ . To see this, let M := max x∈X F (x, 0) , which is well defined because X is finite. Since
For convenience and without loss of generality, assume that L ≥ max (M, 1). Therefore, we have
To bound (b), we utilize the Lipschitz continuity of F (x, θ) and the geometric mixing time of the Markov chain {X k } to show after significant manipulation that
For term (c), note that under Assumption 3.3 we have
Putting together the upper bound for (a), (b), and (c), since we have lim →0 τ = 0, the upper bound
when is small enough. After some work, we can finally get the key inequality (13) , and then recursively use it to obtain the finite-time error bound. Full proof of Theorem 3.1 is presented in Appendix B.
First, the result in Theorem 3.1 implies that under a proper choice of the step size , the nonlinear SA achieves an exponential convergence rate in expectation to a ball centered at the optimal solution θ * . In addition, since lim →0 τ = 0, the ball shrinks to the point θ * as the step size decreases. Therefore, a natural algorithm to guarantee the convergence of θ k to the solution θ * is to use SA (7) with diminishing step sizes. Although we do not pursue this study in our paper, we would expect that this happens when k = 1/(k + 1). This choice of step sizes satisfies ∞ k=0 k = ∞ and ∞ k=0 2 k < ∞, as often used in the ODE approach [6] . Second, our analysis suggests that the right-hand side of Eq. (12) can be viewed as a combination of the bias and variance. The first term shows the impact of the bias due to the initial estimate θ 0 . As the SA converges, the bias goes to zero geometrically fast. The second term corresponds to the variance of the Markovian noise. Since we use constant step size, the variance does not go to zero. However, Eq. (12) suggests that the variance vanishes when the step size diminishes to zero.
Finite-time analysis of Q-learning with linear function approximation
In this section, we present finite-time analysis of Q-learning with linear function approximation and a constant step size. We first show that Q-learning can be reformulated as a variant of the nonlinear SA studied in the previous section. The convergence rate of Q-learning then follows from the result in Theorem 3.1. First, recall the update of Q-learning from Eq. (5)
where the trajectory {(S k , A k )} is generated according to A k ∼ π(·|S k ) and S k+1 ∼ P A k (S k , ·) for some policy π chosen in advance. Since π is predetermined, the MDP becomes a Markov chain {S k }.
, it is clear that {X k } is also a Markov chain with state space
Thus, Eq. (14) can now be rewritten in the same form as the nonlinear SA studied in Section 3
where the nonlinear mapping F is defined as
We next present our main result on finite-time analysis of Q-learning with linear function approximation. Before that, without loss of generality, we assume that the feature vectors {φ } 1≤ ≤d are linearly independent and are normalized so that φ(s, a) ≤ 1 for all (s, a) ∈ S × A. Note that this is without loss of generality since we can disregard dependent feature vectors. Also, since the number of state-action pairs is finite, let r max := max (s,a)∈S×A |R(s, a)| < ∞.
Theorem 4.1. Consider iterates {θ k } generated according to (15) . Suppose that (a) The Markov chain {S k } induced by π is irreducible and aperiodic with a unique stationary distribution µ.
(b) The equationF (θ) := E µ [F (X, θ)] = 0 has a unique solution θ * , and the following inequality holds for all θ ∈ R d :
(c) The step size is chosen such that τ ≤ min(
4K
Sketch of Proof. The main idea of our analysis is first to show that Assumptions 3.1-3.3 hold under the conditions provided in this Theorem. We then apply the result in Theorem 3.1 to derive (18) . The details of these steps are presented in Appendix C.
Theorem 4.1 is qualitatively similar to Theorem 3.1 in that Q-learning achieves an exponential convergence rate in expectation to a ball centered at θ * , and the size of this ball shrinks as a function of the step size . The condition in Eq. (17) is essentially to guarantee the stability of Q-learning with linear function approximation, i.e., to satisfy Assumption 3.3 in the case of nonlinear SA. Note that, condition (18) depends on the choice of the sampling policy π, the choice of feature vectors {φ } 1≤ ≤d , and the underlying transition probabilities P. A weaker form of (17) is
which does not give exponential rate, but can be used to establish convergence. Convergence to θ * under (19) and the characterization of θ * in terms of the solution to a projected Bellman equation is presented in Appendix D. In the next section, we present further discussion about when condition (19) may be satisfied and also present numerical simulations to verify its sufficiency.
Discussion and numerical experiments
In this section, we provide numerical simulations to justify the condition in (19) as well as the convergence rate of Q-learning. First, we consider Eq. (19) , where the term inside the expectation on the right-hand side can be interpreted asQ 2 θ (s, a 1 ) with a 1 ∼ π(·|s). On the other hand, the term max a∈A (φ(s, a) θ) 2 on the left-hand side is essentiallyQ 2 θ (s, a 2 ) where a 2 is chosen greedily, i.e., a 2 ∈ arg max a∈A |Q θ (s, a)|. So, clearly we have (19) , besides the presence of γ 2 < 1, we need to impose an implicit condition on the choice of the sampling policy π. Consider
We note that δ(π) ∈ [0, 1] for any policy π. In addition, when δ(π) > γ 2 and π is used as the sampling policy, we have (19) and lim k→∞ θ k = θ * w.p. 1, as shown in Appendix D. If δ(π) ≈ 1, π is close to the optimal policy π * , and we expect the convergence of Q-learning. On the other hand, when δ(π) is close to 0, the policy π and π * are significantly different. Hence, to guarantee the stability of Q-learning, the discount factor γ should be sufficiently small. Finally, if δ(π) = 0, for any discount factor γ, there is no guarantee on the convergence of Q-learning using this sampling policy π. This, however, does not imply the divergence of Q-learning since (19) is only a sufficient condition.
We next present one way to compute δ(π) for an MDP with a chosen policy π when the underlying model is known. We will then use this to perform numerical simulations. First, let D µ,π ∈ R mn×mn be a diagonal matrix with diagonal entries {µ(s)π(a|s)} (s,a)∈S×A and Σ µ,π := Φ D µ,π Φ ∈ R d×d , where Φ ∈ R mn×d is the feature matrix given in (4). Moreover, Let B = A n ⊆ R n be a set of cardinality m n , where each element in B represents a deterministic policy. Finally, let D µ ∈ R n×n be a diagonal matrix with diagonal entries {µ(s)} s∈S , and
. We now compute δ(π) given in the following lemma, whose proof is presented in Appendix E. Lemma 5.1. Suppose that Φ is full column rank and µ(s)π(a|s) > 0 for all (s, a) ∈ S × A. Let δ(π) be defined as in (20) and λ max (M ) be the largest eigenvalue of a positive semi-definite matrix M . Then we have
Next we present our numerical experiments to illustrate the relation between δ(π) and the performance of Q-learning. In our simulation, we consider the divergent counter example of Q-learning introduced in [1] , where there are 7 states and 2 actions, and the reward function is set to zero. The full description of this example is presented in Appendix F. Since the reward function is identically zero, Q * is zero, implying θ * is zero. Because of this structure, it is possible for the Q-learning algorithm to converge even when constant step size is used. We choose the sampling policy π which takes each action with equal probability. Next, we compute δ(π) according to Lemma 5.1. It turns out that δ(π) ≈ 0.5, giving the threshold for γ being δ(π) 1/2 ≈ 0.7. In our simulation, we choose = 0.01, γ ∈ {0.7, 0.9, 0.97}, and plot θ k as a function of the number of iterations k in Figure 1 . Here, θ k converges when γ = 0.7 and also when γ = 0.9 and diverges when γ = 0.97. This demonstrates that condition (19) is sufficient but not necessary for convergence. This also shows that by changing the discount factor and ensuring (19) , the counter example from [1] can be made to converge.
Finally, to show the convergence rate of Q-learning, we consider the convergence of θ k when γ = 0.7 given in Figure 2 , where we plot log E[ θ k 2 ] as a function on the number of iterations k. The expectation is estimated over a hundred sample paths {θ k }. In this case, θ k seems to converge exponentially to 0, which agrees with our theoretical result given in Theorem 4.1. 
Conclusion
In this paper we establish a finite-time bound for the performance of Q-learning with linear function approximation and a constant step size, without either making an i.i.d. noise assumption, or requiring an additional projection step to bound the iterates. Our approach is to obtain finite-time bounds on a more general nonlinear SA algorithm with Markovian noise. We also provide sufficient conditions for the convergence of Q-learning with diminishing step sizes, and study the need of this condition numerically in the context of a well-known counter example. Future work includes obtaining finitetime error bounds under diminishing step sizes and optimizing the step sizes to achieve the best convergence rate. Since (17) is quite restrictive on the sampling policy π, another future direction is to develop an algorithm where the sampling policy is updated with time. Studying finite-time error bounds for the on-policy variant of Q-learning called SARSA is probably a first step in this direction.
Since {X k } is irreducible and aperiodic, by the fundamental theorem of Markov chains [15] , it has a unique stationary distribution µ, and there exist constants C > 0 and ρ ∈ (0, 1) such that
where d T V (·, ·) is the total-variation distance defined as
Next, let F i (x, θ) be the i−th component of F (x, θ). By Assumption 3.2 we have
Therefore, we obtain for any θ ∈ R d and x ∈ X
where the last inequality follows from Eq. (21) . It follows that
To show the formula of the mixing time τ , we need to find the smallest integer t ≥ 1 such that
Indeed, the above inequality holds when
Thus, by definition of τ , we have
Appendix B. Proof of Theorem 3.1
To show Theorem 3.1, we consider the following sequence of important lemmas. Throughout this section, we assume that all assumptions mentioned in Theorem 3.1 always hold. Lemma 6.1. The following inequality holds for all k ≥ τ
Proof of Lemma 6.1. First, Assumption 3.2 and the set X being finite give F (x, θ) ≤ L( θ + 1) for all x ∈ X and θ ∈ R d . Thus, using Eq. (7) we have
which gives for all k ≥ τ
where the second inequality follows from (x + y) 2 ≤ 2(x 2 + y 2 ) for all x, y ∈ R.
Lemma 6.2. The following inequalities hold for all k ≥ τ
Proof of Lemma 6.2. For any k ≥ τ , we first upper bound θ t for t ∈ [k − τ, k]. Indeed, by (22) we have
which by the triangular inequality gives
Recursively using the preceding inequality gives
Since t ≤ k and (L + 1) > 1, the above inequality yields
We now provide an upper bound for (L + 1) τ . Note that since 1 + x ≤ e x for all x ≥ 0, we have
where we use L τ ≤ 1 4 to ensure the applicability of the previous inequality. Thus, we obtain
Using Eqs. (23) and (24), we have for any k ≥ τ
where in the last inequality we use again L τ ≤ . It follows from (25) that
Using the relation (x + y) 2 ≤ 2(x 2 + y 2 ) for all x, y ∈ R, Eqs. (25) and (26) give
Lemma 6.3. The following inequality holds for all k ≥ τ
Proof of Lemma 6.3. We first note that under Assumption 3.2,F (θ) is globally Lipschitz continuous w.r.t. θ. Indeed, for any θ 1 , θ 2 ∈ R d , we have
where the first inequality follows from Jensen's inequality. Therefore, as the same analysis we did for F (x, θ), we have F (θ) ≤ L( θ + 1) for all θ ∈ R d . Now we consider the left-hand side of the desired inequality as follows
.
First, we analyze the term (T 1 ) by using Hölder's inequality and Lemma 6.2:
where Eq. (27) follows from the fact that (x + y) 2 ≤ 2(x 2 + y 2 ) for all x, y ∈ R, and Eq. (28) holds since L τ ≤ . Next we consider the term (T 2 ). Using the Lipschitz continuity of F (x, θ) andF (θ), we have
On the one hand, Lemma 3.1 implies
On the other hand, Lemma 6.2 gives
Using the preceding two relations into Eq. (29) gives
where the last inequality follows from L ≥ 1 and τ ≥ 1. Note that using Lemma 6.2 one more time we have
where the second inequality follows from xy ≤ x 2 + y 2 and x ≤ x 2 + 1 for all x, y ∈ R.
Substituting Eq. (31) into Eq. (30) yields
Using Eqs. (28) and (32), we obtain
which concludes our proof.
Lemma 6.4. The following inequality holds for all k ≥ τ :
Now substituting (34) and (35) into (33), we have
Since lim →0 τ = 0, there exists κ 1 > 0 such that when
Hence when τ ≤ min(
Now taking expectation w.r.t. X k−τ and θ k−τ on both side of the previous inequality yields
We are ready to present the proof to Theorem 3.1 based the sequence of lemmas we provided.
Proof of Theorem 3.1. By Lemma 6.4, we have for all k ≥ τ
, the previous inequality is of the form
where a = 1 − α , and b = 858L 2 2 τ ( θ * 2 + 1). We note that (36) can be written as
which by recursion implies for all k ≥ τ
, when a ∈ (0, 1), and b > 0.
Using the above formula, we have
The last thing to do is to bound E[ θ τ − θ * 2 ] in terms of constants. Again by Lemma 6.2 and our assumption that L τ ≤ 1 4 , we have
It follows from (x + y + z) 2 ≤ 3(
Finally, using the upper bound we obtained for θ τ − θ * 2 , we have the desired finite-time error bound: 
Similarly, we also have
Therefore,
It follows that
Note that
If we Let K = γ + 1 + r max , it is clear that K can be served as a Lipschitz constant for F (x, θ), and K ≥ max (r max , 1).
Lemma 6.6. Suppose the Markov chain {S k } induced by policy π is irreducible and aperiodic. Let X k = (S k , A k , S k+1 ) be a Markov chain with state space
then {X k } is also irreducible and aperiodic.
by
Therefore, we have
Now we are ready to apply Theorem 3.1. In the result of Theorem 3.1, replacing L by K = γ + 1 + r max , and α by α/2, when is chosen such that
we have the desired finite-time error bound for Q-learning with linear function approximation:
Appendix D. Asymptotic convergence of Q-learning with linear function approximation
We first introduce our notation. where s ∼ P a (s, ·) is the successor state after taking action a at state s.
In our setting, since the state and action spaces are finite, H is a mapping from R mn to R mn . It is clear that when µ(s)π(a|s) > 0 for all (s, a) ∈ S × A, · µ,π is a norm. We will show this is indeed the case under the conditions provided in Theorem 6.1.
Definition 6.3. Π Q denotes the projection operator onto Q = {Q θ :Q θ = Φθ, θ ∈ R d } w.r.t. norm · µ,π .
With the definitions above, we now state the convergence result of Q-learning with linear function approximation.
where D µ,π is a diagonal matrix with diagonal entries {µ(s)π(a|s)} (s,a)∈S×A , and Φ is the feature matrix defined in (4). we can deduce E µ [φ(s, a)φ(s, a) ] 0 from the following two observations: (1) µ is the stationary distribution of an irreducible and aperiodic Markov chain, hence µ(s) > 0 for all s ∈ S. Therefore, under our assumption that π(a|s) > 0 for all (s, a), we have D µ,π 0. (2) Φ is assumed to be full column rank. Note that observation (1) also implies that · µ,π is indeed a norm. Now we have the following sequence of implication. .
Appendix F. Description of the MDP used in section 5
Our numerical experiments in section 5 adopt the MDP model of the classical divergent example of Q-learning with linear function approximation introduced in [1] . Consider the infinite-horizon seven-state, two-action MDP shown in Figure 3 . The dashed action takes the system to one of the six upper states with equal probability, whereas the solid action takes the system to the seventh state with probability one. The sampling policy π selects the dashed and solid actions with equal probability. The reward is zero on all transitions. Consider estimating the Q-function under the linear parameterization indicated by the expression showing along each arrow in Figure 3 . For example, the estimated value of state 1 taking the solid action is θ 0 + 2θ 1 , where the subscript corresponds to the component of the overall weight vector θ ∈ R 14 . Therefore, if we denote the solid action as a 1 , and dashed action as a 2 , for any θ ∈ R 14 , our approximatingQ θ is
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