The choice of a suitable random matrix model of a complex system is very sensitive to the nature of its complexity. The statistical spectral analysis of various complex systems requires, therefore, a thorough probing of a wide range of random matrix ensembles which is not an easy task. It is highly desirable, if possible, to identify a common mathematcal structure among all the ensembles and analyze it to gain information about the ensemble-properties. Our successful search in this direction leads to Calogero Hamiltonian, a one-dimensional quantum hamiltonian with inverse-square interaction, as the common base. This is because both, the eigenvalues of the ensembles, and, a general state of Calogero Hamiltonian, evolve in an analogous way for arbitrary initial conditions. The varying nature of the complexity is reflected in the different form of the evolution parameter in each case. A complete investigation of Calogero Hamiltonian can then help us in the spectral analysis of complex systems.
Recent statistical studies in various branches of theoretical physics, ranging from Calogero model of 1-d fermionic system [1] , random matrix (RM) model of disordered systems, matrix models of random surfaces to non-linear sigma model of quantum chaotic systems have revealed the presence of a common mathematical structure [2] [3] [4] . The connectingweb of these various models with each other is well-described in [3] . However, so far, the connection of RM model with other models was established only for standard Gaussian ensembles (SGE), that is, Gaussain ensembles invariant under unitary transformation. This was achieved by showing that distribution of the eigenvalues of the ensemble is governed by a Fokker-Planck (F-P) equation [6, 7] similar to that of Dyson's "Brownian" motion model [5] . Through the reduction of F-P equation to the Schrodinger equation, the latter model is already known to be connected to Calogero Hamiltonian and thereby to various other models [6] [7] [8] . In this paper, we explore RM models with non-invariant distributions, and, following the same route as in the case of SGE, connect them to Calogero Hamiltonian.
This gives us a new technique to analyze the spectral behaviour of the quantum operators of complex systems.
The connection between Complex systems and Calogero hamiltonian seems to be widerannging. The eigen value dynamics of Hermitian operators, for example, Hamiltonian of complex quantum systems e.g. chaotic systems, disordered systems seems to have an intimate connection with the particle-dynamics of Calogero-Moser (CM) Hamiltonian. The latter describes the dynamics of particles interacting via pairwise inverse square interaction and confined to move along a real line [1] ,
Similarly the level-dynamics of the unitary operators e.g. time-evolution operator is connected to Calogero-Sutherland (CS) Hamiltonian [9] :
where particles are confined to move in a circle thus mimicking the similar confinement of eigenvalues due to unitary nature of the operator. The marphological transition caused by the interacting steps on a miscut crystal surface can also be modeled by the CS hamiltonian [10] . Here the nature of complexity is thermodynamic in nature. It is already well-known that the parametric dispersion of the eigenvalues of the quantum system, with non-integrable classical limit, is described by a set of equations similar to the equations of motions of particles, in time, of classical Calogero Hamiltonian [11] . This analogy extends also to the statistical properties in the two cases. The parametric-evolution of the eigenvaluedistribution P N β (ǫ; τ ), of a Hamiltonian H = H 0 + τ H 1 (of size N), with perturbation H 1 taken from a SGE corresponds to the time-evolution of the particle-distribution P N β (r; t)
and both the static as well as the dynamical correlators of the eigenvalues turn out to be similar to those of the particles in CM hamiltonian (with V (µ) ∝ µ 2 in eq. (1)) [6] [7] [8] . Here β refers to the generic symmetry-class of the complex systems and therefore the transformation properties of associated RM models (known as GOE, GUE and GSE for β = 1, 2 and 4) [12, 6] .
In limit τ → ∞, the eigenvalues attain an equilibrium distribution, known as Wigner-Dyson, which coincides with the probability distribution of N-particle coordinates P N β (r; t → ∞)
of the ground state of the CM hamiltonian [3, 8] . Similar analogies can also be made between evolution of the eigenvalues of unitary operators U = U 0 e iτ M , with M taken from SGE, and CS Hamiltonian [13] . This is equivalent to say that the stationary and non-stationary states of CSM hamiltonian correspond to the eigenvalue distribution of the systems subjected to random perturbations, strong (τ → ∞) and weak (finite τ ) respectively, and thereby to equilibrium and non-equilibrium distribuion of SGE. In this paper, we indicate towards a novel connection between the CM and RM model: a non-stationary state (finite t) of CM hamiltonian can also be mapped to the eigenvalue distribution of a generalized Gaussian ensemble (GGE); the correspondence is established by identifying a parameter Y for GGE, equivalent to time t for CM Hamiltonian. This mapping can then be used to obtain the information about various spectral properties of GGEs.
In recent past, RM ensembles have been quite often used to model the physical systems with complicated interactions [2, 12] . The logic which could be given in support of the modelling is that the missing information about the detailed nature of the interactions can be mimicked by randomizing the associated generators of motion, that is, by taking their matrix-representations as random matrices. However as the specific details of the complexity of an operator should be reflected in the associated RM model, the distribution of the matrix elements can be of various types. For example, for a Hamiltonian with chaotic classical limit (least predictability of the long-term dynamics), the distribution can be chosen as Gaussian (the least information ensemble), with distribution parameters to be determined by the associated quantum dynamics. The corresponding RM model will thus belong to a generalized Gaussian ensemble with matrix elements distribution given by P (H) ∝ e −f 1 (H).f 2 (H) (with f 1 and f 2 arbitrary functions and H as a typical matrix). The SGEs, with matrix elements distribution given by P (H) ∝ e −T rH 2 are special cases of GGEs and many of their properties are already known. The various features of GGEs have, however, remained unknown so far.
The purpose of this paper is to suggest a technique to fill in this gap in our information.
As for SGE, the nature of matrix elements in GGE too depends on the exact symmetry conditions of the Hamiltonian and is again indicated by parameter β, with β = 1, 2, 4 for a generic matrix element to be real, complex or quaternion [12] . Here we discuss, in detail, the properties of GG ensemble of complex hermitian matrices (β = 2); the GG ensemble of real-symmetric matrices (β = 1)has been discussed elsewhere [14] . We also probe briefly the non-Gaussian ensembles which can serve as good models for complex systems with various conditions on the associated quantum dynamics.
We proceed as follows. Our technique is based on the statistical evolution of the eigenvalues of a GG ensemble with respect to a change in their distribution parameters. This requires a prior information about the effect of a small change in the matrix element on eigenvalues and eigenvectors; the related study is given in section I.A. These results are then used to obtain, as described in section I.B, the distribution of eigenvalues P (µ, Y ) of a matrix H taken from a Gaussian ensemble, non-invariant under unitary transformation.
The evolution of the eigenvalues is governed by a partial differential equation which, after certain parametric redefinitions, turns out to be formally the same as the F-P equation for the brownian motion of particles in Wigner-Dyson (WD) gas [12] . The section II contains the details of the reduction of the F-P equation to the Schrodinger equation of CM hamiltonian and a mapping of their respective correlators. The section III deals with the application of our technique to some important physical processes e.g. localization and a brief discussion of our technique applied to a few other important matrix ensembles is given in section IV..
We conclude in section VI which is followed by the appendices containing the proofs of some of the results given in the main text of the paper.
I. EIGENVALUE DISTRIBUTION OF GENERALIZED GAUSSIAN ENSEMBLES

A. The Change of Eigenvalues and Eigenfunctions
The eigenvalue equation of a complex Hermitian matrix H is given by HU = UΛ with Λ as the matrix of eigenvalues λ n and U as the eigenvector matrix, unitary in nature. As obvious, a slight variation of the matrix elements of H will, in general, lead to variation of both the eigenvalues as well as the eigenvectors and associated rates of change can be obtained as follows;
As λ n = i,j U ni H ij U * nj , the rate of change of λ n with respect to H kl;s (with s referring to real, s = 1, and imaginary, s = 2, parts of H kl ) can be given
where g kl = 1 + δ kl . This can further be used to obtain the following relations (Appendix A) 
For our analysis later, we also require the information about the second order change of an eigenvalue with respect to a matrix element and, therefore, the rate of change of one of the eigenvector components with respect to H kl . This is given as follows (Appendix B),
and now by using eqs. (3, 6) , One can show that (Appendix C)
For the real-symmetric case, the corresponding relations can be obtained by using U + = U T (as eigenvector matrix is now orthogonal) in eqs. (3) (4) (5) (6) (7) and taking H ij;2 = 0 for all values of i, j (see [8] ).
. .
B. The Evolution Equation For the Eigenvalues
Let us consider an ensemble of complex Hermitian matrices H, with matrix elements
as Gaussians with arbitrary variances and mean-
values; the variances of real and imaginary parts of a single matrix element also need not be same. Thus we choose the distribution ρ(H) of matrix H to be following:
with C = k≤l 2 s=1 α kl;s π as the normalization constant, y as the set of the coefficients y kl;s = α kl;s g kl and b as the set of all b kl;s . Note that such a choice leads to a non-random complex Hamiltonian (H kl = b kl;1 + ib kl;2 ) in limit α kl;1 , α kl;2 → ∞ and therefore can model various real physical situations such as switching of disorder in a non-random Hamiltonian e.g. metal-insulator transitions.
Let P (µ, y, b|H 0 ) be the probability of finding eigenvalues λ i of H between µ i and µ i +dµ i at a given y and b (with H 0 as an initial condition),
As the α-dependence of P in eq. (9) . The first integral can also be simplified by using integration by parts followed by a use of the equality
where
Substitution of eq. (11) 
As shown in Appendix D, the first term on the right hand side of eq. (14) can further be simplified,
The second term can similarly be rewritten as follows (Appendix E):
where β = 2. Using both the equalities (15) and (16) in eq. (14), we obtain the desired F-P equation
Here 
By using the orthogonality of eigenvectors and following the same steps, it can be proved for real-symmetric case too (now β = 1) [14] . It is worth noting that the eq. (17) is same as the evolution equation for the eigenvalues of Brownian ensembles. It is also similar to the one governing the transitions between any two universality classes of SGE caused by a random perturbation of strength τ (with τ → Y ) [8, 6] .
C. How to Obtain the Complexity parameter Y :
The variable Y , a function of relative values of the coefficients α kl;s 's and b kl;s 's, is a measure of the degree and nature of the complexity of a system and therefore it can be referred as the "complexity parameter". It can be obtained by two alternative methods. 
First Method
where X j ≡ ij of its inverse to be unity. One way to achieve this is to set all adjuncts of the matrix elements
equal. This gives a ij = M −1 and M conditions for a ij , i = j, which can easily be fulfilled.
The form of Y , fulfilling condition (17) , can therefore be given as
with
Second Method
Let us consider a transformation of M = 2N 2 coordinates {r j } to another set of M 
where, for our case, g i (r 1 , .., r M ) = 2 (γ − r i ) r i if r i is one of the y kl;s , and, g i (r 1 , .., r M ) = −γr i if r i is one of the b kl;s . Now, as we want
, with Y 1 ≡ Y , this imposes following conditions on the functions Y i 's (as can be shown by using the theory of partial differentiation)
and therefore
According to theory of partial differential equations [15] (see appendix F), the general solution of eq. (23) for each Y j is given by a relation F j (u 1j , u 2j , .., u M j ) = 0 where function F j is arbitrary and u ij (r 1 , r 2 , .., r M , Y j ) = c ij , (i = 1, 2, .., M) (with c ij 's as constants) are independent solution of the equation
The above set of equations can be solved for various Y j to obtain F j . For Y 1 , we get the
and therefore F 1 satisfies the relation
The function F 1 being arbitrary here, this relation can also be expressed in the follwing form:
where C is another arbitrary function of constants: for example C ≡ C(
Similarly the variables Y i , i > 1, can be obtained however their knowledge is not required for our analysis.
The eq. (17) describes an evolution of the eigenvalues of GGE for arbitrary initial conditions which can be solved, in principle, to obtain P (µ, Y |H 0 ) and an integration over all the initial conditions will lead to P (µ, Y ). In fact, it can be shown that
where µ 0 is the set of eigenvalues of the initial matrix H 0 , with β 0 given by its symmetry conditions, and U is the integral over unitary (or orthogonal) space of matrices.
To show that eq. (26) is indeed a solution of eq. (17), we study a general case. Consider a partial differential equation for a function F (A; t) defined in the matrix space of N × N
Hermitian matrices
with the initial condition F (A; 0) = f (A). This equation is known to have a unique solution (see page 174 of [12] ),
where B is a N × N hermitian matrix. Depending on the nature of both A and B, we can choose a special class of eigenvector matrices U A and U B (for A and B real-symmetric, complex hermitian or symplectic, U A and U B are orthogonal, unitary and symplectic matrices respectively) such that
matrices with a i and b i as the eigenvalues of
A and B respectively and U s = U + or U T or U R depending onwhether U is an eigenvector matrix for a complex Hermitian, real symmetric or symlectic matrix [12] . Let β A and β B give the number of components of a typical matrix elements in A and B repectively. Changing the variables from matrix elements to the N eigenvalues and βN(N −1)/2 angle (i.e eigenvector) parameters on which U B depends, we have
The substitution of these relations in eq. (29) gives us
also independent of U A . This helps us to rewrite the eq.(33) as follows,
Here the integral is over the group U of orthogonal, unitary and symplectic matrices respectively. Further the Laplacian ∇ 2 A can also be written in terms of eigenvalues and angle parameters of A (see appendix A.5 of [12] )
by the substitution of eq. (35) in eq. (27) and using independence of F (a; t) of U A , one can rewrite eq. (27) as follows,
with F (a; t) given by eq. (34) . Now by using the equality i
be reduced in the following form:
which is similar to eq. (17) with a i → µ i , t → Y , γ = 1 and F → P . The joint probability density P can therefore be obtained by evaluating the integral (34). However, so far, the integration could be performed only for the unitary group of matrices [16, 12] .
E. Steady State, Level Density and Correlations
The steady state of eq. (17), This however does not affect the statistical properties of the intermediate ensembles.
The eq. (26) for P (µ, Y ) can be used to obtain n th order density correlator R n (µ 1 , ..µ n ; Y ),
as the density of eigenvalues and < .. > implying the ensemble average). Here note that the analogy of eq. (17) to that of Dyson's Brownian ensembles implies same form of P for both the cases and therefore R n .
A lot of information already being available about level-density and various correlation for Brownian ensembles, it can directly be used for ensemble described by eq.(3). Thus, as for BE, a direct integration of F-P equation (17) leads to the BBGKY hierarchic relations among the unfolded local correlators R n (r 1 , .., r n ; Λ) = LimN → ∞
; the mean level spacing) [13] ,
(here for simplification, γ is chosen to be unity). As can be seen from the above equation, the transition for R n occurs on the scales determined by Y ≈ D 2 and a smooth transition can be brought only in terms of the parameter Λ, obtained by rescaling Y by D 2 . On the other hand, for R 1 , the corresponding scale is given by Y ≈ N D 2 . This implies, therefore, during the transition in R n , the density R 1 remains nearly unchanged; this fact is very helpful in unfolding the correlators R n . For n = 1 and in large N-limit, above equation reduces to the Dyson-Pastur equation [13] for the level density
which results in a semi-circular form for ν; ν(r) =
The application of super-symmetry (SUSY) technique [17] to ensemble (3) gave a similar result (also see section 4.3 of [12] ).
II. CONNECTION TO CALOGERO HAMILTONIAN
A similarity transformation followed by a Wick rotation converts the F-P equation into a Schrodinger equation of a many body problem [8] . This can be seen as follows. The F-P equation, in general, can be expressed in a form
where P is a F-P operator with non-negative eigenvalues. Here |P Y > is a general state of operator P at "time" Y and its projection in eigenvalue space can be obtained by the usual
be the equilibrium probability. One can futher define a vector < 0| ≡ dµ < µ|.. satisfying < 0|P = 0 thus implying the conservation of probability in "time" Y in this state (the ground state). To estabilish a proper correspondence with Schrodinger equation, the F-P operator need to be hermiticized through a similarity transformation S −1 P S = H where S is Hermitian and invertible operator depending only on the eigenvalues. Thus the ground state condition must be given by HS|0 >= 0 (as P In the case of F-P equation (17) , H turns out to be CM Hamiltonian (eq.(1) with r i → µ i ) and has well-defined eigenstates and eigenvalues [1, 18] . As well-known, the particles in CM system undergo an integrable dynamics, thus implying a similar motion for the eigenvalues too. Here H being a generic member of GGE, this result is valid for all systems with interactions complicated enough to be modeled by GGE.
The "state" ψ or P (µ, Y |H 0 ) can be expressed as a sum over the eigenvalues and eigenfunctions which on integration over the initial ensemble H 0 leads to the joint probability distribution P (µ, Y ) and thereby static (at a single parameter value) density correlations R n . The above correspondence can also be used to map the multi-parametric correlations to multi-time correlations of the Schrodinger equation. For example, the parametric correlation 
This follows because
now as the evolution of |P Y > with respect to Y is given by |P Y >= Se Poisson → GOE curve is more suitable for its study rather than GOE → GUE. Here the GOE ensemble is described by < F 
where R 2 (r, ∞) = 1 − sin 2 (πr) π 2 r 2 (the GUE limit). It is obvious therefore that if Λ 1 and Λ 2 are the parameter values for the ensemble "G" on Poisson → GUE and GOE → GUE curves respectively, one should have R 2,P →U (r; Λ 1 ) = R 2,O→U (r; Λ 2 ). This would require an intersection of two curves in the parametric space which however is possible. This is because the GOE can occur as an intermediate point in Poisson → GUE transition. The GOE → GUE curve can also appear as a part of the Poisson → GUE curve; thus the choice of two different initial ensembles here corresponds only to two different origins of dynamics on the same curve.
The parameter γ, which determines Y as well as the variances of F , enters in calculation at step given by eq. (14) and can be chosen arbitrarily. As obvious from eq. (17) 
As obvious from the above, the transition is governed by relative values of the disorder and the hopping. Here Λ → 0 leads to fully localized regime which corresponds to following condition on α and t
The eq. (46) gives, therefore, the condition for the critical region or mobility edge. As In 1-D geometry of a solid state system e.g a chain of N interacting sites, in tight binding approximation, the long-range random hopping leads to a banded structure of the matrix, known as random banded matrix (RBM) [20, 21] . Here the effectively non-zero, randomly distributed, matrix elements are confined within a band with its width governed by the range of hopping. The 1-D periodic geometry e.g. a chain of interacting sites joined into a ring leads to a periodic RBM in which all non-zero matrix elements belong to three regions: a band along the main diagonal, the upper right corner and the lower left one [20] . A real disordered wire has finite cross-section (referred as quasi 1-D geometry) and therefore allows for propagating modes with different transverse quatization numbers frequently referred as transverse channels. This case can again be modeled by RBMs with band-width given by number of transverse channels [22, 21] . In the case of dynamical systems too, exhibiting strong chaos in classical limit, the generic structure of Hamiltonian matrix in some basis is banded and matrix elements can be assumed to be pseudo-random [23] . For example, the Hamiltonian of quantum kicked rotor turns out to be a RBM in momentum basis [20] .
In all these cases, nature of the disorder or associated randomness decides the nature of the distribution of the matrix elements. The physical properties of such systems can therefore be analyzed by studying the distribution of the eigenvalues of associated RBMs.
The most studied type of RBM is that with the zero mean value of all matrix elements and variance given by < H ) [20] .
The transition parameter for the RBM can also be calculated by our method. Let us first consider the simplest case i.e. Rosenzweig-Porter Model where all the off-diagonal matrix elements are distributed with same variance which is different from the diagonal ones. We choose α ij;i =j = 2(1 + µ) and α ii = 1 with µ ≥ 0; thus min{y ij } = 2 and we can choose γ = 2. This GGE can therefore be mapped to a Brownian ensemble, with
for µ > 1, appearing in a Poisson → GOE transition where the initial matrix elements distribution is given by P (H 0 ) ∝ e ) 2σ (with r = |i − j|), we get {l, k} [30] . In this case too, one can show that the eigenvalue distribution P satisfies eq. (17) but the condition for the determination of Y is no longer given by eq. (18); the details will be presented elsewhere.
D. Critical Ensemble and Multifractality of Eigenvectors
Recent studies of some metal-insulator transitions revealed that the energy level statistics found between the spectral statistics of a number of dynamical systems e.g pseudointegrable billiards and the critical statistics near the mobility edge [34] . However such a critical region being inaccessible either perturbatively or semiclassically, a different tool was required to probe into it. This led to the suggestion of a RM modelling of this region [32] . The N × N matrices in this model are real-symmetric and matrix elements are Gaussian distributed with zero mean and the variance given by
Using SUSY technique, it has been shown [25] that for large B-values (B >> 1), this ensemble behaves like a SGE for σ < 1 and as a Poisson for σ > 1. The case σ = 1 is believed to be of special relevance as it supports critical statistics and multifractal eigenstates; the application of SUSY technique gives R 2 (r)
and Σ 2 (N) ≈ χN [35, 36, 32] .
The existence of the ensembles with critical statistics is indicated by our technique too. The correlation R 2 for the ensemble (49) can therefore be given by eq.(43) which for large Λ-values (r << √ Λ), can be approximated as follows [38, 37] :
which is similar to the result given by SUSY technique. However, for Λ >> r >> √ Λ, our method gives 1 − R 2 (r, Λ) = For example, R 2 for both of them is given by eq.(52) although with different formulas for Λ and both can show the critical behaviour. However a contradiction arises when one considers the Number variance statistics Σ 2 (r) which can be expressed in terms of R 2 (r) [12] ,
and therefore should show a similar behaviour, as a function of Λ, for both (RP model and ensemble (49)). But a detailed study of RP model by SUSY technique [37] suggests that although it shows critical statistics for µ = cN, it can not support linear nature of Σ 2 = χr with χ < 1. As claimed by this study, the difference in Σ 2 (r) behaviour arises due to difference in large-r, (Λ >> r >> √ Λ), behaviour of R 2 (r) in the two cases.
As our technique is equally well-applicable to both these systems, multifractality should exist in either both or none of them. Note that the multifractal nature of an ensemble is so far believed to be indicated by its Σ 2 -behaviour. But the latter is not yet clearly understood for RP model (see [37, 38] ) and therefore question of multifractality is still not fully settled. Also note that the earlier results for both models are obtained by SUSY technique using saddle point approximation at various stages which may also be misleading. It is also possible that (i) the seeming multifractality of ensemble (49) is just the erroneous conclusion of too many approximations in SUSY technique, or (ii) Σ 2 (r) ≈ χr is not always a correct indicator of multifractality and therefore its absence in RP model.
We believe that the Σ 2 (r)-behaviour is bigger suspect rather than SUSY technique [31, 39] . Our belief has its roots in the direct applicability of our technique to Anderson model too. Here also the ensemble for H is located between Poisson → GUE (for a timereversal breaking disorder) with corresponding R 2 -behaviour given by eq. Our results indicate that multifractality will either be a common feature of all the Gaussian ensembles, with finite Λ-values in limit N → ∞ or it does not exist in any of them.
The simple, exact and conjecture-free nature of our calculations does not leave any space to doubt our results. Thus the questions related to critical statistics, the correct criteria for multifractality and its analysis by SUSY technique require further probing.
IV. OTHER CASES A. A perturbed hamiltonian with GG type perturbation
The intimate connection of RMT → CM Hamiltonian continues also for system H = H 0 + xV with a random perturbation V drawn from a GGE (i.e ρ(V, y, b) = 
where I kl;s is still given by same form as eq. (12) but with H replaced by V . As the right hand side of eq. (54) is same as that of eq. (14), one again obtains obtains the evolution equation (17) . Proceeding just as in section I.C, Y can be shown to be given by the follwing relation:
Again the steady state is achieved for Y → ∞ which corresponds to x → ∞ and y kl;s → γ;
the steady state solution for P is given by i<j |µ i − µ j | β e 
B. Non-Gaussian Ensembles
As mentioned before, the RM models of complex systems can, in general, be nonGaussian, e.g. ρ(H) = Cexp − k≤l f (H kl ) with f as an arbitrary function and it is not an easy task to obtain the correlations in this case. However this case can be analyzed by our method if f is a well behaved function and can be expanded in a Taylor's series. To understand this, let us consider an ensemble of real-symmetric matrices H with distribution of a more general nature e.g. f as a polynomial of H with degree 2M,
with C as the normalization constant and variances for the diagonal and off-diagonal matrix elements chosen to be arbitrary.
To obtain an evolution equation in this case, we now consider the sum
(with P = CP and y kl (r) = g kl γ kl (r)) where the derivative ofP with respect to γ kl (1) can be shown to be following (with ρ = Cρ)
dH ( 
where, again, k≤l I kl = n ∂ ∂µn (µ nP ) and
with J kl now given by following relation: and Y can no longer be obtained by methods given in section I.C.
C. Block-Diagonal Ensembles
The eq. (7) and, therefore, evolution equation (17) of P (µ, Y ) is no longer valid if the matrix H is in a block-diagonal form. This is because the eigenvalues belonging to different blocks don't repel each other, are not correlated and undergo an evolution independent of the other block. For this case, the evolution of eigenvalues in each block can be considered separately, leading to one F-P equation similar to eq.(17) for each block. A detailed discussion of this case in given in [14] .
V. AN ALTERNATIVE EVOLUTION EQUATION FOR THE EIGENVALUES
In section I.B, the eq. (17) governing the evolution of the eigenvalues was obtained by using the relation (14) . However, as obvious from eq. (13) 
and, therefore, one can define a function Z(y kl;s , b kl;s ) such that
Here Z is given by the condition 
VI. CONCLUSION
In this paper, we have described a new method to analyze the statistical properties of the RM model of complex systems. Our technique is based on the exact reduction of spectral analysis in the general case to the one in SGE. This greatly reduces the degree of difficulty of the original problem as many of the properties of SGE are already known. This also indicates that a thorough knowledge of the properties of SGE or CSM will be highly advantageous even for systems with interactions too intricate to be modeled by SGE. So far, the probing of GGE is carried out only by SUSY technique which requires a saddle point approximation at various steps and is not easily applicable, even approximately to cases where our technique can be used for exact probing. Note the main term in GGEs responsible for the correspondence with CSM hamiltonian is due to the repulsion between eigenvalues. As the mathematical origin of this term lies in the transformation from matrix space to eigenvalue space which is same for all the hermitian ensembles (belonging to same symmetry class), the correspondence with CSM hamiltonian should exist for almost all of them irrespective of the distribution of their matrix elements. As discussed in section III, our study also confirms the conjecture regarding the one parameter scaling of localization and provides the formula for relevant parameter.
The reduction technique presented here raises some basic questions. where F is an arbitrary function and u i (x 1 , x 2 , .., x n , Z) = c i (a constant), i = 1, 2, .., n are independent solutions of the following equation
The choice of γ is based only on the requirement that y kl (O) > y kl (G) > γ for all k, l.
Thus γ can take any value such that γ ≤ miny kl (G). Let us consider two such possibilities for γ, γ = γ 1 and γ = γ 2 and try to evaluate properties of G on these curves referred as T 1 and T 2 respectively. Let the value of Y for G on these curves be Y 1 and Y 2 where from Y 2 , on the transition curve T 2 and therefore would give properties for the ensemble G different from those given by Y 2 . This conclusion is, however, erroneous and is a result of the rescaling applied only to one point Y 1 on the transition curve T 1 . To get the right answer, the whole curve T 1 should be rescaled which would require a rescaling of eigenvalues too and therefore changed distances on the rescaled curve (call it T ′ 1 ). Thus the point Y 1 will appear at the same location on T ′ 1 -curve, relative to end-points, where Y 2 appears on T 2 -curve and therefore both will imply the same properties for the ensemble G.
