The authors found extremals of arbitrary left-invariant sub-Finsler metric on the Engel group defined by a distribution of rank two. They use for this the Pontryagin Maximum Principle for the corresponding time-optimal problem in coordinates of the first kind. The obtained results are applied to the case of left-invariant sub-Riemannian metric with the same distribution.
Introduction
In [1] , it is indicated that the shortest arcs of any left-invariant (sub-)Finsler metric d on a Lie group G are solutions of a left-invariant time-optimal problem with the closed unit ball U of some arbitrary norm F on a subspace p of the Lie algebra (g, [·, ·]) of the Lie group G as a control region. In addition, the subspace p generates g. The Pontryagin Maximum Principle gives the necessary conditions for optimal trajectories of the problem [2] ; the curves, satisfying these conditions, are called extremals. Apparently, for the first time the shortest arcs of left-invariant sub-Finsler metric on Lie group were found in paper [3] in the case of arbitrary sub-Finsler metric d on the Heisenberg group H. The quotient group of H by its center Z is isomorphic to the additive group (R 2 , +). Moreover, the differential dp of the canonical projection p : H → H/Z = R 2 is a linear isomorphism of the subspace p onto T 0 R 2 = R 2 . The identification of the spaces p and R 2 by means of dp turns R 2 into a normed vector space (R 2 , F ), the so-called Minkowski plane. In [3] , with the help of the mentioned maximum principle, it is proved that the projection with respect to p of any maximal by inclusion shortest curve in (H, d) is a metric straight line or a (closed) isoperimetrix [4] of the Minkowski plane (R 2 , F ).
Earlier in [5] , H. Busemann obtained the solution to the isoperimetric problem for the Minkowski plane. With a reference to [3] , G.A. Noskov founds in [6] the same shortest curves in (H, d) on the base of [5] and some nontrivial argument. On the other hand, it is erroneous the statement in [7] and [8] that Busemann found in [5] the shortest curves of the space (H, d) . The authors of [9] (see also [10] ) supposed that they were the first who studied sub-Finsler manifolds. Meanwhile, with the other name (homogeneous) "nonholonomic Finsler manifolds", they appeared yet in three The work is supported by Mathematical center in Akademgorodok. 1 works of the first author published in 1988 and 1989, including [1] , in connection with a characterization of general homogeneous manifolds with inner metric. Besides this, following the tradition of specialists in Finsler geometry, the authors of papers [9] and [10] superpose additional strong conditions on the norm F and apply the corresponding cumbersome apparatus.
In this paper we find extremals of arbitrary left-invariant sub-Finsler metric on the Engel group, defined by a subspace p of rank two. In a general case, it is difficult to single out geodesics among these extremals, so we don't try to do this. The obtained results are applied to the case of a left-invariant sub-Riemannian metric with the same distribution. In sub-Riemannian case, all extremals are geodesics but we don't study them in detail. In papers [11] - [14] Ardentov and Sachkov investigate in detail left-invariant sub-Riemannian metric. They use coordinates different from ones of the fist kind which we apply in our paper. The corresponding multiplication law is simpler but coordinates of the first kind have some advantages with respect to other relation. It is similar that in paper [8] are meant coordinates different from both ones above.
The Campbell-Hausdorff formula for the Engel group
Let X, Y , Z, V be a basis of the four-dimensional Engel algebra g such that (1) [ Thus g is a three-step nilpotent Lie algebra with two generators X, Y . Therefore, as it is known, there exists a unique up to isomorphism connected simply connected nilpotent Lie group G with the Lie algebra g, the Engel group, and the exponential mapping exp : g → G is a diffeomorphism. This diffeomomorphism and the Cartesian coordinates x, y, z, v in g with the basis X, Y , Z, V defines the coordinates of the first kind on G and thus a diffeomorphism G ∼ = R 4 . Proposition 1. In the coordinates of the first kind, the multiplication on the Engel group G ∼ = R 4 x,y,z,v is given by the following rule
where X, Y , Z, V is the above basis of the Lie algebra g of the Lie group G. Using (1), we consequently obtain
Since the Lie algebra g is three-step, then it is valid the following Campbell-Hausdorff formula (see [15] ):
Therefore
The last equality gives (2).
Left-invariant sub-Finsler metric and the optimal control on the Engel group
It follows from (1) that a left-invariant distribution D on G with the basis X, Y for D(e) is bracket generating. Let F be any norm on D(e); then a pair (D(e), F ) defines a left-invariant sub-Finsler metric d on G. In [1] , it is said that the shortest arcs on (G, d) coincide with time-optimal solutions of the following control system
with measurable controls u = u(t). Here l g (h) = gh, u 1 X(e) + u 2 Y (e); u i ∈ R, i = 1, 2, are identified with u = (u 1 , u 2 ), the control region is the unit ball
With regard to (2) the control system (3) is written as
In consequence of left-invariance of the metric d we can assume that the trajectories initiate at the unit e ∈ G, i.e. x(0) = y(0) = z(0) = v(0) = 0.
According to the Pontryagin Maximum Principle, the system (4) corresponds to a function H(x, y, z, v; ψ 1 , ψ 2 , ψ 3 , ψ 4 ; u 1 , u 2 ) defined by formula
The absolutely continuous vector-function ψ = ψ(t) satisfies the conjugate to (4) system of ordinary differential equations
Assign an arbitrary set of initial data ψ i (0) = ϕ i , i = 1, 2, 3, 4, of the system (6) . It follows from (6) , the first equation in (4) , and the initial condition x(0) = 0 that
Notice that 1 2 xy + z · = xu 2 , 1 2 xy − z · = yu 1 on the ground of (4). With regard to (7) and (4) the first equation in (6) takes a forṁ
Therefore, taking into account of the initial data of systems (4) and (6), we get
Inserting the last equality and (7) into (5), we find
Now, using (4), we compute
By virtue of the Pontryagin Maximum Principle for (local) time optimality of a control u(t) and corresponding trajectory (x(t), y(t), z(t), v(t)), it is necessary the existence of a non-vanishing absolutely continuous vector-function ψ(t) such that for almost all t ∈ R the ODE system (6) is satisfied and the function
of the variable u ∈ U attains the maximum at the points u(t):
In addition, the function M(t) is constant and non-negative, i.e. M(t) ≡ M ≥ 0.
In case when M = 0 (respectively, M > 0) the corresponding extremal, i.e. the curve, satisfying the Pontryagin Maximum Principle, is called abnormal (respectively, normal).
Relations (4), (9) , and (11) imply that under multiplication of functions ψ i (t), i = 1, 2, 3, 4, by a positive constant k the trajectory (x(t), y(t), z(t), v(t)) does not change, while M is multipled by k. Therefore in case when M > 0 we shall assume that M = 1. Further in this section we consider this case.
It follows from (11) that (h 1 (t), h 2 (t)) from (9) and (ϕ 1 , ϕ 2 ) = (h 1 (0), h 2 (0)) lie on the boundary ∂U * of the polar figure U * = {h |F U (h) ≤ 1} to U, where F U is a norm on H = {h}, equal to the support Minkowski function of the body U:
In addition, (H, F U ) is the conjugate normed vector space to (D(e), F ) and (U * ) * = U in consequence of reflexivity of finite-dimensional normed vector spaces. Moreover, using (10) and (11), we get
Let r = r(θ), θ ∈ R, be a polar equation of the curve F U (x, y) = 1. At every point θ ∈ R there exist one-sided derivatives of r = r(θ) (and with possible exclusion of no more than countable number of values θ there exists the usual derivative r ′ (θ)). For simplicity every mean value between these derivatives we shall denote by r ′ (θ). Then for θ = θ(t),
. Independently on the existence of usual derivative (14) , there exists by virtue of (12) the usual derivative of the doubled oriented area
of the sector, counted from 0. In addition, by (12) 
.
If we square the second equality in (15), we get by (9)
On the ground of (4), (10) , and (15), (17)σ(t) = ϕ 4 u 1 (t),
Remark 1. (18) is equivalent to (16) .
Relations (13) and (14) imply that in general case for θ = θ(t), (19)
so on the base of (4), (9) , and (11) we get, omitting for brevity the variable t,
Taking into account of the initial data of system (4), we obtain
Search for sub-Finsler extremals
1. Let us consider an abnormal case. It is valid the following proposition.
Proposition 2. An abnormal extremal on the Engel group starting at the unit is a one-parameter subgroup
and is not strongly abnormal.
Proof. Assume that M = 0. Then we obtain from the maximum condition that h 1 (t) = h 2 (t) ≡ 0 and ϕ 1 = ϕ 2 = 0. Since u 1 (t) and u 2 (t) could not simultaneously vanish at any t ∈ R, then ϕ 3 + ϕ 4 x(t) ≡ 0 on the base of (10). This implies that ϕ 3 = 0 and x(t) ≡ 0 because x(0) = 0. Hence in consequence of (7) we get ψ 2 (t) = ψ 3 (t) ≡ 0, ψ 4 (t) ≡ ϕ 4 , and ψ 1 (t) = 1 2 ϕ 4 z(t) on the ground of (8) and the first equality in (9) . Therefore, ϕ 4 = 0 because ψ(t) does not vanish.
Since x(t) ≡ 0, then u 1 (t) ≡ 0 according to the first equality (4). Hence we obtain successively from the third and the fourth equations in (4) and the initial data
Further, since u 1 (t) ≡ 0 and F (u 1 (t), u 2 (t)) ≡ 1, then u 2 (t) ≡ ± 1 F (0,1) . This, the second equation in (4), and the initial condition y(0) = 0 imply that y(t) = ± t F (0,1) , and we get (22).
In consequence of (2), this extremal is one of two one-parameter subgroups
subject to differential equations (6) and (10); therefore it is normal relative to this covector function, is not strongly abnormal, and is a geodesic, moreover, is a metric straight line (see Proposition 3 below).
Set
Theorem 1. For every extremal on the Engel group starting at the unit,
with arbitrary measureable integrands of indicated view and continuously differentiable function θ = θ(t), satisfying (15), (16) .
Proof. By Proposition 2, every extremal is normal for corresponding control. On the ground of above assertions, any control has a view (19) which implies (23), (24).
2.1.
Let us assume that ϕ 3 = ϕ 4 = 0. The following proposition is true.
Proposition 3. For any extremal on the Engel group with above conditions and origin at the unit, θ(t) ≡ θ 0 , t ∈ R, for some θ 0 . In addition, every such extremal is a one-parameter subgroup if and only if there exists usual derivative r ′ (θ 0 ). In general case, any indicated extremal is a metric straight line.
Proof. The first statement follows from (15) . In addition, by Theorem 1, every admissible control (19) is constant if and only if there exists the usual derivative r ′ (θ 0 ), what is equivalent to condition that the system (4) has unique solution, a one-parameter subgroup
Notice that there exists at most countable number of values θ 0 , for which the second statement is false. For any such θ 0 , x(t), y(t), t ∈ R, are as in (23), (24) with θ(τ ) ≡ θ 0 and arbitrary measurable integrands u 1 (τ ), u 2 (τ ) of the type, indicated in Theorem 1, and (25)
It follows from (4) that the length of any arc for the curve (x(t), y(t), z(t), v(t)) in (G, d) is equal to the length of corresponding arc for its projection (x(t), y(t)) on the Minkowski plane. One can easily see that projections of indicated curves are metric straight lines on the Minkowski plane. Therefore the curves itself are metric straight lines.
Remark 2. The metric straight lines are obtained only in the case of Proposition 3, in particular, Proposition 2.
2.2.
Let us consider the case ϕ 4 = 0, ϕ 3 = 0.
Then its projection (x, y)(t) onto the Minkowski plane z = v = 0 with the norm F is a parametrized by the arc length periodic curve on an isoperimetrix. In addition, z(t) is equal to oriented area on the Euclidean plane with the Cartesian coordinates x, y, traced by rectilinear segment connecting the origin with point (
Proof. It follows from (12) that analogously to the second Kepler law the radiusvector-function (10) and (4) imply that
i.e. the projection (x, y)(t) of the curve (x, y, z, v)(t) lies on the boundary I(ϕ 1 , ϕ 2 , ϕ 3 ) of the figure obtained by rotation of the figure U * /|ϕ 3 | by angle π 2 around the center (origin of coordinates) with consequent shift by vector − ϕ 2 ϕ 3 , ϕ 1 ϕ 3 . Thus, analogously to the case of the Heisenberg group with left-invariant sub-Finsler metric, considered in [3] , I(ϕ 1 , ϕ 2 , ϕ 3 ) is an isoperimetrix of the Minkowski plane with the norm F [4] .
Analogously to [3] , (27) implies that (x(t), y(t)) is a periodic curve on I(ϕ 1 , ϕ 2 , ϕ 3 ) with indicated above period L. It follows from (21) и (27) that
The statement of Proposition 4 on the function z(t) follows from (4) . 
2.3. Assume that ϕ 4 = 0.
Theorem 2. In this case any extremal on the Engel group starting at the unit is defined by equations (23), (24) (with arbitrary measureable integrands of indicated view and continuously differentiable function θ = θ(t) satisfying (15), (16)),
Proof. This theorem follows from Theorem 1 and (9), (21).
By Theorem 2, it is enough to find continuously differentiable function θ(t) and functions x(t), y(t), t ∈ R. Unfortunately, it is possible to give more detailed information about them in sufficiently extensive investigation below. In particular, there will appear cases when θ(t) ≡ const on some non-degenerate interval. Then on this interval,θ(t) ≡ 0, (15) and (4); therefore h 2 (t) ≡ ϕ 2 − ϕ 2 3 /2ϕ 4 on the base of (9), moreover, h 2 (t) is maximal or minimal value of the second coordinate for points in U * and u 2 (t) ≡ 1/h 2 (t).
Let us introduce a new parameter τ = t |ϕ 4 |. Then the equation (17) and equalities (18) will be written as
In consequence of (33) and (15), we obtain
, θ = θ(τ ). Remark 3. In notation from [8] , the equation (32) is written as
an analogue of the equation (5):
is analogous to σ for Ω, the sign • shows the connection with Ω • = U * . On Fig. 8 in [8] is given a schematic image of the phase portrait of "generalized mathematical pendulum" (5) . There on the base of this portrait is given some general information on solutions to the equation (5) . In our case we have (35) and in our notation this is the function σ(τ ), about which, more exactly, about θ(τ ), below is given a similar but more detailed information. But to find θ(τ ) we need also the polar equation r = r(θ) of the boundary ∂Ω • = ∂U * .
A plan of the next actions is the following. Knowing a sign of the derivativeθ(θ), we shall findθ(θ) from (34), whereθ means the derivative by τ. Integrating this function, we shall find θ(τ ).
2
At first assume that the right-hand side in (34) is positive for all θ ∈ R. Then in consequence of (15), (34),
, θ(0) = θ 0 , r(θ 0 ) sin θ 0 = ϕ 2 .
Hence θ(τ ) is the inverse function to τ (θ) and on the ground of (15), (36),
while y(t), t ∈ R, is given by formula (24). Below τ (θ) is a value of the integral (37) computed under condition that subradical expression in the integrand is positive on the open interval between θ 0 and θ, θ(τ ) is the value of corresponding inverse function, x(t), y(t) are computed by (38), (24).
2.3.1.2. Let us consider now the case when the right-hand side in (34) is nonnegative and there exists a unique number h 0 2 = ϕ 2 with some h = (h 1 , h 0 2 ) ∈ ∂U * such that the right-hand side in (34) vanishes. It is clear that h 0 2 is the minimal (respectively, maximal) value of the second component for points from U * , if ϕ 4 > 0 (respectively, ϕ 4 < 0), and h 0 2 = ϕ 2 − ϕ 2 3 /2ϕ 4 in consequence of (15) and (9) . In addition, vector h ∈ ∂U * с h 2 = h 0 2 is not unique, if ∂U * is not strictly convex at points h with h 2 = h 0 2 , in other words, if ∂U is not differentiable at the point u 0 = (0, 1/h 0 2 ). In any case there exist nearest to θ 0 values θ 1 < θ 0 and θ 2 > θ 0 such that r(θ i ) sin θ i = h 0 2 , i = 1, 2. a) If τ (θ i ) = ±∞, i = 1, 2, then θ(τ ) ∈ (θ 1 , θ 2 ) for τ ∈ R and are valid all above formulae for x(t), y(t), z(t), v(t), t ∈ R. For example, this is true if subradical function in the denominator of integrand in (37) has orders not less than one relative to (ξ − θ 1 ) 2 , (ξ − θ 2 ) 2 under ξ ց θ 1 , ξ ր θ 2 respectively (which is satisfied if there exist the usual second derivatives r ′′ (θ i ), i = 1, 2). Indicated conditions may fail even under the existence of usual derivatives r ′ (θ i ), i = 1, 2.
b) Let τ i := τ (θ i ) be finite for i = i 1 and infinite for i = i 2 = i 1 . Thenθ(τ i 1 ) = 0, τ i 2 = sgn(φ 3 (i 2 − i 1 ))∞ and in interval I between τ i 1 and τ i 2 is defined the function θ(τ ). For all τ ∈ R − I, the extremal could be defined by formula θ(τ ) = θ(2τ i 1 − τ ). c) Assume that both τ i , i = 1, 2 are finite. For extremals are admissible a reflection of the graph of the function θ(t) on segment with ends t 1 = t 2 (for which one-sided derivativesθ(τ 1 ) =θ(τ 2 ) = 0) with respect to straight line τ = τ 2 with consequent extension of obtained function on the segment of the length 2|τ 2 − τ 1 |, by periodic function with period 2|τ 2 − τ 1 |. If a1): θ 2 = θ 1 + 2π, then the graph of continuous function θ(τ ), τ ∈ R, admits parts obtained from the graph of the function on segment with ends τ 1 , τ 2 or its reflection with respect to straight line τ = τ 2 by a combination of parallel horizontal shifts and vertical ones by values, equal to 2kπ, k ∈ Z. Under condition b1): θ 2 < θ 1 + 2π are admissible all continuous functions θ(τ ), τ ∈ R, whose graphs on some segments of variable τ with length |τ 2 − τ 1 | are horizontal shifts of its graph on segments with ends τ 1 = τ 2 or its reflection with respect τ = τ 2 , while on some finite or infinite intervals take constant values θ 1 or θ 2 . Under condition a1) are admissible also combinations of parallel horizontal shifts with vertical ones by values, equal to 2kπ, k ∈ Z, applied to parts of such graphs of three indicated forms.
2.3.1.3. Suppose that the right-hand side in (34) may be both positive and negative. Then there exist the nearest to θ(0) = θ 0 values θ 1 , θ 2 ∈ R such that θ 1 < θ 0 < θ 2 and at which the right-hand side in (34) vanishes. In consequence of reflexivity, for all sufficiently close to θ 1 (respectively, θ 2 ) values θ the first formula in (19) defines u 1 (θ) = 0 of the same sign, but of opposite signs for θ 1 and θ 2 . Then θ 2 < θ 1 + 2π, both τ i = τ (θ i ), i = 1, 2 are finite and on segment with ends τ 1 = τ 2 is defined a monotone continuously differentiable function θ(τ ) with zero one-sided derivatives on ends of the segment. According to what has been said, the function θ(τ ) ∈ [θ 1 , θ 2 ], τ ∈ R, is periodic with period 2|τ 2 − τ 1 | and by turns increasing and decreasing on respective segments of length |τ 2 − τ 1 |. More exactly, , θ = θ(τ ).
2.3.2.1.
At first we assume that the right-hand side in (39) is non-positive for all θ ∈ R. Then h 2 (θ 0 ) = ϕ 2 is the maximal (respectively, the minimal) value of the second component for h ∈ U * , if ϕ 4 > 0 (respectively, ϕ 4 < 0),θ ≡ 0, θ(t) ≡ θ 0 and, in consequence of (15) , the second and the third paragraphs of Section 3, we obtain the equality x(t) ≡ 0 and the metric straight lines (22).
2.3.2.2. Now we consider the case when the right-hand side in (39) is nonnegative for all θ ∈ R. Then h 2 (θ 0 ) = ϕ 2 is minimal (respectively, maximal) value of the second component for h ∈ U * , if ϕ 4 > 0 (respectively, ϕ 4 < 0). In addition, the vector h ∈ ∂U * with h 2 = ϕ 2 is not the only one if ∂U * is not strictly convex at the points h with h 2 = ϕ 2 , in other words, if ∂U is not differentiable at the point u 0 = (0, 1/ϕ 2 ). In general, there exists the largest by inclusion segment [θ 1 , θ 2 ],
According to (39), we consider the improper integral
It is easy to see that θ(τ ) ≡ θ 0 , and we obtain the metric straight line (22) in the following cases:
1) θ 1 = θ 0 = θ 2 and τ (θ) = ∞ for θ ր θ 0 and for θ ց θ 0 ;
Suppose that one of the following cases is true: 5) θ 1 = θ 2 = θ 0 , τ (θ) is finite for θ ց θ 0 and τ (θ) = ∞ for θ ր θ 0 ; 6) θ 1 = θ 2 = θ 0 , τ (θ) is finite for θ ր θ 0 and τ (θ) = ∞ for θ ց θ 0 ; 7) θ 1 < θ 0 = θ 2 and τ (θ) is finite for θ ց θ 0 ; 8) θ 0 = θ 1 < θ 2 and τ (θ) is finite for θ ր θ 0 . a) In the cases 7) on the condition τ (θ 1 + 2π) = ∞ and 5) (in the cases 8) on the condition τ (θ 2 − 2π) = ∞ and 6)) on the interval I between 0 and +∞ (respectively, between −∞ and 0) the function θ = θ(τ ) is defined. The function is inverse to the function τ (θ), where on the right-hand side of formula (40) stands the plus sign (respectively, the minus sign). With the same signs we have (41)
and y(t) is defined by formula (24). For all τ ∈ R − I an extremal can be defined by formulae θ(τ ) = θ(−τ ),ẋ(t) = x(−t),ẏ(t) =ẏ(−t), whence x(t) = −x(−t), y(t) = −y(−t). It is clear that u 0 = (0, 1/ϕ 2 ) is an admissible value of the control vector u(0). Therefore, there can be θ(τ ) ≡ θ 0 if and only if τ belongs to the closure of some nonempty open interval I 1 ⊂ R, 0 ∈ I 1 . Thereby x(t) ≡ 0, y(t) = t/ϕ 2 for t ∈ I 1 / |ϕ 4 |. If I 1 ⊇ (−∞, 0) (respectively, I 1 ⊇ (0, +∞)), then the graphs of functions x(t) and y(t) of the last solution on the interval I 2 = (R − I 1 )/ |ϕ 4 | are obtained from the graphs of these functions of the first solution on the interval J = (0, +∞) (respectively, on J = (−∞, 0)) by horizontal parallel shift translating J to I 2 for x(t) and by a combination of this and some vertical shift for y(t). If I 1 = (t 1 , t 2 ), t 1 ≤ 0 ≤ t 2 , then the graphs of functions x(t) and y(t) of the last solution on the intervals I 2 = (−∞, t 1 )/ |ϕ 4 | and I 3 = (t 2 , +∞)/ |ϕ 4 | are obtained from the graphs of these functions of the first solution on the intervals (−∞, 0) and (0, +∞) respectively by horizontal parallel shifts translating the interval (−∞, 0) to I 2 and the interval (0, +∞) to I 3 , and by a combination of these and some vertical shifts. b) Let τ 1 := τ (θ 1 + 2π) be finite in the case 7). The function θ(τ ) inverse to τ (θ) with the plus sign on the right-hand side of formula (40) is defined on the segment [0, τ 1 ]. Moreover, the equality (41) holds with a plus on the right-hand side and y(t) is determined by formula (24). For an extremal, reflections of the graph of θ(τ ) on the segment [0, τ 1 ] relative to the vertical lines τ = 0 and τ = τ 1 are permissible. All continuous functions θ(τ ), τ ∈ R, are admissible whose graphs on some segments of the variable τ with length τ 1 are horizontal shifts of its graph on the segment [0, τ 1 ] or its reflection mentioned above and take constant values θ 0 or θ 1 + 2π on some finite or infinite intervals. Case 8) under condition that τ 2 := τ (θ 2 − 2π) is finite is considered in similar way. c) Let now θ 1 = θ 2 = θ 0 , τ (θ) be finite for θ ց θ 0 and for θ ր θ 0 . Then lim θցθ 0 τ (θ) = τ (θ 0 ) = 0, τ 1 := τ (θ 0 + 2π)>0, where the plus sign is on the right-hand side of formula (40). In addition to extremals described in the previous paragraph (considering that θ 1 = θ 0 ) the graph of continuous function θ(τ ), τ ∈ R, admits parts obtained from those indicated in the previous paragraph by combinations of horizontal parallel shifts and vertical parallel shifts by values equal to 2πk, k ∈ Z.
2.3.2.3. Let the right-hand side in (39) takes both positive and negative values. There exists the only θ 1 ∈ R such that θ 1 = θ 0 , h 2 (θ 0 ) = h 2 (θ 1 ) and sgn(ϕ 4 )(h 2 (θ)− h 2 (θ 0 )) > 0 for any θ ∈ I = (min(θ 0 , θ 1 ), max(θ 0 , θ 1 )). Due to the Taylor's formula applied to the corresponding one-sided derivatives of the first order, the radical function in the denominator of the integrand in (40) has an order 1/2 relative to (ξ −θ 0 ) 2 and (ξ − θ 1 ) 2 for ξ ∈ I and ξ → θ 0 , ξ → θ 1 respectively. Therefore, the function τ (θ) calculated by formula (40) is finite for all θ ∈ I. If sgn(ϕ 4 )(θ 0 − θ 1 ) > 0 (respectively, sgn(ϕ 4 )(θ 0 − θ 1 ) < 0) then we put τ 1 := τ (θ 1 ) with the plus sign (respectively, the minus sign) on the right-hand side of formula (40). Then τ 1 > 0, and for sgn(ϕ 4 )(θ 0 − θ 1 ) > 0 (respectively, sgn(ϕ 4 )(θ 0 − θ 1 ) < 0) the increasing (respectively, decreasing) function θ(τ ) inverse to τ (θ), where the plus sign (respectively, the minus sign) is on the right-hand side of the formula (40), is defined on the segment [0, τ 1 ]. Due to reflexivity, for all values of θ ∈ I close enough to θ 0 (respectively, θ 1 ) the first formula in (19) determines the values of u 1 (θ) = 0 of one sign but opposite signs for θ 0 and θ 1 . Therefore, the function θ(τ ) ∈ I, τ ∈ R, is even, periodic with period 2τ 1 and alternately increasing and decreasing in appropriate intervals of length τ 1 . More exactly, θ(τ + 2kτ 1 ) = θ(τ ), k ∈ Z, andθ(τ + τ 1 ) = −θ(τ 1 − τ ), θ(τ + τ 1 ) = θ(τ 1 − τ ), τ ∈ R. The indicated relations uniquely determine the function θ(τ ), τ ∈ R. As a result, the function x(t) is determined by the first formula (41) for t ∈ [0, τ 1 ]/ |ϕ 4 |, it is even, x(t + 2k(τ 1 / |ϕ 4 |)) = x(t), k ∈ Z, and x(t + τ 1 / |ϕ 4 |) = −x(τ 1 / |ϕ 4 | − t), t ∈ R. The function y(t), t ∈ R, is defined by formula (24).
Sub-Riemannian case
Set F (u 1 , u 2 ) = u 2 1 + u 2 2 , u = (u 1 , u 2 ) ∈ D(e). Then (D(e), F ) is self-adjoint and we can assume that (H, F U ) = (D(e), F ), U * = U; r(θ) ≡ 1, θ ∈ R, is a polar equation for ∂U * = ∂U, and we have
Then the equalities (19) are written in the form Proposition 5. An abnormal sub-Riemannian extremal on the Engel group starting at the unit is a one-parameter subgroup
and it is not strictly abnormal.
2.1.
The following proposition is an analogue of Proposition 3. Proposition 6. Every sub-Riemannian extremal on the Engel group starting at the unit, for which ϕ 3 = ϕ 4 = 0, is a one-parameter subgroup
Proof. In consequence of (42) and (44), u 1 (t) ≡ ϕ 1 , u 2 (t) ≡ ϕ 2 , t ∈ R. It is remain to apply (4).
2.2. ϕ 3 = 0, ϕ 4 = 0.
Proposition 7. Every sub-Riemannian extremal on the Engel group starting at the unit, for which ϕ 3 = 0, ϕ 4 = 0, has the form (45)
Proof. Since ϕ 3 = 0, ϕ 4 = 0, then, in consequence of (44), we have θ(t) = θ 0 + ϕ 3 t, and on the ground of (42), the equalities (27), (28) can be rewritten as first two equalities in (45), while
whence the third equality in (45) follows. Using (45) and (26), we get (46).
2.3.
Let us consider the case ϕ 4 = 0.
Theorem 3. Let (x, y, z, v)(t), t ∈ R, be a sub-Riemannian extremal on the Engel group starting at the unit, for which ϕ 4 = 0. Then only one of the following cases is performed: 1. If |k| = 1, then for any t ∈ R,
,
2. If |k| < 1, then for any t ∈ R,
Here E(k, ζ) = ζ 0 dn 2 (k, ξ)dξ is an elliptic integral of the second kind [16] . 3. If |k| > 1, then we set
is a normal elliptic Legendre integral of the first kind.
If t ∈ [T 1 − 2T 2 , T 1 ] then the equalities (47) and (48) hold. Moreover,
Proof. We will use formulae (30), (31), but we will look for x(t), y(t), t ∈ R, differently than in Section 3. For this we need to find cos θ(t) and sin θ(t). Relations (44), (43) imply the following equation
The replacement θ = ξ + π/2 if ϕ 4 > 0, and θ = ξ − π/2 if ϕ 4 < 0, gives the mathematical pendulum equation
If |ϕ 4 | = 1, then proportionally changing the time τ = |ϕ 4 |t, we get equation
Introducing a function ζ(τ ) = 1 2 ξ(τ ), we see that the equation (52) has an integral
taking into account initial data
Notice that the identity (53) is an another form of the second equation in (44). For any τ ∈ R, we get
Consequently, the expression on the right-hand side is always non-negative and if β = 0, then ϕ 3 = 0, ζ(τ ) = ξ(τ ) ≡ 0 is a stable equilibrium position,
We obtain an abnormal extremal (see Proposition 5) . Therefore, we suppose that β = 0 and, referring to the replacement τ = |ϕ 4 |t at the initial data θ(0) = θ 0 , we obtain the following system of ordinary differential equations for some constant s 0 and s = τ + s 0 : 
We suppose that the initial data θ 0 ∈ (−π/2, 3π/2] if ϕ 4 > 0, θ 0 ∈ (−3π/2, π/2] if ϕ 4 < 0, β is defined by (53), (54), and if β = 0, then k = 1/β. In addition, for the case |k| > 1 the last two formulae are true for |τ + s 0 | = | |ϕ 4 |t + s 0 | ≤ T , and for T 1 := (T − s 0 )/ |ϕ 4 |,
Moreover, introducing the notation t 1 := ( |ϕ 4 |t + s 0 )/k, we get (58)ẋ(t) = cos θ(t) = ∓ sin 2 am (k, t 1 ) = ∓2 sn (k, t 1 ) cn (k, t 1 ) ,
, assuming that |kt 1 | ≤ T in the case |k| > 1. Integrating the last equations taking into account the initial data x(0) = y(0) = 0, we get equalities (47) and (48) for t ∈ [T 1 − 2T 2 , T 1 ] in the case |k| > 1 and for t ∈ R in the case |k| < 1.
Obviously, in the case |k| > 1 analogues of formulae (57) are true forẋ(t),ẏ(t). This fact implies equalities (49) (51).
For |k| = 1, in consequence of (56), 
Integrating the last equations taking into account the initial data x(0) = y(0) = 0, we get required formulae of p. 1 in Proposition 3.
Remark 5. Equalities (49) (51) are true also for |k| < 1, T = |k|F (k, π/2), moreover, x(t + 2T 2 ) = x(t), t ∈ R, because (see [16] ) dn(u + 2K) = dn(u + 2F (k, π/2)) = dn(u), u ∈ R.
Note that functions z(t), v(t), t ∈ R, are defined by formulae
whereẋ(t) is defined by formula (58) or (59), and (31).
5.
Comparison with papers [7] , [11] - [14] In paper [11] were introduced other coordinates x, y, z, v on the Engel group with the same basis X, Y, Z, V in g and with the following simpler multiplication law:
We consider the same left-invariant distribution D with the same control region U in D(e). Taking into account (60), the control system can be written as
The Pontryagin-Hamilton function corresponding to system (61) is equal to
The absolutely continuous vector-function ψ = ψ(t) satisfies the following system of ordinary differential equations dual to (61):
Assign an arbitrary set of initial data ψ i (0) = ϕ i , i = 1, 2, 3, 4, of the system (63). It follows from (63), the first equation in (61), and the initial data x(0) = 0 that (64)
Notice that 1 2 xy + z · = xu 2 on the ground of (61). With regard to (64) and (61) the first equation (63) takes a forṁ
Therefore, taking into account of the initial data (61) and (63), we get
Inserting the last equality and equalities (64) into (62), we find that formulae (9) hold for functions h 1 (t), h 2 (t).
In consequence of (63), (9), (11), we get equations (10), (12) and then (13) (19).
It follows from (61) that v − 1 6 y 3 · = 1 2 x 2ẏ and 1 2 xy + z · = xẏ, therefore
Then, using formulae (61), (9), (11), we get, omitting for brevity the variable t,
Taking into account of the initial data of the system (61), we obtain
Let us search for extremals. 1. Consider an abnormal case.
Proposition 8. An abnormal sub-Riemannian extremal on the Engel group with multiplication law (60) starting at the unit has the form (66) x(t) ≡ 0, y(t) = ±t, z(t) ≡ 0, v(t) = ± t 3 6 , and is not strongly abnormal.
Proof. Reasoning as in the proof of Proposition 2, we obtain ϕ 1 = ϕ 2 = ϕ 3 = 0 and x(t) ≡ 0. In consequence of (61) and the initial data z(0) = v(0) = 0, we get z(t) ≡ 0 and v(t) = y 3 (t) 6 . Since u 1 (t) ≡ 0, then u 2 (t) ≡ ± 1 F (0,1) . It follows from here, the second equation in (61), and condition y(0) = 0 that y(t) = ± t F (0,1) , and we obtain that an abnormal sub-Finsler extremal has a form (67)
x(t) ≡ 0, y(t) = ± t F (0, 1)
, z(t) ≡ 0, v(t) = ± t 3 6F 3 (0, 1)
This extremal is one of two one-parameter subgroups g 1 (t) = exp tY F (0, 1)
, g 2 (t) = g 1 (−t) = g 1 (t) −1 , t ∈ R, satisfies (11) with M(t) ≡ 1 for constant covector function ψ(t) = (0, ±ϕ 2 , 0, 0) = (0, ±F (0, 1), 0, 0) = (0, h 2 (t), 0, 0), subject to differential equations (63) and (10); therefore, it is normal relative to this covector function, is not strongly abnormal, and is a geodesic. The equations (66) follow from (42), (43) and (67).
2.1. ϕ 3 = ϕ 4 = 0. Similarly to Section 3, h 1 ≡ ϕ 1 , h 2 ≡ ϕ 2 and we obtain the same controls u(t) and functions x(t), y(t), z(t), t ∈ R, defined by equalities (25), the Pontryagin Maximum Principle highlights only metric straight lines.
In sub-Riemannian case, the analogue of Proposition 6 holds and, in view of (68), Proposition 9. Every sub-Riemannian extremal on the Engel group with multiplication law (60) starting at the unit, for which ϕ 3 = ϕ 4 = 0, has the form
and it is a one-parameter subgroup.
2.2. ϕ 3 = 0, ϕ 4 = 0. As in Section 3, we get the same function h(t) = (h 1 (t), h 2 (t)), t ∈ R, and equalities (27). Formulae (27) and (65) imply equalities (28), (29), and statements of Proposition 4 about the projection (x, y)(t) onto the Minkowski plane z = v = 0 with the norm F and geometric meaning of z(t). The same formula (68) holds, but this time we will transform it: y(t)(x 2 (t) + y 2 (t)) + 1 3
x(t)z(t) + 1 3ϕ 4 (t − ϕ 1 x(t) − ϕ 2 y(t) − 2ϕ 3 z(t)) .
In sub-Riemannian case, the functions x(t), y(t), z(t), t ∈ R, are the same as in Section 4, and v(t), t ∈ R, is defined by formula (70).
Sub-Finsler case [7]
The norm F α on D(e) is defined by formula (71) F α (u 1 , u 2 ) = max{|u 1 cos α + u 2 sin α|, | − u 1 sin α + u 2 cos α|},
