Nonlinear exciton equations for one-and two-exciton variables, obtained by mapping the two-band model onto the molecular ͑Frenkel͒ Hamiltonian, are applied to calculate resonant optical nonlinearities in twodimensional semiconductors in a strong perpendicular magnetic field. The polarization dependence of the time-resolved four-wave-mixing signals provides a direct probe for the two-exciton manifold as well as for the asymmetry of the particle-particle and particle-hole Coulomb interactions. ͓S0163-1829͑99͒01116-9͔
I. INTRODUCTION
The effective dimensionality of semiconductor nanostructures is changed in a strong magnetic field due to the confinement of the relative electron-hole motion in the directions perpendicular to the applied field. The effects of this confinement on the optical response have been studied extensively both experimentally [1] [2] [3] [4] [5] [6] [7] and theoretically. 4, [8] [9] [10] [11] [12] In this paper we calculate the time-domain-degenerate four-wave-mixing ͑FWM͒ signal emitted in the 2k 2 Ϫk 1 direction from a semiconductor quantum well. FWM is a convenient tool in the study of exciton dynamics. [13] [14] [15] [16] [17] [18] [19] This background-free technique provides detailed information on the energies and oscillator strengths of one-and two-exciton states, as well as the magnitude of the coupling between them. 7 We investigate the signatures of bound biexcitons and exciton-exciton scattering in two-dimensional semiconductors in a strong perpendicular magnetic field. Interesting effects are studied which arise from the asymmetry between the particle-particle and particle-hole Coulomb interaction, and from the two-exciton manifold structure induced by the symmetry of the spin and real-space parts of the two-exciton wave functions.
It has been shown 20 that the asymmetry of the Coulomb interaction determines the magnitude of the exciton-exciton interactions in strong magnetic field which affects the thermodynamic properties of the exciton gas. We have shown that this asymmetry strongly affects the nonlinear optical response as well, since it is the only parameter that controls the biexciton state formation. 11 In order to introduce the proper level of theory required for describing these effects, let us consider the exciton creation ͑annihilation͒ operators B † (B) ͑a precise definition will be given in Sec. II͒. The lowest level of theory for the optical response based on the equations of motion for the Heisenberg operators incorporates only the ͗B͘ variables, and factorizes all higher-order quantities. The resulting equation is known as the semiconductor Bloch equation ͑SBE͒ in the case of semiconductors, 18 the time-dependent Hartree-Fock ͑TDHF͒ approximation 21 for conjugated molecules, 22, 23 or the local-field approximation for molecular nanostructures. 17 , 24 The projection onto a single one-exciton state results in a nonlinear Landau-Ginzburg equation. 15, 25 Unbound two-exciton and bound biexciton states are not accounted for properly using this level of description. A higher level of theory is required which involves the twoexciton dynamical variables ͗BB͘ as well as the one-exciton ͗B͘ variables. 26 In the absence of dephasing processes, ͗B͘ and ͗BB͘ are the only variables that need to be considered to obtain exact expressions for the third-order optical response. 12, 26 This theory avoids the explicit calculation of two-exciton states, relating the optical nonlinearities directly to the exciton-exciton scattering matrix. 27, 28 Effects of dephasing induced by the coupling to phonons have been incorporated for Frenkel exciton systems by using a closed system of equations of motion for ͗B͘ and ͗B † B͘ variables, the latter representing the exciton density matrix. 14, 29 The same level of theory for semiconductor systems yields SBE's with dephasing, 18, [30] [31] [32] which have been successfully applied for the interpretation of ultrafast nonlinear optical phenomena in semiconductors and semiconductor nanostructures. These equations have already been used to analyze the linear and nonlinear optical properties of magnetoexcitons in two 9 and three 10 dimensions. However, since two-exciton ͗BB͘ variables are not included as independent variables, the structure of two-exciton resonances is completely missed. Equations of motion that include the ͗B͘, ͗BB͘ and ͗B † B͘ variables and interpolate between the theories of Refs. 26 and 14 were developed subsequently. 17, 29 Green-function expressions which represent the combined effects of exciton transport and two-exciton resonances have been developed and applied to various Frenkel exciton systems. [33] [34] [35] [36] In the absence of vibronic coupling the method was extended to molecular aggregates made of three-level molecules, 37 and to semiconductors. 12, 38 Finally, it has been shown that a complete description of third-order optical processes should be based on equation of motion for the ͗B͘, ͗BB͘, ͗B † B͘, and ͗B † BB͘ variables. 17, 28 A recent derivation of these nonlinear exciton equations ͑NEE's͒ which includes a microscopic calculation of the phonon-induced relaxation kernels was presented in Ref. 39 . Similar equations, based on the same many-body-induced hierachy of equations of motion, have been derived recently for Wannier exciton systems. 12, 16, [40] [41] [42] [43] Compared to Frenkel excitons, numerical solutions of the NEE's applied to Wannier systems are con-siderably more expensive. Therefore, these are typically performed in the coherent limit, where only single-and twoexciton amplitudes need to be considered. 16, [43] [44] [45] Only a few calculations beyond the coherent limit using simplified models have been reported so far. 46, 47 Our primary interest in the present paper is to investigate the possible use of FWM techniques to probe the coherent dynamics which involves the two-exciton states. We therefore use simplified NEE's which include ͗B͘ and ͗BB͘ variables only, and neglect the effects of phonon-induced dephasing.
Recently, it has become evident that the polarization dependence of the FWM signals in semiconductor nanostructures can only be accounted for by including variables which go beyond the TDHF approximation. 16, 40, 41, 44, [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] For example, excitation-induced dephasing processes [48] [49] [50] [51] have been attributed to exciton-exciton scattering. 16, 40, 44 The effects of bound biexcitons [52] [53] [54] [55] [56] [57] [58] and signatures of two-exciton states contributing in higher orders in the field ( (5) ) have been studied as well. 41, 59 In order to account for the polarization dependence of the FWM signals, it is necessary to include the two-exciton variables ͗BB͘ with four different angular momenta ͓see Eqs. ͑2.8͒-͑2.13͔͒. Green-function expressions for the third-order response of semiconductors derived by mapping the two-band model onto the Frenkel Hamiltonian 12 have recently been applied to calculate the frequency-domain two-color pump-probe signal from two-dimensional semiconductors in a strong perpendicular magnetic field. 11 In this paper we extend this study to the time-domain and predict the resonant femtosecond FWM signals for the same model. In Sec. II we combine the twoexciton basis set and matrix elements calculated in Ref. 11 with the NEE's ͑Ref. 12͒ to obtain equations of motion for one-and two-exciton variables of a two-dimensional semiconductor quantum well in a strong perpendicular magnetic field. These equations are applied in Sec. III to calculate the time-integrated and time-resolved FWM signals. The dependences on the polarization of exciting pulses and on the asymmetry of Coulomb interaction are carefully examined. Finally, our results are summarized in Sec. IV.
II. NEE'S FOR MAGNETOEXCITONS
We start by introducing the two-band model Hamiltonian of semiconductors in real space, and expand the Hamiltonian ͓Eq. ͑2.1͔͒ and the commutation relations for the exciton operators in powers of the normally ordered B and B † operators, retaining the terms which contribute to a given order. For the third-order response the commutation relations should be expanded up to secondorder, whereas terms up to the fourth order should be retained in the Hamiltonian. 11, 12 The Hamiltonian represented in terms of the exciton operators can be used to derive equations of motion for the ͗B m ͘ and ͗B m B n ͘ variables by employing pure state factorization, 26 which neglects the phonon-induced dephasing and leads to the following closed nonlinear exciton equations for the one-and two-exciton variables 11, 12, 26, 60 :
͑2.7͒
where h is the one-exciton Hamiltonian acting in the one-exciton space whose eigenvalues give the one-exciton energies. The operators U and P act in the two-exciton space, and describe exciton-exciton Coulomb interactions and electron ͑hole͒ exchange, respectively, 11, 12 and E m is defined by E m ()ϵ͐dr m (r)E(r,). Equations ͑2.6͒ and ͑2.7͒ are exact for the response up to third order, and are equivalent to the equations derived in Ref. 42 . In the strong-magnetic-field limit, we can neglect the Coulomb-induced coupling between different Landau levels. Assuming that the electrons and holes belong to the first Landau level and taking spin into account, Eqs. ͑2.6͒ and ͑2.7͒ result in the following six equations:
͑2.13͒
Here the subscript of the one-exciton variable ͗B͘ stands for ). This gives rise to two degenerate single-exciton resonances that can be excited by circularly polarized light ϩ and Ϫ , respectively ͑Fig. 1͒. Since a two-exciton state consists of two electrons and two holes, its possible angular momenta are Jϭ2, with J z ϭ2 ͑which is denoted by index i), J z ϭ0 (j), and J z ϭϪ2 (k); and Jϭ1, with J z ϭ0 (l), 11 as shown in Fig. 1 . The real-space part of the two-exciton wave function is either symmetric (Jϭ1, index l) or antisymmetric (Jϭ2, indices i, j, and k) with respect to exchange of the two electrons and two holes ͑without spin exchange͒.
11 r m is given by ͗⌿ m ͉⌿ pϭ0
) are discrete ͑continuous͒ two-exciton basis sets defined in Ref. 11 . ⑀ 0 is one-exciton energy ͑the small energy shift induced by the magnetic B field has been neglected͒, and H is the two-exciton Hamiltonian. E Ϯ is given by ϯ •E, where E is defined in Eq. ͑A1͒. The matrices U and H were given in Ref. 11 using a two-exciton discrete basis set.
We adopt the following form for the Coulomb potentials 11 with short-range asymmetry: 
͑2.15͒
In all calculations the asymmetry-length parameter r 0 is chosen to be the same for all potentials, whereas the parameters eh and ee which represent its magnitude have been varied. This asymmetry strongly affects the nature of the twoexciton states represented by the ͗BB͘ variables.
The signatures of two-exciton dynamics in the timeintegrated and time-resolved FWM signals of twodimensional semiconductors in a strong perpendicular magnetic field will be explored next.
III. FOUR-WAVE-MIXING SIGNALS FROM MAGNETOEXCITONS
We have calculated the FWM signal emitted in the direction 2k 2 Ϫk 1 ͑this is known as the two-pulse self-diffraction geometry͒. By invoking the rotating-wave approximation ͓Eqs. ͑A2͒-͑A14͔͒, we can recast Eqs. ͑2.8͒-͑2.13͒ in a form suitable for numerical calculations.
The exciting field is made of two pulses,
where the pulse envelopes are given by
Exciton level scheme for a GaAs quantum well. The two-exciton states are shown with indices i (Jϭ2, J z ϭ2), j (J ϭ2, J z ϭ0), k (Jϭ2, J z ϭϪ2), and l (Jϭ1, J z ϭ0).
where T is the time delay between pulses.
When the detection does not resolve the polarization orientation, 55 
the time-integrated FWM signal S INT (T) is given by
S INT ͑T͒ϭ ͵ dt͉P ͑Ϫ1͉2͒ ͑t,T͉͒ 2 .
͑3.3͒
Here P (Ϫ1͉2) (t,T) is the polarization in the 2k 2 Ϫk 1 direction, as defined in Appendix A. Our numerical calculations will focus on the case eh Ͼ ee , where bound biexciton states are formed, giving rise to distinct signatures in FWM. [52] [53] [54] [55] [56] [57] [58] The symmetry of the two-dimensional magnetoexcitons in the strong-magnetic-field limit allows us to use a simple procedure to calculate the two-exciton states. 11 Pulse durations are t 1 ϭ t 2 ϭ30 fs. The phenomenological dephasing times ͑see Appendix A͒ are taken as ប/␥ 1 ϭ2ប/␥ 2 ϭ1 ps. We use the GaAs parameters m e ϭ0.0665, m h ϭ0.457, and ⑀ 0 ϭ13.74. We set 1 ϭ 2 ϭϪ11.5 meV, which corresponds to the one-exciton energy for Hϭ10 T. ͑The zero of the energy scale corresponds to the one-exciton energy in the absence of a magnetic field.͒ The asymmetry length is taken as r 0 ϭ4 in units of the characteristic magnetic length l H ϭͱប/eHϭ8.1 nm. The two-exciton basis set was truncated at N 0 ϭ100, which is sufficient to describe the two-exciton states fairly well. 11 The equations of motion were integrated using a fourth-order Runge-Kutta algorithm with a time step of 0.5 fs. S INT for ee ϭ0 and eh ϭ1 is given in Fig. 2 for three configurations of the polarization of the incoming fields: ͑A͒ Linearly copolarized pulses E 1 ϭE 2 ϭ(1,0); both E 1 and E 2 are linearly polarized in the x-direction ͑short dashed line͒. ͑B͒ Linearly cross-polarized pulses E 1 ϭ(1,0), E 2 ϭ(0,1); E 1 (E 2 ) is linearly polarized along the x(y) direction ͑long dashed line͒. ͑C͒ Circularly copolarized pulses E 1 ϭE 2 ϭ(1/ͱ2,i/ͱ2); both E 1 and E 2 have ϩ polarizations ͑solid line͒.
For positive time delays the signals decrease monotonically, whereas an oscillatory behavior is observed for negative delays. 16 This is also expected from the frequencydomain calculation of (3) for zero magnetic field. 41 In both long and short dashed lines the duration of the two maxima ͑or minima͒ are about 250 fs, which corresponds to the lowest bound biexciton state. ͑The biexciton binding energies for the lowest and second lowest bound biexcitons are 16.5 and 4.0 meV, respectively.͒ The solid line in Fig. 2 shows the oscillation with about 1ps, since it only couples to the antisymmetric wave function. ͑Symmetric and antisymmetric wave functions refer to the symmetry of the real-space part of the two-exciton wave function.͒ The largest binding energy of the antisymmetric wave function is 4.0 meV, which corresponds to a period of about 1 ps. This feature is different from previously investigated quantum-well systems, where no bound biexcitons were excited for co-circularly polarized excitation. 16, 59 Bound excitons exist in our case due to the combined action of the magnetic field together with the asymmetry of the Coulomb interaction, and are excited for this polarization configuration. The calculated relative strength of the time-integrated FWM signal for three different polarizations is in good qualitative agreement with zero magnetic-field experiments. 16, 59 The heterodyne detected time-resolved FWM signal is given by
Here P x denotes the x component of the complex twodimensional polarization vector P ͑see the discussion below͒. These signals are displayed in Figs. 3-9 . In all figures, the upper panel ͑a͒ shows the amplitude of FWM signal ͉P(t)͉, and the lower panel ͑b͒ shows the relative phase ⌬(t) with respect to the exciting pulse E 1 (t). ⌬(t) is defined as follows.
For ͑A͒ and ͑B͒ polarizations, the y component of the polarization in 2k 2 Ϫk 1 is zero, and ⌬ can be simply defined as
where x (t) is the phase of the x-component of the FWM signal. For the ͑C͒ polarization, the 2k 2 Ϫk 1 signal is ϩ polarized, and the x and y components of the FWM signal have the same relative phase with respect to the exciting pulse E 1 (t). We can thus again use Eq. ͑3.5͒ as the definition of ⌬.
The FWM signal consists of two contributions: Pauli blocking ͑phase-space filling͒ and the exciton-biexciton transitions induced by the Coulomb interaction. In Eqs. ͑A11͒ and ͑A12͒ the former nonlinearity is proportional to E͗B † ͗͘B͘, whereas the latter is proportional to ͗B † ͗͘BB͘.
These contributions are given by the short dashed and long dashed lines, respectively, and the total signal is given by solid line. The phase of the Pauli blocking term is time independent in time-resolved FWM with resonant excitation. 22, 23 This is because we select a single one-exciton level for each spin, which gives only one Pauli blocking term in Eqs. ͑A11͒ and ͑A12͒. This can also be seen analytically in the short-pulse limit. Setting ⑀ 0 ϭ 1 ϭ 2 , the Pauli blocking term in Eqs. ͑B1͒ and ͑B2͒ does not have any timedependent phase factor.
During the short-time period when the optical field is applied, the Pauli blocking term is dominant. We can see that the phase of the FWM signal ͑solid line͒ starts from the same value as the phase of the Pauli blocking term ͑short dashed line͒ in Figs. 3-9 .
We have investigated three cases: symmetric Coulomb interaction ee ϭ0 and eh ϭ0 ͑Fig. 3͒, medium asymmetry ee ϭ0 and eh ϭ1 ͑Figs. 4-6͒, and strong asymmetry ee ϭ0 and eh ϭ2 ͑Figs. This long rise time has been interpreted using a nonlinear Ginzburg-Landau-like wave equation for the 1s exciton amplitude. 15, 25 That analysis is based on a two-level system with a local-field-like nonlinearity arising from factorization of the higher correlations. This has been shown to correspond to the local-field approximation ͑LFA͒. 17, 24 The LFA which is equivalent to the TDHF approximation can be extended in various ways. One possibility is to introduce population variables ͗B † B͘. 13 Since we do not incorporate pure dephasing, population variables can be factorized as ͗B † ͗͘B͘, and do not appear in the equation of motion. However, two-exciton variables play a similar role on the shape and the amplitude of the FWM signal. In the third-order equations of motion, the Coulomb interaction term couples either ͗B † ͗͘BB͘ or ͗B † B͗͘B͘ depending on the approximation scheme. In both cases, we can regard these terms as sources for the third-order response for a weak electric field ͑in our case, without pure dephasing the nonlinear response can be expressed using the two-exciton variables ͗BB͘, whereas the population terms ͗B † B͘ can be factorized exactly͒. Since these sources are long living, i.e., they decrease slowly with the dephasing time and not with the short duration of the exciting fields, the integration of these sources in the equation of motion gives a maximum of the signal at a delayed time. Here the effect of the Coulomb-interaction terms and the Pauli blocking term on the amplitude of the FWM signal are comparable. Since we excite single excitons resonantly, the amplitude of the FWM signal induced by the Pauli blocking term ͑which does not depend on Coulomb interaction͒ is not affected by changing the parameters ee and eh . Thus the FWM signals from the Pauli blocking terms in Figs. 3, 4 , and 7 have the same magnitude. The amplitude of FWM signal in Fig. 3 is small compared to Figs. 4 and 7. This is consistent with the fact that we do not have a nonlinear optical signal for symmetric Coulomb interaction. 11 The small signal coming from Coulomb interaction is an artifact of our truncated two-exciton basis set, as discussed in Ref. 11 .
As shown in Appendix B, the phase of the Coulomb term starts from 0 (2) for the linearly copolarized pulses. 23 It then varies smoothly with time, converging to a value which is close to 2. Inspection of Eqs. ͑B6͒ and ͑B7͒ shows that the small change of the phase indicates that the two-exciton levels contributing to ͗B Ϯ ͘ Coulomb (Ϫ1͉2) (0,t) are mainly located near twice the one-exciton energy.
For ee ϭ0 and eh ϭ1, we have calculated the amplitude and relative phase of the FWM signal for our three polarization configurations: ͑A͒ linearly copolarized pulses ͑Fig. 4͒, 
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͑B͒ linearly cross-polarized pulses ͑Fig. 5͒, and ͑C͒ circularly copolarized pulses ͑Fig. 6͒. Our system has one symmetric and three antisymmetric bound biexciton levels. These correspond to the lowest symmetric and antisymmetric states. 11 The symmetric and antisymmetric bound biexciton levels are indicated by the solid and dashed lines just below the patched part ͑two-exciton continuum͒ of the inset of Fig. 4 . In all three cases, the FWM signal shows quantum beats. However, their pattern is different. The signal in Fig. 6 resembles that of Fig. 3 , but with one additional feature. The oscillation period is about 1 ps, which corresponds to the binding energy of the lowest antisymmetric state ͑4.0 meV͒.
Circularly copolarized pulses excite only the ͗BB i ͘ variables and do not show beats corresponding to the symmetric states. To clarify this point, let us examine Eq. ͑B1͒. Since ជ Ϫ •E 2 ជ ϩ •E 1 * and ជ ϩ •E 2 ជ Ϫ •E 1 * have the same sign for linearly copolarized pulses, the contributions of the three Coulomb scattering terms K i 1 , K j 1 , and K l 1 to the FWM signal have the same sign as well, whereas for linearly crosspolarized pulses ជ Ϫ •E 2 ជ ϩ •E 1 * and ជ ϩ •E 2 ជ Ϫ •E 1 * have an opposite sign. Thus the terms K j 1 and K i 1 cancel each other. Since K i 1 has a factor 2, it also cancels the continuum part of K l 1 . As a result, the lowest symmetric level in K l 1 and the lowest antisymmetric level in K i 1 ͑with a factor 1 2 ) contribute to the FWM signal with opposite signs. Because of these large cancellations for linear cross-polarized excitation, we can clearly see the oscillations originating from the lowest symmetric level compared to the linear copolarized pulses, where the oscillation is buried in the signal of the lowest antisymmetric level and the continuum.
The relative phase also carries interesting information in Figs. 4-6 . Because of the different polarization of the exciting pulses, the relative phase of the Pauli blocking term in linearly copolarized pulses ͑Fig. 4͒ and in circularly copolarized pulses ͑Fig. 6͒ is 3/2, whereas in linearly crosspolarized pulses it is /2. The phase of the Coulomb scattering term starts from 0 and converges to about /2 for linear and circularly copolarized pulses. These results are reproduced analytically for short pulses by taking limits for t ͑Appendix B͒. The terms f n /(⌬ n ϩi␥ 2 ) (nϭi 1 ,j 1 ,l 1 ) in Eq. ͑B7͒ have a bound biexciton part and a continuum part. The two have opposite phases resulting in a /2 phase for large t. The Coulomb scattering term for linearly cross-polarized pulses ͑Fig. 5͒ shows a different phase near tϭ0 compared to Figs. 4 and 6 . This is because of the small contribution from the first-order term in t in Eq. ͑B6͒: Ϫ͚ l 1 f l 1 Ӎ0. The phase of the Coulomb scattering term is /2, because we have a factor i in the second order term in Eq. ͑B6͒. A small difference between Eq. ͑B6͒ and our numerical results comes from the finite ͑30 fs͒ pulse duration. The large change of the phase of the Coulomb scattering term with increasing time t is also related to the cancellation. Because of the different sign between
•E 1 * for linearly cross-polarized pulses, the constant terms in
Eqs. ͑B1͒ or ͑B2͒ become smaller compared with their oscillatory counterparts. Thus the phase changes, until the oscillatory terms become small compared to the constant terms. This occurs on the dephasing time scale. For strong asymmetry ee ϭ0 and eh ϭ2 we have five bound biexcitons ͑see the inset of 11 . ͑Color͒ Normalized Wigner spectrograms for Tϭ80 fs ͓͑a͒, ͑c͒, and ͑e͔͒, and TϭϪ80 fs ͓͑b͒ and ͑d͔͒. ͑a͒ corresponds to ee ϭ0 and eh ϭ0, ͑b͒ and ͑c͒ correspond to ee ϭ0 and eh ϭ1, and ͑d͒ and ͑e͒ correspond to ee ϭ0 and eh ϭ2. The detuning is defined with respect to the single-exciton resonance. The color code is the same for all plots.
cally, by changing the two-exciton energy levels and their contribution to the FWM signal.
The time-resolved amplitude ͓͑a͒ and ͑c͔͒ and phase ͓͑b͒ and ͑d͔͒ of the linearly cross-polarized signals are shown in Figs. 10͑a͒ and 10͑b͒ ͑for ee ϭ0 and eh ϭ1) and Figs. 10͑c͒ and 10͑d͒ ͑for ee ϭ0 and eh ϭ2). For positive time delays, this technique is known as the photon echo. However, since we only have two degenerate one-exciton states and no inhomogeneous broadening, we do not observe an echo at tϭ2T. Instead, we can see the effect of interference ͑quantum beats͒ originating from the energies of the twoexciton states as a function of t for fixed T. In the direction tϭTϩT 0 the signal simply decays as exp(Ϫ␥ 1 t/ប).
A different behavior is seen for negative time delays where the Coulomb part of the signal does not only depend on tϪT but also on T for the short-pulse limit. This is clearly seen in Fig. 10 . Compared with positive time delays, the amplitude changes slowly with t, resulting in larger changes of amplitude with T. Because of the finite duration of the exciting pulse, the phase of the FWM signal starts to change when E 2 reaches its maximum. The large peak at about T ϭϪ200 fs in Fig. 10 ͑a͒ results from constructive interference of the lowest symmetric and the lowest antisymmetric two-exciton levels. Since the biexciton binding energies are larger for larger asymmetry of the Coulomb interaction, we can see a peak about TϭϪ150 fs in Fig. 10͑c͒, i. e., the amplitude for FWM signal for ee ϭ0 and eh ϭ2 reaches its maximum faster than for ee ϭ0 and eh ϭ1. In Fig. 10͑c͒ , we observe a weak signal for TϭϪ400 fs. This indicates that the signal is dominated by the lowest level of the antisymmetric wave function, which has a two-exciton binding energy 9.3 meV ͑corresponding to a 450-fs period͒.
The complex valued time-resolved signal field S may be conveniently displayed using its Wigner spectrogram 62, 63 ͑WS͒ defined by
͑3.6͒
The WS is by definition a real quantity which may have positive and negative values, and depends on the observation time, the frequency, and the time delay. Upon integrating the WS over time ͑frequency͒, we obtain the amplitudes of the ordinary frequency-resolved ͑time-resolved͒ FWM signals 62 
͉S͑,T ͉͒
The WS can be easily constructed from experiments 15, 64, 65 in which both the amplitude and the phase of the signal field are measured. It has been used to analyze signatures of correlations in ultrafast FWM on conjugated polyenes 22 and twoexciton states in light-harvesting antenna systems. 66 In Fig. 11 the WS for our system is displayed for different time delays and asymmetries. Without any asymmetry there are no bound two-exciton states and the contribution to the FWM due to Coulomb scattering vanishes. In this case the time-resolved amplitude shows no beats and the dynamics of the phase is negligible; see Fig. 3 . Therefore the magnetoexciton system behaves as an effective two-level system 11 ͑due to the finite basis set used in our calculations we still have a small Coulomb contribution; see Fig. 3 and discussion͒. This is consistent with the WS displayed in Fig. 11͑a͒ . The WS is symmetric as a function of the detuning, and for a fixed time t shows modulations as a function of the detuning ⌬ which are like sin(2⌬t)/⌬. 66 As function of time the WS becomes spectrally narrower, which indicates that for long times the excitation becomes resonant. 22, 66 With asymmetry ͓see Figs. 11͑b͒ and 11͑c͒ for ee ϭ0 and eh ϭ1, and 11͑d͒ and 11͑e͒ for ee ϭ0 and eh ϭ2) bound two-exciton states exist and induce beats in the time-resolved signals and FWM signals for negative delays. The WS's ͓see Figs. 11͑b͒-11͑e͔͒ , therefore, become asymmetric with respect to the detuning. New features appear for negative detuning which are directly related to the biexcitonic resonances. For ee ϭ0 and eh ϭ1 ( eh ϭ2) the biexcitonic binding energy is 16.5 meV ͑34.7 meV͒, and one can clearly identify contributions of these biexcitons to the WS.
IV. SUMMARY
In this paper we have applied the nonlinear exciton equations to calculate the third-order response of twodimensional semiconductors in a strong perpendicular magnetic field. Four-wave-mixing signals provide a direct look into the one-and two-magnetoexcitons manifolds. Our calculations used the analytical classification and numerical evaluation of two-exciton states developed in Ref. 11 . Twoexciton states with four different angular momentum are considered. A two-exciton state consisting of two electrons and two holes may have the angular momenta Jϭ2, with J z ϭ2, J z ϭ0, and J z ϭϪ2; and Jϭ1, with J z ϭ0, 11 as shown in Fig. 1 . The variation of the signals for different polarizations of the exciting fields may be attributed to the different selection rules in each case. The weak FWM signal for linearly cross-polarized pulses is attributed to the cancellation between the signals coming from the two-exciton levels with different angular momenta. The existence of bound biexcitons depends on the asymmetry of Coulomb interaction. Our calculations demonstrate the unique signatures of these states in femtosecond four-wave-mixing spectroscopy. where E 1,2 (t) are the pulse envelopes. E i ϩ (E i Ϫ ) (iϭ1, and 2͒ refer to the components of E with direction ϩk i (Ϫk i ). This field will create excitations at different directions k s ϭmk 1 ϩnk 2 , where m and n can be any integers. We label these different directional components by the superscript (m͉n) . We start with Eqs. ͑2.8͒-͑2.13͒, use the rotating frame, and apply the rotating wave approximation to calculate the FWM signal up to the third-order response, which yields We have added phenomenological dephasing rates ␥ 1 (␥ 2 ) for one-exciton ͑two-exciton͒ states. The polarization in the 2k 2 Ϫk 1 direction is given by
͑A14͒
