Ericksen and Leslie established a theory to model the flow of nematic liquid crystals. This paper is devoted to the Cauchy Problem of a simplified version of their system, which retains most of the properties of the original one. We consider the density-dependent case and we establish the global existence of solutions in the whole space for small initial data. The initial density only has to be bounded and kept far from vacuum, while the initial velocity belongs to some critical Besov Space. Under a little bit more regularity for the initial velocity, we prove also that those solutions are unique.
Introduction and main results
Over the period of 1958 through 1968, Ericksen [7] and Leslie [15] developed the theory of liquid crystal materials. A liquid crystal is a compound of fluid molecules, which has a state of matter between the ordinary liquid one and the crystal solid one. The molecules have not a positional order but they assume an orientation, which can be modified by the velocity flow. At the same time a variation of this alignment can induce a velocity field. The present paper is devoted to the global solvability issue for the following system, which characterizes the liquid crystal hydrodynamics:
(1)
This is a strongly coupled system between the inhomonegenous and incompressible Navier-Stokes equation and the transported heat flow of harmonic maps into sphere. Here ρ = ρ(t, x) ∈ R + denotes the density, u = u(t, x) ∈ R N represents the velocity field, Π = Π(t, x) ∈ R stands for the pressure and d = d(t, x) ∈ S N −1 (the unit sphere in R N ) represents the molecular orientation of the liquid crystal, depending on the time variable t ∈ R + and on the space variables x ∈ R N , with N ≥ 2. The symbol ∇d ⊙ ∇d denotes the N × N matrix whose (i, j)-th entry is given by ∂ i d · ∂ j d, for i, j = 1, . . . , N . The positive constants ν, λ and γ stand for the viscosity, the competition between kinetic energy and potential energy and the microscopic elastic relaxation time for the molecular orientation field respectively. We immediately remark that in the present paper we are going only to suppose the initial density ρ 0 to be bounded, thus it can present discontinuities along an interface. Such condition should be a model for an important physical case, namely the description of a mixture of fluids with different densities filled with crystals.
Some developments in the crystal liquid Theory. System (1) has been presented by Lin (see [16, 17, 22] ) to model the flow of nematic liquid crystals with variable degree of orientation. It has been formulated as a simplification (see [18] appendix) of the original equations in the theory of liquid crystal proposed by Ericksen in [6, 7] and Leslie [15] . The solvability problem of the general Ericksen-Leslie equations has been studied by F. Lin and Liu in [20] , proving the existence of weak and strong solutions under specifically conditions and also by Wu, Xu and Liu in [25] , establishing the local well-posedness, and the global well-posedness for small intial data. However, because of the complexity of such model, only special cases have been treated in literature (see for example [4] ). On the other hand, the simplified system (1) is more maneuverable, even if it preserves the mainly characteristics of the first one. In [18] F. Lin and Liu consider the homogeneous sub-case of system (1) (namely with constant density), replacing the term |∇d| 2 d with the forcing term given by f (d) = ∇F (d). They study the wellposedness of the system, establishing the following basic energy law: 1 2
Then, with a modified Galerkin method, they are able to prove the existence of a weak solution (u, d),
(Ω) and d 0|∂Ω ∈ H 3/2 (∂Ω). They also get uniqueness in the 2D case or in the 3D case on the condition ν ≥ ν(γ, λ, u 0 , d 0 ). Furthermore they prove a stability result for the equilibria. Moreover, in [19] F. Lin and Liu show a regularity result for the system, namely if the initial-boundary condition are smooth enough, then there exists a suitable weak solution whose singular set has onedimension Hausdorff measure zero in space time. In [13] , Jiang and Tan consider the 3D system (1) on a bounded domain with f (d) = ∇F (d) instead of |∇d| 2 d. They derive the global existence of weak solutions provided that the boundary is C 3+δ , for a positive δ < 1, d 0 ∈ H 1 (Ω) with d 0|∂Ω ∈ H 3/2 (∂Ω), the initial density ρ 0 ∈ L γ (Ω) with γ ≥ 3/2, u 0 = 0 whenever ρ 0 = 0 and |u 0 | 2 /ρ 0 belongs to L 1 (Ω). In dimension two, the homogeneous sub-case of system (1) on a bounded domain has also been treated by F. Lin, J. Lin and C. Wang in [21] and by Hong in [9] . Even if the velocity field is supposed to be defined on a plane, the authors suppose the director field d to assume values on S 2 , that is in the three dimensional framework. The first authors prove both interior and boundary regularity Theorems under smallness condition, which allow to obtain the existence of global weak solutions on a bounded smooth domain. Such solutions are smooth except for a finite time-set. An equivalent result has been proved simultaneously by Hong with a different approach, getting an L 2 -estimate of ∇ 2 d and ∇u under a small energy condition on the initial data. In [24] , D. Wang and Yu studied system (1) on a bounded domain of class C 2+ν , where ν > 0, with f (d) = ∇F (d) instead of |∇d| 2 d. They consider the compressible case, namely with the pressure Π dependent by the density and without the free divergence condition on the velocity field. They proved existence and large-time behavior of a global weak solution. Still in the compressible case, F. Jiang, S. Jiang and D. Wang in [11] established the global existence of weak solutions in a bounded domain in dimension three, under a smallness condition on the Nth component of the initial director field. Moreover in [12] they determined the existence of weak solutions in dimension two, overcoming the supercritical nonlinearity of |∇d| 2 d and applying a threelevel approximation scheme. Such results hold under some restriction on the initial energy (including the case of small initial energy). They also proved a global existence result with large initial data, provided that the second component of the initial director field fulfils some geometric angle condition.
In [23] F. Lin and C. Wang develop some uniqueness results in the homogeneous setting of (1) . In the two dimensional case they prove that uniqueness holds provided that u belongs to L 
x . In the three dimensional case they prove a similar result on the condition u ∈ L
and d ∈ L 2 tḢ 1
x ∩C([0, T ),Ẇ 1,N ), whereḢ 1 x andẆ 1,N denote the homogeneous Sobolev spaces on R N . In [26] , Zhou, Fan and Nakamura establish an existence and uniqueness result of the two dimensional inhomogeneous (1) on a smooth bounded domain, for large initial velocity u 0 and small ∇d 0 in L 2 , while the initial density ρ 0 is supposed to be smooth enough, namely in W 1,r (Ω), with r ∈ (2, ∞). Recently, Hieber, Nesensohn, Prüss and Schade [8] have developed a complete dynamic Theory for the homogeneous sub-system of (1) (namely with constant density) in a bounded domain Ω of R N with a C 2 -boundary ∂Ω. Their approach is to consider such system as a quasilinear parabolic evolution equation, proving the existence and uniqueness of stronq solutions on a maximal time interval. They also show that the equilibria are normally stable, i.e. for an initial data close to their set, there exists a global solution which converges exponentially in time to an equilibrium. Moreover they ascertain the analytic regularity of their solutions. Remark 1.1. In order to simplify the nonlinear term |∇d| 2 d in the molecular orientation equation, which allows the constraint d ∈ S N −1 , in [18] Lin and Liu have introduced a penalty approximation of Ginzburg-Landau type. More precisely they have replaced the classical energy 1/2 ∇d 2 L 2 (Ω) by the following one:
where ε is a positive parameter. It is still a challenging problem to prove the convergence of the approximate solutions to the original one as ε goes to zero. However, in this paper we are going to prove global solvability results for system (1) with the direct constraint d ∈ S N −1 .
At first, let us observe that system (1) contains the incompressible inhomogeneous Navier-Stokes equations (imposing the molecular orientation field to be constant), thus we cannot expect to obtain better results than those of this sub-system. We mention the paper of Huang, Paicu, and Zhang [10] where the authors establish existence and uniqueness of solutions in the whole space and moreover the paper of Danchin and Zhang [3] where similar results are obtained in the half space setting. In this paper we aim to develop analogous Theorems of [10] to the liquid crystal framework.
There is no loss of generality if in (1) we consider the constant viscosity ν = 1. In the same line we impose the constants λ and γ to be 1, for the convenience of the reader. When the density function ρ > 0 assumes a value different from 0, we can define a := 1/ρ − 1 and reformulate system (1) by
stands for the homogeneous Besov space (see the next section for more details and for the definition of Besov spaces). We are going to consider initial data of this type and we still remark that the case of bounded density can also include discontinuities along an interface, which is an important physical case describing a mixture of fluids with different densities, filled with crystals.
In this paper we will consider initial data of the following type:
is the critical homogeneous Besov space, with indexes 1 < r < ∞ and 1 < p < N . From here on, we suppose that our initial data verify the following smallness condition:
where c 0 is a positive constant, small enough. The index of integrability p is supposed to be in (1, N ) and the value of r in (1, ∞). As in the case of the inhomogeneous Navier-Stokes equation, we can not assume u with a better regularity thanL 1 tḂ N/p+1 p,r (see [1] for a complete explanation of such space). Hence, the product a∆u between L ∞ x andḂ N/p−1 p,r assumes a distributional sense only if p < N , and this explains the restriction for p. If the index r is supposed to be equal to 1 then we expect to obtain a velocity field to be in
) which is very useful to solve the transport equation on the density by Lagrangian coordinates. Our condition r > 1 is general enough to include the case of non-Lipschitz velocity field.
Before introducing our main Theorems, let us explain the meaning of weak solution for system (2). Definition 1.3. We define (a, u, d) a weak solution for (2) if |d| = 1 almost everywhere and ⊲ for any test function φ ∈ C ∞ c (R + × R N ) the following equalities are well-defined and fulfilled:
the following identities are well-defined and satisfied:
The functional Framework: the smooth case. The maximal regularity Theorem (see Theorem 2.2) and the characterization of the homogeneous Besov spaces (see Theorem 2.10) play an important role for the study of (2), since we can reformulate the second and the third equations of (2) in the following integral form:
It is reasonable to suppose the solution having the same regularity as for the linear heat equation given by the heat kernel convoluted with the initial data. Moreover, due to the low regularity of the initial density, which is supposed to be a general bounded function, the transport equation on the density forces us to suppose a only bounded. The classical maximal regularizing effect for heat kernel (see Theorem 2.2) suggests us to look for a solution in a L for every q ≥ p, we understand that this strategy requires p ≤ N r/(3r − 2). Furthermore, since the velocity field u may be seen as solution of the Stokes equation
Here the first relation we expect between the regularities of u and d, namely u · ∇u = div(u ⊗ u), ∆u and div{∇d ⊙ ∇d} in the same L r t L q x space. Thus, according to the previous remark, it is natural to look for a solution such that u and ∇d fulfils the same functional properties and this explains why we suppose ∇d 0 and u 0 belonging to the same critical Besov spaceḂ
According to the above heuristics, imposing q = N r/(3r −2), we aim to find a solution in the following space: a, d ∈ L ∞ t,x and (u, ∇d, ∇Π) ∈ X T,r , where
We also define the following norm
, and impose X r = X r,∞ . Thus, our first result reads as follows:
There exists a positive constant c 0 such that, if (4) is fulfilled, then there exists a global weak solution
and the following inequality is satisfied:
Remark 1.5. In this first Theorem we have supposed the constriction 1 < r < 2. To explain this condition, we anticipate that the proof will be based on an iterate scheme which includes the following one:
We conjecture that such restriction is not necessary, however we have imposed it to simplify the proof for the reader. Indeed the case r ≥ 2 is treated in our second result, Theorem 1.6.
The functional framework: the general case. As we have already pointed out, the choice of a Lr t L q x functional setting requires the condition p ≤ N r/(3r − 2). The more general case 1 < p < N can be handled by the addiction of a weight in time. Indeed the simpler case where u just solves the heat equation with initial data u 0 , having u 0 ∈Ḃ
. Hence, with similar heuristics proposed in the first case, adding such weights in time, we aim to find a solution in the following functional space: a, d ∈ L ∞ t,x and (u, ∇d, ∇Π) ∈ Y T,r , where Y r,T = Y r,T (p 1 , p 2 , p 3 ) is the set of (u, ∇d, ∇Π) such that
where we have fixed max{p, N r/(2r − 1)} < p 1 < N , N r/(r − 1) < p 3 ≤ ∞ and p 2 such that 1/p 1 = 1/p 2 + 1/p 3 . Furthermore, the weight in time exponents are defined by
p3 , We also denote by (u, d, ∇Π) Yr,T the following norm:
and impose Y r := Y r,∞ . Hence our second and more general result concerning the existence of a solution reads as follows:
There exists a positive constant c 0 such that, if (4) is fulfilled, then there exists a global
N and the following inequality is satisfied:
Uniqueness. In order to recover the uniqueness of the constructed global weak-solutions, we need to add an extra regularity on the initial data for the velocity field and the director field. Namely we add to (3) the following hypotheses
for a sufficient small positive constant ε. With this extra-regularity, we are able to obtain the velocity field u to be in L 1 t,loc Lip x . This allows us to reformulate system (1) in Lagrangian coordinates. Such coordinates simplify in some way our problem, granting the density a to be constant, since it is governed by a transport equation. Therefore, we proceed in the same line of [10] , proving the uniqueness of the constructed solutions for a initial time interval. Thus we conclude by a boot strap method in order to recover the global uniqueness. First, let us introduce the functional frameworks. Fixing the value of ε in (0, 1) and let us assume also the constriction r < 2/(2 − ε). We define the following space:
Remark 1.7. Let us immediately remark that for r < 2/(2 − ε) we get N r/((3 − ε)r − 2) > N . Thus, it will be possible to apply the Sobolev inequality in order to get the velocity field to be Lipschitz in space, which plays an important role, as we have already mentioned.
The first uniqueness result of this article reads as follows: Theorem 1.8. Let ε be a positive constant in (0, 1]. Suppose that the hypotheses of Theorem 1.4 are satisfied with r < 2/(2 − ε) and let (a, u, d) be the solution generated. Let us assume that (u 0 , ∇d 0 ) also belongs toḂ
and the uniqueness holds in this functional framework.
As we have already exposed, the results of Theorem 1.4 and 1.8 require the constriction 1 < p ≤ N r/(3r − 2). Here, the existence and the uniqueness hold in a setting of type Lr t L q x . However, to recover the uniqueness for the general case 1 < p < N , we need again to add a weight in time. More precisely, fixing q 1 ∈ (N, N/(1 − ε)), q 3 > N r/((1 − ε)r − 1) and imposing q 2 such that 1/q 1 = 1/q 2 + 1/q 3 , we define the following space:
x , where the exponents of the weights in time are defined by
Therefore, our main uniqueness result reads as follows: 
Moreover, such solution is unique in this functional framework.
Let us briefly describe the structure of this paper. In the next paragraph we briefly recall some properties and characterizations about Besov Spaces, while we prove in detail some technical Lemmas and Theorems concerning the regularizing effects for the heat kernel both in the functional framework with and without weight in time. In the third section we prove the existence of solutions for system (2) on the condition of more regular initial data with respect to (3) . Such results will play an important role in the proofs of our main results, both for the existence part, regularizing the initial data, and the uniqueness part, where we are able to reformulate (2) by Lagrangian coordinates. The fourth section is devoted to the proof of the existence part, namely Theorem 1.4 and Theorem 1.6. Regularizing the initial data we construct a sequence of approximate solutions and we pass to the limit thanks to some uniform estimates. In the fifth section we present the uniqueness results. We suppose the initial data with a little bit more regularity, which allows us to obtain the Lagrangian coordinates. Thus, we are able to prove the uniqueness of the solution for system (2) in a small initial time-interval. Then we conclude by a bootstrap method, obtaining Theorem 1.8 and 1.9. Finally in the appendix, for the convenience of the reader, we prove some technical results which are useful in the main proofs.
Preliminaries
This section is devoted to the study of several regularizing effects for the heat kernel, which will be useful for the proof of the main Theorems. At first step let us recall the well-known Hardy-LittlewoodSobolev inequality.
, and there exists a positive constant C such that
Let us now enunciate the well-known L p L q -Maximal Regularity Theorem, whose proof is available in [14] .
. Let the operator A be defined by
Let the operator B Let the operator B be defined by
Then, we have that B is a bounded operator from
, if the following equality is fulfilled:
Proof. At first let us observe that, if K denotes the heat kernel, than for all 1 ≤ λ ≤ ∞ we have
Observe that, for every t ∈ R + ,
with 1/q + 1/q 1 = 1/q 2 + 1. Thus, by (8), we obtain
and by virtue of Theorem 2.1 we conclude the proof of Lemma 2.3.
x and let the operator C be defined by
, where
Proof. The proof is basically equivalent to the previous one, observing that
The next Theorem is a variation of Theorem 2.2 for functions which belong to some L p t L q x -space, up to a weight in time. This Theorem has already been presented in [10] and [3] , however we briefly prove it for the convenience of the reader. Theorem 2.5. Let T ∈]0, ∞], 1 <r, q < ∞ and α ∈ (0, 1 − 1/r). Let the operator A be defined as in Theorem 2.2. Suppose that
and there exists C > 0 such that
, where C is defined by Lemma 2.4. Since v(t) is solution of
by Theorem 2.2, we deduce that
for every t ∈ (0, T ), then, by virtue of Minkowski inequality and because α < 1 − 1/r,
The next two Lemmas are a particular case of Lemma A.1 and Lemma A.2, therefore we postpone the proof to the appendix.
Lemma 2.6. Let the operator C be defined as in Lemma 2.4. Consider T ∈ (0, ∞], 1 <r < ∞, and moreover suppose that q,q satisfy N/2 < q < N , max{N, q} <q ≤ ∞. Let α, γ andγ be defined by
. Moreover, ifr > 2 and Nr/(2r − 2) < q, then tγCf (t) belongs to L ∞ T Lq x and there exists a positive constantC =C(q,q,r) such that
Lemma 2.7. Let the operators B be defined as in Lemma 2.3. Consider T ∈ (0, ∞], ε ≥ 0 small enough, 1 <r < ∞, and moreover suppose that q,q satisfy N/2 < q < N and q ≤q such that 1/q − 1/q < 1/N . Let α be defined as in Lemma 2.6 and β andβ be defined bȳ
belongs to Lr T Lq x and there exists a positive constant C = C(q,q,r) such that
Moreover, ifr > 2, Nr/(2r − 2) < q andq < N r then tβBf (t) belongs to L ∞ T Lq x and there exists a positive constantC =C(q,q,r) such that
For the main properties of homogeneous Besov Spaces we refer to [1] . However, let us briefly recall the definition and two important results which characterize such spaces in relation to the heat kernel.
Definition 2.8. Let χ be a smooth nonincreasing radial function which has support in B(0, 1) and such that χ ≡ 1 on B(0, 1/2). Imposing ϕ q (ξ) := χ(ξ2 −q−1 ) − χ(ξ2 −q ) for every q ∈ Z, we define the homogeneous Lettlewood-Paley dyadic block∆ q bẏ
where u is a temperate distribution and F is the Fourier transform on R N .
The homogeneous Besov Space is defined as follows:
and for all smooth compactly supported function θ on R N we have 
Moreover, there exists a positive constant C such that
An immediate consequence is the following Corollary: 
Then for any real number s, the spacė B s p1,r1 is continuously embedded inḂ
.
Smooth initial data
In order to prove Theorem 1.4 and Theorem 1.6, in this section we are going to establish the global existence of a solution for system (2), considering more regular initial data. More precisely we are going to consider an initial Lipschitz density and moreover we suppose the initial velocity and the initial director field with a little bit more regularity with respect to the one of Theorem 1.4 and Theorem 1.6.
Proof. The mainly idea is to proceed by iterate scheme. We solve a sequence of linear systems which comes from (2) and we prove that their solutions converge to the one we are looking for. We set (a 0 , u 0 , ∇d 0 , ∇Π 0 ) = (0, 0, 0, 0) and we solve inductively the following two systems:
where F n is defined by:
The global existence and uniqueness of a solution to (12) is standard, since u n−1 belongs to L 1 loc Lip and so it is possible to construct the Lagrangian coordinates. Furthermore,
are fulfilled for every natural number n. For system (13) we apply Proposition B.1. Now let us prove by induction that the following inequalities are satisfied for every n ∈ N:
where C is a positive constant. We consider initially system (13) and we want to estimate d n . By the Mild formulation for the heat equation, we obtain that
Hence, we deduce
Applying the Gronwall inequality and by the induction hypotheses, we obtain (17). We want now to estimate ∇d n and u n . From (19) we get
. By Corollary 2.10.1 and Lemma 2.3, with r 1 = 6r/5, r 2 = 3r, q 1 = 3N r/(6r − 5) and q 2 = 3N r/(3r − 2) which verify (6) and (7), we get 
Here, we have used Lemma 2.4 with r 1 = r, r 2 = 2r (respectively r 2 = 2), q 1 = N r/(3r − 2) and q 2 = N r/(r −1) (respectively q 2 = ∞), which fulfil the conditions (9) and (10) (since r < 2). Moreover the constants of Lemma 2.3 are determined by r 1 = r, q 1 = N r/(3r − 2), r 2 = 2r (respectively r 2 = r) and q 2 = N r/(2r − 1) (respectively q 2 = N r/(2r − 2)), which satisfy the conditions (6) and (7). The hypotheses (18) for n − 1, allows us to absorb all the terms on the right-hand side with index n by the left-hand side (for η small enough). Hence, (18) is true at least for the terms related to d. Now, let us estimate the remaining terms. By the Mild formulation for the Stokes equation, we get
where P is the well known Leray projector. Moreover, applying div to the second equation of (13),
where R is the Riesz operator. Since P and R are bounded operators from L p to L p , for every 1 < p < ∞, applying Corollary 2.10.1, Lemma 2.3, Lemma 2.4 (with the constants r 1 , r 2 , q 1 and q 2 as in (23)) and Theorem 2.2, we deduce that
As in the previous estimates, the term of index n in the right-hand side can be absorbed by the left-hand side, obtaining finally (18) . Now, let us observe that ∇d
, for every n ∈ N. Indeed, by induction and recalling (19), we get
where we have used Corollary 2.10.1 and Lemma 2.3, with r 1 = 6r/5, r 2 = 3r, q 1 = 3N r/((6 − ε)r − 5) and q 2 = 3N r/((3 − ε)r − 2) which verify (6) and (7). Hence, in the same line of (23) we get
Here, we have Theorem 2.2 and used Lemma 2.3 with r 1 = r, q 1 = N r/((3 − ε)r − 2), r 2 = 2r (respectively r 2 = 2/(2 − ε)) and q 2 = N r/((2 − ε)r − 1) (respectively q 2 = ∞), which satisfy the conditions (6) and (7). Furthermore, in the same line of (33), we get
Summarizing the previous consideration, we get by induction
At last, arguing as in the proof of (27), we get also the following inequality
Here, we need Lemma 2.4 with r 1 = 4r/(4 − ε), r 2 = 4r/(2 − ε), q 1 = N r/(3r − 2) and q 2 = N r/(r − 1), which fulfil the conditions (9) and (10). We need also Lemma 2.3 with r 1 = 4r/(4−ε), q 1 = N r/(3r−2), r 2 = 4r/(2 − ε) and q 2 = N r/(2r − 1), which satisfy the conditions (6) and (7). Now we claim that, for every
We want to prove that n∈N δU n (T ) is finite. First, let us consider δa n , which is solution of the following system (29)
Using standard estimates for the transport equation, we obtain that
Considering δd n we observe that it is solution of
where
Thus, for every t ∈ (0, T ),
Arguing exactly as in the proof of inequality (18), we obtain
In order to conclude our estimate we have to bound the terms related to δu n , which is solution of (33)
Hence, denoting by
Summarizing the previous considerations and supposing η small enough, we obtain
We claim that there exists C(T ) > 0 and K(T ) > 0 such that, for all t ∈ [0, T ], and for all n ∈ N (35)
We are going to prove it by induction and the base case is trivial, since it is sufficient to find
Then, for all K(T ) > 0, it is fulfilled
Passing trough the induction hypotheses, we have that, for all t ∈ [0, T ]
Chosen K(T ) > 0 big enough and supposing η small enough, we finally obtain (34).
It is now immediate to conclude that (
x and X r,T , respectively . Moreover, resuming (30), we deduce that (a
Granted with these convergence results and recalling the inequalities (15) , (18) and 27 we conclude that the limit (a, u, ∇d, ∇Π) N fulfils the property of the Proposition. Finally, recalling that, for every natural n, (a n , u n , ∇d n , ∇Π n ) is solution of (12) and (13), passing through the limit, we deduce that (a, u, ∇d, ∇Π) N is solution of (2) with (a 0 , u 0 , d 0 ) as initial data, and this completes the proof of Proposition 3.1. 
allows us to obtain the following estimate for every positive T :
As already mentioned, such condition permits the existence of the flow for the velocity field, hence we can reformulate system (1) trough Lagrangian coordinates (see section 6). Adding a weigh in time, we can increase the time integrability by
Proceeding with the same strategy of Proposition 3.1, we consider the sequence of solutions for the systems (12) and (13) . We claim by induction that such solutions belong to the same space of Theorem 1.6 and moreover that
At first, let us observe that
by Lemma A.3, withr = r, q = p 3 /2 and σ = 2γ
for every t ∈ R + , where C r is a positive constant. Thus, by the induction hypotheses and Gronwall inequality, we deduce
≤C r , withC r positive constant dependent only by r. Furthermore, using standard estimates for the transport equation, we have a
We claim now that
x . By Theorem 2.10, (4) and since (41)Ḃ
, we obtain that
Furthermore, from the induction hypotheses and (39), we have t α1 ∇(|∇d
x . Thus, applying Lemma 2.6 with q = p 1 ,q = p 3 and moreover the same Lemma withq = 3p 1 , we finally obtain
Developing the right-hand side and absorbing the terms with index n by the left-hand side, it results
In a similar way, by Theorem 2.5 and by Lemma 2.7 withq = p 2 and q = p 1 , we obtain
Now, let us take the velocity field into account. At first, we recall that u n fulfils
with F n = (1 + a n )div ∇d n ⊙ ∇d n + a n (∆u n−1 − ∇Π n−1 ). By Theorem 2.10,
x . By Theorem 2.5 with α = α 1 (respectively α = α 2 ),r = 2r (respectivelyr = r) and q = p 1 we obtain
Arguing exactly as in the proof of (43) and (44) we get also
summarizing (43), (44), (46) and (47), there holds (37) (by (25) ∇Π n has the same regularity of ∆u n ). Moreover, from the arbitrary of p 3 we get also
Now, we claim by induction that (u n , ∇d n , ∇Π n ) belongs to Y ε r and moreover
, for every n ∈ N (uniformly). Recalling (38) and (45), by Lemma 2.6 withq = q 3 orq = 3q 1 and q = p 1 , we get that
for every n ∈ N. Hence, since (u n , ∇d n , ∇Π n ) Yr η, we deduce the following uniformly estimate:
We still proceed by induction and the base case (0, 0, 0) ∈ Y ε r is trivial. Now, let us assume
and ∇ 2 (u 0 , ∇d 0 ) ∈Ḃ
, by Theorem 2.10 we get that the conditions for u and ∇d determined by Y ε r are satisfied by e t∆ u 0 and e t∆ ∇d 0 . Now, arguing as for proving (42), we get
Thus, recalling (49), we get
Applying the induction hypotheses we obtain (48) at least for the terms concerning ∇d n . Moreover, arguing as for proving (46) we get
and as for proving (47)
From the definition of F n and by the induction hypotheses, we get (48) also for the terms concerning u n . Since by (25) ∇Π n has the same regularity of ∇ 2 u n , we finally obtain (48). Let us observe that, by Remark 3.3, for every T > 0 there exists a positiveĈ(T ) > 0 such that
To conclude the proof we want to show that (a n , d n , u n ) N is a Cauchy sequence in the considered spaces. The strategy is similar to the last part of Theorem 3.1. Denoting δu n := u n+1 − u n and so on for δd n , δa n and δΠ n , for all T > 0 we define
We want to prove that n∈N δU n (T ) is finite. Let us consider δa n which is solution of (29). By standard estimates for the transport equation and by (40), we obtain
}. Considering δd n , we recall that is solution of (31).
Hence, by Lemma A.3 with σ = 2γ 1 and q = p 3 /2, we get
for every t ∈ (0, T ). Taking the sup on t ∈ (0, T ) we deduce
Moreover, by Lemma 2.6, Lemma 2.7, Lemma A.3 and Lemma A.4, we obtain
Recalling (33), (25) and still using Lemmas 2.6, 2.7, A.3 and A.4, we finally obtain
and by (50) we finally obtain.
Such inequality is strictly similar to (34), hence we can conclude the proof of the proposition arguing exactly as in the last part of the proof of proposition 3.1.
Existence of a Global Solution
Let us now tackle the proof to the existence part of our main results, namely Theorem 1.4 and Theorem 1.6. Thanks to the dyadic partition we regularize the initial velocity u 0 and the initial molecular orientation d 0 , while we regularize the initial density a 0 by a family of mollificators. The key is to use the existence results and the estimates of the previous section, constructing a family of solutions for (2) with the regularized initial data. Due to the low regularity of a 0 , it is not possible to prove the strong convergence of such approximate solutions. Hence, we shall focus on a compactness method, along the same line of [3] and [10] .
Let (χ n ) N be a family of mollifiers, we define a 0,n := χ n * a 0 , for every n ∈ N. a 0,n belongs to W , we cut the low and the high frequencies in the following way:
Each term d 0,n belongs to L ∞ x with norm bounded by 1. Moreover u 0,n and ∇d 0,n belong toḂ s p,1 for every real number s. In addition, the smallness condition (4) is still valid for (a 0,n , u 0,n , ∇d 0,n ).
Proof of Theorem 1.4. As already pointed out, u 0,n and ∇d 0,n belong toḂ s p,1 , for every real number s, in particular for s = N/p − 1 and s = N/p + 1. The hypotheses of Proposition 3.1 are fulfilled, hence it determines (u n , d n , a n ) solution of (2) with u 0,n , d 0,n and a 0,n as initial data. Furthermore we get the following uniform estimates for the norms of such solutions:
for every n ∈ N. By these inequalities and the momentum equation of (2), (
. Thus, applying AscoliArzela Theorem, we conclude that there exists a subsequence of (u n , d n , a n ) N (which we still denote by (u n , d n , a n ) N ) and some (u, d, a, ∇Π) with a, d ∈ L ∞ t,x and (u, ∇d, ∇Π) ∈ X r such that (a
x,loc , for all positiveε small enough. The last strongly convergence is due to an interpolation result, observing that, for every T > 0, the sequence (u n −e t∆ u 0,n ) N is uniformly bounded and equicontinuous
) and moreover (e t∆ u 0,n ) N converges to e t∆ u 0 strongly in L ). We deduce that u n · ∇d n and u n · ∇u n converge to u · ∇d and u · ∇u respectively. Then, it is sufficient to prove that a n (∆u n + ∇Π n ) converge to a(∆u + ∇Π) in the distributional sense, in order to conclude that (u, d, a) is a solution for (2) with initial data (u 0 , d 0 , a 0 ). Toward this, we shall follow [3] and [10] , proving that (a n ) N strongly converges to a in L m loc (R + × R N ) for any m < ∞. thanks to the transport equation of (2) we have
where ω is the weak * limit of ((a n ) 2 ) N (up to a subsequence). Moreover, by a mollifying method as that in [5] , we infer that
and from the uniqueness of the Transport equation (see [5] ) we conclude that a 2 − ω = 0 almost everywhere. We deduce that ( a n L 2 (Ω) ) N converges to a L 2 (Ω) , for every Ω bounded subset of R + × R N , hence (a n ) N strongly converges to a in L 2 (Ω). By interpolation, we deduce that (a n ) N strongly converges to a in L m loc (R + × R N ) for any m < ∞ and this completes the proof to the existence part of Theorem 1.4.
Proof of Theorem 1.6. We proceed along the same line of the previous prove, using Proposition 3.2 instead of Proposition 3.1. We get the following uniform estimates for the sequence of the approximate solutions:
(u n , ∇d n , ∇Π n ) Yr η.
x , where τ 1 belongs to (1, r/(1+α 2 r) ) and
x respectively, where τ 2 ∈ (1, 2r/(1 + β 1 2r) ) and τ 3 ∈ (1, 2r/(1 + γ 1 2r) ). It is not restrictive to choose τ 2 and τ 3 such that 1/τ 4 := 1/τ 2 + 1/τ 3 is less than 1.
Hence, by Ascola-Arzela Theorem, we conclude that, up to extraction, the sequence (u n , d n , a n , ∇Π n ) N converges to some (u, d, a, ∇Π) N such that a, d belong to L ∞ t,x and (u, ∇d, ∇Π) ∈ Y r . The convergence is in the following sense:
(a
x,loc , for all positive ε small enough. Finally we can repeat the argument at the end of the proof of Theorem 1.4, concluding the existence part of Theorem 1.6.
Lagrangian Coordinates
The uniqueness result is basically based on the Lagrangian coordinates concept. The key is to rewrite system (2) under such coordinates, obtaining a new formulation which allows the uniqueness in the functional framework of the main Theorems. This strategy has already been treated in [2] on a restrictive family of (2), namely the incompressible Navier-Stokes equations with variable density in the whole space. We claim to extend it to the general simplified Ericksen-Leslie system. Before going on, in this section we recall some mainly results concerning the Lagrangian coordinates.
Let T ∈ (0, ∞], we consider a vector field u in L 1 T Lip x . The flow X of u is defined as the solution of the following ordinary differential equation:
The unique solution is granted by Cauchy-Lipschitz Theorem. Defining v(t, y) := u(t, X(t, y)) we get the following relation between the Eulerian coordinates x and the Lagrangian coordinates y:
Furthermore, fixing t ′ ∈ R, letX =X(t ′ , t, x) be the unique solution of y) ) and moreover
Assuming that u has L 1 T Lip x -norm small enough, we obtain that the right-hand side of the previous inequality is less than 1. Thus A(t, y) is determined by
Setting b(t, y) := a(t, X(t, y)), ω(t, y) := d(t, X(t, y), P (t, y) := Π(t, X(t, y)) and moreover h(t, y)
which is the Lagrangian formulation. Moreover, taking the derivative in x to the third equation of (2)
thus, h is solution of
Uniqueness
This section is devoted to the proof of Theorem 1.8 and Theorem 1.9. For i = 1, 2, let (u i , d i , a i ) be two solutions of (2) satisfying the condition of Theorem 1.6. Let X i be the flow generated by u i , for i = 1, 2, and (v i , ω i , b i ) the Lagrangian formulations of the solutions. At fist, let us observe that b 1 ≡ b 2 ≡ b 0 , thus setting δv := v 1 − v 2 , δω := ω 1 − ω 2 and δP := P 1 − P 2 , we observe that (δv, δω δh, δP ) is solution for
and
In what follows, we will use repeatedly the following identity:
6.1. Uniqueness: the smooth case. Let us assume that 1 < p < N r/(3r − 2), ε ∈ (0, 1] and r ∈ (1, 2/(2 − ε). We suppose our initial data (u 0 , ∇d 0 ) to be inḂ
and we want to prove that the solution for (1), given by Theorem 1.4, is unique. First, let us observe that our solution belongs to the functional framework of Theorem 1.8, thanks to proposition 3.1. Now, let us tackle the proof of the uniqueness. We need the following Lemma Lemma 6.1. Let T > 0 and let us assume that f , ∇g, and
Proof. Applying −div to the first equation, we get
, for every q ∈ (1, ∞). Moreover, v is determined by
thus by Lemmas 2.3, 2.4 and Theorem 2.2, we obtain the required estimate.
Thus, recalling system (51), we get
where we have also used that
Summarizing the previous inequality, we need to control the right-hand side of
We are going to estimate each of these terms step by step. Moreover, in what follows we will use that
Bounds for δf 1 . From the definition of δf 1 , we readily get
where N r/(2r − 2) is the Lebesgue exponent in the critical Sobolev embedding
Consequently, because T < 1, recalling (52), we obtain
Thus there exists a continuous function t → χ 1 (t), which goes to 0 for t → 0 and
Bounds for δf 2 . From the definition of δf 2 and observing that
Hence, there exists a continuous function t → χ 2 (t) which goes to 0 for t → 0, such that
Bounds for δf 3 From the definition of δf 3 we get
Hence, there exists χ 3 (t) such that
Bounds for δf 6 From the definition of δf 6 we get
for an opportune continuous function χ 7 (t) which goes to 0 when t → 0. Bounds for δf 7 . From the definition of δf 7 we have
which yields that there exists a continuous function χ 7 (t) ≥ 0, with χ 7 (0) = 0, such that
Bounds for δf 8 . From the definition of δf 8 we get
which yields that there exists a continuous function χ 8 (t) ≥ 0, with χ 8 (0) = 0, such that
Bounds for ∇δg. By the definition of δg we get
We deduce that there exists a continuous function χ g (t) with χ g (0) = 0 such that
Bounds for δR. From the definition of δR we have δR
Thus, there exists a continuous function χ R (t) with χ R (0) = 0 such that
Bounds for δf 4 . From the definition of δf 4 it follows δf 4
Bounds for δf 5 . From the definition of δf 5 it follows
Summarizing (53), (54), (55), (56), (57), (58), (59), (60), (61) and (62), we deduce that there exists a continuous function χ(t) = i χ i (t) which assume 0 for t = 0, such that
which yields the uniqueness of the solution to (2) on a sufficiently small interval. Then uniqueness part can be completed by a bootstrap method.
6.2. Uniqueness: the general case. Now let us consider the general case 1 < p < N , ε ∈ (0, min{1/r, 1 − 1/r, N/p − 1}] and our initial data (u 0 , ∇d 0 ) inḂ
. We want to prove that the solution for (1), given by Theorem 1.6, is unique. Let us observe that our solution belongs to the functional framework of Theorem 1.8, thanks to proposition 3.2. We also recall Remark 3.3 for the Lispschitz-estimates and suppose T < 1. In order to prove the uniqueness we need the following Lemma Lemma 6.2. Let α 1 , β i , γ j and p 1 , p 2 , p 3 be defined by Theorem 1.6, for i = 1, 2 and j = 1, 2, 3.
has a unique solution such that
Proof. The proof is basically equivalent to the one of Lemma 6.1
By (51) and the previous Lemma, it follows that
Furthermore, by the second equation of (51)
x , where p *
is the Lebesgue exponent in the critical Sobolev embedding
By Theorem 2.5, Lemma 2.6 and Lemma 2.7, we get
Summarizing the last inequalities, we deduce that we have to control the right-hand side of
Let us now estimate the right-hand side of (64) term by term.
Remark 6.3.
In what follows, we will use repeatedly the following estimates:
Moreover, if in addition we consider p 3 = ∞ we get also the following estimate
Bounds for t α1 δf 1 . From the definition of δf 1 , we readily get
where p *
Bounds for t α1 δf 2 . From the definition of δf 2 and observing that
x and the critical Sobolev embedding, there exists a continuous function t → χ 2 (t) which goes to 0 for t → 0, such that
Bounds for t α1 δf 3 From the definition of δf 3 we get
Hence, arguing exactly as for (65) and (66), there exists χ 3 (t) such that
Bounds for t α1 δf 6 From the definition of δf 6 we get
for an opportune continuous function χ 6 (t) which goes to 0 when t → 0. Bounds for t α1 δf 7 . From the definition of δf 7 we have
Bounds for t α1 δf 8 . From the definition of δf 8 we get
Bounds for t α1 ∇δg. By the definition of δg we get
Bounds for t α1 δR. From the definition of δR we have
Bounds for t α1 δf 4 . From the definition of δf 4 it follows
Therefore, we obtain
with χ 5 as the previous functions. Summarizing points (65), (66), (67), (68), (69), (70), (71), (72), (73) and (74), we finally obtain
where χ stands for i χ i . Thus, for T sufficiently small, the left-hand side has to be 0. This proves the uniqueness at least in small time interval. Then uniqueness part can be completed by a bootstrap method. This concludes the proof of Theorem 1.8.
. Moreover, ifr > 2 and Nr/(2r − 2) < q, then tγ ε Cf (t) belongs to L ∞ (0, T ; Lq x ) and there exists a positive constantC ε =C ε (q,q,r) such that
, by a change of variable s = tτ and because γ ε −α ε +1 = (1/q−1/q)N/2, we get that
Applying Minkowski inequality, we deduce that
Thus, because (1/q − 1/q)N/2 < 1 and 0 < 1/2(3 − N/q − ε) < 1, we obtain inequality (75).
On the other hand, observing that
By a change of variable s = tτ and becauseγ εr′ − α εr′ − (1/q − 1/q)Nr ′ /2 + 1 = 0, we obtain
Since q > Nr/(2r − 2) yields (1/q − 1/q)N/2 < 1/r ′ and q < N/(1 − ε) implies α εr′ < 1, we obtain (76), which completes the proof of the Lemma.
Lemma A.2. Let the operators B be defined as in Lemma 2.3. Consider T ∈ (0, ∞], ε ≥ 0 small enough, 1 <r < ∞, and moreover suppose that q,q satisfy N/2 < q < N/(1 − ε) and q ≤q such that 1/q − 1/q < 1/N . Let α ε be defined as in Lemma A.1 and β ε andβ ε be defined bȳ
belongs to Lr(0, T ; Lq x ) and there exists a positive constant C ε = C ε (q,q,r) such that
. Moreover, ifr > 2, Nr/(2r − 2) < q andq < N r then tβ ε Bf (t) belongs to L ∞ (0, T ; Lq x ) and there exists a positive constantC ε =C ε (q,q,r) such that
Proof. At first, recalling (8), we get that
, by a change of variable s = tτ and because β ε − α ε + 1 = 1/2 + (1/q − 1/q)N/2, we get that
Because 0 < (1/q − 1/q)N/2 + 1/2 < 1 and 0 < 1/2(3 − N/q − ε) < 1, we deduce inequality (77). For the second inequality, proceeding in a similar way of the previous Lemma, we obtain that t Since by the hypotheses we can deduce α ε 1r
′ < 1 and (1/q − 1/q)Nr ′ /2 +r ′ /2 < 1 then there exists C ε > 0 such that Finally we enunciate the following Lemma, which proof is basically equivalent to the previous one.
Lemma A.4. Let 2 <r < ∞, q > Nr/(r − 2) and σ := (1 − N/q)1/2 − 1/r. Let us suppose that t σ f belongs to Lr(0, T ; L q x ) with T ∈ (0, ∞]. Then Bf and t −1/2 Cf belong to L ∞ (0, T ; L ∞ x ) and for every t ∈ (0, T ) Bf (t), t 
where d 0 ∈ L ∞ x and (u 0 , ∇d 0 ) belongs toḂ N/p−1 p,r with 1 < p < N and 1 < r < ∞. Propositions B.1 and Proposition B.2 concern the existence of a solution (u, d, ∇Π), which belong to X r,T and Y r,T respectively. For p less than (or equal to) the critical exponent N r/(3r − 2) we can solve our system in a functional framework based only on some regularizing effects for the heat kernel in L p L q spaces. However, if p exceeds this critical value, in order to handle this less of regularity we have the add a weight in time. Now we extend the range of r to (1, ∞) and we consider an index of integrability p greater than the critical N r/(3r − 2). As already mentioned, here the addition of a weight in time is necessary. The following result is used in proposition 3.2. Proof. The proof is basically equivalent to the one of Proposition B.1. At first, by (81) and Lemma A.3, we get
Recalling Theorem 2.10, by ∇d 0 ∈Ḃ x . Using Lemma A.1 and Lemma A.2 with ε = 0, q = p 1 ,q = p 2 ,q = p 3 orq = 3p 1 , we deduce the previous results for C∇f 2 instead of e t∆ ∇d 0 (observing also that ∇C = B and ∇ 2 C = A). Thus ∇d fulfils all the condition imposed by Y r,T . To conclude the proof, we use the Fixed-Point Theorem. DenotingỸ r,T the set composed by the couples (u, ∇Π) such that (u, d, ∇Π) belongs to Y r,T , we consider (ω i , ∇P i ) ∈Ỹ r,T , for i = 1, 2. Thus, defining (u i , ∇Π i ) by (82), we have
(δω, δP ) X r,T , hence there exists (u, d, ∇Π) ∈ Y r,T solution of (80), and this concludes the proof.
