Abstract. Call a non-Moufang Bol loop minimally non-Moufang if every proper subloop is Moufang and minimally nonassociative if every proper subloop is associative. We prove that these concepts are the same for Bol loops which are nilpotent of class two and in which certain associators square to 1. In the process, we derive many commutator and associator identities which hold in such loops.
Introduction
Over 100 years ago, G. A. Miller and and H. C. Moreno characterized nonabelian groups with the property that all subgroups are Abelian [MM] . (See also [S, §6.5] .) Motivated by this paper, the authors have, in recent years, begun a study of minimal nonassociativity in loops [CG3, CG5, CG4] . We call a loop minimally nonassociative (MNA) if it is not associative, but every proper subloop is associative.
A loop is Moufang if it satisfies the identity (xy · z)y = x(y · zy) and (right) Bol if (xy · z)y = x(yz · y) is an identity.
1
Bol loops take their name from Gerrit Bol [B] who showed that the Bol identity corresponds to a certain configuration in 3-webs [Pf, §II.3] . Michael Kallaher and Ted Ostrom have studied quasifields whose multiplicative loop satisfies the right Bol identity [KO] . In the last ten years, Bol loops have been used to construct right alternative loops that are not left alternative [GR1, GR2] (such rings are scarce [Ku] ) and, in turn, they have been shown to arise as loops of units in right alternative loop rings [G] .
The (seemingly small) difference in the order of multiplication on the right side of the Moufang and Bol identities makes a world of difference to the loops. For example, Moufang loops are diassociative, meaning that the subloop generated by any pair of elements is a group. In particular, y · zy = yz · y for any y, z in a Moufang loop, so a Moufang loop is right Bol.
Bol loops satisfy some weak associativity conditions, but not others. For example, any (right) Bol loop satisfies the right alternative identity, (xy)y = xy 2 (set z = 1 in the right Bol identity) and this, together with a straightforward induction argument can be used to show that Bol loops are power associative, meaning that powers of a single element are well defined. In fact, Bol loops satisfy the right power alternative identity, (xy n )y m = xy n+m for any integers n and m.
On the other hand, a Bol loop which is not Moufang cannot even satisfy the left alternative identity, x(xy) = x 2 y. We refer the reader to the text by Pflugfelder [Pf] where she will find more than enough background on Bol and Moufang loops for this paper.
We will often focus on some particular subloops of a loop L. The left, middle, and right nuclei of a loop L are defined, respectively, by
In general, the three nuclei of a loop may be different, but in a Bol loop, the right and middle nuclei coincide, and in a Moufang loop, all three nuclei are equal.
By analogy with the concept of minimal nonassociativity, it is natural to think about Bol loops which are not Moufang, but in which every proper subloop is Moufang. We call such a subloop minimally non-Moufang (MNM). It is not hard to see that an MNM Bol loop B must be generated by two elements. For this, note first that because B is not Moufang, there exist x, y ∈ B with x(xy) = x 2 y. Since the subloop x, y generated by x and y is not Moufang, it cannot be proper.
In their study of MNA Moufang loops, the authors first characterized commutative MNA Moufang loops and then considered a class of loops which are very nearly commutative, namely, those with a unique nonidentity commutator, which is also a unique nonidentity associator. Since a commutative Bol loop is Moufang, it seems reasonable that our first foray into a study of MNM Bol loops would concern those with a unique nonidentity commutator/associator. A number of interesting identities hold in such loops. As we discovered when we began to study this class of loops, however, we do not need the full hypothesis to establish many of these identities. For example, some can be proved if we simply assume B is nilpotent of class two, that is, all commutators and associators in B are central. Thus much of the focus of this paper is concerned with such loops.
If x, y, and z are elements of a loop B, we use the notation (x, y) and (x, y, z) for the commutator of x and y and the associator of x, y, and z, respectively. Thus, by definition, xy = yx(x, y) and (xy)z = [x(yz)](x, y, z). The subloop of a loop L generated by the commutators and associators is called the commutator/associator subloop of L and is denoted by L ′ . With this notation, the right power alternative identity may be expressed in the form
If we assume that a Bol loop B has a unique nonidentity commutator s which is also a unique nonidentity associator, then s must be central and of order two. (This was first proved for Moufang loops by the authors [CG2] , and for Bol loops by the second author with D. A. Robinson [GR1, Lemma 3.2] .)
In Section 2, we exhibit a number of identities satisfied by any Bol loop which is nilpotent of class two. In Section 3, we first add the additional constraint that associators square to 1, and then we add the further assumption that commutators also square to 1, so that the commutator/associator subloop B ′ is a central elementary Abelian 2-group. In Section 4, we show that if a Bol loop which satisfies these conditions is minimally non-Moufang, then it is minimally nonassociative as well. Since, as earlier noted, a minimally non-Moufang Bol loop can be generated by two elements, it is natural to investigate two-generator nilpotent class two Bol loops. This we do in Section 5.
Commutator and Associator Identities
Throughout the rest of this paper, we assume that B is a Bol loop which is nilpotent of class two, hence, all commutators and associators in B are central.
For any x, y, z ∈ B, not only do we have xy = yx(x, y) and (xy)z = [x(yz)](x, y, z) but also, since commutators and associators are central, yx = xy(x, y) y, z) . Since commutators are central, this means that (xy, z) = (yx(x, y), z) = (yx, z) and similarly, (xy, z, w) = (yx, z, w), and so on. Also, if n is any element in the nucleus of B, then
We use these results implicitly, without further comment, in establishing a number of basic identities.
Lemma 2.1
For all x, y, z, w ∈ B, (xy, z, w) (x, y, zw) = (x, y, z) (y, z, w) (x, yz, w) . (x, y, z) (x, yz, w) (y, z, w) = (xy · zw) (x, y, z) (x, yz, w) (y, z, w) (x, y, zw) −1 = (xy · z)w (x, y, z) (x, yz, w) (y, z, w) (x, y, zw) −1 (xy, z, w) −1 .
If we now cancel (xy · z)w and multiply both sides by (xy, z, w)(x, y, zw), we get the desired result.
Then, using the right power alternative identity, x = s −1 ba. Repeated use of the Bol identity and the centrality of s gives
using the Bol identity
using the Bol identity again
and a third time
Lemma 2.3 For all x, y, z ∈ B and for any integer n, (x, y, zy
Proof By the Bol identity, the definition of associator, the centrality of associators and Lemma 2.2,
After cancelling y, we obtain (xy)z = (x · yz) (x, y, yz) , so, by centrality of (y, z) and the definition of the associator of x, y and z, (x, y, zy) = (x, y, yz) = (x, y, z).
For n a positive integer, the first identity of the lemma now follows from right power alternativity and induction. That is,
For n a negative integer,
The second identity of the lemma now follows by Lemma 2.2. That is,
Note that since commutators are central, we can also write the identities in Lemma 2.3 in the form (x, y, y n z) = (x, y, z) and (x, y n z, y) = (x, z, y).
Lemma 2.4 For all x, y, z ∈ B and for any integers m and n,
Proof We first use induction on n to prove the result in the special case that m = 1 and n > 0. Setting w = z in Lemma 2.1 and using right alternativity and Lemma 2.3, we get
Using right power alternativity, and then replacing w by z, this becomes (x, y, z
Applying the induction hypothesis and Lemma 2.3, this becomes
Using right power alternativity, this becomes 1 = (x, y, z)(x, yz, z −1 ). If we now use Lemma 2.3, we get 1
Finally, using Lemma 2.2,
as required.
Lemma 2.5
For any x, y, and z ∈ B, (xy, y, z) = (x, y, z) (y, y, z) and (xy, z, y) = (x, z, y) (y, z, y) .
Applying first Lemma 2.4 and then Lemma 2.3, this becomes (xy, z, y) Cancelling (x, y, z) , and using Lemma 2.2, we get the first identity of the lemma.
The second identity follows by applying Lemma 2.2.
Corollary 2.6 For any x, y, z ∈ B, and any integer n, (xy
Proof If n = 0, the result is obvious.
If n > 0, the result follows from successive applications of Lemma 2.5. If n < 0, say n = −m, then, by successive applications of the result for m > 0, we can peel off one y at a time. That is, (x, y, z) = (xy n · y m , y, z) = (xy n , y, z)(y, y, z) m , so that (xy n , y, z) = (x, y, z)(y, y, z) −m = (x, y, z)(y, y, z) n , as required. As in the proof of the second identity in Lemma 2.5, the second identity of the corollary now follows by application of Lemma 2.2. Proof Set x = 1 in Corollary 2.6.
Lemma 2.8 For any x, y, z ∈ B,
(x, y, zx) = (x, y, z) (x, yz, x)(x, x, z) and (x, zx, y) = (x, z, y) (x, x, yz)(x, z, x) .
Proof Setting w = x in Lemma 2.1, we get
which, by the centrality of (x, y), becomes
Applying Lemma 2.5, this becomes
Cancelling (y, z, x) and multiplying both sides by (x, x, z) = (x, z, x) −1 , we get the first identity of the lemma.
We now turn our attention to some identities involving commutators.
Lemma 2.9
For any x, y ∈ B and every integer n, (x, y n ) = (x, y) n (y, x, y)
and (x n , y) = (x, y) n (x, x, y) n(n−1) .
Proof
We establish the first identity by induction on n, n > 0. The result clearly holds for n = 0 and n = 1.
. We wish to find (x, y k+1 ). Since
. Applying Lemma 2.2, Corollary 2.7 and the induction hypothesis, this becomes
as required. We now prove the result for n < 0.
We begin with n = −1. Let w = (x, y −1 ). Then xy −1 = (y −1 x)w. Multiplying both sides on the left by y, y(xy −1 ) = y(y −1 x)w, and so
Applying Lemma 2.4, we get (yx)y −1 (y, x, y) = xw (y, y, x) . Now multiply both sides by y(y, y, x). We get yx = (xy)w(y, y, x) 2 , so that (y, x) = w(y, y, x) 2 and so (x, y
. Thus the result holds for n = −1. Now let n = −m, and let z = y −1 , so that z m = y −m = y n . Then, since m > 0, and using Lemma 2.4 and Corollary 2.7,
But we saw above that (x, y
as required. This proves the first identity. For the second,
Corollary 2.10 For any x, y ∈ B and any integers m and n,
Proof By Lemma 2.9 and Lemma 2.4,
Lemma 2.11
For any x, y ∈ B and any integer n, (xy n , y) = (x, y)(y, x, y) n .
Proof
For n = 0, the result is obvious.
For n > 0, we again proceed by induction on n. We have Suppose it holds for n = k, that is, (xy k , y) = (x, y)(y, x, y) k . Then using right alternativity, the result for n = 1, Lemma 2.3, and the induction hypothesis,
Lemma 2.12 For all x, y, z ∈ B,
Proof We have
which gives the first identity of the lemma. For the second identity,
Theorem 2.13 For any x, y ∈ B and any integers m, n, p and q,
where r = (mq − np)(m + p − 1) and s = (np − mq)(n + q − 1) .
Proof By Lemma 2.12,
Applying Lemma 2.9 and Lemma 2.4, the right side becomes
By Lemma 2.3, this is equal to
Now, using Lemma 2.4, this becomes
Application of Corollary 2.6 and Corollary 2.7 reduces this to
Collecting like terms, this becomes
We now apply the second identity in Lemma 2.12 together with right alternativity. We obtain
Again applying Lemma 2.9 and Lemma 2.4, this becomes
Applying Corollary 2.7 and collecting like terms, we finally obtain
Theorem 2.14 For any x, y ∈ B and any integers m, n, p, and q,
right power alternativity (twice) and Theorem 2.13
using, at the last step, Lemma 2.4 and Corollary 2.7. Now multiply both sides of the equation on the right by y −n to get the desired result.
Theorem 2.15 For any x, y ∈ B and any integers m, n, p, q, r, and s,
where v = −qr(r − 1) − pr(s + 2q) − n(p + r)(p + r − 1) − m(p + r)(q + s + 2n) and w = qr(q + s − 1) + n(p + r)(n + q + s − 1). Cancelling common terms, we see that
= m(ps − qr),
Before we conclude this section, we record two other interesting results:
Proof Switching x and z in Lemma 2.12, we obtain (zx, y) = (z, y)(x, y) (y, z, x)(z, x, y) 2 .
But since (xz, y) = (zx, y), setting the right-hand side of this last equation equal to the right-hand side of the equation in Lemma 2.12 and cancelling (x, y) and (z, y), we get (y, z, x)(z, x, y) 2 = (y, x, z) (x, z, y) 2 . Bringing everything to the left-hand side of the equation and applying Lemma 2.2, we get the desired result.
Lemma 2.17
For all x, y, z ∈ B, (xz, y)(yx, z)(zy, x) = (x, z, y) (y, x, z) (z, y, x) .
Proof Using cyclic permutations of the variables in Lemma 2.12, we obtain (xz, y) = (x, y)(z, y) (y, x, z) (x, z, y) 2 , (x, z, y)(z, y, x) 2 .
Multiplying these together and cancelling commutators that are inverses of each other, we get (xz, y)(yx, z)(zy, x) = (x, z, y) 3 (y, x, z) 3 (z, y, x) 3 . But, by Lemma 2.16, (x, z, y) 2 (y, x, z) 2 (z, y, x) 2 = 1, so the desired conclusion follows.
Centrality of Squares
In this section, B will represent a Bol loop which is centrally nilpotent of class 2 and in which the square of every associator is 1. As noted above, this condition is a generalization of the assumption that there is a unique nontrivial commutator, associator.
Applying the added condition that associators square to 1, Lemma 2.2 becomes
The next theorem is interesting because Moufang loops with squares in the nucleus have appeared at various points in the literature. These so-called extra loops were first identified by F. Fenyves and later characterized as precisely those loops which satisfy the identity (xy · z)x = x(y · zx) [CR] .
Theorem 3.2 For any x ∈ B, x 2 ∈ N(B).
Proof Let y and z be any elements of B. By Lemma 2.4 and Corollary 3.1, (y, (x, z, w) (x, xz, w) . By Corollary 3.1 and Lemma 2.8, (x, wz, x) (x, x, z) = (x, z, w) (x, x, wz) (x, x, z) . x, wz) , and so x 2 ∈ N λ (B), as required.
Corollary 3.3
For any x, y, z ∈ B, and any integers m, n and r
Proof Since squares are in the nucleus of B, it follows from equation (2.1) that we can reduce the exponents m, n and r modulo 2. The result is then obvious.
We also obtain the following simplifications of results from Section 2.
Corollary 3.4 For any x, y ∈ B and any integers m, n, p and q,
Proof By Theorem 2.13, ( 
Proof By Theorem 2.14,
, and −mp(q + 2n) ≡ mpq (mod 2), so the result follows.
Turning our attention to commutators, we also get Corollary 3.6 For any x, y ∈ B and any integers m and n, (
Proof By Corollary 2.10, (
. But, for any integers m and n, both m(m − 1) and n(n − 1 are even, and so (x, x, y) mn(m−1) (y, x, y)
Corollary 3.7
For all x, y, z ∈ B, (xz, y) = (x, y)(z, y) (y, x, z) . Proof By Theorem 3.2, squares are in the nucleus. That they are in the centre follows from Corollary 3.6 and the fact that commutators have square 1. It is extremely rare for the loop ring of a loop to satisfy any interesting identity other than associativity. For example, a commutative loop ring must be associative (with mild restrictions on characteristic) [Pa] and a right alternative loop ring must be alternative in characteristic different from 2 [Ku] . That loops exist with a loop ring that is right, but not left, alternative came to light only in 1994 [GR1] . Later, it was shown that one class of loops with this property are those Bol loops with a unique commutator/associator [GR2] . This suggests a further study of such loops. Here we offer one property. 
Minimally Non-Moufang Bol Loops
We apply the results of Section 3 to investigate minimally non-Moufang Bol loops. 
Two-Generator Bol Loops
As we have seen, an MNM Bol loop must be generated by two elements. In this section, we consider the structure of finite 2-generator Bol loops which are nilpotent of class two. If B is generated by x and y, then by Theorem 2.13 and Theorem 2.15, all commutators and associators in B can be expressed in the form r α s β t γ , where r = (x, y), s = (x, x, y) and t = (y, y, x) are central. Thus every element in B can be expressed in the form x p y q r α s β t γ . Theorem 2.14 tells us how to multiply two such elements, so that multiplication in B is completely determined once we know |x|, |y|, |r|, |s| and |t|. By Theorem 2.15, if we do not want B to be associative, then s and t cannot both be 1. Without loss of generality, we may assume that s = 1.
This observation forms the basis for the construction of a new class of Bol loops. The construction in the case that r 2 = s 2 = t 2 = 1 is described in [CG1] .
